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• z15 T02 (/T01)
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T02

Extending the family with the new air cooled, single frame 

model

IBM z15 

Model T02
IBM z15 

Model T01

3

IBM z15 T02 und T01

IBM z15 Model T02 Announcement – 14. April 2020 

(General Availability 15. May 2020)
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Brand Name: IBM

Product Class: IBM mainframe

Family Name: IBM Z®

Family Short Name: Z

Product Line Name: IBM Z®

Product Line Short Name: Z

Product Name: IBM z15™

Short Name: z15™

Model and Processor Capacity Features:

T01, Features: Max34, Max71, Max108, Max145, Max190

T02, Features: Max4, Max13, Max21, Max31, Max65

Machine Type:
T01 -> 8561

T02 -> 8562

IBM Z – Naming for IBM z15™ Model T01 and T02
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IBM Z and LinuxONE

Can run all workload Specialized for Linux on Z 

workload

LinuxONE III LT1 / LT2

IBM Z LinuxONE

5GCDO: CTO TEK Talk - Hybrid Cloud with IBM Z | © 2020 IBM Corporation

In Switzerland, Phoenix Systems AG

has now a LinuxONE III

IBM Z and LinuxONE
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z15 T02 Continues the CMOS Mainframe Heritage 
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+36%
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z10 BC
65 nm SOI

3.5 GHz

5 CPs (10 IFLs)

z114
45 nm SOI

3.8 GHz (+8.6%)

5 CPs (10 IFLs)

*NOTE: PCI (MIPS) Tables are NOT adequate for making comparisons of IBM Z processors in proposals

zBC12
32 nm SOI

4.2 GHz (+10.5%)

6 CPs (13 IFLs)

2018

1430*

+34%

z13s
22 nm SOI

4.3 GHz (+2.4%)

6 CPs (20 IFLs)

Up to 4 TB memory

1570*

+10%
PCI – Processor Capacity Index (MIPS)

Full capacity uniprocessor

z14 ZR1
14 nm SOI

4.5 GHz (+4.6%)

6 CPs (30 IFLs)

Up to 8 TB memory

Introduced:

SMT and SIMD

19” Rack;

Enhanced

SMT and SIMD

*Capacity and performance ratios are based on measurements and projections using standard IBM benchmarks in a controlled 
environment.  The actual throughput that any user will experience will vary depending upon considerations such as the amount 
of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload . 

1761*

+12%

z15 T02
14 nm SOI

4.5 GHz (==)

6 CPs (65 IFLs)

Up to 16 TB 

memory

New on-core and 

on-chip 

architectures

2020
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8562-T02 Processing Units

Model Feature
Drawers/ 

Cores

PU 

SCM/

CPs

IFLs/

uIFLs
zIIPs ICFs

Std

SAPs

Optional 

SAPs

Std.

Spares
IFP

T02

Max4 1/8
1

0-4

0-4

0-3
0-2 0-4 2 0-2 1 1

Max13 1/17
2

0-6

0-13

0-12
0-7 0-13 2 0-2 1 1

Max21 1/27
3

0-6

0-21

0-20
0-12 0-21 3 0-2 2 1

Max31 1/38
4

0-6

0-31

0-30
0-12 0-31 4 0-8 2 1

Max65 2/76
8

0-6

0-65

0-64
0-12 0-65 8 0-8 2 1

1. At least one CP, IFL, or ICF must be purchased in every machine.

2. Two zIIPs may be purchased for each CP purchased if cores are available. (2:1). This remains true for sub-capacity CPs and for “banked” CPs.

3. “uIFL” = Unassigned IFL

4. The IFP is conceptually an additional, special purpose SAP – used by PCIe I/O features (e.g. RoCE, CE LR), and some other functions.

/IBM Confidential - Subject to change / © 2020 IBM Corporation
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CPC drawer

Each PU Single Chip Module (SCM):

• 14nm

• 7 to 11 cores

• One Memory controller

• Five DDR4 DIMM

Each CPC drawer:

• 12 PCIe+ fanout slots for PCIe+ 

I/O drawer fanout or ICA SR 

coupling link.

• Single System Controller (SC) 

960MB L4

Front

Fans
Rear

Cabling

DIMMsSCMs

SCM

Fanouts

Fanouts

SCM

SCM

SCM

SC

U
p

 t
o

 2
0

M
e

m
o

ry
 D

IM
M

s



© 2021 IBM CorporationPage 9

92. GSE z/OS Expertenforum

4./5. May 2021

z15 Model T02 PU and SC SCM assemblies

PU SCM

1x SC SCM (air cooled)
with heatsink

PU SCM (air cooled)
with heatsink

SC 
SCM
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12-Core / PU SCM detail

• On Core L1/L2 Cache

– Protocol changes to reduce latency

• On chip L3 Cache

– Protocol changes to reduce latency

– Communicates with cores, memory, I/O 
and system controller single chip 
module.

• 20% reduction area

• 20% reduction in power

• 4.5 GHz

• Reduced cycles per instruction

• 14nm technology

– 17 layers of metal

– 9.2B transistors versus 6.2B on z14

L3 

shared 

cache

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2

L1/L2
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Cache Summary  - Comparison to z14 ZR1

Grow L2 (instruction) increase by 2x. 2MB[i] 4MB[d]  to  4MB[i]  4MB[d]

Grow L3 increase by 2x. 128MB to 256MB

Grow L4 by 43% 672MB to 960MB*

*For a Max65 system (two CPC drawer), the L4 cache is 1920 MB
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Memory Considerations

Model Feature Min Max

T02/LT2 Max4 64 GB 2 TB

T02/LT2 Max13 64 GB 4 TB

T02/LT2 Max21 64 GB 4 TB

T02/LT2 Max31 64 GB 8 TB

T02/LT2 Max65 64 GB 16 TB

Concurrent memory upgrades via 

licensed internal code (LICC) are 

available at several capacity levels.

• DDR4 Memory DIMMS (32, 64, 128, 256, 512 GB)

• An additional 160 GB of memory is reserved above the customer purchase amount for the Hardware System 

Area (HSA). 

• An additional 20% of memory is reserved above the customer purchase amount for Redundant Array of 

Independent Memory (RAIM).

/IBM Confidential - Subject to change / © 2020 IBM Corporation
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▪Announced – 09/12/2019, GA – 09/23/2019
▪M/T 8561 - Model T01
▪Five features – Max34, Max71, Max108, Max145, Max190

– Up to 190 customer configurable engines

▪Sub-capacity Offerings for up to 34 CPs
▪PU (Engine) Characterization

– CP, IFL, ICF, zIIP, SAP, IFP (No zAAPs)

▪On Demand Capabilities 
– CoD: CIU, CBU, On/Off CoD, CPE
– System Recovery Boost Upgrade 

▪Memory – up to 40 TB
– Up to 16 TB per LPAR (OS dependent)
– 256 GB Fixed HSA
– Virtual Flash Memory (zFlash Express replacement (0.5 

TB/feature, up to 12 features)

▪ 8561 Channels
– Dual PCIe+ Gen3 16 GBps channel buses
– Six LCSSs, up to 85 LPARs
– Four Subchannel Sets per LCSS
– OSA-Express7S (NB, 25GbE NB or CF)
– OSA-Express6S and 5S (CF)
– FICON Express16SA (NB) 
– FICON Express16S+, 16S and 8S (CF)

▪Common Channels
– IBM zHyperLink Express1.1 (NB)
– IBM zHyperLink Express (CF)
– 10 and 25 GbE RoCE Express2.1 (NB)
– 10 and 25GbE RoCE Express2 (CF)
– HiperSockets™ – up to 32
– 10 GbE RoCE Express (CF)
– Shared Memory Communications - Direct Memory 

Access (SMC-D)

▪Crypto Express7S (6S and 5S CF)
▪Parallel Sysplex clustering:

– Coupling Facility Control Code Level 24
– Support for 384 Coupling CHPIDs per CPC
– Support for 64 Internal Coupling Links
– CF Resiliency enhancements
– ICA SR1.1 (PCIe) Coupling (NB)
– ICA SR (PCIe) Coupling (CF) 

– Coupling Express Long Reach (NB or CF)

in blue: new 

▪Announced – 04/14/2020, GA – 05/15/2020
▪M/T 8562 - Model T02
▪Five features – Max4, Max13, Max21, Max31, Max65

– Up to 65 customer configurable engines (max. 6 CPs)

▪Sub-capacity Offerings for up to 6 CPs
▪PU (Engine) Characterization

– CP, IFL, ICF, zIIP, SAP, IFP (No zAAPs)

▪On Demand Capabilities 
– CoD: CIU, CBU, On/Off CoD, CPE

▪Memory – up to 16 TB
– Up to 8 TB per LPAR (OS dependent)
– 160 GB Fixed HSA
– Virtual Flash Memory (zFlash Express replacement (0.5 

TB/feature, up to 4 features)

▪ 8562 Channels
– Dual PCIe+ Gen3 16 GBps channel buses
– Three LCSSs, up to 40 LPARs
– Three Subchannel Sets per LCSS
– OSA-Express7S 25 GbE (NB and CF)
– OSA-Express 6S (NB and CF)
– OSA-Express5S (CF)
– FICON Express16S+ (NB or CF), 
– FICON Express16S and 8S (CF)

▪Operating Systems
– z/OS®, z/VM®, z/VSE, z/TPF, Linux on IBM Z, KVM for IBM Z
– System Recovery Boost
– Dynamic I/O for Standalone CF CPCs

▪IBM Dynamic Partition Manager (DPM)
▪IBM Secure Service Container
▪IBM Integrated Accelerator for zEDC (On-chip compression 
Accelerator – zEDC Express replacement)
▪IBM Z Hardware Management Appliance
▪Secure Execution for Linux
▪IBM Fibre Channel Endpoint Security (8561 only)
▪Precision Time Protocol 

M/T 8561 M/T 8562

z15 8561 vs. 8562 
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PCIe+ I/O drawer – 16 slots

• First introduced on the z14 ZR1/Rockhopper II

• Supports 16 PCIe+ I/O adapters, horizontal 

orientation, in two 8-card domains.

• Requires two 16 GBps PCIe+ Interconnect 

adapters (), each connected to a 16 GBps

PCIe+ Fanout Gen4 to activate both domains.

• To support Redundant I/O Interconnect (RII)  

between domain pairs 0/1 the interconnects 

to each pair will be from 2 different PCIe+ 

Fanouts.

• Concurrent repair of drawer & concurrent 

install of all I/O features (hot plug).

8U
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z15 Model T02 Max65

CPC Drawer 0

Rear View Front View

(bezels removed)

Monitor + 
keyboard/mouse for SEs

(inside the tray)

Support Elements

PCIe+ I/O Drawer 2

CPC Drawer 1

PCIe+ I/O Drawer 3 

PCIe+ I/O Drawer 4iPDUs

All cabling is on the 
rear side!
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Max13

Max21

Max31

Up to 64 

slots

Max65

Up to 

48 slots

Bold numbers 

indicate installation 

order.Max4

Up to 

48 slots

z15 T02 / LT2 I/O and CPC drawer config options
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z15 T01 front view (PDU, Four Frames, Z, A, B, C – Max190)
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I/O3

CPC4

CPC3

Radiator

• Max 12 I/O drawer

• Max 5 CPC drawer
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DS8910F into z15 Model T02 / LT2

IBM z15 Model 

T02 

IBM LinuxONE III 

Model LT2 

IBM DS8910F
Delivering an end-to-end solution into a single 19-

inch standard rack 

~ 500 TB

capacity
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T02 or LT2

• 16U Reserved Space

• DS8910F Model 993

LT2

• 8U Reserved Space

• One or Two FS9200 + One or Two 8977-T32 switches

or

• One or Two FS7200 + One or Two 8977-T32 switches

• Both needs single phase power

16U

Reserved 8U

Reserved

IBM z15 T02 / LT2 – 16U / 8U Reserved Space
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z15 chip design incorporates a new compression unit

(one per PU SCM) for handling DEFLATE/gzip/zlib operations

This is the zEDC Express PCIe feature replacement

#_IBM Integrated Accelerator for 

zEnterprise Data Compression (zEDC)
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z15 Integrated Accelerator – Design Overview 
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z/OS Software Feature Exploitation zEnterprise Data Compression

z14 z15

Chargeable:

zEDC Hardware 

I/O feature 

required.

No Charge:

Integrated Accelerator 

for zEDC hardware

Built-in processor chips.

z/OS software feature 

required for exploitation 

of:

• z/OS SMF Logstream

• z/OS QSAM/BSAM

• z/OS DFHSM / DFDSS

• Db2 for z/OS V12 

LOBs

• z/FS in V2R3

• IBM Java

• Cobol

• C

• IBM Content Manager 

OnDemand

• IBM Encryption Facility

• IBM Sterling 

Connect:Direct®

• z/OS HTTP Server

• OpenSSH

• IBM MQ for z/OS

z/OS software feature 

required for exploitation 

of:

• z/OS SMF Logstream

• z/OS QSAM/BSAM

• z/OS DFHSM / DFDSS

• Db2 for z/OS V12 

LOBs

• z/FS in V2R3

No z/OS software feature 

required for exploitation 

of:

• IBM Java

• Cobol

• C

• IBM Content Manager 

OnDemand

• IBM Encryption Facility

• IBM Sterling 

Connect:Direct®

• z/OS HTTP Server

• OpenSSH

• IBM MQ for z/OS
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▪ On-Chip Compression provides value for existing and new 

compression users

▪ Less CPU consumption for compression

▪ Fully enabled in highly virtualized environments

– All LPARs and VMs (z/VM & KVM) have 100% access

• Avoids having to pick and choose which Linux guests 

may use accelerator

• Most beneficial for:

– Java (e.g. IBM WebSphere Application Server)

– Backup (e.g. for DBs)

– Network traffic (e.g. Apache, NGINX)

– IBM MQ

Supported with

▪ Red Hat RHEL 8.1

▪ SUSE SLES 12 SP5

▪ Ubuntu 20.04

z15 Linux on Z Compression

https://linux.mainframe.

blog/zlib-acceleration

https://linux.mainframe.blog/zlib-acceleration/
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#_HMC / SE
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IBM Z Hardware Management Appliance (HMA)

HMC

HMC
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HMC default users

• Change default passwords (SYSPROG, ACSADMIN)

• Password for SERVICE -> change as well, but must be 
provided to the IBM technician

• Use personalized User IDs 
(just disable, NOT delete default users)

• Enable HMC Data Replication
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HMC Multifactor Authentication – MFA

User Management Multi-Factor 
Authentication tab updated to 
support both

• HMC MFA 
Time-based One-time 
Password (TOTP)

• IBM MFA for z/OS

IBM Security Verify Google Authenticator
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End of Section

Questions?
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Trademarks

Notes:  

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any user will experience will vary depending 

upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  Therefore, no assurance can be given that an individual user will 

achieve throughput improvements equivalent to the performance ratios stated here. 

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved.  Actual environmental costs and 

performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice.  Consult your local 

IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not tested those products and cannot confirm the performance, compatibility, or any other claims 

related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.

This information provides only general descriptions of the types and portions of workloads that are eligible for execution on Specialty Engines (e.g, zIIPs, zAAPs, and IFLs) ("SEs").   IBM authorizes customers to use IBM SE only to 

execute the processing of Eligible Workloads of specific Programs expressly authorized by IBM as specified in the “Authorized Use Table for IBM Machines” provided at 

www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT”).   No other workload processing is authorized for execution on an SE.  IBM offers SE at a lower price than General Processors/Central Processors 

because customers are authorized to use SEs only to process certain types and/or amounts of workloads as specified by IBM in the AUT. 

* Registered trademarks of IBM Corporation
Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries. 

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom. 

IT Infrastructure Library is a Registered Trademark of AXELOS Limited. 

ITIL is a Registered Trademark of AXELOS Limited. 

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries. 

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United 

States and other countries. 

The registered trademark Linux® is used pursuant to a sublicense from the Linux Foundation, the exclusive licensee of Linus Torvalds, owner of the mark on a worldwide basis.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates. 

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both. 
OpenStack is a trademark of OpenStack LLC. The OpenStack trademark policy is available on the OpenStack website.

Red Hat®, JBoss®, OpenShift®, Fedora®, Hibernate®, Ansible®, CloudForms®, RHCA®, RHCE®, RHCSA®, Ceph®, and Gluster® are trademarks or registered trademarks of Red Hat, Inc. or its subsidiaries in the United States 

and other countries.

RStudio®, the RStudio logo and Shiny® are registered trademarks of RStudio, Inc.

UNIX is a registered trademark of The Open Group in the United States and other countries. 

VMware, the VMware logo, VMware Cloud Foundation, VMware Cloud Foundation Service, VMware vCenter Server, and VMware vSphere are registered trademarks or trademarks of VMware, Inc. or its subsidiaries in the United 

States and/or other jurisdictions. 

Zowe™, the Zowe™ logo and the Open Mainframe Project™ are trademarks of The Linux Foundation.

Other product and service names might be trademarks of IBM or other companies.

Parallel Sysplex*

z14

z15

z/OS*

FICON*

GDPS*

HyperLink

IBM*

IBM Cloud Paks

ibm.com*

IBM logo* 

IBM Z*

z/VM*

z/VSE*

http://www.ibm.com/systems/support/machine_warranties/machine_code/aut.html
http://www.openstack.org/brand/openstack-trademark-policy
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