
HIGHLIGHTS
• Freedom of NOS choice, no vendor lock-in

• Forms a predictable data center 

• Zero packet loss (learn more)

• Future proof solution ; enhanced scalability

• Supports speeds of 1/10/25/40/50 and 100GbE

• SN2100 and SN2010 have a unique, half-width,  
TOR form factor

• Throughput of up to 6.4Tb/s

• Sub 300ns, industry leading, true, cut-through latency

• 

• Lowest power, under 5W per 100GbE port

Overview
The SN2000 switch series is comprised of ONIE (Open Network Install 
Environment) based platforms which support the mounting of a multitude of 
operating systems and utilize the advantages of Open Networking and the 

®ASIC capabilities.

The SN2000 switches are ideal for leaf and spine data center network solutions, 

100Gb/s per port and port density that enables full rack connectivity to any server 
at any speed. The uplink ports allow a variety of blocking ratios that suit any 
application requirement.

The SN2000 series introduces the world’s lowest latency for a 100GbE switching 
and routing element, and does so while having the lowest power consumption in 
the market. With the SN2000 series, the use of 25, 40, 50 and 100GbE in large 
scale is enabled without changing the power infrastructure facilities.

The SN2000 series offers three modes of operation:

• Preinstalled with , a home-

an industry standard CLI.

• 

routing functionality for large scale applications.

• Bare metal including ONIE image ready to be installed with the 
aforementioned or other ONIE-mounted operating systems.

SN2000 Series 
® -based 1/10/25/40/50/100GbE Open Ethernet Platforms

SWITCH SYSTEM



APPLICATIONS

OPERATING SYSTEM

HARDWARE

Linux Switch

OS Installer

ONIE and Mellanox Spectrum Linux Switch

end users have a choice of different network operating systems. Any Network Operation System (NOS) such as Microsoft® SONiC or Dell® EMC 
OpenSwitch which runs on top of ONIE can be easily deployed with the SN2000 series.

implementations.

Mellanox Onyx®

Cumulus-Linux

industry thinking in networking while retaining compatibility with the full range of software available in Debian. The SN2000 series running Cumulus 

ters.

SONiC

scenarios, where simplicity and managing at scale are the highest priority. All together with monitoring and diagnostic capabilities, SONiC is a perfect 

Figure 1. Open Ethernet Operating System and Hardware

What is Open Ethernet?
The current landscape of proprietary Ethernet switches limits the foundation of 

initiative is an alternative approach to traditional closed-code Ethernet 

return on investment. 

The Open Ethernet initiative is based on a complete separation between 
the switch hardware and the switch software. In simple terms, it allows IT 
managers and data center planners the option to make independent selections 

that allows integration into any Open Ethernet protocol and application. 

or a vendor-developed application.
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Figure 2. Docker Containers Support 

Docker Containers
A docker container enables you to pack any piece of software and run it in an 

which required a full copy of the operating system, containers bundle only 
libraries and settings required by the software and, therefore, are much lighter 

side-by-side in isolated containers and get better compute density, enabling 
 support enables the 

customer to share selected storage spaces between the various containers and 
 itself.

VXLAN and EVPN
Modern data centers are moving to a layer 3 fabric which means running a routing protocol, such as BGP or OSPF, between the leaf and spine switches. 

— all while interoperating between vendors.

High Availability
 

Key high availability features include:

• 1+1 hot-swappable power supplies and four N+1 hot-swap fans (supported on SN2700 and SN2410)

• Color coded PSUs and fans

• Up to 64 10/25/40/50/100GbE ports per link aggregation group

• Multi-chassis LAG for active/active L2 multi-pathing

• 64-way ECMP routing for load balancing and redundancy

End-to-end 100GbE Solution

® ®

NEO®

design, speeds up time to service and eventually speeds up ROI. 

the 10/40GbE market. SN2000B switches are priced comfortably for the 10/40GbE market and provide the superior feature set of Spectrum.

The SN2000 series supports all standard compliances and is fully interoperable with third party systems.
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Rear side view

Front side view

Mellanox Spectrum® Systems Overview

SN2700
The SN2700 carries a huge throughput of 6.4Tb/s, 32 ports at 100GbE, with a landmark 
4.76Bpps processing capacity in a compact 1RU form factor. With port speeds spanning 
from 10Gb/s to 100Gb/s per port and a wide choice of QSFP transceivers and cables 

a shared 16 MB packet buffer pool that is allocated dynamically to ports that are 
congested.

SN2410
The SN2410 has 8 ports running at 100GbE (can be split to 16 ports running 50GbE) and 
48 ports running at 25GbE, carrying throughput of 4Tb/s with a 2.97Bpps processing 
capacity in a compact 1RU form factor. The SN2410 switch is an ideal top-of-rack 

to any server at 10GbE or 25GbE speeds. The 100GbE uplink ports allow a variety of 
blocking ratios that suit any application requirement.

SN2100
The SN2100 carries a unique design to accommodate the highest rack performance. 
Its design allows side-by-side placement of two switches in a single 1RU slot of a 
19” rack, delivering high availably to the hosts. The SN2100 accommodates 16 ports 
running at 100GbE, with throughput of 3.2Tb/s and a 2.38Bpps processing capacity.

SN2010
The SN2010 switch is the ideal top of rack (ToR) solution for small hyper-converged and 
storage deployments. Packed with 18 ports of 10/25GbE and 4 ports of 40/100GbE, the 
SN2010 can deliver up to 1.7Tb/s with 1.26Bpps processing capacity in a compact half 
width 1RU form factor.
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Layer 2 Features Layer 3 Features Management and Automation

Multi Chassis LAG (MLAG) ZTP

Ansible, SALT Stack, Puppet

BGP4, OSPFv2 FTP \ TFTP \ SCP

Q-In-Q AAA , RADIUS \ TACACS+ \ LDAP

802.1W Rapid Spanning Tree BFD (BGP, OSPF, static routes)

• BPDU Filter, Root Guard SNMP v1,2,3

• Loop Guard, BPDU Guard DHCPv4/v6 Relay In-band Management

802.1s Multiple STP DHCP, SSHv2, Telnet 

ECMP, 64-way SYSLOG 

IGMPv2/v3 Snooping Querier

• 32 Ports/Channel   - 64 Groups Per System USB Console port for Management

Port Isolation Dual SW image 

LLDP Events history 

ONIE

HLL

10/25/40/50/56/100GbE 

Quality of Service (QoS) Monitoring & Telemetry Security

sFlow System Secure Mode - FIPS 140-2 compliance

802.1Qbb Priority Flow Control Storm Control

802.1Qaz ETS

802.1AB
BER Degradation Monitor SSH server strict mode - NIST 800-181A

Shared buffer management Enhanced health mechanism 

3rd party integration (Splunk, etc) Port Isolation 

Synchronization Network Virtualization

OpenFlow 1.3: 

NTP • Hybrid

• Supported controllers: ODL, ONOS, FloodLight, 
RYU, etc.

Docker Container

Full SDK access through the container 
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Standards                                                            SNMP MIBs

802.1D Bridging and Spanning Tree RFC 4001 INET-ADDRESS-MIB RFC 4292 IP-FORWARD-MIB

802.1p QOS IANAifType-MIB RFC 2790 HOST-RESOURCES-MIB

RFC 2863 IF-MIB RFC 1213

802.1w Rapid Spanning Tree RFC 4318 RSTP-MIB

802.1s Multiple Spanning Tree Protocol LLDP-MIB 802.1AB-2005

802.1AB Link Layer Discovery Protocol RFC 4363 Q-BRIDGE-MIB

802.1Qaz ETS RFC 4188 BRIDGE-MIB RFC 3826 SNMP-USM-AES-MIB

802.1Qbb PFC RFC 4133 ENTITY-MIB

802.3ad Link Aggregation with LACP RFC 3433 ENTITY-SENSOR-MIB

802.3ba 40 and 100 Gigabit Ethernet RFC 4268 ENTITY-STATE-MIB

RFC 2572 SNMP-MPD-MIB

RFC 4293 IP-MIB

802.3ae 10 Gigabit Ethernet RFC 4022 TCP-MIB

RFC 4113 UDP-MIB

Switch Model SN2700 SN2410 SN2100 SN2010

Connectors 32 QSFP28 100GbE 48 SFP28 25GbE + 
8 QSFP28 100GbE

16 QSFP28 100GbE 18 SFP28 25GbE +  
4 QSFP28 100GbE

32 8 16 4

64 16 32 8

32 8 16 4

64 64 64 34

64 64 64 34

Throughput 6.4Tb/s 4Tb/s 3.2Tb/s 1.7Tb/s

Packet Per Second 4.76Bpps 2.97Bpps 2.38Bpps 1.26Bpps

Latency 300ns 300ns 300ns 300ns

CPU

System Memory 8GB 8GB 8GB 8GB

SSD Memory 32GB 32GB 16GB 16GB

Packet Buffer 16MB 16MB 16MB 16MB

100/100 Mgmt Ports 1 1 1 1

Serial Ports

USB Ports 1 1 1 Mini USB 1 Mini USB

Hot-Swap Power Supplies 2 (1+1 redundant) 2 (1+1 redundant) No No

Hot-Swappable Fans 4 (N+1 redundant) 4 (N+1 redundant) No No

Yes Yes Yes Yes

Power Supplies Frequency: 50-60Hz
Input range: 100-264 AC
Input current 4.5-2.9A

Frequency: 50-60Hz
Input range: 100-264 AC
Input current 4.5-2.9A

Frequency: 50-60Hz
Input range: 100-264 AC
Input current 4.5-2.9A

Frequency: 50-60Hz
Input range: 100-264 AC
Input current 4.5-2.9A

Typical Power (ATIS) 150W 165W 94W 57W

 
Short Depth: 

 

Weight 7.7kg (18.4lb), Short
 

11.1kg (24.5lb) 
 

8.52kg (18.8lb) 4.54kg (10lb) 4.54kg (10lb)
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Supported Transceivers &  
Optical Fiber and Copper Cables Interface Type Description SKU

100GbE NRZ
QSFP28

100BASE-CR4 copper 0.5m-5m LSZH DAC

100BASE-AOC 3m-100m 

100BASE-SR4 850nm, MPO, up to 100m MMA1B00-C100D

100BASE-PSM4 1310nm, MPO, up to 500m MMS1C10-CM

100BASE-LR4 1310nm, LC-LC, up to 10km MMA1L10-CR

100BASE-CWDM4 1310nm, LC-LC, up to 2km MMA1L30-CM

1m-5m DAC

3m-30m AOC

1m-5m DAC

3m-20m AOC

100GbE to 25GbE QSA28 pluggable adapter MAM1Q00A-QSA28

40GbE 
QSFP

40BASE-CR4 1m-5m DAC 

40BASE-AOC 3m-100m

40BASE-SR4 850nm, MPO, up to 100m MMA1B00-B150D

850nm, MPO, up to 300m MC2210411-SR4E

40BASE-LR4 1310nm, LC-LC, up to 10km MC2210511-LR4

1m-5m DAC 

40GbE to 10GbE QSA pluggable adapter MAM1Q00A-QSA

25GbE 
SFP28

25BASE-CR 0.5m-5m DAC

25BASE-AOC 3m-100m

25BASE-SR 850nm, LC-LC, up to 100m MMA2P00-AS

25BASE-LR 1310nm, LC-LC, up to 10km MMA2L20-AR

10GbE
SFP+

10BASE-CR   1m-7m DAC    

10BASE-SR  850nm, LC-LC, up to 300m  MFM1T02A-SR

10BASE-LR 1310nm, LC-LC, up to 10km MFM1T02A-LR

Standard Compliance

Safety CB

CE

CU

EMC CE

FCC

ICES

RCM

Operating Conditions Operating 0ºC to 40ºC

Non-Operating -40ºC to 70ºC

Relative Humidity 5% to 85%

Operating Altitude

RoHS Compliant
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MSN2700-CS2F

MSN2700-CS2R
Rail Kit

MSN2700-CS2FC

MSN2700-CS2RC

MSN2700-CS2FO

MSN2700-CS2RO

MSN2700-CBBFO
Rail Kit

MSN2700-BS2F

MSN2700-BS2R

MSN2700-BS2FC

MSN2700-BS2RC

MSN2700-BS2FO

MSN2700-BS2RO

MSN2410-CB2F

MSN2410-CB2R

MSN2410-CB2FC

MSN2410-CBBRC

MSN2410-CB2RC

MSN2410-CB2FO

MSN2410-CB2RO

MSN2410-BB2F

MSN2410-BB2R

MSN2410-BB2FC

MSN2410-BB2RC

MSN2410-BBBFC

MSN2410-BB2FO

MSN2410-BB2RO
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Additional Information
 

For more information, please visit the 

remotely delivered. For more information, please visit the .

Warranty Information

and-repair warranty, with a 14 business day turnaround after the unit is received.  
For more information, please visit the .

350 Oakmead Parkway, Suite 100, Sunnyvale, CA 94085
Tel: 408-970-3400 • Fax: 408-970-3403
www.mellanox.com
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MSN2100-CB2F
Rail Kit must be purchased separately

MSN2100-CB2R
Rail Kit must be purchased separately

MSN2100-CB2FC

MSN2100-CB2RC

MSN2100-CB2RO
Rail Kit must be purchased separately

MSN2100-CB2FO
Rail Kit must be purchased separately

MSN2100-BB2F
Rail Kit must be purchased separately

MSN2100-BB2R
Rail Kit must be purchased separately

MSN2100-BB2FC

MSN2100-BB2RC

MSN2100-BB2FO
Rail Kit must be purchased separately

MSN2100-BB2RO
Rail Kit must be purchased separately

MSN2010-CB2F

MSN2010-CB2R

MSN2010-CB2FC

MSN2010-CB2RC

MSN2010-CB2F3C

MSN2010-CB2FO

MSN2010-CB2RO

MTEF-PSF-AC-A

MTEF-PSR-AC-A

MTEF-FANF-A

MTEF-FANR-A

Table 6 - Rack (and Spare Rack) Installation Kits
MTEF-KIT-D Rack install kit for SN2100/SN2010 series short depth 1U switches

MTEF-KIT-SP Spare rack install kit for SN2410 series to be mounted into standard depth racks

MTEF-KIT-BP Spare rack install kit for SN2410 series to be mounted into short depth racks

MTEF-KIT-A Spare rack install kit for SN2700 series mounted into short / standard depth racks

PNY Technologies Europe, 9 rue Joseph Cugnot 
33708 Mérignac, France 
T: +33 (0)5 56 13 75 75  PNYPro@pny.eu
www.pny.eu


