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Security Protocols and Implementation Results

1 Background

The vehicle industry and the United States Department of Transportation (USDOT) have
conducted extensive research on the effectiveness of V2V wireless communication to
improve vehicle safety. Data security is a crucial aspect when considering deployment of
such a technology. Therefore, security issues were addressed in the previous Vehicle
Safety Communications (VSC) Project [34] which was conducted by the Vehicle Safety
Communications Consortium (VSCC) under a cooperative agreement with the USDOT.
In this project, a protocol for authenticating safety broadcast messages was defined. This
protocol is based on the Elliptic Curve Digital Signature Algorithm (ECDSA) and relies
on an existing public key infrastructure (PKI). This work strongly influenced the
Dedicated Short Range Communications (DSRC) security standards work and found its
way in the IEEE 1609.2 [15] standards process, which is currently in trial use.

The members of the Vehicle Safety Communications 2 (VSC2) Consortium (Ford,
General Motors, Honda, Mercedes-Benz, and Toyota) have expressed some concerns
about the previously defined scheme when used for V2V safety applications. Those
concerns focus primarily on the following issues:

e Computational complexity and, therefore, cost that might hinder market
penetration

e Latency due to security overhead
e Per-message over-the-air (OTA) security overhead
e Privacy

Those concerns are the starting point for extending the previous work and implementing
an enhanced security protocol for broadcast message authentication'. The protocol to be
defined must fulfill the following requirements:

e High efficiency in both computational complexity and OTA overhead
e Low time delay overhead due to a security protocol
e A mechanism to provide privacy for vehicles

The project consisted of the following main tasks: (1) definition and analysis of potential
security protocols, (2) evaluation of the identified security protocols by using extensive
network simulations, (3) implementation of the potential security protocols in a test bed
environment, and (4) ranking the potential security protocols.

This report provides the definition of the Vehicle Safety Communications - Applications
(VSC-A) authentication protocols and implementation results. This report is organized as
follows. In Sections 2 and 3, the necessary background is defined and the threat model of
the previous report [34] is revised. Authentication protocols for the given application
scenario are suggested in Section 4, and basic privacy protection protocols are defined in

" Note that in literature often the term multicast source authentication or data origin authentication is used.
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Section 5. These protocols are evaluated in Section 6, and the implementation is
described in Section 7. Conclusions and an outlook are given in Section 8.

2 Assumptions and Requirements

V2V safety applications run in a highly mobile wireless communication network with
unique requirements. The application scenario and system architecture as well as network
model and assumptions are described below.

2.1 Application Scenario

A set of vehicles broadcasts safety-related messages (such as global positioning system
(GPS) position and velocity beacons) on a wireless channel (DSRC radio channel).
Vehicles in the one-hop neighborhood receive these broadcast messages and process
them. If a safety threat occurs, a vehicle issues a driver notification. The communication
channel is generally not reliable and packets are lost with varying probability. Vehicles
act both as senders and receivers. They are expected to send out around 10 messages per
second and receive up to 1,000 messages per second. However, these numbers are not
fixed and can vary. For instance, a less frequent number of broadcast messages is likely
in congested traffic scenarios. These safety messages are characterized as small with an
estimated average size of 170 bytes (most messages are 100-200 bytes).

Security is a core issue. In particular, receivers need to be able to validate that a message
originates from a properly certified sender and that the message was not manipulated
during the transmission between sender and receiver. The focus of this project is the
secure message broadcast used in V2V safety applications. This report only considers the
On-Board Equipment (OBE) of vehicles and does not consider Road-Side Equipment
(RSE) data security. Deployed vehicles are assumed to have a lifespan of 10-15 years.
Therefore, the nominal lifetime of a DSRC radio is assumed to be 15 years. An overview
of the application scenario and involved threats was given in [28].

2.2 Architecture

Figure 1 describes the preliminary architecture of the VSC-A system. The Sensor Data
Handler (SDH) inputs sensor data such as location and velocity that is then broadcast by
the Wireless Message Handler (WMH) over the DSRC Radio after the Security Module
(SM) has attached an authentication tag (e.g., a digital signature). The messages are
received by another vehicle’s DSRC Radio and are then processed by the WMH. The
WMH involves the SM to verify the data origin of a message. Safety Applications, as
well as the Threat Arbitration (TA), are involved to evaluate the threat level for the
driver. If a certain threat-level threshold is exceeded, then the TA issues a threat
notification via the Driver-Vehicle Interface Notifier (DVIN).
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Figure 1: VSC-A System Architecture

2.3 Network Model

The spectrum for vehicular wireless communication is available in the US in the 5.9 GHz
band and is called Dedicated Short Range Communications (DSRC). The radio
technology chosen for operations in this spectrum is based on IEEE 802.11a and is
expected to be standardized as IEEE 802.11p. The nodes of the network are made up by
OBEs in vehicles and RSEs on the road-side. The number of deployed nodes is assumed
to be in the range of several hundred millions or even billions.

The transmission range of nodes is determined by the transmission power and antenna
used. Existing experimental data point to a transmission range of approximately 300
meters in light traffic situations with a current DSRC radio operated at a transmission
power level of 20 dBm. It has been observed that reception is possible at 800-1000
meters without traffic or obstructions. The bandwidth is in the range of 3 or 6 Mbit/s and
might reach up to 27 Mbit/s in the near future.

The packet size may vary between a few dozen bytes and a few hundred bytes. Each
packet imposes a header overhead of at least 46 bytes (at 3 Mbit/s) at the Medium Access
Control (MAC) and Physical (PHY) levels [17]. Further overhead of 11 bytes is
introduced according to the OTA message format that follows IEEE1609 [16]. Data loss
of packets in the network needs to be assumed to be non-trivial and needs to be
understood as a function of the channel scalability. A sophisticated power-control should
be implemented to reduce packet collisions. As a rule of thumb, the probability of a
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packet loss for a large packet is higher than for a small one, and the probability of packet
loss of two small packets is smaller than for a single large packet.

2.4 Cryptographic Assumptions

Cryptographic mechanisms can either be introduced in the application layer or in an
underlying layer such as the MAC layer. Cryptographic mechanisms were introduced on
the application layer in IEEE 1609.2 in order to establish end-to-end security between the
original message originator (e.g., a vehicle’s DSRC radio, the Certificate Authority (CA),
etc.) and the receiver. Introducing further cryptographic mechanisms in an underlying
layer increases overhead at no increased security level. For the same reasons, security is
only considered on the application layer here.

It is assumed that there is a PKI deployed. The details of deploying and managing a PKI
were analyzed in [34]. It is assumed that the strength of standard cryptographic
algorithms to resist exhaustive search attacks follows Moore’s Law, but that no superior
cryptanalytic attack strategies will be found during the system’s life-time.

2.5 GPS Assumptions

Vehicles require a continuous GPS signal for safety applications to work properly. In
particular, GPS safety applications will fail to work once the vehicle’s location cannot be
determined. Therefore, we assume that a loss of the GPS signal of more than one minute
does not allow normal operation but only degraded operation. After a loss of more than
5 minutes, operation is not useful anymore. Today’s vehicle oscillators’ accuracy as
required for DSRC radio transmissions is 20 ppm (cf. [17]). The accuracy of the local
clock to synchronize to the global GPS time signal is in the range of 0.3 ms. Assuming
that ensuring security is only useful in normal safety application operation, the maximum
clock skew to the reference GPS clock is therefore € = 1.5 ms.

2.6 Hardware (HW) Platform

The computational platform of the OBE used in the VSC-A Project is a 400 MHz
industry embedded platform based on a Freescale PowerPC Central Processing Unit
(CPU) and running a Linux derivative. The security protocol is expected to run solely on
the existing platform.

2.7 Further Assumptions

Regular maintenance of the vehicle is provided with high probability (i.e., once a year)
by a workshop, but it is not required. It is conceivable that program code and further data
are downloaded to the vehicle’s OBE during maintenance in a workshop. Forward
compatibility of the implemented security mechanisms is included in the software design
such that cryptographic algorithms can be updated as part of the secure software update
scheme. In the same manner, cryptographic keying data can be updated. The handling of
different security protocol versions is provided by the application layer (e.g., by
implementing a version identifier and algorithms to handle different security versions).
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Further assumptions about the environmental characteristics (i.e., unit size, temperature
range, etc.), the cost of goods, as well as management cost can be found in [34].

3 Revised Threat Model

Vehicles broadcast safety related messages. If a forged message is accepted by a vehicle,
this could possibly lead to a false driver notification. In the following sections, this
central threat is elaborated and extended. The results of [34] are included and revised.

3.1 Attacks

Table 3-1, below, is a list of potential attacks to a V2V system. Privacy related aspects
are elaborated in a separate section. Note that only attacks that are related to a security
protocol but not to physical attacks, Denial of Service (DoS) attacks, and exploitation of
implementation flaws were considered. Also attacks that successfully compromise the
underlying cryptographic algorithms were excluded. Finally, attacks that are based on
key management aspects and organization of a Certificate Authority (CA) were excluded.

Table 3-1 List of Potential Attacks to a V2V System

Attack Scenario Description

AT1 | Replay Attack A message is replayed at a later time.

A message is relayed to or replayed at a different geographic
location (e.g., by forwarding messages through a separate
communication channel such as Group System for Mobile
(GSM) communication).

AT2 | Tunneling Attack’

AT3 | Forged Messages | The adversary injects forged messages to the network.’

3.2 Adversaries
Adversaries have, in general, the following capabilities and limitations:

1. Adversaries have full control over the network. They can eavesdrop, capture,
drop, resend, delay, and alter packets.

2. The adversary has access to an out-of-band network with negligible delay (such as
GSM)

3. The adversaries’ computational resources are bounded but might be very large.
The adversary can perform a large number of computations at the same time, but
is limited by cryptographic strength that is believed to be computationally
infeasible (such as inverting a one-way function).

4. There are no almighty adversaries. For instance, there is no adversary that is able
to manipulate the GPS signal transmitted by the satellite system.

? Tunneling attacks are sometimes also called wormhole attack.

? Forged messages (also called bogus messages) are sent by a non-trustworthy (not holding a certified key)
or manipulated DSRC radio.
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5. Adversaries have access to the vehicle’s DSRC radios (inside attack) and/or to
programmable DSRC radios (outside attack)

6. Adversaries are rational or malicious. An adversary might launch an attack for the
sake of curiosity or for being malicious. However, such an adversary is limited by
its financial resources. On the other side, a financially powerful adversary (such
as a government agency or a large international company) will act rational in such
a way that it will only mount an attack if there is a high probability of a gain in
the end.

7. Adversaries’ capabilities are limited to the technological level. Attackers will not
apply methods such as bribery and blackmailing.

The following list of potential adversaries in Table 3-2 reflect a real-world scenario:

Table 3-2: List of Potential Adversaries to a Attack a V2V System

Adversary Description
AD1 Stagdard Attackers with a programmable radio transmitter/receiver.
Engineer
Advanced Attackers with access to an un-modified DSRC radio who can
AD2 . :
Engineer control the input and sensor values.
Sophisticated Attackers who have access to a modified DSRC radio and who
AD3 P! are able to mount sophisticated physical attacks (such as side-
Engineer :
channel and probing attacks).
Unauthorized Inside attackers who have access to records and equipment
ADA4 . operated by an Original Equipment Manufacturer (OEM) or the
Insider .
DSRC unit manufacturer.
AD5 Authorized Inside ““attackers” who have access to any record, equipment,
Insider and data related to the system (e.g., police).

Attacks are accounted to the original source adversary of an attack. For instance, there are
tools available on the Internet that defeat a security mechanism and can be used by
anyone. Such attacks are accounted toward the original attackers (who developed the
tool) but not the user of the attack tool (who might be a novice). In the same fashion,
attacks performed by attackers that are hired by a third party are accounted toward the
attacker category that mounts the attack.

3.2.1 Standard Engineer

A standard engineer has access to a programmable radio transceiver. The standard
engineer has average electrical engineering skills that can be learned in academia and
industry. A standard engineer is potentially able to mount Replay Attacks (AT1) and
Tunneling Attacks (AT2). A standard engineer might be a single person or a group of
people connected by the Internet. Standard engineers act both rational and malicious.

3.2.2 Advanced Engineer

An advanced engineer has access to a programmable radio transceiver and to an
unmodified DSRC radio. The advanced engineer is potentially able to mount attacks
ATI1, AT2, and Forged Messages (AT3). An advanced engineer might be a single person
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or a group of people connected by the Internet. Advanced engineers act both rational and
malicious.

3.2.3 Sophisticated Engineer

Sophisticated engineers have access to a modified DSRC radio as well as a
programmable radio transceiver. They are highly skilled engineers with large knowledge
in the security area. They are able to mount sophisticated attacks, both physical and
logical ones. Therefore, the sophisticated engineer is potentially able to mount attacks
ATI1, AT2, and AT3. Sophisticated engineers might work together in large groups,
possibly connected by the Internet. They might make their results available or sell them.
Sophisticated engineers might be financed by powerful organizations (legally or
illegally). A combination would be, for instance, an illegal organization that finances
highly competent academic engineers in order to make an illegal business model out of
the compromised system. Sophisticated engineers act both rational and malicious.

3.2.4 Unauthorized Insider

Unauthorized insiders have access to records and equipment operated by an authority, an
OEM, or the DSRC unit manufacturer. They are involved in the security processes (e.g.,
as a workshop mechanic, an employee of a trusted third party, or a police officer). This
attacker group is very powerful in combination with sophisticated engineers. The insiders
pass information to the sophisticated engineers (e.g., by Internet) who use their expertise
and newly won insider knowledge to mount an attack. Such an attack is accounted to the
unauthorized insider category. Unauthorized insiders act both rational and malicious.
Unauthorized insiders are potentially able to mount all listed attacks. The financial
investment might be enormous though, if not infeasible. Furthermore, the scope of insider
information is assumed to be local and of a single source but not comprehensive.

3.2.5 Authorized Insider

Authorized insiders have legal access to all stored system and design information.
Contrary to the unauthorized insider, authorized insiders have global and comprehensive
access to all data, and they are able to process the data. The authorized insider is
represented by the government comprising its agencies and organizations such as police.
The authorized insider is potentially able to mount all attacks and is only limited by their
financial resources as well as restrictions of the system. Authorized insiders act in a
rational manner.

3.3 Analysis

Below is an analysis of the identified attacks. The analysis provides a better means to
derive requirements for the authentication mechanism.

1. Replay Attack (AT1): A message can be replayed by retransmitting a received or
intercepted message. The attack is successful if a receiver accepts the replayed
message and takes action based on it. The impact is high since potentially an
impact in the physical world is introduced. The likelihood that such an attack is
performed is high for all malicious attackers and low for the authorized insider.
This attack is counteracted by including an authenticated time-stamp in each
message.
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2. Tunneling Attack (AT2): A tunneling attack can simply be mounted by using an
additional channel such as GSM. The likelihood is the same as for AT1, and the
attack can be counteracted by including an authenticated geographic location in
each message.

3. Forged Messages (AT3): Forged and bogus information affect safety such that
there is a high impact. Forged messages are potentially broadcast by all
adversaries. While the likelihood of malicious adversaries is high, it is low for the
authorized insider. The countermeasure is to implement a cryptographic
authentication method.

3.4 Security Requirements and Goals

Security requirements, goals, and recommendations are now directly derived from the
analysis of the attacks. A security requirement must be fulfilled by the security protocols
designed in the following sections. A security goal is to be approached by the security
protocols.

3.4.1 Cryptography

The cryptographic security requirements follow directly in Table 3-3 from the basic
application requirements as well as the National Institute for Standards and Technology’s
(NIST) security recommendations for security systems that are to last beyond the year
2030 [21]. The first column of the following tables is consecutively numbered whereas
the last column describes which attacks are addressed with the given requirement.

Table 3-3: Cryptography Security Requirements

Cryptography Security Requirements

Every message must be protected against forgery and masquerading

R1 . . . .
(message integrity and authentication, respectively).

Every message must include an authenticated time-stamp (accurate to at
R2 | least a millisecond) and an authenticated geographic location of the

sender’s origin. ATI,
R3 Memory attacks should be impossible. Hence, all cryptographic keys AT2,
must be at least 80 bits. AT3

At the time of the attack, the probability of compromising any key within
its intended lifetime must be less than or equal to the probability of
compromising a 128 bit symmetric key over 15 years (assuming Moore’s
Law by Brute Force attack).”

R4

3.4.2 System Performance

The system performance requirements are given by the network and HW platform
limitations. They are described in Table 3-4.

* This requirement is equivalent to the IEEE 1609.2 cryptographic key strength. For instance, a 100-bit
cryptographic key must have a life span not exceeding 15 years/2”* =1.76 s.
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Table 3-4: System Performance Requirements

System Performance Requirements

R5 | The certificate size should be no greater than 300 bytes.

R6 The protocol must support 10 authentication generations per second for outgoing
messages.

The protocol must support 1000 authentication verifications per second for

R7 | . .
incoming messages.

The combined time required to generate an authentication of an outgoing V2V
message and verify the authentication of an incoming V2V message should be less
than 20 ms assuming that the receiver has access to a verified certificate of the
sender and that there are no packet losses due to communication errors.’

R8

Furthermore, the following goals are derived as listed in Table 3-5:

Table 3-5: System Performance Goals

System Performance Goals

G1 | Make the average OTA bandwidth overhead introduced by security mechanisms
reasonable.

G2 | Make the number of application errors introduced by security protocols reasonable.’

Goal G1 aims at minimizing the OTA bandwidth in the foreseen scenario of at most 100
vehicles in the neighborhood with each broadcasting 10 messages per second. Protocols
are to be optimized and evaluated in this category. Goal G2 aims at minimizing the
number of application errors introduced by the security protocols. Network simulations
need to analyze the properties of the suggested security protocols, in particular, whether
or not the protocols endanger reliability of the safety applications because of application
errors.

3.5 Privacy

Privacy is a central aspect when deploying DSRC radio-equipped vehicles. V2V
applications broadcast information such as time, location, and velocity of a vehicle. Due
to its central role, privacy threats are now considered in more detail. A privacy solution
needs to be implemented on two levels: (1) organizational issues including key
management, and (2) a privacy mechanism implemented locally on each OBE. In this
project we consider the latter aspect.

> This requirement only considers the delays due to cryptographic computations. Therefore, it is suggested
to verify in a simulation run whether the new security protocol also meets an acceptable latency influenced
by network data traffic, in particular in a congested environment.

% The number of application errors introduced by a security protocol needs to be obtained by network
simulations in order to reflect a real-world setting.
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3.5.1 Attacks

The core attack is the disclosure of actions and identity of vehicles’ based on the
introduction of the vehicle’s radio transmissions. In Table 3-6 below this core attack is
divided into three steps: obtaining information (sniffing), linking transmissions
(tracking), and recovering identity. Table 3-6 also describes the attacks that are described.

Table 3-6: Core Privacy Attack

Attack Scenario Description

oo . tain vehicl t infi tion includi
Obtain Privacy Sensitive Obtain vehicle broadcast information including

ATP1 . location, time-stamp and driving information.
Information . .
Then process the information.
Link Transmissions based Decide with a high probability whether two
ATP2 | on Vehicle Status transmissions origin from the same vehicle, based

Transmissions on the vehicle’s transmissions.

ATP3 | Recover Identit Recover the identity of a vehicle using a set of
Y vehicle transmissions.

3.5.1.1 ATP1: Obtain Privacy Sensitive Information

The attacker obtains data broadcast by a vehicle. The data includes the vehicle’s location
and driving information as well as a time stamp. The attacker will process the data. The
following are examples of this attack:

1. Use the gained and processed information for setting up a tracking attack (ATP2)

2. Use the gained information to trigger an event. For instance, pass the information
to a connected camera and take a picture of the vehicle to issue a speeding ticket.

The information can be obtained by different means, including the following®:
e Receive information OTA by a manipulated or programmable DSRC radio
e Manipulate or compromise a vehicle’s DSRC radio unit

In this work, only the former manner of obtaining privacy related information is
considered.

3.5.1.2 ATP2: Link Transmissions Based on Vehicle Status Transmissions

Transmissions are linked in order to create vehicle profiles based on the obtained
information such as location, velocity, and time. When two or more transmissions are
received (with arbitrary time-span in between), the attack aims to predict at high
probability whether both transmissions were broadcast by the same vehicle.

The attack is based on a single or a set of radio receivers that cover some area. The road
network is divided into two distinct areas: the observed zone and the unobserved zone.
Vehicles are not aware of these zones and do not know if it is currently moving in an
observed or unobserved zone. Also, for each attacker the observed and unobserved zones

7 Only vehicles are considered here, not the actual driver.

8 RSUs or infrastructure attacks are not considered here.
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differ. The attack processes the received information in the observed zones in order to
link transmissions. Transmissions are linked based on message content such as location
and velocity. Linking of transmissions based on physical properties such as Radio
Frequency (RF) fingerprinting is not considered here.

The more capable the attacker is the larger the potential observed zone. The following are
examples:

e Individual: The observed zone is small and covers the transmission range of a
single or very few radios (i.e., at most a square kilometer)

e Group: The observed zone covers the transmission range of a few dozen radios
(i.e., a few square kilometers)

e Agency: The observed zone is almost continuous and covers most parts of the
road network.

This information can potentially be used in unintended and unapproved ways, for
example, to calculate the average speed of a vehicle (not by using a single transmission
but based on time and location of several messages). However note that short-term
linking of messages by receiving vehicles is required for safety messages (e.g., for path
prediction) while long-term linking of messages results in the above threats.

3.5.1.3 ATP3: Recover ldentity

Recovering identity aims at recovering a real-world identifier (such as driver’s name,
license plate, vehicle identification number) for a given set of a vehicle’s transmissions.
However, it is assumed that the attack is not based on the use of cameras, a physical
pursuit, some on-board tracking device, or further actions in the physical world that can
already be performed today.

3.5.2 Adversaries on Privacy
For ease of consideration, two attacker categories on privacy are introduced below.

3.5.2.1 Individual Attacker

The individual attacker has access to a programmable radio transceiver. He can receive
vehicle’s transmissions with a small set of receivers (ATP1) and potentially mount an
attack to link transmissions (ATP2) and recover identities (ATP3). The individual
attacker has access to a single or a small set of radio receivers. The individual attacker
might be a single person, a small set of persons, or an (illegal) organization.

3.5.2.2 Global Attacker

A global attacker has access to a large set of radio receivers and is able to observe a
majority of the vehicle traffic. It is assumed there is potentially only a single global
attacker available, namely, someone inside the system provider or government
organization.

3.5.3 Analysis
Below the ATP1, ATP2, and ATP3 attacks are analyzed.

1. Obtain Privacy Sensitive Information (ATP1): The attack can be mounted by all
attacker categories. The broadcast and received information is vital for safety
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applications. Access to it cannot properly be controlled in the given environment.
Encrypting the information using a global key is useless since the global key will
be extracted soon after deployment of the first devices. Using a fine-grained key
management scheme for encryption purposes contradicts the safety application
requirements.

The obtained information contains public information only. Furthermore, there is
no threat if the recorded data cannot be mapped to a vehicle. However,
introducing an authentication mechanism might lead to non-repudiation of
messages. This is mainly due to key management implemented by a CA.

2. Link Transmissions based on Vehicle Status Transmissions (ATP2): It is assumed
that the attacker is able to reliably link all transmissions of a vehicle inside of an
observed area by reading the transmissions’ contents and comparing location and
velocity. The attack can be mounted by all adversaries.

The basic counteraction is to change any identifiable property of vehicles
simultaneously. Therefore, it is required that vehicles are able to change (or
randomize) all identifiers (e.g., Media Access Control (MAC) address, application
ID and certificate) simultaneously.

3. Recover Identity (ATP3): All attackers can potentially mount this attack. A
counteraction is that vehicles do not broadcast any data that can be mapped to a
real-world identity. This needs to be implemented both on the security layer as
well as the network layer.

Additional information that might be available to the attacker includes
information obtained in the physical world such as a license plate number and
further information such as cryptographic certificates that are required to organize
the safety application network. The first category of information is out of scope
since it is already available today and can be done anyway. The second category
is restricted to the authorized inside personnel.

3.5.4 Security Requirements and Goals for Privacy

The privacy security requirements are identified Table 3-7.

Table 3-7: Privacy Security Requirements

Privacy Security Requirements

A vehicle must be able to change (or randomize) any identifiable property
R10 | simultaneously (pseudonym, MAC address as well as network, and ATP2
security protocol related states).

R11 | DSRC messages must not include publicly known identifiers of vehicles. ATP3

As stated before, it is acceptable and maybe necessary that authorities are able to recover
identity based on additional non-public information.

3.6 Summary of Security Design Requirements and Goals

The security requirements and goals for potential security protocols are summarized
below in Table 3-8 and Table 3-9.
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Table 3-8: Security Requirements

Security Requirements

Cryptography

R1

Every message must be protected against forgery and
masquerading (message integrity and authentication,
respectively).

R2

Every message must include an authenticated time-stamp
(accurate to at least a millisecond) and an authenticated
geographic location of the sender’s origin.

R3

Memory attacks should be impossible. Hence, all cryptographic
keys must be at least 80 bits.

R4

At the time of the attack, the probability of compromising any
key within its intended lifetime must be less than or equal to the
probability of compromising a 128 bit symmetric key over 15
years (assuming Moore’s Law by Brute Force attack).’

System
Performance

R5

The certificate size should be no greater than 300 bytes.

R6

The protocol must support 10 authentication generations per
second for outgoing messages.

R7

The protocol must support 1000 authentication verifications per
second for incoming messages.

R8

The combined time required to generate an authentication of an
outgoing V2V message and verify the authentication of an
incoming V2V message should be less than 20 ms assuming that
the receiver has access to a verified certificate of the sender and
that there are no packet losses due to communication errors.'’

Privacy

R10

A vehicle must be able to change (or randomize) any
identifiable property simultaneously (pseudonym, MAC
address, as well as network and security protocol related states).

R11

DSRC messages must not include publicly known identifiers of
vehicles.

Table 3-9: Security Goals

Security Goals

System
Performance

Gl

Make the average OTA bandwidth overhead introduced by
security mechanisms reasonable.

G2

Make the number of application errors introduced by security
protocols reasonable.'’

? This requirement is equivalent to the IEEE 1609.2 cryptographic key strength. For instance, a 100-bit

cryptographic key must have a life span not exceeding 15 years/2** = 1.76 s.

' This requirement only considers the delays due to cryptographic computations. Therefore, it is suggested

to verify in a simulation run whether the new security protocol also meets an acceptable latency influenced

by network data traffic, in particular in a congested environment.

" The number of application errors introduced by a security protocol needs to be obtained by network

simulations in order to reflect a real-world setting.
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4  Potential Protocols for Broadcast Message
Authentication

Potential approaches for secure broadcast authentication and related areas are described
below. The considered approaches are as follows:

1. Methods for certificate exchange between vehicles
2. Broadcast message authentication schemes

3. Selective verification of messages

4.1 Cryptographic Mechanisms

Cryptography is the basis for security schemes. The main cryptographic mechanisms are
introduced below. All run-time performance was measured on a 400 MHz PowerPC.

4.1.1 Hash Algorithms

A hash algorithm H maps a message of arbitrary length to a fixed-size output. The most
widely used hash algorithm family is the Secure Hash Algorithm (SHA) hash [30].
During the last years, attacks on SHA became known. Therefore, NIST recommends
using the SHA-2 family with a hash length of at least 224 bits or 28 bytes, respectively
(SHA-224) [20]. The SHA-2 family is also currently suggested in the IEEE 1609.2 trial
standard [15]. On the other hand, NIST started a public competition for a new hash
standard [19]. The usage of the new hash standard should be considered before
deployment of a future DSRC network.

Due to the cryptographic requirement of a 128-bit long-term security level (Requirement
R4), SHA-256 is recommended as a default hash algorithm. The performance values of
SHA-256 are given in Table 4-1.

Table 4-1: Secure Hash Algorithm (SHA)
Secure Hash Algorithm (SHA)
Algorithm | Overhead (hash size) Computational Time

i 18 us (entire 512-bit block)
SHA-236 | 32 bytes 9 s (for every additional 512-bit block)

4.1.2 Message Authentication Code (MAC)

A MAC is a symmetric authentication scheme. The sender computes a so called MAC tag
of fixed size over a given message of arbitrary length using a symmetric key shared with
the receiver. The most widely used MAC scheme is the Hash Message Authentication
Code (HMAC) algorithm. The HMAC is based on a hash function, usually of the SHA
hash family. Due to the cryptographic security requirements (R4), using
HMAC-SHA-256 by default is suggested. The overhead of HMAC-SHA-256 is depicted
below in Table 4-2.
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Table 4-2: Message Authentication Code
Message Authentication Code
Algorithm Overhead Computational time for single block / bulk
g (MAC tag size) (per 512 bit block)
HMAC-SHA-256 | 32 bytes 36 us/ 18 us

4.1.3 Digital Signatures

The most widely used digital signature schemes are the ECDSA [1] and RSA Signature.
ECDSA comes with a shorter signature length than RSA and is by far more
computationally efficient in the signature generation. On the other side, RSA signature
verification is more efficient than ECDSA verification if RSA short exponents are used.
The 128-bit long-term security requirement (R4) suggests ECDSA with 256-bit keys,
which corresponds to RSA with 3072-bit keys at an equal security level. Depending on
the life-span of the data to protect, Elliptic Curve Cryptography (ECC) with 224-bit keys
might be used. In particular, for authenticating V2V safety messages which do not have a
life span of several years but possibly only a few days or weeks, ECDSA-224 appears
more reasonable. This is because ECDSA-224 results in a performance gain of
approximately 50 percent compared to ECDSA-256. The following table presents the
estimated performance of RSA and ECDSA signatures for an industry-computing
platform at 400 MHz based on [6], [9].

Table 4-3: Estimated Performance of RSA and ECDSA Signatures

Performance Metric SIENATEL PG
RSA-3072 | ECDSA-224 | ECDSA-256
Signature Generation ~240ms | ~4 ms ~ 6 ms
Signature Verification ~ 8 ms ~ 16 ms ~ 23 ms
Key Length 3072 bit | 224 bit 256 bit
Signature Size 384 byte | 56 byte 64 byte
Implementation Code Size | ~ 5 Kbyte | ~ 10 Kbyte | ~ 10 Kbyte

As mentioned above, the life time of V2V safety messages is expected to be rather short.
The following table shows the estimated lifetime of signatures computed with
ECDSA-224 versus ECDSA-256. These lifetimes were estimated by various institutions
and security experts. It becomes clear that the cryptographic strength of ECDSA-224 is
sufficient to secure short-lived safety messages.

Table 4-4: Estimated Security Lifespan of Signatures Computed with
ECDSA-224 Vs. ECDSA-256

o . Calendar Year Validity
Institution / Security Expert ECDSA224 ECDSA-256
NIST 2011-2030 > 2030
ECRYPT 2009-2028 2009-2038
Lenstra/Verheul 2066 2090
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Based on today’s HW, the running time for an attack in calendar year 2050 at $100
million US is 1,000 years for ECDSA-224 and 100 million years for ECDSA-256.

4.1.4 Certificates

Certificates bind a public-key to the sender’s identity or pseudonym. An RSA public key
consists of modulus m as well as a fixed short exponent such as 2'°+1. The secret key
consists of two, half-sized prime numbers p and q. An ECDSA-256 public key is an
elliptic curve point that can be expressed in 32 bytes + 1 bit using point compression, or
64 bytes using no compression. An ECDSA signature requires 64 bytes. The certificate
size is determined by the sum of the public-key size, the signature size, as well as some
overhead. A typical IEEE 1609.2 certificate containing a compressed public key has a
size of 117 bytes when using 256-bit Elliptic Curve Cryptography (ECC) for both
vehicles and CA. In the remaining document we will assume that the size of a certificate
is 117 bytes as defined in the IEEE 1609.2 trial standard. The actual implementation
developed for the VSC-A Project, however, uses 148-byte certificates which contain an
uncompressed public key. The resulting certificate sizes are listed in Table 4-5.

Table 4-5: Certificate Size

Size (Bytes)

— RSA (3072-bit Keys) ECDSA (256-bit keys)

Public-key | 384 bytes 33 bytes (pgmt compresglon) / 64
byte (no point compression)

Secret-key | 384 bytes 32 bytes
788 bytes (= 384 + 384 + 20 byte; | 117 bytes (= 33 + 64 + 20 byte;
Certificate | fixed small exponent as public point compression as defined in
key) IEEE 1609.2)

RSA has a very large certificate and signature size as well as a computationally
demanding signature generation mechanism. Since requirements R5, R6, and R8 cannot
be held by any means, we define ECDSA-256 as the default digital signature algorithm
for the given V2V security protocol.

4.1.5 Time Stamp and Location

As defined in security requirement R2 and in order to avoid replay attacks, each message
includes an authenticated time stamp. At the same time, messages include authenticated
location information. Therefore, a message (m, T, L) is authenticated where T is the time
stamp and L the current location. The receiver first determines the current time T’ and
location L’ then it computes Ay = T-T” and A = L-L’. If A is larger than some threshold
91 or if Ap is larger than threshold 91, then the message verification fails. Otherwise, the
receiver verifies the authentication information.

4.2 Certificate Exchange Between Vehicles

A PKI is assumed to be deployed and properly managed. Certificates are issued by a
trustworthy CA. The CA’s public key is securely deployed in all vehicles at production
time such that each vehicle is able to verify any certificate in a trustworthy manner.
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Further information about PKIs and certificates, such as hierarchical structures, are given
in [34].

Once vehicle A approaches vehicle B and wants to send a trustworthy message, A needs
to make sure that B has access to A’s certificate. The certificate exchange or distribution,
respectively, can be performed by RSEs, by the sending vehicle, or by another
communication channel. Several mechanisms describing how RSE infrastructure
enhances the certificate exchange is detailed in [34]. In this report, we assume the case
that the supporting infrastructure does not broadcast the vehicle’s certificate. A
mechanism must be implemented to make sure that vehicle B has access to A’s certificate
in this scenario in order to verify A’s message.

The metrics to evaluate certificate exchange methods are the OTA overhead as well as
the time delay, respectively. The later metric describes the time verifier B needs to get a
hold of A’s certificate after receiving A’s initial message.

4.2.1 Certificate with Each Message

The straightforward certificate exchange method is to send the certificate with each
message. Receiver B then checks whether it already verified A’s certificate in the past (B
holds a list of trustworthy certificates). If not, B verifies the certificate. Then B verifies
the message. Note that IEEE 1609.2 suggests such an approach. The approach ensures
that the verifier B has immediate access to A’s certificate in order to verify A’s message.
However, this comes at the cost of a significant OTA overhead which might cause
immense network congestion and packet loss. The packet loss directly affects
transmission of safety messages. The latency, as well as overhead, is summarized in
Table 4-6. Note that we assume 10 outgoing messages per second (Requirement R6) each
adding an overhead of 117 bytes for the attached certificate. Since certificates are sent
together with a message, a network layer overhead here is not assumed.

Table 4-6: Certificate with Each Message Metrics
Certificate with Each Message

Certificate Size 117 bytes

Time Delay 0 ms

Over-the-air Overhead 1170 bytes per second (without network layer overhead)
117 bytes per message

4.2.2 Periodic Certificate Broadcast

In order to reduce the OTA overhead, a certificate might be periodically broadcast rather
than attached to each message. This comes at the cost of latency, and, thus, initial
verification errors, since the certificate might not be available at the time when vehicle
A’s initial message is received.

On the other hand, the broadcast range of a vehicle is larger than the impact range. For
instance, a vehicle might have a physical impact to other vehicles in its close
surrounding, for example 100 m, but has a broadcast range of more than 300 m.
Therefore, a latency of the time-span a vehicle needs to drive 100 m would be acceptable.
Driving 100 m takes at least two seconds at reasonable speed. To be on the safe side and
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to tolerate network packet loss, periodicity of one second is suggested. To avoid network
packet collisions, two parameters are introduced for the periodicity:

e Minimum periodicity pmin: wait for at least pymin ms after the previous certificate
broadcast

e Maximum periodicity pmax: wait for at most pnax ms after the previous certificate
broadcast

Pmin = 900 ms and pmax = 1100 ms were exemplarily used. The time delay and OTA
overhead is listed in Table 4-7. We assume two cases. The first case is that certificates are
broadcast to message packets such that a network layer overhead of 46 + 11 = 57 bytes,
respectively, is introduced. The second case is that certificate packets are sent in a piggy-
back fashion together with data packets.

Table 4-7: Periodic Certificate Broadcast

Periodic Certificate Broadcast (Periodicity of 1000 ms)

Certificate Size 117 bytes

e 500 ms (on average)

Time delay until certificate is received e 1100 ms (worst case; if certificate is
properly received)

Over-the-air Piggy-back with data | 117 bytes per sec.

Overhead packet 11.7 bytes per message (average)

4.2.3 Certificate Exchange on Demand

Whenever vehicle A detects an unknown vehicle B in its reception range, it concludes
that vehicle B does not know its certificate. In such a case, A sends out its certificate
(including its identification). Since B acts according to the same rules, B will also
broadcast its certificate (at latest when it receives A’s certificate). Vehicles A and B can
also request the other party’s certificate.

Several parameters are introduced to keep the network load low and the probability of
certificate reception high. These are as follows:

e Minimum delay d: wait for at least d ms after the previous certificate broadcast
before sending out the certificate

e Backoff b: wait for at most b+d ms after reception of a certificate request or an
initial message before sending out the certificate

e Number of repetitions r: send out the certificate r times with the above defined
back-off time in between

e Power control c: send out the certificate with transmission power C

The delay time avoids network congestion due to massive broadcasting of certificates.
The actual back-off time is chosen randomly in between 0 and b ms. The number of
repetitions might be any number being zero or larger. Finally, the power control might be
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adjusted in order to enlarge the reception range and make sure that approaching
neighbors receive the certificate before receiving the initial message. Therefore, the
power control ¢ will be a function of the current power for safety message transmissions.

Assuming a delay of d = 250 ms and a back-off time of b = 250 ms as well as r = 0 (to
avoid network congestion), we receive the performance values listed in Table 4-8. A
sophisticated power control ¢ might improve these values. The team distinguishes two
cases:

(1) Certificates are distributed as separate messages with a network layer
overhead of 57 bytes for each certificate packet

(2) Certificates are sent in a piggy-back fashion together with data packets.
Note that Table 4-8 assumes maximum traffic load (i.e., continuous certificate demands).

Table 4-8: Certificate Exchange on Demand

Certificate Exchange on Demand (d = 250 ms, b = 250 ms, r = 0)

Certificate Size 117 bytes

e 375 ms (on average)

Time Delay e 500 ms (worst case; if certificate is
properly received)

464 bytes per sec. (117 + 57 = 174 bytes
Additional message per 375ms)

Over-the-air 46.4 bytes per message
Overhead Piggy-Back with data 312 bytes per sec. (117 bytes per 375
ms)
packet

31.2 bytes per message

4.2.4 Comprehensive Model for Certificate Exchange

A comprehensive model is derived by combining the periodic certificate distribution and
the certificate exchange on demand. The comprehensive model is described by the
parameters Pmin, Pmax, d, b, I, and . The comprehensive model behaves like the certificate
exchange-on-demand with an additional rule to broadcast a certificate after a randomly
chosen time of between Pmin and Pmax, if a certificate was not demanded (due to a message
reception or request) since that time. The model is depicted in Figure 2 and the broadcast
flow is depicted in Figure 3. Note that the certificate broadcast takes into account the
power control C.
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Figure 3: Comprehensive Certificate Exchange Flow

The performance of the comprehensive model is limited by the performance of the
periodic broadcast algorithm (upper bound) and the performance of the
exchange-on-demand algorithm (lower bound).

4.2.5 Conclusions

There are two potential certificate exchange mechanisms, namely, broadcasting a
certificate with each message as well as the comprehensive model. Both of these
mechanisms fulfill the security requirements. Broadcasting a certificate with each
message comes with a significant higher bandwidth requirement than the comprehensive
model. Implementing a combination of both certificate exchange protocols first appears
to be optimal to get the best of both approaches. In normal operation, one could choose
the comprehensive model, whereas for emergency warnings, the certificate is attached to
all messages. However, it cannot be foreseen whether such an approach results in an
exponential explosion of the network traffic load and collapse of the system.
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In the table below, it is assumed that certificates are sent in a piggy-back fashion in order
to save bandwidth overhead. Table 4-9 summarizes the properties of sending a certificate
with each message and the comprehensive model.

Table 4-9: Certificate Exchange Methods — Properties

Certificate with Each Message Comprehensive Model
e No time delay until the first message | ® Potential time delay until the first
can be verified message can be verified

e Additional over-the-air bandwidth | e Adjustable over-the-air bandwidth
overhead overhead

4.3 Message Broadcast Authentication Schemes

There is a variety of broadcast message authentication protocols known in open literature.
However, most of these protocols focus on the broadcast of multimedia data streams (i.e.,
extensive data amounts are broadcast in a predominantly static infrastructure without
strict latency demands). The requirements in the given scenario are quite different. In
particular, the real-time requirement, the session-less requirement (including state-less
character of the communication), and the high data throughput requirement differ.
Presented below are potential broadcast authentication schemes including plain digital
signatures, Timed Efficient Stream Loss-tolerate Authentication (TESLA), TESLA and
Digital Signature (TADS), as well as further mechanisms.

4.3.1 Message Broadcast Authentication with Digital Signatures

The straightforward method of providing message broadcast authentication is to
implement digital signatures. The sender signs the message and broadcasts the signature
along with the message. Receivers can then verify the message. Before message
verification, the receivers need to be able to get a hold of the sender’s certificate as
described above.

4.3.1.1 Protocol Parameters and Structure

H: H(m) describes the hash of message m. |H| is the hash length of H, in case of
SHA-256 it is [H| = 32 bytes.

e Sig: Sig(m, Ask) describes the signature of a message m with secret key A. In
ECDSA-256 the signature length of Sig is |Sig| = 64 bytes.

e Ver: Ver(m, s, Apx) describes the verification process of a signature S against
message M and public key A. The result is either ‘success’ or ‘failure.’

e TS: describes the 6-byte time-stamp to avoid replay attacks.
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Data packets have the following structure:

Cert.-Dig. m Siga(H(m)||TS) TS
(8 bytes) (64 bytes) (6 bytes)

Certificates are sent in a piggy-back fashion to form data-certificate packets:

Cert. (117 bytes) m Siga(H(m)|[TS) (64 bytes) | TS (6 bytes)

4.3.1.2 Performance

ECDSA-256 and SHA-256 are used to compute digital signatures. The computational
overhead due to hashing is negligible for the considered message sizes. The time delay is
computed as the sum of computation time at the sender and receiver side. The
OTA overhead per message consists of the digital signature but no additional network
layer overhead since signatures are sent together with the message. The security overhead
for a 400 MHz computing platform is as depicted in Table 4-10.

Table 4-10: Security Overhead for 400 MHz

Message Authentication with Digital Signatures
Over-the-air overhead 70 bytes per message
Computations for sender A per message H(m) + Sig = 6 ms
Computations for all receivers B per message | H(m) + Ver ~ 23 ms
Signature Generations per second ~ 166
Signature Verifications per second ~ 43
Time delay ~ 29 ms

Note that additional overhead is introduced by the certificate distribution.
4.3.2 TESLA

Message authentication can be based on digital signatures or on timeliness as suggested
by the TESLA protocol [25], [24], [26]. TESLA is based on so called hash chains where
a secret X is iteratively hashed using a one-way hash function H:

X > HX) - HH(®X) — ... > H'(X)

Note that given X, it is easy to compute H(X) whereas the opposite is considered to be
computationally infeasible when using an appropriate hash function H such as SHA-256.
Time is divided into time slots. Each hash chain element is valid for a single time slot and
can be seen as a secret key for that slot.

Figure 4 describes the main idea of TESLA. First, the sender commits to a key k by
computing and broadcasting H(k). Then, the sender computes the MAC of a message m
over key k and broadcasts m as well as MACy(m). After some time, the sender discloses K.
The receiver is now able to verify k by computing H(k) and to compare it to the sender’s
commitment. If this succeeds, the receiver computes MACk(m) and compares it to the

Appendix Volume 3 F-23



VSC-A Final Report: Appendix F
Security Protocols and Implementation Results

MAC transmitted by the sender. The security of TESLA is based on the following
security condition:

TESLA Security Condition--The receiver will only accept a message m as authentic if and
only if:
1. The receiver can unambiguously decide, based on its internal time and the
TESLA parameters, that the sender did not yet disclose the corresponding TESLA
key at the time the message was received

2. The receiver can successfully authenticated, after receiving the corresponding
TESLA key, the message using the MAC tag and validated the disclosed TESLA
key by hashing it back to an already validated one

Note that a validated TESLA key is one that can be linked (by a hash chain) to a digital
signature, which in turn can be verified using a certificate issued by a trustworthy CA.

1: Verify K
2: Verify
HE e K
Authentic / disclosed
Commitment MAC(K,m)

3: m Authentic!

| | |
| | ™

Figure 4: TESLA Main Idea

Figure 5 describes a TESLA protocol run. Here, the sender first generates a hash chain as
described above:

H(kn):kn.l; H(kn-l):kn-z H(kz):kl

The sender authenticates a message m with k; in time slot tj as MAC(k;,m). In the example
below, the sender authenticates the message in the first time slot and broadcasts mj,
MAC(ks, m;). Then my, MAC(kz,mz) and mz, MAC(ks, ms) is broadcast in the second and
third time slots, respectively. Together with the third message, the sender also opens the
key ki of the first message by broadcasting the disclosed key. In the fourth time slot, the
sender broadcasts ms, MAC(K4, M), ko, and so on. Note that this setting is used for ease of
presentation. It is also possible to open keys after sending a message in the immediately
following time slot or a later time slot.

When receiving the fourth message, all receivers first verify whether H(kz) equals ky. If
so, all receivers verify the MAC and finally accept the message as authenticated. Clearly,
the first check only works if there is a secure anchor. Hence, in the third message the
sender broadcasts k; as well as a standard digital signature of k;. All receivers verify the
signature and, if successful, accept ki. Once k» is opened and verified by checking
whether H(ky) equals k; the property of a hash chain makes sure that k, can be mapped
on a digital signature and thus is authenticated. Note that it is crucial for TESLA that the
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receiver checks whether keys were opened in the appropriate time interval. In our
example, ki must be received in interval Ki+,. If the receiver obtains it later, the message is
discarded.

Must be transmitted in an
authentic way = e.qg. digital
signature with certificate

@ | k2 | k3 | k4 | k5

time 1 ! time 2 ! time 3 time 4 ! time 5 t
v
m2, MAC,,(m2) m4, MAC, ,(m4), k2
m1, MAC,,(m1) m3, MAC,;(m3), k1, Sig(k1)

Figure 5: TESLA Protocol Run

The advantages of TESLA are its computational efficiency since it requires mainly
symmetric hash computations which are by around three orders more efficient than the
computation of a digital signature. A loss of packets is tolerated since the hash chain will
synchronize by repeatedly hashing. TESLA requires time synchronization between
sender and receiver that is provided in the given environment by the almost omnipresent
GPS. Furthermore, TESLA requires a message buffer to hold messages for a short time
(the example allows for two time periods) and authenticates messages with a time delay
(the example also allows for two time periods). TESLA is described in more detail in
[25], [24], [18].

4.3.2.1 Time Synchronization

To minimize the time delay between message broadcast and final verification, it is wise
to open the keys in the immediately subsequent time interval. We denote the length of a
single time interval as A. It is crucial to take care of the differences between local timings
of the vehicles. The GPS time is used as a global time reference such that individual
vehicles will have an internal timer that runs with skew g; to the global time due to a loss
of the GPS signal.'? It is assumed that ¢ = max{g;} is the maximum time difference that
will occur at a properly functional vehicle. Since the sender’s clock can differ by at most
¢ to the receiver’s clock in both directions of time (the sender’s clock might be ahead or
behind the receivers’ clock), it is necessary for the sender in time interval t; to stop using
the key ki at a time-span 2¢ before the key ki is opened in the next time interval tis;.
Therefore, the resulting overall authentication delay is A + 2e.

Note that the keys ki should not directly be the values of the hash chain but rather derived
from the hash chain values (e.g., by attaching a string and then hashing the concatenated
string). The time interval schedule needs to be defined as part of a hash chain. A simple

12 The additional skew due to inaccurate derivation by the local time is several orders of magnitude smaller
than the skew due to a loss of the GPS signal and can be neglected.
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method is to define the start time of the hash chain anchor. Since we need time accuracy
in the millisecond range, we estimate a proper time definition field to require 6 bytes.
This field is part of the signed hash chain anchor.

4.3.2.2 Protocol Refinements

We use hash chains of | elements that are used for at most | time intervals each of time
length A. The value kj is called the hash chain anchor, which needs to be digitally signed,
and it is broadcast as (Sig(k;), k). Furthermore, each i-th hash chain element is digitally
signed such that (Sig(Kj+ni), ki+ni) becomes the new anchor once the 1+ni-th interval is
reached. In each time interval t; an arbitrary amount of message packets m;j can be
authenticated and broadcast limited only by the computational and network restrictions.
Messages are sent together with the MAC in data packets. Keys k; are disclosed in
separate key packets by the sender at time tji+1+2¢ (according to the sender’s local time).
The verifier discards the data packets if he received them later than tj+;+& (because of the
maximum potential time skew between receiver and sender). Note that future keys can be
used (i.e., in time interval tj the sender might use key k;j where j>1). In that case, the key k;
is opened in interval j+1 but not in time interval i+1. Only keys which were used to
authenticate messages are broadcast to save bandwidth. Key packets are then sent d times
in d time intervals (i.e., one key per interval). It is up to the implementer to send the same
key or subsequent keys of the hash chain.

The hash chains can be pre-computed at idle time. A vehicle might pre-compute hash
chains and also pre-compute all signed hash chain anchors (including intermediate ones)
while it is parked for some time-period such as a day or so. The hash chains can be stored
with logy(l) elements, and elements can be recovered by a single hash operation [32].
Note that secure storage is required, if such a schema is used. Otherwise an attacker is
able to forge authentic messages.

The signed hash chain anchor is broadcast together with a certificate as a certificate
packet since the signature can only be verified if the sender’s certificate is available. The
verifier stores the certificate for future messages in the best case until the certificate
expires. The certificate packet includes the anchor such that immediate signature
verification is possible. However, the anchor must not be used to authenticate a message
since it is immediately opened; instead the next hash chain element should be used. The
algorithm determining when to send the certificate and a signed anchor is implemented
according to the certificate exchange mechanism.

The verifier receives message packets and buffers these. It is assumed that the receiver
gets a hold of the signed hash chain anchor as well as the certificate beforehand and that
it was able to verify these. When the verifier receives a key packet for time interval t; it
first verifies the key ki (by checking whether the hash or iterated hash equals in a
previously trustworthy hash chain element) and then the buffered message packets.
Packets that fail the MAC authentication verification are discarded. The successfully
verified key k; is stored as the last trustworthy hash chain element for the next iteration.
Packets stored in the buffer that cannot be verified after v time intervals can be discarded
(i.e., if received in time interval t; they are discarded in time interval ti+y+1 or later).

4.3.2.3 Protocol Parameters and Structure
Below is a list of the protocol parameters for TESLA:
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e & Maximum time difference (skew) to the GPS global time of a properly working
DSRC unit. According to Section 2.5, the maximum skew is € = 1.5 ms.

e A: The length of a time interval ti. In order to meet the low-time delay
requirement R9, A = 10 ms is chosen. Note that it is assumed this value is global.

e 0: The key disclosure delay. Keys are disclosed in the immediately following time
interval. The disclosed keys might be received in the immediately following time
interval or later. Note that we assume this value to be global.

e 0: The key usage delay. Instead of using key k; in interval i, we use a future key
Ki+o in interval i. Keys are then regularly disclosed in interval i+0+/2 (i.c., in
interval i+0+1). Note that this value can be individually set by every node and
changed at run-time.

e t;: The time interval 1.
e ki: Key used in time interval t;.

e d: The number of key disclosures of an already disclosed key. We consider both
d=1 and d=2. The first choice of d=1 keeps bandwidth overhead low whereas the
second choice of d=2 decreases the probability of a safety message loss due to not
being able to verify the message.

e v: Defined time-span for buffering of data packets. After v time, interval packets
can be discarded. v =10 is chosen in order to keep buffer requirements low.

e [: length of hash chain. It is wise to change hash chains together with pseudonyms
as described later on. Note that the expected length is in the range of 30,000 to
around 10,000,000 such that memory storage for at most 24 elements each of 32
bytes per hash chain is required.

e T: T describes the definition for the time schedule. We estimate that the size of
this field requires |T| = 6 bytes. Note that for each new hash chain, the time
schedule is determined by the GPS clock rather than from the old hash chain’s
schedule.

e i: length of partition of a hash chain such that for each n it is (Sig(ki+ni), kimi) @
signed hash chain intermediate anchor. To keep the hashing computation low, we
assume 1 = 1000. Note that the corresponding time schedule T’ is derived of T by
addition of the passed time (i.e., T’ :=T +1 * A).

e H: H(m) describes the hash of message m. The hash algorithm is SHA-256. We
assume that each TESLA key is valid for at most 100 ms. TESLA keys are
derived from the hash chain elements by applying SHA-256. The potential attack
at hand is a brute-force attack to the TESLA key as well as an attack to the hash
chain. Later attack is similar in complexity as a brute-force attack to 128-bit AES.
A brute-force attack on a TESLA key of life-span of 100 ms requires a key length
of at least X bits according to requirement R4 where x fulfils (15 years / 2'%*™) =
100 ms which holds for x > 96 (cf. Section 3.6, Requirement R4). Therefore, we
truncate the 256-bit output of H to |[H| = 12 bytes. [Note: Truncation is only used
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for deriving TESLA keys of the hash chain values but not for computing the hash
chain values!]

e MACk(m): MAC describes the Message Authentication Code of a message m
with key K. By the same arguments as above, the 256-bit output of MAC is
truncated to [MAC| = 12 bytes.

e Hash chains and signed hash chain elements are computed during run-time. The
expected time for computing a hash chain is 1 * 30 us. Using 1 = 1,000,000 this
takes 30 seconds and should be pre-computed. For fast hash chain traversal, 20
elements need to be stored. Traversal is then, on average, computed by a single
hash computation (i.e., in 30 pus). Each hash chain is split into 1,000 partitions
each of i=1,000 hash chain elements). Each partition provides hash values for a
duration of 1,000 * 10 ms = 10 seconds. Therefore, every 10 seconds a signature
generation needs to be computed each taking 6 ms time.

e The actual keys used for authentication are derived from the hash chain by
computing the hash value according to SHA-256. The length of the hash values is
12 bytes. This is done as follows:

0 Letk; be a hash chain element of 12 bytes. The next hash chain element k;.
1 is computed as the 12 least significant bytes of SHA-256(k; | 0x00)

where | denotes concatenation. These values k; are the TESLA keys that
are disclosed.

0 The keys ki’ used with the MAC to compute an authentication tag are
derived from the TESLA keys k;. They are computed as k;” = the least 12
significant bytes of SHA-256(k; | OxFF).

e HMAC-SHA-256 is used for computing the MAC authentication portion.
However, the HMAC-SHA-256 output is truncated to the 12 least significant
bytes.

e Sig: Sig describes the signature of a message. The signature length of Sig is |Sig]|
= 64 bytes.

e Ver: Ver describes the verification process of a signature. The result is either
‘successful’ or ‘failure.’

TESLA with separate key disclosure
Data packets have the following structure:

Cert.-Dig. (8 bytes) MAC,i(m; ||TS) (12 bytes) m; TS(6 bytes)
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Key packets are sent additionally and introduce a network layer overhead of 57 bytes.
They have the following structure:

Cert.-Dig. (8 bytes) k; (12 bytes)

Certificates are always sent together with data packets to form Certificate-Data packets.
These include the certificate as well as the signed hash chain anchor. Certificate packets
are broadcast according to the certificate distribution algorithm. The anchor k;,; must not
be used to authenticate a message since it is immediately opened. However, this structure
allows immediate verification of the hash chain anchor. Certificate packets might be sent
together with data packets in a piggy-back fashion such that they do not introduce
network layer overhead. Certificate-Data packets have the following structure:

Kiini T Siga(kyani | T) Cert (117 MAC;(m;[[TS) m; | TS
(12 bvtes, (6 bytes) (64 bvtes) bvtes) (12 bvtes) ’ (6 bytes)

TESLA Piggyback

TESLA keys could also be disclosed as part of the next message packet (i.e., sent in a
piggy-back fashion). The data and key packet would then be combined to a single packet
and the overhead would significantly be reduced by 57 bytes. However, additional time
delay is introduced, in particular if data packets are only rarely sent. This protocol version
is called TESLA Piggyback, and the packet format then looks as follows for Data packets
and Certificate-Date packets, respectively.

TESLA keys could also be disclosed as part of the next message packet (i.e., sent in a
piggy-back fashion). The data and key packet would then be combined to a single packet
and the overhead would significantly be reduced by 57 bytes. However, additional time
delay is introduced, in particular if data packets are only rarely sent. This protocol version
is called TESLA Piggyback, and the packet format then looks as follows for Data packets
and Certificate-Date packets, respectively.

Cert.-Dig. MAC,i(m;;||TS) m; TS (6 ki (12

(8 bytes) (12 bytes) bytes) bytes)
Kiini T (6 Siga(kiemi | T) (64 | Cert (117 MAC(m [T | my; TS (6 ki (12
(12 bytes) bvtes) bvtes) bvtes) S) (12 bvtes) bytes) bytes)

4.3.2.4 Performance

The following table describes the performance of TESLA using the following
assumptions. For ease of comparison, the broadcast of the hash chain anchor and its
signature in the TESLA performance are included, but the certificate broadcast is not
included. However, the certificate exchange algorithm determines the broadcast interval
of the signed hash chain anchor since the latter one is always broadcast together with the
certificate. Therefore, the comprehensive model for a certificate exchange is assumed
(cf. Section 4.2.4) with parameters of Section 4.2.3. A signed hash chain anchor is on
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average broadcast every 375 ms together with a data or key packet (i.e., with on average
every 3.75th message the signed hash chain anchor is broadcast). Opening of the keys
adds 57 bytes of network overhead for the network layer header. Both cases of disclosing
the key once (d=1) and twice (d=2) are considered. Potential network layer overhead of
certificate and hash chain anchor broadcasts is considered with the certificate or data
broadcast overhead, respectively. For the communication overhead of receivers B, it is
assumed that the time span between entering A’s neighborhood and leaving it is 3
seconds such that a once obtained signed hash chain anchor is valid for 30 received
messages (in most cases, this time span will be far longer). Note that computing a MAC
over a short message, hash chain traversal, as well as simple hash chain iteration, is
negligible in computational cost. The extensive hash chain iteration requires at most
1,000 hash iterations (worst case) and on average 500 (average case) to validate the first
received key. The average case describes the mean value for the computational effort,
whereas the worst case describes the case where the anchor needs to be verified first.
Subsequently, an opened key needs to be iterated through the entire chain. If the anchor is
already verified and a hash chain element stored as trusted (e.g., because of a previous
validation), the computational effort is negligible. The time delay does not include the
computation time for processing the certificate (and with it the signature verification of
the hash chain anchor) since it is assumed that the certificate is broadcast well in advance.
However, it includes the TESLA delay of at most A + 2¢ = 13 ms.

Table 4-11: TESLA Performance Metrics

Metric

Key Disclosed Once (d=1)

Key Disclosed Twice (d=2)

Over-the-air overhead

Certificate-Exchange on
Demand: [MAC]| + ([H| + 57)
+1/3.75 * (|Sig| + [H| + [T|) =
12+ 12+ 57+ 1/3.75 * (64
+ 12 + 6) = 103 bytes per
message

Certificate-Exchange on
Demand: [MAC]| + 2(JH| +
57)+ 1/3.75 * (|Sig| + |H| +
IT)=12+24+ 114+ 1/3.75
*(64 + 12+ 6) = 172 bytes
per message

Certificate with each
message: [IMAC| + (|H| + 57)
+|Sig| + H| +|T| =12+ 12 +
57+ 64+ 12+ 6 =163 bytes
per message

Certificate with each
message: IMAC| + 2(/H| +
57) +|Sig| + [H| + [T| = 12 +
24+ 114+64+12+6=232
bytes per message

Computations for
sender A per message

Sig (pre-computed) + MAC(m) + hash chain traversal =

negligible

Computations for
receivers B per message

Average case: MAC(m) + 1/30 * ECDSA verification + 1/30
* (500 hash chain iterations) + hash chain iteration = 23/30 +

4.5/30 = 0.9 ms

Worst case: MAC(m) + ECDSA verification + (1000 hash
chain iterations) + hash chain iteration ~ 23 + 9 =32 ms

Trusted hash chain element already stored: MAC(m) + hash

chain iteration = negligible

Buffer overhead for
receivers B

Few 100 bytes per communication partner (at most 20-30

Kbyte altogether)
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Metric Key Disclosed Once (d=1) | Key Disclosed Twice (d=2)

Authent!catlon >> 100
Generations per sec.

Authentication

Verifications per sec. Average case: 1,000

Time delay (including Average case: 0.9 + 13 =13.9 ms

TESLA key disclosure
delay but without Worst case: 32 + 13 =45 ms
certificate exchange)

Note that additional overhead is added due to the certificate exchange.

4.3.2.5 Certificate Exchange in TESLA

The certificate exchange in TESLA conforms to the certificate exchange methods
described in Section 4.2. Certificates can be broadcast with each message by combining a
data packet with a certificate packet. Note that the signed hash chain anchor is also
broadcast at this time. On the other side, the comprehensive certificate exchange model
can be used to adjust the certificate broadcast. In that case, the certificate exchange
algorithm determines broadcast of TESLA certificate packets. Note that receivers need to
store the verified hash chain anchor additionally to the certificate identification.

It is suggested to combine the broadcast of the signed hash chain anchor together with the
certificate and assume such a mechanism below.

4.3.2.6 Conclusions

TESLA is mainly based on symmetric cryptography and is resource efficient. The latency
at the sender’s side is negligible due to possible pre-computations. On the other hand,
time delay is added on the verifier’s side because of time dependency.

TESLA provides broadcast authentication. It does not provide non-repudiation to a third
party without additional mechanisms. Non-repudiation can only be obtained by adding a
time-stamp to received data packets. For a summary of the conclusions please refer to the
following table.

Table 4-12: TESLA Authentication Conclusions

TESLA Authentication Conclusions

e Message authentication is computationally extremely efficient.

e TESLA does not provide non-repudiation (but can be introduced by a trusted
time-stamp).

e Receiver needs to get a hold of both the MAC authentication as well as the
disclosed TESLA key (i.e., two packets must be received).

e TESLA introduces time dependency.

e Introduces time delay on the verifier’s side.
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4.3.3 TESLA Authentication and Digital Signatures (TADS)

TADS combines TESLA and digital signatures [10], [33]. The main idea is to digitally
sign all messages and at the same time include TESLA information. The receiver is then
able to either verify the message using the TESLA mechanism for optimal computational
performance, or to verify the digital signature for immediate message validation.

4.3.3.1 Protocol Parameters and Structure

TESLA is changed in such a way that the data packets include a signature over the
message and the hash chain anchor. We keep the protocol parameters of TESLA and
change the packet structure as described hercafter. Data packets use the following
structure:

Cert.-Dig. m MAC,i(m;; | Siga(m;4||TS)) Siga(m;4||TS) TS
(8 bytes) (12 bytes) (64 bytes) (6 bytes)

Note that the MAC portion includes the digital signature. It is assumed that verifying the
MAC is the first choice for a receiver. In order to avoid unnoticed manipulation of the
digital signature portion, it is included in the MAC computation. Hence, if the MAC
verification is successful, the receiver is sure that the appended digital signature was
actually transmitted by the sender. On the other side, if the TESLA MAC verification
step succeeds but the digital signature verification fails, then the recipient is convinced
that the sender is cheating or that the message or signature were manipulated during
transmission. However, since the digital signature is incorrect, there is no non-repudiation
property, and the receiver cannot prove this to a third party such as the CA.

Key packets have the following structure:

Cert.-Dig. k;
(8 bytes) (12 bvtes)

It is assumed that certificates are always sent together with data packets. Note that in the
case that a certificate is transmitted along with a message, the most recent intermediate
TESLA anchor is also automatically disclosed if it is renewed regularly as part of the
TESLA schedule. Therefore, we disclose intermediate TESLA anchors (i.e., TESLA keys
together with a time stamp and a digital signature over these two data elements)
automatically in a piggy-back fashion. The following packet is called the combined data-
certificate-key packet. The digital signature can be verified immediately based on the
available information. The structure is as follows. Note that instead of using a certificate
Cert, it is possible to attach the certificate digest Cert-Dig.
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ki (12| T (6 Cert (117 m MAC,i(my | Siga(mij | Kisyi | TIITS))

bytes) hotac) | bDytes) (12 bytes)
SigA(miJ | Kyni | TI[TS) TS
(64 bytes) (6 bytes)

Also note that the TESLA schedule (key kjn, Time T) should be updated with the
broadcast of each certificate packet in order to reduce the computational burden on the
receiver’s side. Therefore, the length of a partition of a hash chain i is not fixed here but
depends on the certificate distribution algorithm. There are now two choices: (1)
broadcasting data packets followed by key packets to disclose TESLA keys, or (2) always
broadcasting data-certificate-key packets to broadcast information, and at the same time
disclose a TESLA key. In the last case, it is possible to include the full certificate only
once in a while and otherwise attach the certificate digest.

A receiver obtaining a data packet now has the choice of using TESLA and waiting for
the key packet to be opened, or the receiver might immediately verify the data packet by
verifying the attached signature. Therefore, a protocol run looks either like the digital
signature run (cf. Section 4.3.1) or the TESLA run (cf. Section 4.3.2).

TADS PIGGYBACK

TESLA keys could also be disclosed as part of the next message packet (i.e., sent in a
piggy-back fashion). The data and key packet would then be combined to a single packet,
and the overhead would be significantly reduced by 57 bytes. However, additional time
delay is introduced, in particular if data packets are only rarely sent. We call this protocol
version TADS Piggyback, and the packet format then looks as follows for Data packets
and Certificate-Date packets, respectively.

Cert.-Dig. MAC(m;;||TS) m; TS ki1 signature

(8 bytes) (12 bytes) (6 bytes) (12 bytes) (64 bytes)
Kyni T (6 Cert MAC,i(m;j||[TS) m;j TS ki (12 signature
(12 byvtes) | bvtes) (117 bytes) (12 bvtes) (6 bytes) bytes) (64 bytes)

4.3.3.2 Performance

The following table describes the performance of TADS. In order to keep the OTA
overhead in an acceptable range, disclosed keys are not resent (i.e., a value d=1).
Otherwise, we use the same assumptions as for TESLA (cf. Section 4.3.2).

Table 4-13: TADS Performance Metrics

TADS Performance Metrics

IMAC| + 2 [H| + 57 + T| + [Sig| = 12 + 2*12 + 57 +

Over-the-air overhead 6 + 64 = 163 bytes per message

Computations for sender A per

Sig + MAC(m) + hash chain traversal = 6 ms
message
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TADS Performance Metrics

Immediate verification (ECDSA mode): Ver = 23
ms

Average case (TESLA mode): MAC(m) + 1/30 *
ECDSA verification + 1/29 * (500 hash chain
Computations for receivers B iterations) + hash chain iteration = 23/29 +4.5/29 =

per message 1 ms
Worst case (TESLA mode): MAC(m) + ECDSA
verification + hash chain iteration =~ 23 ms

Trusted hash chain element already stored:
MAC(m) + hash chain iteration = negligible

few 100 bytes per communication partner (at most

Buffer overhead for receivers B 20-30 Kbyte altogether)

Authentication Generations per

166
second
Authentication Verifications Immediate verification: 43
per second Average case: 1,000
Time delay (including TESLA Immediate verification: 29 ms
key disclosure but without Average case: 1 +13 =14 ms
certificate exchange) Worst case: 32 + 13 = 45 ms

4.3.3.3 Conclusions

TADS combines TESLA and digital signature broadcast authentication. The receiver can
immediately verify messages at additional computational cost, or the TESLA information
can be used after a time delay. A receiver might base the decision of which verification
method to use on the message content or on the expected time delay. For instance, the
receiver might verify the message using the digital signature if it did not receive the
disclosed TESLA key during the next time interval. The flexibility of time delay comes at
the cost of OTA overhead. Furthermore, TADS inherits the properties of digital
signatures, in particular the non-repudiation property. For a summary of the conclusions
please refer to the following table.

Table 4-14: TADS Conclusions

TADS Conclusions

e A digital signature is attached to all messages.

e The non-repudiation property is attained if the digital signature is verified for a
given message.

e Messages can immediately be verified by performing a digital signature
verification.

e Messages can efficiently be verified by performing a TESLA verification.

e Introduces additional bandwidth overhead due to the attached signature.
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4.4 Verify-on-Demand (VoD)

The VSC-A architecture as depicted in Figure 1 suggests that after reception messages
are always verified for a valid signature, and only successfully verified signatures are
then processed. However, most of these routine safety messages will not result in driver
warnings since it is expected that the VSC-A system would be used to provide warnings
only when the threat of a collision is high. Therefore, it is reasonable to define an
approach where messages are first processed and then verified on demand only. In the
following sections such an approach is defined and reasonable assumptions are derived.

4.4.1 Background and Assumptions

The verify-and-then-process approach first verifies the signatures of all incoming data
packets for trustworthiness. If the signature verification is successful, then the message is
processed. The flow is depictured in Figure 6.

DVI Notifier (DVIN)

+ Threat level >
threshold

Threat Processing & Threat Arbitration

Threat level <
7y threshold

Signature Verification (Security Module)

v

Failed;
A discarded

DSRC Radio (Physical Layer)

Figure 6: Verify-and-then-Process Flow

If threat processing and threat arbitration determines a threat level greater than a given
threshold (representing a potential threat), the DVIN is involved to finally notify the
needed information to the DVI that provides the warning/notification to the vehicle driver
appropriately based on the threat level. The Threat Processing and Arbitration typically
works on a packet-by-packet basis when evaluating the threat level. The DVIN only
passes a notification to the vehicle DVI after receiving a positive threat level. On the
other hand, the DVIN might decide not to pass a notification even in the case of a
positive threat level (e.g., if another notification was just displayed to the driver).

The number of messages that evaluate to a threat level greater than zero is foreseen to be
in the range of 20 received messages per second. This requirement arises from the worst
case assumption of the Blind Spot Warning (BSW) application which might result in the
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highest number of threat messages to the Threat Arbitration module for evaluation. If it is
assumed that a vehicle encounters at most four new vehicles on both the left and right
side per second, then it should be clear that at most eight new messages can be produced
in that one second that results in a threat level that is greater than zero. However, it is
possible to adjust the strategy to only verify the first message that evaluates to a threat
level larger than the given threshold in order to reduce the CPU load. Further messages
that might evaluate to such a threat level could be introduced by RSUs. Applications such
as emergency brake warning (EEBL), etc., will be triggered very rarely in the order of
days such that their effect on the total load of messages evaluating to a threat level greater
than zero is negligible. Altogether, the load of messages being evaluated at a threat level
larger than a given threshold is foreseen to be at most 20 per second. Therefore, it is
reasonable to define and evaluate the VoD approach.

4.4.2 Verify-on-Demand

Assuming that only messages that evaluate to a threat level larger than zero have an
actual impact to a vehicle’s safety level, it is reasonable to only verify these messages
that result in a threat level above that threshold value [11]. As described above, this
results in a signature verification load of at most 20 per second. Compared to the overall
received messages of at most 1,000, this is a potential significant reduction of the
verification load compared to the standard approach of always verifying signatures before
Threat Processing and Arbitration. Note that this approach does not affect the signature
generation. All messages are still signed before being broadcast.

Typically, packets are verified on a packet-by-packet, verify-then-process basis. It is
assumed that all packets that lead to a threat level larger than the given threshold are
verified. It is possible to configure it for any set of packets that finally lead to a threat
level larger than the given threshold, all packets of the set are verified or only the packet
of greatest threat level is verified.

Assume that an attacker has complete knowledge of the Threat Arbitration module
algorithms and that the adversary has full control over the DSRC radio including the
secret key data. The adversary may then be able to construct messages that would need to
be verified and messages that would not be verified. The attacker is not able to use its
power in order to mount an attack since the WSM that would lead to a threat level greater
than zero (the ones that may result in an impact to the driver) will be verified first. Thus
any message of importance to cause a warning will be verified by this approach.

Now consider the detection of malicious or defective nodes. If the message content is
obviously manipulated, a “sanity check” module at the verifier’s side could detect such
manipulation and trigger a signature verification. In case of a valid signature, the “sanity
check” module could trigger further actions that could, for instance, result in a certificate
revocation. Note that the signature verification does not need to be done immediately if
the threat level of the message is zero, but it can be shifted to idle time. If a message has
an invalid signature, no conclusions can be drawn about the sender in both the Always-
Verify and VoD approaches. Again, based on the packet-by-packet evaluation
assumption of the Threat Arbitration, detection of malicious and defective nodes does not
differ in these approaches.
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Finally, DoS attacks are considered. In the Verify-All approach, it is easy to mount an
attack using faked messages with invalid signatures. The VoD approach is vulnerable to
this attack in the same way. Here, messages that are known to evaluate to a threat level
larger than zero are created and broadcast. Therefore, the approaches do not differ in this
attack category.

4.4.2.1 Implementation

The VoD approach can be implemented by introducing a Signature Verification module
in between the Threat Arbitration and DVIN module (cf. Figure 1) as depicted in Figure
7. The criteria when to perform a signature verification does not need to be globally
defined, but it can be individually fixed per implementation. These criteria depend on the
design and implementation of the safety applications as well as on available HW
resources.

DVI Notifier

* Verified Threat with Level >
threshold

Signature Verification (Security Module)
Processing (Application/Safety Layer)

»
»

n Failed; Threat
Threat level > discarded

threshold

Threat Processing and Threat Arbitration

»
»

7y Threat level <
threshold

DSRC Radio (Physical Layer)

Figure 7: Verify-on-Demand Flow

Note that the security layer is put in between two application processing layers such that
separation of concerns is removed and a cross-layer architecture is introduced. Therefore,
the proper and secure implementation of this approach tends to be different than in the
Always-Verify approach.

4.4.3 Summary

The VoD processing method should not be seen as an alternative to efficient
authentication protocols but as an orthogonal and practical approach. The basic principle
can be used with existing security protocols right away while the research continues into
the design of efficient authentication protocols for VSC-A. The design principle of
verifying messages may be summarized as follows:
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1. If verification of all incoming messages can be done by designing an efficient
authentication protocol, then we will be able to verify all incoming messages in a
timely fashion (cf. security requirements of Section 3).

2. [If verification of all incoming messages cannot be done in a timely fashion or is
computationally expensive, then we can use the VoD approach to verify only the
messages that result in a potential safety warning to the HV and its driver.

The VoD approach results in cross-layer security design and introduces security
assumptions in the application layer. However, the VoD approach allows balancing of the
verification load at run-time in congested situations without any further compromise on
the security properties of the VSC-A system. The approach also allows implementing
V2V applications today on a computationally weak HW platform. The approach will
then, over time, verify more and more messages as the computational HW platform
becomes faster. Therefore, the VoD approach is inherently compatible to future versions
and allows quick deployment today. The pros and cons of the Always-Veritfy and VoD
approaches are summarized in Table 4-15.

Table 4-15: Pros & Cons of Verify-then-Process and VoD Approaches

Verify-then-Process Verify-on-Demand

e Relieves the security module from its

e No special security assumptions heavy load of verification
need to be made for the|os Allows flexible balancing  of

Pros implementation verification load
¢ Clea.r separation of security and | ¢ = Stays easily compatible with future
application layer generation implementations and allows
quick deployment

e The approach introduces a cross-layer
security design assumption on the

Cons | ® High processing burden application layer

e Limits the design-to-threat evaluation
on a per packet basis’s

45 Conclusions

Message broadcast authentication mechanisms consist of a certificate exchange
mechanism as well as an authentication scheme. While the comprehensive model for the
certificate exchange appears to outperform the certificate with each message algorithm,
there are three potential protocols for the authentication scheme: TESLA, TADS, and
VoD. Each of these schemes has advantageous and drawbacks such that there is no
protocol clearly ahead. All three protocols have clear advantages to using plain digital
signatures, though. While TESLA is extremely efficient in computational performance,
TADS combines the best of both TESLA and digital signatures in a single protocol at
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additional overhead. On top of and orthogonal to the authentication protocols, the VoD
approach might be used. It allows flexible handling of the signature verification load and
is particularly appealing since it allows both compliance to IEEE 1609.2 and applying a
computational standard HW platform in vehicles. The protocols will be evaluated in more
detail in Chapter 6.

Further authentication schemes were analyzed but dismissed. These include the
Asymmetric MAC Broadcast Authentication [8], the BiBa signature and broadcast
authentication scheme [23], Efficient Multi-chained Stream Signature (EMSS) scheme
[25], group signatures, and ID-based signatures [3].
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5 Potential Protocols for Privacy Protection

Privacy can be protected both on the vehicle’s side and on the organizational level. It is
wise to consider a combination of both approaches to ensure a sufficient level of privacy.
And while it might be desired and or necessary to allow access to private data to a trusted
third party in a well-defined manner, such as to allow for revocation of vehicles, a proper
balance needs to be achieved.

In the following sections, protocols for privacy protection including the impact on vehicle
revocation are considered. The considered aspects derived from the security requirements
are as follows:

1. Change of identifiable properties (Requirement R10)
2. Pseudonym identifiers (Requirement R11)

5.1 Change of Identifiable Properties

Vehicles broadcast messages together with a certificate such that receivers are able to
verify the message validity. An attacker can easily predict whether two messages were
authenticated using the same credentials (certificate). The same holds for other
identifiable properties such as MAC address. In the following sections, mechanisms to
provide so called location privacy are presented.

5.1.1 Multiple Certificates

A certificate can be identified by its public key such that DSRC radio transmissions can
be linked based on the associated public key. To avoid linking of transmissions, it is wise
to provide vehicles with multiple certificates and change the public key periodically.

5.1.1.1 Certificate Change Strategy

Raya and Hubaux suggest a periodic change of certificates based on the vehicle’s driving
and DSRC properties such as transmission range, messages per second and speed [27].
They determine in their setting on a highway an appropriate time period for a certificate
change of around one minute.

Further approaches suggest changing pseudonyms once the best opportunity is identified.
In [12], it is assumed that it is reasonable for a vehicle to change identities when it is hard
for a DSRC radio observer to distinguish vehicles. Therefore, the level of disorder (i.e.,
entropy), is applied as metric. A vehicle first assesses its environment and determines the
entropy based on that information. Once the level of entropy reaches a certain threshold,
a pseudonym change is triggered. An algorithm is proposed and analyzed in [13]. The
algorithm suggests changing pseudonyms if the number of vehicles in the close
neighborhood passes a defined threshold.

If a vehicle is driven on average five hours per day, assuming a certificate has a size of
117 bytes and changes every minute without being reused, approximately 12.2 megabytes
of storage space is required to hold certificates for one year. By changing pseudonyms
less frequently or reusing certificates, the required storage space is reduced.
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This area is currently being researched by several academic groups. The VSC-A team
decided not to actively pursue research in this area but to choose a simple algorithm that
simultaneously changes all identities after a randomized interval has elapsed. Some
randomness is introduced to avoid an attacker from being able to analyze a pattern of
identity change.

Further considered approaches include group signatures [4], [5], [7] and self-issuance of
certificates [7], [2]. Both approaches were dismissed because they are unreasonable
regarding performance in the given setting.

5.1.2 Multiple Certificates for Broadcast Authentication Protocols

Introducing multiple certificates per vehicle has a direct impact to the implemented
authentication protocol. On one side, any information being part of the authentication
protocol that allows linking of transmissions needs to be periodically changed in the same
manner as the certificates. On the other hand, a change of certificates introduces further
overhead since the new pseudonym needs to be broadcast and validated.

5.1.2.1 Identifiable Information of Authentication Protocols

TESLA as well as TADS use hash chains that span over multiple message transmissions.
Therefore, the hash chains allow linking of transmissions. It is crucial to always change
hash chains if a new certificate is used at exactly the same time. The change of
certificates must not occur if a TESLA hash chain expires. Otherwise, an adversary can
use the corresponding time-schedule to link identities. Therefore, a separate application
on top of TESLA should always initiate the change of certificates in a random fashion
(i.e., using random interval lengths). [Note: The digital signature broadcast does not
include any information besides the associated certificate that spans over multiple
messages. |

5.1.2.2 Further ldentifiable Information

As previously stated, it is necessary to change all identifiable information at the same
time. In particular, the MAC address, the J2735 sender ID, the certificate, and the TESLA
chain (if applicable) should be changed at the same time. Multiple certificates have been
implemented as noted in Table 5-1.

Table 5-1: Change of Identity Logic

Multiple Certificates

1 | Start timer t = 0, select random time r

Init: set configurable values MIN, MAX and P

1. Set t=0
2. In each 100 ms interval do
2.1t=t+100
2.2 If t>MIN and t<MAX then randomly select x in [0, 1]
2.2.1 if x<P then trigger a change of identities (with probability P) and goto 1
2.3 If t>MAX then trigger a change of identities and goto 1

Restrictions:
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Multiple Certificates

If a change of identities is triggered but the following requirements are not fulfilled,
delay the change of identities until both requirements are fulfilled.

1. Change of identifiers shall not happen for the duration when event-based
applications were currently setting the event flag in the OTA message.

2. Change of identifiers shall happen only when the threat state for each threat
from each application is below to a pre-defined configurable value.

5.2 Pseudonym Identifiers

Random identifiers are a straightforward way of implementing pseudonyms that cannot
be mapped to a real-world identifier. The mechanism is implemented as follows:

Pseudonym ldentifier Generator
ID = RNG()

Here, RNG is a random number generator that generates truly random numbers. Such
pseudonyms are used for identifying and managing entities in the system, and in
particular, as certificate identifier. By having random certificate identifiers, it is a
straightforward method to implement a scheme such that no publicly known identifiers
are ever broadcast. However, the CA might hold additional non-public information that
allows a mapping of an identifier to a real-world identity.

5.2.1 Anonymity Against the CA

If anonymity against the CA is desired, organizational means need to be established.
Organizational management aspects are not further pursued here but point to [34].

5.3 Conclusions and Recommendations

As a basic set of privacy protection mechanisms, the team suggests using the following
recommendations which fulfill the requirements:

1. Use randomized pseudonyms

2. Provide wvehicles with the ability to change pseudonyms/certificates
simultaneously with further identifiable properties

The implementation of further privacy protection mechanisms that were described above
mainly depends on the requirements defined by authorities, vehicle manufacturers, and
vehicle drivers and is out of scope for this project. These requirements require a balance
to be struck between privacy and the necessary level of control over the system and
network.
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6 Protocol Evaluation

In the following sections, the authentication protocols will be evaluated.

6.1 Protocol Properties
The authentication protocol properties are summarized in Table 6-1.

Table 6-1: Authentication Protocol Properties

Authentication Protocols

Digital Signatures TESLA TADS Verify-on-Demand
e Defined in IEEE Very efficient Combination of e Only verifies
1609.2 TESLA and digital critical messages
Depends on signatures threat level > 0
e Well researched timeliness & (threat level > 0)
e Robust Receiver O Messagescan | e Relieves security
be efficiently module from
. needs to get . .
e Computationally verified using heavy load
. hold of two
demanding TESLA .
packets e s compatible to
(message and 0 Messages can future versions
key) to immediately be and IEEE 1609.2
validate the verified using
digital e Introduces cross-
message gita .
signature lay(?r security
No non- o design
repudiation Non-repudiation assumptions on
roperty is attained icati
Introduces property the application
time delay on Introduces layer
verifier side additional
bandwidth
overhead

The privacy protection method properties are listed below in Table 6-2.
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Table 6-2: Privacy Protection Method Properties

Pseudonym identifiers Multiple Certificates
e Use random strings as public identifiers e Use multiple certificates per
e No publicly known identifiers need to be vehicle
broadcast e Change all identifiers
simultaneously

e Use supporting infrastructure
(optional)

e Introduces location privacy

6.2 Security Properties

All of the security schemes provide message authentication and integrity whereas no
confidentiality is provided. Furthermore, there is no explicit mechanism for availability
provided. The protocols differ in the non-repudiation property.

6.2.1 Digital Signatures

Digital signatures provide inherent non-repudiation. Any message that was digitally
signed and that can be verified using a certified public key is non-repudiable. Therefore,
any party that received and verified such a message can prove the identity of the message
sender to a third party.

6.2.2 TADS

TADS is based on digital signatures as well as TESLA. Therefore, messages
authenticated with TADS provide non-repudiation based on the digital signature
properties. [Note: TADS computes the TESLA MAC over the ECDSA signature.] In
most cases, a receiver will verify the MAC but not the digital signature due to the
increased processor load. Therefore, a malicious sender could provide an invalid ECDSA
signature but a valid MAC such that the non-repudiation property of ECDSA is not given
anymore.

6.2.3 TESLA

The situation is different for TESLA. TESLA is not a signature mechanism and does not
provide non-repudiation as anybody could forge “authentic” TESLA packets after the key
is disclosed. However, in conjunction with a trusted time-stamping mechanism, TESLA
could achieve properties similar to a digital signature, as explained in [26]. [Note: The
time-stamp needs to enable a judge to verify whether a message arrived safely before the
corresponding TESLA key was disclosed.]

The level of trust in the non-repudiation property of that given message directly depends
on the level of trust in the attached time-stamp. For instance, if the message is received
by a RSE that forwards the message to a certified time-stamp server, the level of trust is
high. Furthermore, vehicles might store received messages in an event data recorder and
attach the time of message reception. The level of trust then depends on the internal
vehicle time as well as the level of tamper protection of the vehicle’s computational
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platform. If the computational platform is tamper evident or even tamper resistance, the
level of trust might be acceptable for the CA to use the stored information; whereas, it is
probably not acceptable without tamper-evident HW. [Note: Such limitations do not exist
for the case of digital signatures and TADS. Here received messages can be stored in an
unprotected event data recorder, and the trust is entirely based on the original digital
signature over the message. |

6.3 Cryptography

ECDSA-256 and SHA-256 are used for issuance of certificates as well as for the digital
signature and TADS. TESLA is designed in such a way that for the temporary keys a
96-bit key having a life span of at most 100 ms is used. Such a key provides sufficient
security according to the requirements for up to 15 years/2'***® = 110 ms. Therefore,
according to current knowledge, Requirements R1, R3, and R4 are met. Requirement R2
is met by using an authenticated time stamp and location information.

The security margin of current cryptosystems was analyzed in [14] in 2006. It was
estimated that compromising ECC with 128 bit keys requires around one year of time at a
cost of 1,000,000 Euro. The algorithms suggested here are 2% times harder to
compromise. Assuming Moore’s Law that suggests that HW capabilities double every 18
months, it is derived that the scheme can be compromised in 2102 at a runtime of one
year and a cost of 1,000,000 Euro (using today’s currency value). On the other side, the
scheme can be compromised today in one year at a cost of 10° Euro. An attacker
investing 10 billion Euro and 1 year run time would be able to compromise the system in
2040. It becomes clear that breaking the cryptographic mechanisms can be considered
infeasible.

During the last years, attacks against the SHA-1 hash algorithm were discovered. Until
now, no such attack was discovered against SHA-256. However, since these algorithms
are very similar, it is just a matter of time until attack advancements are made. In general,
it is wise to review the applied cryptographic algorithms.

6.4 System Performance

Table 6-3 gives an overview of the authentication protocols’ performance. The
authentication protocols ECDSA, TESLA, and TADS are combined with the
comprehensive certificate distribution. Furthermore, VoD is presented. The performance
is derived from the performance analysis of the certificate exchange and the broadcast
authentication protocol. The computation time for certificate verification is not
considered.

For TESLA the communication overhead of receivers B, it is assumed that the time-span
between entering A’s neighborhood and leaving it is 3 seconds such that a once obtained
signed hash chain anchor is valid for 30 received messages (in most cases, this time-span
will be far longer).

The computational performance is described both for authentication generation and
verification independently. Vehicles need to perform both generation and verification.
The available resources are then shared for doing so. Below, performance numbers are
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presented assuming that both authentication generation and verification methods have full
leverage of the available resources.

A crucial metric is OTA overhead. It is computed by adding the performance values of
the certificate exchange and authentication protocol analysis. It is assumed that certificate
packets are always sent in a piggy-back fashion together with data packets. The OTA
overhead is quantified in bytes per second when assuming 10 messages on average per
second. Network overhead on the MAC and PHY layer as well as the IEEE 1609.2
packet layer is incorporated where security mechanisms introduce such overhead.

It becomes clear that ECDSA fails the required authentication verifications. TESLA and
TADS is very efficient in terms of signature verification but comes at the cost of
increased bandwidth overhead.

Table 6-3: Authentication Protocol Performance

Authentication Protocol Performance

Performance
Requirement

R5 | Certificate size

Authentication
R6 | generations per
second

Max. authentication
R7 | verifications per
second

Time delay
(authentication
generation +
verification)

R8
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7 Implementation of the New Security Protocols

In the following sections, details of the implemented security protocols are described.

7.1 General Specification
7.1.1 Link Messages to Certificates

Certificates are typically not attached to each message'” in order to save OTA bandwidth.
The average OTA overhead caused by the security protocols depends on a variety of
different parameters, such as the underlying cryptographic protocol (ECDSA, TESLA,
TADS), key sizes (ECDSA-224/256) and certificate distribution parameters. The table
below shows the expected OTA overhead under the assumption that certificates are
broadcast piggy-backed style with every x™ message. The given security overheads were
derived from the actual implementation of the security module which uses 148-byte
certificates.

If a certificate is not transmitted, the message must include a reference to the certificate in
order to identify the originator of a message. This is achieved by a so-called certificate
digest which is identified by the hash-value H(cert) truncated to the eight least significant
bytes (cf. [15]). The probability of two vehicles using the same certificate digest is then
negligible."*

Table 7-1: Average OTA Overhead Caused by the Various
Security Protocols

Method OTA (bytes) X=3 | X=10

ECDSA-256 (187 + 78%(x-1))/x 115 | 89

TESLA (ECDSA-256/no piggy back) | 77+(217 + 26*(x-1) )/x | 167 | 122

TESLA (ECDSA-256/piggy back) | (229 + 38 *(x-1) )/x 102 | 57

TADS (ECDSA-256/no piggy back) | 77+(217 +90 * (x-1))/x | 210 | 180

TADS (ECDSA-256/piggy back) (217 +102 * (x-1) yx | 141 | 114

1t is possible to enforce the transmission of certificates with each message using the corresponding SM
parameter.

' The probability of two vehicles using the same certificate reference (i.e., the same truncated hash value)
is larger than 0.5 for a set of more than 4 billion vehicles due to the birthday paradox.
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7.1.2 Over-the-Air Message Format

The OTA format of messages and certificates was defined according to IEEE 1609.2 [15]
and using slight adoptions to account for the specific security protocols.

7.1.3 Time Format

For security purposes, time is measured in milliseconds since 00:00:00 Coordinated
Universal Time (UTC) of January 1, 2004 and is represented in a 6-byte field. A
precision in milliseconds is sufficient for the V2V security requirements. For ease of use,
the 6-byte time value might be converted to a UINT64 for computation'”.

Note that in [15] the following data types are defined: (1) Time32 describing the time in
seconds since January 1, 2004, and (2) Time64 describing the microseconds since
January 1, 2004. For the purpose of the VSC-A Project, the number of milliseconds
suffices.

7.1.4 Time-Stamp and Geographic Location

The time-stamps and geographic locations of messages must be authenticated. The
location is part of the SAE J2735 format and will be authenticated as part of the J2735
Part [ payload. A 6-byte time stamp is included in the security field of the message.

7.1.5 Cryptographic Algorithms and Pseudo Random Number
Generator

The cryptographic algorithms SHA-256, ECDSA [1], and HMAC [31] are implemented
according to accepted standards. For ECDSA, the elliptic curve P-256 is used for
message authentication and certificates [29]. It is recommended to use the elliptic curve
P-224 in future implementations for message authentication to reduce CPU load.

The pseudo random number generator (PRNG) HMAC DRBG based on SHA-256 is
implemented according to [22]. A random key for the PRNG is generated and brought in
at deployment time.

7.2 TESLA
7.2.1 Modes of Operation

If a DSRC radio is used that implements the IEEE 1609 Standard, then V2V
communication is only possible during the control channel interval. The control channel
interval has a duration of 38 ms during a periodic 100 ms interval'® (the IEEE 1609
standard defines a duration of at most 44 ms depending on the chosen guard time
intervals). The following approaches are implemented:

1. Interval allocation: The TESLA time intervals are allocated such that the
TESLA time interval starts together with the control channel interval. This
approach is only possible if the OBE initially synchronizes with the security
module. We send TESLA messages at the beginning of the first three intervals

'3 A conversion to the Time64 format is simply achieved by multiplying the Time48 value with 1,000.

' Presuming that messages are generated at a frequency of 10 Hz.
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only and disclose keys (if any) during the second to fourth interval. Note that on
average only one message per 100 ms is sent so that exactly one message, one
disclosed key as well as one re-sent disclosed key is broadcast during a 100 ms
interval. Messages sent during the fourth TESLA interval will be delayed to the
start of the next control channel interval start. Therefore, it is wise to allocate
messages such that they are sent during the beginning of the control channel
interval. This is depicted in Figure 8. There is a very high probability that data
packets passed to the MAC layer are broadcast within 5 ms. The OBE provides a
method such that the security module is notified at the start of a control channel
interval to ease the implementation of this approach.

2. Separate TESLA key disclosure: In the standard configuration used in the
VSC-A Project heartbeat safety messages were generated randomly during the
control channel. Due to processing latencies caused by the security module and
latencies caused in the network layer prior to broadcasting a safety message, it can
happen that a message is broadcast in the subsequent control channel. In order to
compensate the delay effect of channel switching instead of using key ki in
interval 1, a future key Ki+, in interval i is used to compute the MAC to ensure that
a TESLA key is always disclosed in an interval after the message has been
broadcast. As defined in the TESLA protocol, a key Ki+o is then normally
disclosed in the following interval i+0+1. Due to channel switching, it is
expected that the maximum key disclosure delay is in the range of 70 to 80 ms.
Therefore, a key disclosure delay of around 0 = 7 TESLA time intervals, which
means a delay of an additional 70 ms, is introduced.

3. Piggy-backed TESLA key disclosure: Using a piggy-backed key disclosure,
instead of broadcasting a TESLA message M; and some time later the
corresponding TESLA authentication key K as a separate OTA packet, it is also
possible to attach the authentication key to the next message by broadcasting
M;; 1K to save OTA bandwidth. Hence, TESLA keys are typically disclosed
approximately 100 ms later.

If Channel 172 is used instead of channel switching (i.e., if a full 6 Mbit/s channel is
available for safety applications and the SM at any time), then approach 1 can be used
with a significantly reduced key disclosure latency value of 0 =2 or 3.
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Figure 8: TESLA Adaption to Channel Access
7.2.2 Sequential Byte

Messages can be mapped to a sender by means of the certificate or the certificate digest,
respectively. Therefore, if a TESLA key was disclosed, it can be mapped to the sender
using the included certificate digest. However, the disclosed TESLA key cannot be
mapped to the TESLA message if authenticated without additional information.
Therefore, an additional byte is reserved in TESLA messages (data packets) and
disclosed keys (key packet) which contain a sequential number that associates TESLA
messages with the corresponding disclosed authentication keys.

While the sequential byte does not influence security and reliability, there are cases
where it improves the efficiency of the implementation. However, at this time it is
unclear if the increase in efficiency is worth increasing the OTA overhead. Please note
that the sequential byte is not necessary when disclosing TESLA keys piggy-backed,
because messages are always transmitted in the right order.

7.2.3 TESLA Key Chain Privacy Preserving Algorithm

A change of hash chains needs to be handled carefully in TESLA after a certificate
change since a continuous hash chain will give an adversary additional information to
compromise privacy. Therefore, randomness needs to be introduced when changing
TESLA hash chains. The following approach is used.

Let C; be the certificate used in the considered time-frame. After a vehicle switches to
certificate C;, a new TESLA hash chain is used. As described above, the hash chain is
divided into partitions of length i. If a hash chain of length 1 is exhausted, a new hash
chain is started. A vehicle V determines the TESLA schedule as follows [18]:

1. For each certificate C;, V randomly selects a value x € [0, ... ,(i-1)*A]. The
value x describes a value that is at most the life-span of a partition.

2. When V changes to a new hash chain (e.g., because of a change of certificates)
at time T°, V does the following:

a. Determine T’ as the current GPS signal time
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b. Compute T, =T’ -x

c. Use the TESLA hash chain according to (k;, T;), and apply the signed
hash chain value (k;, Ty, Sig(k; | T;)) as an anchor

3. 'V then changes regularly to a new hash chain partition and signed hash chain
value at time T := Ts + i*A. [Note: The new time Ts is derived from T,
without involving a recent GPS signal time. Now V uses the value (kg:1, Ts+1,
Sig(ks:1 | Ts+1)) as a new anchor. |

4. Once all partitions are exhausted or once V changes to a new certificate Ci:j, a
new hash chain is used (i.e., the TESLA schedule is reset, and starts at Step 1).

This approach does not give an attacker any more information than a change of
certificates does. In particular, if certificates are switched outside of a zone observed by
an adversary, then the attacker does not learn any more information from the TESLA
time schedule. The time schedule includes a random element for this purpose.

Please note that the same key chain privacy preserving algorithm is also used in TADS.

7.3 TADS

TADS is an extension of TESLA. The disclosed keys are not sent repetitively (i.e., d =
1), however other configurations (e.g., d=2) are possible, as well.

Furthermore, the length of a partition of a hash chain i is not fixed but variable. The
TESLA schedule is sent together with each certificate broadcast such that i depends on
the certificate distribution algorithm.

The remaining parameters are equal to TESLA. Differences in processing to TESLA are
described in the following section.

7.3.1 Message Verification Strategies

A clear advantage of TADS is its ability to balance TESLA and digital signature
verifications in a flexible fashion. The verification strategy does not need to be globally
defined but can be implemented by each OEM individually. Potential strategies include
minimizing the total delay, maximizing CPU utilization or prioritized verification [10].
The strategy to minimize total delay by performing TESLA verifications by default and
perform ECDSA signature verifications after a defined time-span when the disclosed
TESLA key has not been received was implemented.

7.4 ECDSA Verify-on-Demand

In ECDSA VoD messages are first evaluated by the Threat Arbitration. If the threat level
of a received message exceeds a predefined threshold, the signature of this message is
verified. If the threat level does not exceed this predefined threat level, the message is
either discarded or an attached certificate sent along with this message is verified. This
behavior is shown in Figure 9. Alternatively, it is also possible to verify a certificate that
is attached to a threat message just in time before the signature of the threat message is
verified. This latter processing method was implemented to deal with the problem of
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certificate flooding. Furthermore, the TA can be configured in such a way that only the
first safety message related to a threat is verified or that all safety messages related to the
threat are verified. In the standard configuration only the first threat message is verified.

threat level : }
>= Verify message with or
threshold i ifi
W|thou_t _cert_lflcate
verification
message Threat
” Arbitration -
- 5 Verify attached
threat level certificate ?
<
threshold
yes no
A 4 A 4
Verify
attached Discard
certificate if it Message

is received for
the first time

Figure 9: Verify-on-Demand Processing Flow

7.5 Privacy

A simple privacy preservation mechanism has been implemented on the WSU, as
described in Section 5, and involves a simultaneous change of all identifiers (i.e.,
certificate, TESLA key chain, MAC address, J2735 sender ID, message counter, etc.). A
Privacy Module (PM) runs on the WSU to trigger such a change. An algorithm function
‘f> that determines when to trigger a change was implemented according to Section 5
with the architecture presented in Figure 10. The function ‘f* triggers a change of
identifiers such that the PM requests an identification change from the SM. The SM then
switches the certificate and acknowledges the change of identities to the WSU.
Thereafter, the PM triggers a change of all remaining identities, namely MAC address
and sender ID, of the WSU. Note that VSC-A defined the identifiers to be changed as all
cryptographic information that might be used to identify a vehicle (certificate and TESLA
chain) as well as MAC address, sender ID, and message counter.
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Figure 10: Privacy Mechanism Architecture

7.6 Performance

The three potential protocols as well as the IEEE 1609.2 ECDSA security protocol were
implemented on a car-PC (a standard PC running at 2.4 GHz) and on-board the WSU (a
400 MHz industry computing platform). The implementation for the WSU consists of the
same source code with platform-specific assembly optimized cryptographic operations.
Therefore, it is possible to use the car-PC platform with its variety of development tools
to develop the SM and then to cross-compile it to the WSU platform. Several modes of
operation were implemented for TESLA and TADS in order to optimize performance. As
mentioned above, separate and piggy-backed TESLA key disclosure modes were
implemented. These modes provide a trade-off for OTA bandwidth overhead and overall
latency. Performance measurements of the SM running on the WSU clearly show that the
IEEE 1609.2 ECDSA protocol is too resource-demanding to run in software. This also
holds for the powerful car-PC. Furthermore, the performance measurements show that
both TESLA and TADS are highly computationally efficient. It can be expected that a
considerable amount of vehicles can securely communicate at a basic safety message
(BSM) rate of 10 Hz since message verification requires computation time in the range of
a millisecond. At the same time, TESLA and TADS only add slight overhead in delay
and OTA bandwidth overhead when compared to IEEE 1609.2 ECDSA. Preliminary
performance numbers for the SM running on-board of the WSU are presented in Table
7-2.

Table 7-2: Security Protocol Performance

IEEE 1609.2
ECDSA TESLA TADS
. . 4.9 ms (ECC-
é“th‘:gt(‘)ﬁ“f;gﬁ‘f:ramn 224) / 03 me 5.2 ms (ECC-224) /
. ?‘:Ie)m) y 6.6 ms (ECC- | - 7.3 ms (ECC-256)
y 256)
Authentication generation*® 265.2)ms (ECC- 0.6 ms 7.6 ms (ECC-256)
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IEEE 1609.2
ECDSA TESLA TADS
Authentication verification | 17.8ms (ECC- 0.3 ms (TESLA) /
(crypto only on idle 224)/26.5ms | 0.3 ms 26.5 ms (ECDSA-
system) (ECC-256) 256)
o 2 ms (average)
Authentication 28.5 ms 0.4 ms .
verification* (ECC-256) ’ (0.1% ECDSA,
99.9% TESLA)
CPU Load for 2 WSUs at 8%/ 10%
1(.) essages per second: 8% / 34% 1% /2% (0.1% ECDSA,
Signing / Signing + 99.9% TESLA
Verifying* verifications)
piggy- piggy-
back separate back separate
La‘Fency: Avg. (no channel 36 ms
switching,)* 48 ms
104 ms | 46 ms 110 ms
Average OTA packet size
(send certificate with each | 115 bytes 102 167 141 210 bytes
rd bytes | bytes bytes
3" message)

*CPU load and latency was measured on a system that runs safety applications

VoD applied to ECDSA was implemented as well. The performance numbers equal those
of IEEE 1609.2 ECDSA. The implementation of the SM provided valuable insights to
crucial protocol details and allowed the optimization of protocol parameters. The
implementation proved that a security protocol, such as ECDSA VoD, can be efficiently
implemented in software on-board of the WSU. The performance numbers per signature
generation equal those of IEEE 1609.2 ECDSA. However, the CPU load of a receiving
WSU is significantly lower due to the fact that only safety messages that result in a high
threat level are verified. ECDSA VoD performed well with all VSC-A safety applications
and was selected for the objective test procedure (OTP). ECDSA VoD with certificates
attached to each message is designed to have a zero verification error rate (VER)'.
TESLA and TADS with a separate key disclosure showed high verification error rates
due to high packet losses resulting from increased OTA security overhead and the fact
that two packets (the message to be verified and the delayed authentication key) must be
received in order to successfully verify a message. When running the security software
onboard the WSU, in the presence of high packet losses, the implementation of TADS

' The verification error rate (VER) is defined as the fraction of successfully verified packets over received
packets.
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piggyback did not perform well with more than eight vehicles. This was due to the high
computational load caused by TADS piggyback verifying messages that cannot be
verified using TESLA, due to a lost key packet, with ECDSA. If many key packets are
lost, especially from vehicles which are distant, the CPU load increases until the
computational resources are exhausted. Analysis of the issue suggested that a more
advanced scheduling strategy to process received packets is necessary to prevent the
computational breakdown, however a high verification error rate will then occur instead.
TESLA piggyback performed well in all settings but showed a large minimum latency
time of 100 ms compared to ECDSA. Overall the implementation proves that a security
protocol can be efficiently implemented in software on board an automotive grade
platform such as the WSU, if certain conditions such as advanced queuing techniques and
VoD filtering are implemented.

8 Conclusions

The VSC-A Project focused on security for V2V safety messages with a main focus on
efficient broadcast authentication of safety messages. Furthermore, a certificate
distribution and privacy protection mechanism for V2V communication was developed.
Message authentication was considered before and defined in the IEEE 1609.2 standard.
However, the VSC-2 Consortium expressed concerns regarding the previously defined
authentication scheme mainly in terms of its high computational complexity that might
hinder market penetration. Therefore, alternative authentication schemes were designed
identified, and evaluated in a test-bed implementation and a V2V network simulation.
Three protocols were evaluated each having two modes of operation: IEEE 1609.2
ECDSA and ECDSA VoD as well as TESLA and TADS with piggyback and separate
key disclosure mode. All protocols were implemented to run on board the WSU at 400
MHz. ECDSA VoD was used in the OTP test bed, and later with up to 60 vehicles, and
successfully tested for all VSC-A safety applications. TADS, and TADS VoD, is an
interesting approach for future work. Furthermore, a generalized certificate distribution
scheme was presented, and a privacy mechanism was implemented that changes or
randomizes all identifiers between two safety message transmissions.
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1 Introduction

The goal of this work is to simulate and analyze five suggested broadcast authentication
mechanisms for use in vehicular ad hoc networks: (1) Elliptic Curve Digital Signature
Algorithm (ECDSA), Timed Efficient Stream Loss-tolerant Authentication (TESLA)
with (2) piggybacked key disclosures and (3) separate key disclosures, and TESLA And
Digital Signatures (TADS) with (4) piggybacked key disclosures and (5) separate key
disclosures. In addition to analyzing the different algorithms to determine which provides
the best scalability and performance, how parameters related to certificate distribution,
TESLA interval size, as well as processor selection impact the performance of the
different mechanisms were also examined.

The main goal is to answer the question of which mechanism allows a receiver to verify
the most packets in a timely fashion? In sparse traffic with high probability of packet
reception, all of the schemes perform well. Instead, the focus was on performance in
worst-case scenarios with dense, fast moving traffic and channel switching enabled (thus
with less available bandwidth and more contention and interference).

1.1 Outline

Section 2 describes the simulation environment with details about the radio model;
simulation of channel switching; simulation of on-board unit (OBU) storage, processing,
and certificate changes; highway and city topologies and traffic models; and more general
simulation details such as the amount of simulated time in each simulation run.

In Section 3, the different metrics used when analyzing and comparing the different
authentication mechanisms and the certificate distribution model are described.

Section 4 discusses the simulations used to determine the certificate distribution
parameters and how the rate-limited reactive certificate distribution (vehicles responding
to a new sender with their own certificate) was decided.

The simulation of ECDSA with two different processors is discussed in Section 5. Even
with a more powerful 2.4GHz processor, ECDSA requires an excessive computational
overhead and fails to support the number of senders encountered in dense high-speed
traffic.

Section 6 contains the results of the TESLA with piggybacked key disclosures
simulations. It was found that a smaller TESLA interval provides more reliable delivery
of packets that pass the security check. The smaller TESLA intervals do require more
computation to verify keys, but the calculation of nine or fewer additional hashes adds
negligible time to the authentication delay. In scenarios with congested traffic and
channel switching enabled, TESLA with piggybacked key disclosures allows vehicles to
verify the majority of messages received from nearby senders within 200 ms or less.

In Section 7, the impact of interval size on TESLA with separate key disclosures and how
the scheme performs in scenarios with dense traffic is discussed. With a smaller key
interval, separate key disclosures allow faster verification. However, with less time
between when a sender broadcasts a message and when it discloses the key, unexpected
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delays at the MAC layer can cause the sender to broadcast the message in the key
disclosure interval. Thereby causing the message to fail the TESLA security check which
results in an unverifiable packet. It was found that an interval of 20 ms allows faster
verification than TESLA with piggyback while causing less than 2 percent of packets to
fail the security check in sparse traffic situations. When simulating TESLA with separate
key disclosures in congested situations, the added bandwidth of separate key packets
causes channel contention, increasing the MAC delays, and increases the percentage of
packets that fail the security check. The interval size could be increased further to reduce
the fraction of packets that fail the security check. However, the larger interval size
would cause longer delays, and even with the smaller 20 ms interval size, the average
verification delay is close to that of TESLA with piggybacked key disclosures.

In Section 8, the performance of TESLA with the performance of TADS is compared.
With TADS, packets include both a signature and a message authentication code (MAC).
The MAC allows computationally efficient verification. The signature allows a receiver
to verify a packet if the associated key disclosure is lost. The same TESLA intervals for
both TESLA and TADS was analyzed to determine which performs best under congested
traffic scenarios. It was found that TADS with piggybacked keys and the faster 2.4GHz
processor can provide an advantage when trying to verify messages from senders at long
distances. With senders so far away, the probability of receiving a subsequent key
disclosure is small, and TADS can use the signature for verification. However, when
using separate key disclosures, TADS adds additional bandwidth and causes even more
packets to fail the security check than TESLA with separate key disclosures.

All of the schemes are compared with the performance of vehicle-to—vehicle (V2V)
communication without a broadcast authentication mechanism in Section 9. TESLA with
piggybacked key disclosures does perform best, however, there still is a noticeable
difference between the no-security and security-enabled scenarios.

In a final set of simulations, how vehicles changing certificates impacts authentication is
analyzed in Section 10. Even with every vehicle changing their certificate in a short
period of time, receivers manage to receive the new certificates in a timely fashion and
maintain high verification rates.

In Section 11, concluding remarks are made with suggestions to improve the performance
of the various schemes.

2  Description of Simulation

2.1 Radio Model

During the simulation, a single modulation scheme and two different loss and fading
models were used depending on the traffic scenario, that being highway or city traffic.

All Wireless Access in Vehicular Environments (WAVE) Short Message (WSM) data is
transmitted using Quadrature Phase Shift Keying (QPSK) with a half-data rate. With this

modulation scheme, messages are sent at 6Mb/s. The signal-to-interference/noise ratio
needed for successful decoding of data is 6.3096 (or 8 dB).
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The highway path loss model is based on the findings of a Daimler-Chrysler
measurement study on US 101 [11]. The study assumed Rayleigh fading for all distances
on the highway. For city simulations, path loss and fading values from Cheng, et al.'s,
study of vehicular communication in urban Pittsburgh [1] was used. Table 1 contains the
path loss and fading parameters used in the simulations.

Table 1: Radio Model Parameters Used in the Simulations

Nakagami
Fading
Model
Path Loss Shape
Scenario Exponent Range Parameter Range
Highway 1.9 0<r <200 1.0 0<r<ow
3.8 200<r <o
City 2.1 0<r<100 2.5 0<r<30
4.0 100<r <o 1.75 30<r <100
0.5 100<r <o

Based on the modulation scheme, the path loss and fading models, and a noise floor of 99
dBm, the probability of reception at a given distance based on the original transmission
power can be calculated. Figure 1 (a) and (b) contain plots of the probability of reception
for 20 dBm and 10 dBm transmission power for highway and city settings, respectively.
Note that these probabilities assume there is no interference. For all of our simulations,
messages are broadcast at 10 dBm or 20 dBm. When broadcasting messages at 10 dBm,
messages are still broadcast that include certificates at 20 dBm to improve certificate
reception rates.

Highway Probability of Reception

10dBm ——

0.9 r 20dBm —

0.8 r
0.7 r
0.6 r
0.5 r
04 r
03 r
0.2 r
01 r

P(Reception)

0 100 200 300 400 500 600 700 800 900 1000

Distance (m)
(a) Highway Reception
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City Probability of Reception
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Figure 1: Probability of Reception versus Distance for the Two Radio
Models

2.2 Simulation of Channel Switching

IEEE 1609.4 [5] indicates that vehicles will use channel switching to provide multiple
services on different channels. Two channel types are planned, a single control channel
and multiple service channels. While the control channel is active, senders will broadcast
safety packets or advertisements for services on other channels. For the remainder of the
time, vehicles will use other frequencies to interact with various services. While listening
to other channels in the service interval, vehicles are prevented from sending safety
messages or any data related to the authentication of safety messages (e.g., key
disclosures). As a result, the simulation needs to take into account how having access to
the radio a fraction of the time impacts the different broadcast authentication
mechanisms. This section covers how channel switching is simulated with details on how
different intervals are assigned and what happens to packets that a vehicle tries to send
when the service channel is active (i.e., the time when the radio is using a different
channel).

To simulate channel switching, the MAC layer is told that the channel is busy during the
guard intervals and the service channel and drop any messages received outside of the
control channel. This simulates the vehicle switching to a different frequency during the
service channel or the guard intervals. If a vehicle is in the middle of receiving or
transmitting a packet when the rear guard interval starts, the transmission/reception is
allowed to complete since it will take only a few microseconds. If a vehicle tries to send a
packet while outside of the control channel, the MAC layer acts as though the channel is
busy and queues the packet until the channel is free (i.e., the next control channel period).
If transmission of a packet is delayed due to channel contention such that the rear guard
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interval has already started, the MAC layer will assume the channel is busy during the
service channel and only start the backoff timer once the channel is free during the next
control channel.

Figure 2 depicts a plot of how the channel is managed during one 100 ms interval. Note
that safety messages are only sent during the control channel between the front and rear
guards.

Front Rear ;
cuard CoOntrol Channel ..,  Serivce Channel

Oms 4ms 48ms 50ms 100ms

Figure 2: Division of Time During One Period Of Channel Switching

Note: Safety messages are only transmitted during the shaded interval between the front
and rear guard.

The majority of the simulations were run with channel switching enabled since the goal
of these simulations is to determine what authentication mechanism provides the best
performance over a wide range of scenarios. Under light traffic and with unlimited
computation, all of the authentication schemes perform well. However, the focus is on the
worst-case scenario with limited computation, high traffic density, and channel switching
enabled, thus less bandwidth is available for the authentication schemes.

2.3 OBU Model

In reality, vehicles' OBUs are limited in storage and processing capabilities. Fixed size
buffers and a queue were used to simulate these limitations. In this section, how the
change of certificates is simulated and how that impacts senders and receivers is
discussed.

2.3.1 OBU Storage Model

OBUs have limited storage to keep various items associated with V2V communication.
In addition to private values (e.g., private ECDSA keys and TESLA hash chains), the
OBU must also store certificates and messages from other OBUs. Each OBU has 200
kilobytes of short-term storage (e.g., random access memory (RAM)) available for
security-related operations. Even with this limited storage, a receiver can store all of the
messages it has heard within the message lifetime of 500 ms. In this section, how the
simulation of storage and management of various pieces of information within the 200
KB is discussed. Table 2 summarizes how the 200 KB is allocated to store various items.

An OBU's TESLA hash chain is stored in a compressed format [2], [9] in a 10 kilobyte
buffer. This provides a significant storage gain over storing the entire hash chain, while
incurring limited additional computation. The OBU has to perform only one hash
operation to recover the next item in the chain. Only OBUs simulating TADS or TESLA
have to allocate the 10 KB to store the hash chain.
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Certificates and received messages are stored in separate buffers since an OBU can use a
single certificate for multiple messages. Each OBU has 45 KB to store certificates in the
simulations. With 117 byte ECDSA certificates, an OBU can store 393 certificates at any
given time. TESLA certificates are larger since they include a Certificate Authority (CA)
signature, the OBU's signature, and the hash chain anchor. However, once the OBU's
signature is verified, the receiver only has to store the 117 byte CA-provided certificate
and the hash chain anchor for a total of 135 bytes. This allows an OBU to store
information about 341 different senders. Storage of information about senders in TADS
requires the same space as TESLA. Certificates are deleted according to two different
mechanisms, expiration or eviction when certificate storage is full. If an OBU receives
no messages from a given sender within one minute, the OBU will consider the
certificate expired and delete it. If an OBU has encountered so many senders that the
certificate storage is full, the OBU will evict the least recently used (LRU) certificate to
make space for newly heard senders. In all of the simulations, 45 KB of certificate
storage provides enough space such that the LRU replacement strategy does not cause
thrashing (i.e., a certificate is evicted and immediately put back into the certificate
storage, evicting a certificate for another sender within range).

Received messages are stored in a separate buffer along with any information needed to
perform verification. This includes the 170 byte safety message payload, an 8 byte
certificate digest (or a pointer to the certificate in the certificate storage), and the
signature and/or MAC. For ECDSA, an OBU needs 242 bytes per message to allow a
total of 655 messages within the 155 KB message buffer. TESLA and TADS have
145 KB of message storage because 10 KB is needed to store the hash chain. With
TESLA, an OBU needs 190 bytes per message for a total of 781 messages. With TADS,
storage of the signature and the MAC requires 254 bytes per messages. With TADS, an
OBU is limited to 580 messages in the 145 KB message buffer. This sounds like limited
storage, but the limited bandwidth and message lifetime allow OBUs to store every
message they receive. With the radio model in this paper (see Section 2.1), an OBU can
expect to hear at most 1000 messages a second. Given messages are only stored for a
maximum of 500 ms before they are considered no longer useful. This puts the maximum
number of currently valid messages at 500. As such, even with the larger TADS
messages, an OBU can store every message it receives.

Table 2: Buffer Sizes Allocated for the Different Storage Needs for the
Schemes (note: KB is 1024 bytes)

ECDSA TESLA TADS

Item Type Storage Storage Storage

Certificates 45 KB 45 KB 45 KB
Not-Yet-

Verified 155 KB 145 KB 145 KB
Received
Messages
TESLA

Hash Chain 0KB 10 KB 10 KB

In 2.3.2 how the simulation of processing of messages, hash chains, and certificates as a
single long queue is discussed. For storage purposes, the processing queue is only a
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virtual queue, thus, all of the items are always stored in their respective buffers. This
means that received TESLA and TADS messages are stored in a single large buffer, even
though some messages may be waiting in the processing queue while others are waiting
for a key disclosure.

2.3.2 OBU Processing Model

Each OBU is equipped with a single central processing unit (CPU) that can perform one
calculation within a fixed amount of time. The first-in-first-out (FIFO) queue is utilized
to simulate the sequential processing of various cryptographic items. The FIFO queue is
modified to become a push-out FIFO queue such that any MACs or digital signatures that
are unverifiable before the maximum allowed delay (500 ms in all simulations) are
discarded. The delay is calculated as the time from when a message was received and
when the OBU will complete the associated MAC or signature verification. 2.3.1
contains a description of the storage of various items while the operations are in the
queue. In the remainder of this section, when items (i.e., certificate verifications, hash
operations, MAC verifications, or signature verifications) are added to the processing
queue and the amount of time needed to complete each of the operations are discussed.

The processing queue is treated as a single long buffer that holds operations yet-to-be
performed. When a sender wants to broadcast a message, the OBU pauses the current
operation and prioritizes the generation of the authenticator(s) (i.e., signature and/or
MAC generation). Once the authenticator is generated, the OBU resumes the halted
operation. When an OBU receives a packet, it first checks if it has a copy of the sender's
certificate. Once the sender's certificate is verified, the receiver can verify the sender's
messages or TESLA keys.

If the receiver lacks a certificate for this sender, the receiver checks if the packet includes
a certificate. If the packet lacks a certificate, the receiver drops the packet. If this packet
includes a certificate, the receiver adds the certificate to the certificate storage and
enqueues the certificate verification operation. Given a push-out FIFO queue is used
where only messages are discarded, enqueueing the certificate verification first ensures
the receiver will have verified the certificate before processing the associated messages or
TESLA keys. When simulating TESLA or TADS, certificate verification takes twice as
long since each certificate includes a signature from the CA to verify the sender's public
key and a signature from the sender to verify the current TESLA hash chain anchor.

After the sender's certificate is verified, the receiver can start verifying messages or key
disclosures. Under ECDSA, provided there is space in the message storage buffer, the
message is recorded and the verification operation is enqueued. Under TESLA or TADS,
if the key used to generate the MAC meets the security requirement (i.e., the key is
scheduled to be disclosed at a later time) and there is space to store the message, the OBU
stores the message until the key is disclosed (or with TADS the key disclosure is missed
and the signature is verified). When the OBU receives a key disclosure, the OBU verifies
if the received key corresponds to the hash chain anchor or the most recently verified key
by enqueueing the appropriate number of hash operations. Note that hash operations are
permitted even after the maximum allowed delay since verifying the most recent key can
help when verifying future key disclosures. For example, a receiver can verify key K,

based on a recently disclosed key K,,, with 10 hashes rather than using 1000 hashes to
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compare K, to the anchor, key K,. Once the appropriate key is received and

enqueued, the MAC is added to the queue. This ordering where keys are enqueued before
MAC:s ensures the key is verified before the associated MAC. With TADS, if the key
disclosure does not arrive within the expected time, the receiver enqueues the signature.
Once the signature or MAC is verified or expires (exceeds the maximum allowed delay),
the receiver frees the buffer space associated with the message and the signature or MAC.

Table 3: Time Required to Complete Various Operations on the 400MHz and
3.2GHz Processors

Time on the 400MHz | Time on the 3.2GHz
Operation PowerPC CPU
ECC-256 ECDSA Signature 6.2 ms 13 ms
Generation
ECC-256 ECDSA Signature 297 ms 4.9 ms
Verification
ECDSA Certificate Verify 22.7 ms 4.9 ms
TESLA/TADS Certificate Verify 45.4 ms 9.8 ms
Hash Calculation 10.5 ps 1 us
10 Hash Calculations 18.5 us 13 us
TESLA Authenticator Generation 900 us 120 us
TESLA Authenticator Verification 800 us 100 us

Different operations require different amounts of time on different processors. In these
simulations, it is assumed that OBUs are equipped with one of two processors: a 400
MHz PowerPC or a 3.2 GHz x 86 CPU. Table 3 contains a list of the time needed to
complete various operations on the two processors. Note that verification of a TESLA or
TADS certificate requires twice as much time as an ECDSA certificate since there are
two digital signatures in TESLA and TADS certificates.

2.3.3 Simulation of Change of Certificates

In a subset of the simulations, how OBUs changing certificates impact the performance
of the various broadcast authentication schemes are evaluated. Rather than having a
unique ID for each certificate, a serial number is added to the certificate to allow
receivers to differentiate certificate A and certificate B from sender S. This allows
simpler management of certificates and the ability to associate the delay between
receiving two messages from the same sender, even when the sender's "'identity" changes
with certificates. However, in practice receivers would be unable to associate a sender's
new and old certificate for privacy purposes. In the remainder of this section, how serial
numbers simplify the storage of certificates and how changing certificates impacts other
parts of the broadcast authentication mechanism are discussed.

Serial numbers in certificates allows approximation of the performance when senders
change certificates, but introduce a small inaccuracy when simulating certificate storage.
In this simulation, a receiver knows when a sender changes from certificate A to
certificate B . This allows the receiver to replace A with B since a sender will stop
using A. However, in reality, a receiver will only know a sender as the identity in the
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certificate. As a result, the receiver will have to store both certificates until certificate A
expires (i.e., there have been zero messages from that sender for 60 seconds).'® This
difference is immaterial and should only cause a discrepancy between simulation and
real-life performance if certificate storage is reduced. With less certificate storage, no-
longer-used certificates may consume space and cause the eviction of a certificate C
which is still in use but temporarily out of radio range. While out of radio range, the
OBU may evict C since it is least recently used. Once the owner of C re-enters the
receiver's radio range, the OBU will have to expend processing power verifying C a
second time. If space is limited and eviction of still active certificates is a worry,
receivers could store short-keyed hashes of any evicted certificates. The hash would
require 16 bytes or less of storage, but would save the receiver from re-verifying a
certificate if it matches a stored hash.

When a new certificate is used, an OBU stops using any information associated with the
old certificate. This means that for TESLA or TADS, the OBU will start to use a new
TESLA hash chain anchor and cancel the disclosure of any keys associated with the old
hash chain. When keys are disclosed with messages (as opposed to having a separate key
disclosure packet), the first message using the new certificate will include the new hash
chain anchor rather than the key to verify the messages from the old hash chain.

2.4 Description of Traffic Topologies

For simulations, two different traffic topologies are used to simulate different driving
conditions, that is, a highway topology and a city topology. The traffic density and
average speed for the highway topology are varied. The city topology involves stop-and-
go driving on a Manhattan grid where the speed limit is fixed but vehicle density varies.

The highway topology is a large circular highway with a radius of 1 kilometer and 2 lanes
of traffic in each direction. The large radius and this radio model prevents packets from
passing through the center of the circle. Since all transmissions follow the road, this
topology approximates an infinitely long 2-lane highway. During these simulations
vehicles travel at the same speed and are evenly spaced along the roadway at a fixed
density as measured in vehicles’km (to calculate vehicles/km per lane divide by 4).
Given vehicles travelling in the same direction stay at a fixed distance, data is ignored
that may cause anomalies in the metrics (see Section 3). Specifically, vehicles traveling
in the same direction cause an inflated successful authentication rate, because receivers
will have the sender's certificate the majority of the time. Vehicle density is varied from
16 to 120 vehicles/km. Vehicle speed is varied from 13 m/s (30 miles per hour) to 40 m/s
(90 miles per hour). However, unless otherwise stated, simulations use the 40 m/s speed
since it is a worst-case scenario for the authentication schemes (i.e., vehicles enter and
exit radio range at a greater rate).

18Section 2.3.1 discusses how certificates are stored and replaced.
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0.8 km

| 2.75km |
Figure 3: A Map of the City Topology

The city topology is a 10x10 grid of city blocks (see Figure 3). Based on census data
about Manhattan, each city block is 275 meters east to west and 80 meters north to south.
Simulation of Urban Mobility (SUMO'") is used to generate realistic stop-and-go traffic
with traffic lights at each intersection. The speed limit within the city topology is 30
miles per hour with vehicles exceeding that speed limit by at most 10 miles per hour for
short periods of time. In different simulations, vehicle density is varied from 10

vehicles/km? to 250 vehicles/km? .

2.5 General Simulation Description

Each of the different traffic scenarios and authentication schemes for a fixed amount of
time are simulated. After analyzing the performance of the different schemes with one
certificate per sender, shorter simulations are performed where different fractions of the
population change certificates.

During evaluation of the different broadcast authentication schemes, each simulation runs
for a total of 5 minutes and 30 seconds of simulated time. The first 30 seconds of the
simulation are a warm-up period where vehicles collect certificates and fill queues and
buffers, but no data is collected about performance. After the warm-up period, different
performance metrics are collected for the remaining 5 minutes. Section 3 discusses the
different metrics collected and used to analyze the different schemes. The warm-up
period allows the steady state performance of the different schemes to be analyzed.

Once there is an understanding of the performance of the different authentication
schemes, changing certificates is simulated. These simulations are shorter and only run
for 2 minutes of simulated time. After a 30 second warm-up period, some fraction f of

the OBUs change to a new certificate at a randomly assigned time within the next minute
(i.e., any vehicle changing its certificate performs the change between 30 seconds and 90
seconds into the simulation).

3  Key Metrics

A number of different metrics are used to analyze the results of the various simulations
and to rank the different authentication schemes. In this section different metrics and how

1 Simulation of Urban MObility http://sumo.sourceforge.net/
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each helps evaluate the different authentication schemes and other parameters (e.g.,
certificate distribution) are described.

Certificate Reception versus Distance. The complementary cumulative distribution
function (CCDF) of new certificates versus distance allows one to analyze how close a
sender is before the receiver has a copy of the sender's certificate. A CCDF of
100 percent at a larger distance is desirable since that implies the reception of certificates
and, thus, the ability to verify messages from a longer distance.

Message Reception versus Distance. The percentage/fraction of messages successfully
received versus distance provides a good indicator of how reliably packets are delivered
to the application layer on a receiver. A vehicle needs to receive the message, have a
certificate from the sender, and successfully verify the message within 500 ms to consider
the message successfully received. For TESLA/TADS, the key used to generate the MAC
must be not-yet-disclosed for the packet to be successfully received. In some plots,
percentages for both “Received” and Verified” are shown. In that case, "Received” is
the percentage of packets received. “Verified” is the percentage of packets successfully
passed to the application layer.

Average Authentication Delay versus Distance. Authentication delay measures the
time from when a packet leaves the application layer on the sender and arrives at the
application layer on the receiver. This delay includes any computation at the receiver or
sender, network delay (i.e., Medium Access Control (MAC) delay and transmission
time), and time waiting for the TESLA key disclosure, if applicable. Plotting
authentication delay versus distance helps show how varying packet reception rates
impacts TESLA/TADS. For ECDSA, the majority of the delay is associated with
computation and queueing on the receiver and thus is largely distance independent.

Number of Packets versus Verification Delay. The verification delay is the time from
when a packet is received to when it is passed to the application layer. The number of
packets versus verification delay provides the distribution of the delay introduced by the
security mechanism.

Packet Count versus MAC Delay. The MAC delay provides a good approximation of
the channel contention. More packets sent at longer delays means there was more backoff
as a result of the channel being busy.

Impact of Mobility. To measure the impact of changing traffic conditions in the city
simulations, the number of messages dropped at the security layer versus the number of
senders heard within a 2 second time window is plotted. This plot shows how varying
vehicle density impacts the security mechanism. Packets are dropped at the security layer
for a number of reasons in that the receiver lacks a certificate for the sender, the packet is
not verifiable within 500 ms (due to long queueing delays or missed key disclosures), or
the TESLA MAC was generated using an already disclosed key.

4  Certificate Distribution Simulations
In this section, the first series of simulations where the parameters that result in the best

certificate distribution were analyzed are discussed. To analyze certificate distribution, a
number of simulations on the highway and city topologies were run with varying vehicle
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density and speeds. In these simulations, focus was on the performance of TESLA with
piggybacked keys and the certificate reception versus distance and message reception
versus distance metrics was examined. It was chosen to focus on TESLA because it is
bandwidth limited. TESLA with separate key disclosures will have similar results but
will warrant less certificate broadcasts to mitigate the additional bandwidth consumed by
key disclosure packets. ECDSA and TADS are computationally limited due to digital
signature verifications and thus their performance is highly dependent on what processor
is being used. For all of these simulations, all messages and certificates are broadcast at
20 dBm.

The results show that responding to a new (not-yet-heard) certificate with the receiver's
own certificate broadcast works well. However, vehicles need to limit how often
certificates are broadcast to reduce bandwidth consumption which negatively impacts
performance. In the certificate distribution schemes, a vehicle schedules to broadcast a
new certificate whenever it hears a new certificate or it has been a randomly selected time
since the last certificate was broadcast. How quickly a receiver responds to a new
certificate was varied as the basis for the three certificate distribution approaches: (1)
instant certificate response, or rate limited responses with a maximum of (2) one Hertz,
and maximum of (3) two Hertz. With ”instant certificate response,” a vehicle schedules a
certificate broadcast for the next message after hearing a new certificate. With 1 Hertz
and 2 Hertz, the vehicle schedules the certificate 1 second or 500 ms in the future,
respectively (unless a certificate broadcast is already scheduled). These delays limit the
frequency with which a vehicle will broadcast a certificate. After broadcasting a
certificate, the sender selects a random delay before it will broadcast the next certificate
(provided it does not broadcast the certificate sooner in response to a new certificate). In
the simulations, a sender samples a uniform distribution between 1 to 2 to determine
when to send the next certificate if no new certificates are received. Waiting more time
between certificate broadcasts when no new certificates are received may improve
performance in slow moving traffic. To further reduce contention and computation, a
receiver could leverage map information when deciding to verify and respond to a new
certificate. For example, a receiver on the highway could ignore certificates from senders
on the other side of a barrier traveling the other direction or senders on service roads.
However, the analysis of these two potential improvements have been left as future work.

On the highway, higher speeds (40 m/s) stress the certificate broadcast mechanism since
vehicles are rapidly approaching each other, resulting in a greater rate of new vehicles.
With limited vehicle density, it is best to broadcast a certificate in the first message after
hearing a new sender (i.e., 'Instant Certificate"). With 16 vehicles’km and channel
switching enabled, instant certificate response requires few extra certificates and the
channel can support the extra bandwidth needed to include all of these certificates.
Figure 4(a) and (b) show the CCDF of certificate reception and fraction of packets that
are successfully verified versus distance. Looking at these plots one can see that the
instant certificate response provides better certificate reception with a small advantage
with respect to message verification. However, when vehicle density increases to 80
vehicles’km and channel switching remains enabled, instant certificate consumes too
much bandwidth. With 80 vehicles/km, interference decreases packet reception rates. As
a result, vehicles are closer when the certificates are first received, when compared to the
less dense setting (see Figure 5(a)). However, certificates at 2 Hertz provides the best
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message verification performance across all of the distances (see Figure 5(b)). At close
(Om to 200 m) and long (400 m and on) range, instant certificate response performs
worst due to added interference and thus packet loss. In the mid-range (200 m to 400 m),
the more frequent certificate response of 2 Hz allows similar or improved performance
compared to instant certificate. However, less frequent certificates cause more packet loss
due to messages received from senders with no known certificate.
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Figure 5. Certificate Reception and Message Verification with 80
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Within the city, slower vehicle speeds mean less vehicles enter radio range in a given
period of time. With a slower arrival rate, less frequent certificate broadcasts provide
similar performance to instant certificate responses. As shown in Figure 6 where density
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is 100 vehicles/km®, the radio model with high loss and fading means poor network
performance is the limiting factor. Certificate reception is better with more frequent
certificates, but message verification is the same independent of certificate broadcast rate.

Based on these results certificates are used at 2 Hertz for the remainder of highway
simulations and 1 Hertz for city simulations.
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5 ECDSA Simulations

ECDSA-based message authentication is computationally limited due to the processing
associated with verifying incoming digital signatures. The results show that on the
highway, where more vehicles are within radio range at any given time, ECDSA fails to
verify the majority of signatures even with the more powerful 2.4 GHz processor. In the
city, increased path loss and fading results in less vehicles in radio range and thus
acceptable verification rates when using the 2.4GHz processor.

Figure 7(a) and (b) show how ECDSA is too computationally expensive under reasonable
traffic densities. In addition to low verification rates, ECDSA causes high delays with
almost 500 ms delays independent of distance. Even with the 2.4 GHz CPU, ECDSA
fails to verify more than 50 percent of messages with 80 vehicles/km. With 10 dBm
message broadcast power, less senders are within radio range and thus more messages are
verified at short distances (i.e., greater chance of a received message reaching the front of
the queue within 500 ms). However, past 200 meters, less messages are received and thus
less messages are verified.
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Figure 7: Reception and Verification Rates with Varying Density and
Processors for ECDSA

In the city, the strong signal attenuation and varying traffic density that results from
stop-and-go traffic allows the 2.4 GHz processor to verify the majority of incoming
signatures. However, the 400 MHz processor is unable to support the number of
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incoming signatures, even with lower vehicle density. Figure 8(a) and (b) show the
fraction of verified messages with varying processors and vehicle densities in the city
simulation. With 10 dBm message transmission power and the 2.4 GHz processor,
vehicles can verify nearly all of the received messages. Looking at the number of packets
dropped at the security layer versus the number of senders in range (Figure 9(a) and (b)),
one can see that more senders in range and thus more incoming signatures increases the
number of dropped packets. However, when a vehicle drives away from a congested area,
the vehicle has less signatures to verify and can process the signatures before the 500 ms
deadline. The number of packets versus delay plot in Figure 10(a) supports the idea that
sender density is correlated with verification delay. When in regions with more senders,
the delay is higher (note the large number of packets with delays over 400 ms). After
leaving the dense region, the vehicle can process received packets with varying delays
(the lower part of the curve between 100 ms and 400 ms). When in sparse regions, the
vehicle can quickly verify signatures in less than 100 ms. Figure 10(b) shows that the
average delay is independent of the distance between the sender and receiver and more an
artifact of the number of items in the queue at the time of reception. In delay versus
distance plots, the average delay at long distances has high variance due to the limited
number of packets received at that distance. This variance causes the noisy pattern past
650 meters in Figure 10(b).
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Summary

Based on these results, ECDSA is too computationally expensive if every message must
be verified. In the city where vehicle density varies and sparse regions allow vehicles to
empty queues, ECDSA can function with acceptable delays. However, on the highway or
other dense scenarios, ECDSA incurs significant delays and high packet loss due to
delays over 500 ms.

6 TESLA with Piggybacked Key Disclosures
Simulations

When simulating TESLA with piggybacked keys, what key interval works best and if it
can support more vehicles than ECDSA needs to be analyzed. For all of these
simulations, a 400MHz processor is assumed. With piggybacked keys, a vehicle uses the
key disclosed in the next heartbeat message to generate the MAC for this packet. A
longer TESLA time interval means less keys are used in a given time period. With less
keys in an interval, less hashing is needed to verify the keys from two messages
(i.e., keys 100 ms apart) correspond to the same chain. However, fewer keys in an
interval means coarser key granularity (i.e., a disclosed key corresponds to a larger time
interval). With coarser key granularity, unexpected MAC layer delays have a greater
chance of causing a receiver to drop a message due to the use of a disclosed key to
generate the MAC (i.e., the message and MAC are disclosed in the same interval as the
key). Given the efficiency of hash computation, a finer key granularity becomes the
determining factor when selecting key interval size. A 20 ms key interval was found to
provide a good balance between hash computation and key granularity. When simulating
dense traffic scenarios, TESLA was found to outperform ECDSA for nearby senders

even with 80 vehicles/km or 250 vehicles/km? .

Figure 11 shows what fraction of messages are successfully authenticated when using
varying interval sizes and 40 vehicles/km on the highway. For these simulations, channel
switching was enabled (a) or disabled (b). With channel switching enabled, any packet
delayed from one control channel to the next experiences an unexpected 50 ms delay.
This 50 ms delay causes messages to fail the security check when the interval is larger.
The reason is that the 50 ms delay causes the packet to be broadcast in the same interval
as when the sender is expected to disclose the key. Note that for channel switching
enabled, 10 ms, 20 ms, and 30 ms intervals had the same verification rates. With channel
switching disabled (Figure 11(b)), only larger intervals, which are close to the period of
the vehicles' safety messages, cause packets to fail the security check. With 100 ms
intervals, a sender will use the next key to generate a MAC. If a sender tries to broadcast
a packet right before the end of an interval, an unexpected MAC delay will cause
reception to occur during the next interval, when the key is scheduled to be disclosed, and
thus the packet is dropped. The difference in performance between channel switching
enabled and channel switching disabled is due to less interference and thus improved
packet reception when channel switching is disabled.
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Figure 11: Verification Rate with Various Intervals and 40 Vehicles/KM for
TESLA Piggyback

Figure 12(a) and (b) show the verification delay associated with the different intervals
when channel switching is enabled (with channel switching disabled the results are
similar). The faster authentication is a result of less computation. However, larger
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intervals only have an advantage on the order of 250 xs. For the remainder of TESLA

piggyback simulations, 20 ms intervals are used to balance the computational advantage
of larger intervals with the increased chance of passing the security check associated with
smaller intervals.
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Figure 12: Authentication Delay with Various Intervals and 40 Vehicles/km
for TESLA Piggyback
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Figure 13(a) and (b) show how TESLA performs in congested situations where ECDSA
with a 2.4 GHz processor had trouble authenticating packets (i.e., 80 vehicles/km and 250

vehicles/km*). Unlike ECDSA, the distance from a sender has an impact on verification
rate and delays. This relation is due to the need for a receiver to hear two packets to
verify a TESLA packet. The further away a sender is, the smaller the probability is that
the receiver will hear the subsequent message and the key disclosure. With a TESLA
interval of 20 ms, zero messages fail the security check in these scenarios. The majority
of received but not verified packets (i.e., the difference between the solid and dashed
lines) are a result of the 500 ms verification deadline. Few messages are dropped because
the receiver has no certificate for the sender. Figure 14 shows the delay versus distance
for these configurations. When vehicles are closer, the probability that subsequent
messages, and thus key disclosures needed for verification, are received is higher and
thus messages are quickly verified. One would expect the authentication delay to be close
to 100 ms at short distances. As shown in Figure 15, MAC delays cause a portion of the
additional authentication delay. However, the majority of the delay is the result of
missing messages. With less than 100 percent packet reception, some key disclosures are
missed, causing receivers to wait until the next message to verify the message. This
additional waiting time increases the average authentication delay.

Appendix Volume 3 G-1-27



VSC-A

Final Report: Appendix G-1
Security Network Simulations — Studer and Perrig

100 : ; : —
10dBm Received ————
10dBm Verified —
80 20dBm Received -
i 20dBm Verified —— |
c 60 | .
0
I3
o
L 40 | i
20 .
0 S o
0 200 400 600 800 1000
Distance (m)
(a) Highway: 80 vehicles/km
100 : ; m—
10dBm Received -~
10dBm Verified ——
80 20dBm Received -~ |
20dBm Verified ——
c 60 .
0
I3
o
L 40 i
20 .
0 | - e I |
0 200 400 600 800 1000
Distance (m)
(b) City: 250 vehicles/km®

Figure 13: Verification Rate in Congested Highway and City Settings for

Appendix Volume 3

TESLA Piggyback

G-1-28



VSC-A Final Report: Appendix G-1
Security Network Simulations — Studer and Perrig

500 . . . .
0dBm —
20dBm ——
400 1
0
£ 300
=
[0
O
c— 200 1
5
<€
100 .
0 1 | | 1
0 200 400 600 800 1000
Distance (m)
(a) Highway: 80 vehicles/km
500 . ; .
10dBm —
20dBm ——
400 1
)
£ 300
)
o)
0
= 200 1
5
<
100 F 1
O 1 | | 1
0 200 400 600 800 1000
Distance (m)
(b) City: 250 vehicles/km°

Figure 14: Authentication Delay in Congested Highway and City Settings
for TESLA Piggyback

Appendix Volume 3 G-1-29



VSC-A Final Report: Appendix G-1
Security Network Simulations — Studer and Perrig

10+06 | . . . . .
10dBm ——
20dBm ——

100000 | ;

10000 | ]

-5,2 L
o _
S
S 1000 ]
Iy i
:ht L
100 | ]
10 | ]
1 | | | |
0 20 40 60 80 100 120
MAC Delay (ms)
(a) Highway: 80 vehicles/km

1e+07 ¢ . . . . .

- 10dBm ——
1e+06 | 20dBm ]

100000 | )

}2 L
T 10000 ]
[&]
o L
o 1000 | ]
:& L
100 | ]
10 | !
1 I | | | | |

0 20 40 60 80 100 120

MAC Delay (ms)
(b) City: 250 vehicles/km®

Figure 15: MAC Delays in Congested Highway and City Settings for TESLA
Piggyback

Appendix Volume 3 G-1-30



VSC-A Final Report: Appendix G-1
Security Network Simulations — Studer and Perrig

Summary

These results indicate that TESLA with piggybacked keys can authenticate the majority
of messages in realistic dense traffic scenarios, while incurring acceptable delays.
However, one drawback to TESLA is that the distance from the sender has a strong
correlation with the authentication delay and the probability of verifying a message
within the 500 ms deadline.

7  TESLA with Separate Key Disclosures Simulations

When analyzing TESLA with separate key disclosures, what key interval works best and
how it performs in the congested scenarios used to analyze ECDSA and TESLA with
piggybacked key disclosures needs to be determined. A 400 MHz processor when
simulating TESLA with separate key disclosures is assumed. It is also assumed that
vehicles are synchronized within 1.5 ms of global time, so the maximum clock difference
between two vehicles is 3 ms. When analyzing TESLA with separate keys, the key usage
delay is 1 unless near the end of a TESLA interval or the end of the control channel.
When within 3 ms of the end of a TESLA interval, a sender uses a key usage delay of 2
(i.e., the key disclosed 2 intervals from now). If in the last TESLA interval before the
service channel, a sender uses the key disclosed during the first interval in the next
control channel.

When TESLA keys are disclosed in their own packets, a larger TESLA interval results in
larger authentication delays, but it has a smaller chance of a packet being discarded
because it fails the security check. When using a separate key disclosure, vehicles use the
next disclosed key to generate the MAC for this packet. If differences in clock skew
could cause others to reject the MAC (i.e., 3 ms or less is left in the current interval), the
vehicle uses the key disclosed 2 intervals from now. With channel switching enabled, a
vehicle will use the key disclosed in the first interval in the next control channel rather
than the key disclosed in the service channel.

A larger TESLA interval provides better verification rates but slower authentication since
there is more time between when a packet is broadcast and a key is disclosed. As such,20
ms intervals was chosen to use for the remainder of the simulations where separate key
disclosures are needed. With 20 ms intervals, messages still fail the security check.
However, using a larger interval for separate key disclosures uses more bandwidth than
piggybacked keys while experiencing similar authentication delays. Figure 16(a) and (b)
show what fraction of messages are successfully authenticated when using varying
interval sizes, 20 dBm broadcasts, and 40 vehicles’km on the highway. For these
simulations, channel switching was enabled (a) or disabled (b). Here a larger interval size
provides better verification rates. With a larger interval size, there is more time between
when a vehicle generates a MAC and when the key is disclosed. This additional time
permits delays at the MAC layer to occur without causing the message to be broadcast
when the key is scheduled to be disclosed. If channel switching is disabled (Figure
16(b)), there is less channel contention, smaller MAC delays, and thus less packets
dropped due to the use of already disclosed keys, when compared to channel-switching
enabled with the same TESLA interval size. However, higher sender densities and the
resulting channel contention and MAC delays would require larger TESLA intervals or
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longer periods between message and MAC broadcast and the scheduled key disclosure
even with channel switching disabled.
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Figure 17(a) and (b) show the verification delay associated with the different intervals
when channel switching is enabled or disabled. With larger intervals, the verification
delay is larger. With channel switching enabled, the verification delays are much larger
because of the additional delay incurred when a packet is sent during the last interval in a
control channel. When this occurs, the vehicle selects a key disclosed during the next
control channel and thus delays are over 50 ms. With channel switching disabled,
authentication delays are much closer to the length of an interval (the expected result).
Based on these results, a 20 ms interval for the remainder of simulations was used. This
interval size causes fewer packets to fail the security check compared to 10 ms intervals.
At the same time, 20 ms intervals provide faster verification than larger interval size
which provide similar authentication delays when compared to piggybacked keys but
require additional bandwidth for the separate key disclosure packet.
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Figure 17: Authentication Delay with Various Intervals and 40 Vehicles/km
for TESLA with Separate Keys

In congested scenarios, TESLA provides fast verification of messages from nearby
vehicles, but suffers from packet loss due to MAC delays and packet loss. Figure 18
shows what fraction of packets are verified in both highway and city settings. The added
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channel contention from separate key disclosures causes larger MAC delays (see Figure
19) and thus a significant fraction of packets fail the security check in these simulations
for the 20 dBm settings (see Figure 20). In the city setting, the variance in vehicle density
allows vehicles to maintain relatively high verification rates. Figure 21 confirms that
packet reception plays an important role in the performance of TESLA with separate key
disclosures. When vehicles are nearby, authentication delays are shorter since packet
reception is improved. However, when senders are further away, key disclosures are
frequently missed; and it takes longer to verify a message. The MAC delay plot indicates
that the addition of key disclosure packets stresses the channel. This added
communication causes contention, interference, and packet loss, causing poor verification
rates and delays. As such, separate key disclosures decrease scalability since bandwidth
is already limited.
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Figure 18: Verification Rate in Congested Highway and City Settings for
TESLA with Separate Keys
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Figure 19: MAC Delays in Congested Highway and City Settings for TESLA
with Separate Keys
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Figure 20: Fraction of Packets that Fail the Security Check for TESLA with
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Figure 21: Authentication Delay in Congested Highway and City Settings
for TESLA with Separate Keys
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Summary

TESLA with separate key disclosures allows fast verification while the number of
senders in range is low. However, the added bandwidth associated with separate key
disclosures prevents the scheme from scaling to more congested scenarios with higher
transmission power. With more bandwidth usage, MAC delays are longer and more
packets are lost due to interference. Longer delays cause more messages to fail the
TESLA security check that the authenticator was generated using a not-yet-disclosed key.
With key disclosures lost due to interference, vehicles have to wait longer to verify
packets.

8 TADS Simulations

TADS tries to take advantage of both ECDSA and TESLA. The majority of the time
TESLA is used to authenticate a message. However, if it has been 20 ms since the sender
should have broadcast the key, the receiver can use the ECDSA signature to verify the
packet rather than waiting for a future key disclosure. TADS's disadvantage is that
including both signatures and TESLA increases the amount of data added to each packet.
The question is then does the benefit of having signatures and TESLA justify the
additional bandwidth?

TADS can work in two different ways with piggybacked key disclosures or with separate
key disclosures. Based on the simulations of TESLA with different intervals, the same
interval size with TADS (20ms) was used. Rather than analyzing how TADS performs
across a wide range of scenarios, the focus is on how TADS performs when compared to
TESLA under the more stressed scenario of a congested highway with 80 vehicles/km
and 20 dBm broadcast power.

8.1 TADS with Piggybacked Keys

When key disclosure is piggybacked with the next message, TADS provides similar
performance to TESLA and can even have benefits for senders further away. The
additional bandwidth to include a signature has limited impact on the network contention
for 80 vehicles/km and thus network performance is similar. When a vehicle tries to
verify every message, computation becomes the limiting factor. If vehicles are equipped
with the faster 2.4 GHz processor, TADS provides similar performance to TESLA for
nearby senders. At longer distances, TADS can verify more messages from senders than
TESLA since vehicles are not required to receive a key disclosure.

For the first set of simulations, TESLA and TADS are compared with vehicles with
400 MHz processors. With the slower processor, TADS is too busy verifying signatures
from far away vehicles, delaying the verification of messages and causing a large fraction
of messages to exceed the 500 ms limit. Looking at Figure 22, it can be seen that the
network performance for TESLA and TADS is similar with message reception never
varying more than 10 percent and similar MAC delays. However, TADS verifies over
30 percent less packets from nearby senders. Based on the authentication delay and
verification method plots (see Figure 23(a) and (b)), it can be seen that vehicles spend
significant resources verifying signatures from vehicles further away. The computation
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associated with these signature verifications delay any other computation due to our
FIFO-queueing strategy and packets are lost due to the 500 ms time limit.
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Figure 22: Verification Rate and MAC Delay for TESLA Versus TADS with
Piggybacked Key Disclosures and a 400 MHz Processor
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Figure 23: Authentication Delay and TADS Verification Method for TESLA
Versus TADS with Piggybacked Key Disclosures and a 400 MHz Processor

Next TADS with the faster 2.4GHz processor is simulated. The majority of the time,
vehicles can use TESLA to efficiently verify messages. However, with the additional
processing power, vehicles can handle signature verifications associated with far away
vehicles while having a limited impact on other messages. Figure 24(a) shows that with
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the faster processor, TADS provides similar verification rates when compared to TESLA
from 0 to 400 m.At longer distances, TADS can use signatures to verify packets where
TESLA failed to verify due to missed key disclosures. Since only the processor changed
(and not the radio model), the MAC delays (see Figure 22(b)) and the authentication
methods (see Figure 23(b)) are the same as with the 400 MHz processor. The
authentication method remains the same since the vehicle only verifies the ECDSA
signature if it has been 20 ms since the key should have been disclosed. The number of
items in the processing queue has zero impact on the verification method decision.
However, TADS still tries to verify so many signatures that signature verifications delay
TESLA-based verifications such that TESLA provides faster authentication than TADS
(see Figure 24). If receivers waited until the second or third key disclosure or only
verified messages from nearby or critical senders, TADS may have better performance.
These enhancements to TADS is considered as important future work.
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Figure 24: Verification Rate and Authentication Delay for TESLA Versus
TADS with Piggybacked Key Disclosures and a 2.4 GHz Processor
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Summary

These results show that TADS with piggybacked key disclosures provides similar
performance to TESLA if vehicles are equipped with a faster processor. The addition of a
signature to the packet consumes additional bandwidth but has limited impact on network
performance. The main advantage with TADS is that, with a faster processor, receivers
can quickly verify any message if the next key disclosure from the sender is never
received.

8.2 TADS with Separate Key Disclosures

When simulating TADS with separate key disclosures, a 2.4 GHz processor is assumed
since separate key disclosures degrade reception and thus require additional processing to
verify signatures. The simulations show that TADS fails to support dense, high-speed
traffic and is outperformed by TESLA even when receivers are equipped with the faster
processor. When keys are disclosed in a separate packet, TADS requires too much
bandwidth and causes significant contention and losses in the wireless channel.

Figure 25 shows the verification rate and MAC delays. These plots show that TADS
requires too much bandwidth to remain competitive, and the MAC layer introduces
significant delays at the MAC layer and loss of packets. These MAC layer delays cause a
large fraction of packets to fail the security check (see Figure 26(a)). The added
contention also causes interference and loss of key disclosures which cause vehicles to
use signatures to verify the majority of messages (see Figure 26(b)). TADS does have a
smaller authentication delay (see Figure 2). However, this is a result of receivers using
signatures to verify messages after missing the key disclosure. With so few packets
passing the security check, the 2.4 GHz processor can handle the computational load
associated with verifying the signatures.
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Figure 25: Verification Rate and MAC Delay for TESLA Versus TADS with
Separate Key Disclosures
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Figure 27: Authentication Delay for TESLA and TADS with Separate Key
Disclosures

Summary

Under dense traffic scenarios with high transmission power, TADS with separate key
disclosures suffers from channel contention. With more bandwidth usage than TESLA
with separate key disclosures, TADS has more packets fail the security check. However,
TADS authentication delays are smaller. With so few packets passing the security check,
TESLA verification is successful or the processor can complete the verification of the
signature within 60 ms.

9 Comparison and Ranking of the Various Schemes

For a final comparison between the different authentication schemes, how the schemes
perform in the 80 vehicles/km highway scenario (within the city simulation, variance in
density allows the schemes to have moderate success even when portions of the road are
congested) is examined. As a worst-case scenario, only the performance when 20 dBm
transmission power is used is compared. The larger transmission power strains both
computation and bandwidth limited schemes since it forces the receiver to verify more
messages and causes greater contention for the channel, respectively. This comparison
indicates that TESLA with piggybacked keys provides the best overall performance,
whereas TADS with piggybacked keys and a 2.4 GHz processor is a close second.
TADS also provides the signature security property, which is necessary if receivers ever
need to prove to a third party that the sender was the original source of a message.
ECDSA is third and could be best if receivers only tried to verify a fraction of the
incoming messages rather than every single message. Finally, TESLA and TADS with
separate key disclosures require too much bandwidth and, thus, are the worst choice
when selecting an authentication mechanism.
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Figure 27 and Figure 28 show the performance of vehicle-to-vehicle (V2V)
communication without security enabled and with each of the 5 different authentication
mechanisms. The security mechanisms do introduce additional packet losses and delays
(see Figure 27) and provide less consistent delivery of messages (see Figure 28).
Compared to no security, TESLA with piggybacked key disclosures provides good
performance for senders within 200 meters. TESLA causes less than an additional
10 percent message loss for nearby senders (see Figure 27(a)). Authentication delay also
remains under 200 ms within 200 meters for TESLA with piggybacked key disclosures
(see Figure 27(b)). Figure 28 shows TESLA also has the same consistency at delivering
packets from senders within 200 meters. TADS with piggybacked key disclosure is
second best but has noticeable delays due to processing of signatures. ECDSA has longer
delays and more packets are lost due to queueing. Finally, the schemes with separate key
disclosures consume significant bandwidth which negatively impacts their performance.
This extra bandwidth causes contention and interference. With longer MAC delays from
channel contention, a larger number of messages fail the security check (see Figure
26(a)). High packet loss from interference causes receivers to miss messages and key
disclosures, delaying authentication (see Figure 27(b)), and causing inconsistent message
delivery to the application layer (see Figure 28).
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Figure 28: Verification Rate and Authentication Delay for the Various
Schemes with 80 Vehicles/km
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Figure 29: Interpacket Delay for the Various Schemes with 80 Vehicles/km

Simulations with 120 vehicles/km to test the scalability of TESLA and TADS with
piggybacked key disclosures were run. Figure 29, Figure 30, and Figure 31 compare the
performance of TESLA and TADS with piggybacked key disclosures to no security
mechanism. At such a high vehicle density, the security mechanisms' additional
bandwidth is causing contention and loss from interference. With so many vehicles, a
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significant fraction of messages are delayed at the MAC layer for 80 ms or more and fail
the security check (see Figure 30). With less packets successfully received, TADS has
faster verification times when compared to the less dense 80 vehicles/km scenario thanks
to less computation associated with verifying signatures. However, within the first 300
meters, TESLA provides more reliable delivery to the application layer thanks to higher
packet delivery rates (see Figure 31). When senders are further away, TADS verifies
signatures to reduce the average and median interpacket arrival time.
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Figure 30: Verification Rate and Authentication Delay for No Security,
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Figure 31: MAC Delay and Percentage of Packets that Fail the Security
Check and for No Security, TESLA, and TADS with 120 Vehicles/km
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Based on these results, TESLA with piggybacked keys provides the best overall
performance of the five schemes. It allows consistent and timely authentication of
packets even under dense channel contention. TADS with piggybacked keys provides
similar performance but suffers from the added bandwidth used to include signatures and
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MAC:s in every packet. In our simulations, TADS spends a large amount of processing
power verifying signatures from far away senders, delaying authentication. TADS can
prioritize verifications to reduce the average delay, but channel contention is a problem
that will remain with TADS. ECDSA is too computationally expensive when all received
packets are verified. However, ECDSA requires less bandwidth than TADS and with
prioritized verification it could provide similar or better performance than TESLA. Our
simulation results indicate that separate key disclosures consume too much bandwidth.
Vehicles can reduce transmission power to reduce channel contention but that reduces
transmission range. With a reduced transmission range, drivers will have less time to
respond to alerts since the vehicle will only hear alerts when the dangerous situation is
nearby.

10 Impact of Changing Certificates

Vehicles may change certificates to help provide a certain level of privacy to drivers.
However, changing certificates can negatively impact the authentication mechanism. In
addition to needing the new certificate, TESLA will be unable to authenticate the last
message from the sender because the corresponding key will never be disclosed. To
analyze just how much changing certificates impacts security, TESLA was simulated
with some fraction of the vehicles in the simulation changing certificates within a
I-minute time window. TESLA was the focus since ECDSA and TADS will have better
results, because those schemes only need the original message to complete verification.
Schemes with separate key disclosures are considered impractical and, thus, are not
simulated.

Figure 32 and Figure 33 show how certificate changes impact the certificate reception
and message verification rate for both highway and city scenarios. As more vehicles
change certificates, receivers hear new certificates at shorter distances. This is expected
since a sender 50 meters away changing a certificate will result in a new certificate at a
50 meter distance. What is more important is how certificate changes impact packet
verification rates. In these scenarios, vehicles are able to quickly receive the new
certificate and continue verifying messages. Even with 100 percent of senders changing
certificates, less than 1 percent of messages are lost. Looking at the number of messages
that timeout and the number of messages that have no certificate in the highway setting
(see Figure ), it can be seen that most losses are a result of not yet receiving the sender's
new certificate and only a small fraction are because the receiver never receives the final
key disclosure.
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Figure 33: Certificate Reception for Highway and City Scenarios for TESLA
with Varying Percentages of Vehicles Changing Certificates
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Figure 34: Verification Rate for Highway and City Scenarios for TESLA with
Varying Percentages of Vehicles Changing Certificates
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Summary

These results indicate that certificate changes can work in vehicular networks with less
than 1 percent additional losses when the channel is not saturated. However, the majority
of these losses are a result of messages received before learning the new certificate. As
channel contention increases, interference can cause greater delays before the reception
of a new certificate. The longer a receiver lacks a certificate, the longer it is unable to
verify messages from the sender.

11 Conclusion and Suggestions

Through a number of simulations it was found that TESLA with piggybacked keys
provides the best scalability of the five authentication schemes and that certificate
changes have limited impact on the authentication schemes provided vehicles quickly
receive the new certificate. However, certain refinements could allow the other
authentication schemes to perform well across different scenarios.

With certain refinements, TADS with piggybacked keys and ECDSA could perform well
with the slower 400 MHz processor. These schemes also have the advantage of providing
the security property. Both ECDSA and TADS could benefit from selective verification
to reduce the number of verifications performed. TADS could also reduce computation
by waiting until the second or third key disclosure was missed before starting signature
verification.

TESLA and TADS with separate key disclosures and carefully selected transmission
power could provide the fastest verification with the least computation. As vehicle
density increases, schemes with separate key disclosures require lower transmission
power to reduce channel contention. Lower transmission power does result in shorter
transmission range. However, higher vehicle density often results in slower vehicle
speeds (e.g., traffic jams) and thus less need for long range safety messages.

This work has also shown that certificate changes have a negligible impact on
authentication. However, in this work only random certificate changes were considered.
Several works have examined clusters of vehicles simultaneously changing certificates to
improve privacy [3], [8], [10]. Future work should also consider how coordinated
certificate changes would impact authentication.
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1 Introduction

A thorough characterization of the performance of VANETs has not yet been presented
in the literature, but hardware (HW) and software (SW) designers working on building
and standardizing VANETs can be greatly helped by such information. The main
application for VANETSs currently is safety, supported by the regular broadcast of safety
heartbeat messages. This application has previously been proposed in the literature [6].
Various protocols have also been proposed in the literature to secure these messages to
protect VANETSs from arbitrary and irreconcilable damage [4]. As one of the The Vehicle
Safety Communications — Applications (VSC-A) teams chosen to investigate the
performance of VANET security protocols, the results of the simulations are presented in
this document.

In the simulations, results that accurately reflect real-world VANET performance have
been provided. Both synthetic vehicle traffic on real road maps and recordings of
vehicles on highways for the vehicle traces have been used in the simulations. Three
different security protocols have been simulated: Elliptic Curve Digital Signature
Algorithm (ECDSA) using ECDSA to sign heartbeats, TESLA using the TESLA
protocol [5] to sign heartbeats, and two signature using both ECDSA and TESLA to sign
heartbeats. For TESLA and two signature, two variations will be investigated: sending
keys attached to heartbeat packets (piggyback mode or piggy”), and sending keys in
separate packets (optimum mode or "opt”).

Results showing that using TESLA with piggybacked keys results in the best
performance in almost every scenario and for most metrics has been presented. Often,
two signature with piggybacked keys results in similar performance and is the next best
choice to TESLA piggyback.

The remainder of this document is organized as follows. In Section 2, details of the
settings used in the simulations are presented. Simulations in an urban environment in
Section 3 and in a highway environment in Section 4 are presented. The best manner in
which to send certificates are investigated, the results of which are presented in Section 5.
Finally, the whitepaper concludes in Section 6.

2  Settings

In this section, the simulation environment and the settings used for the simulations are
discussed.

2.1 Verification Queue

Our verification queue is basically a first-in-first-out (FIFO) structure. Packets that are
ready for verification (i.e., the receiver has a certificate for the sender, and in the case of
TESLA signature verification, a valid TESLA key has been received from the sender) are
queued as the criteria for verification are met. Packets are dequeued when they are
verified. That is, as soon as the processor can compute the verification.
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If a heartbeat packet is stored by a receiving vehicle for longer than 500 ms and has not
been verified, the packet is dropped. However, if that packet has a certificate attached to
it and the certificate is a new certificate requiring verification, that packet is retained for
verification beyond the 500 ms if necessary, but the heartbeat part of the packet is not
verified or counted as being successfully received at the application layer.

Besides the time limit on packets in the verification queue, the size of the queue is limited
to be 200 kB. For the TESLA key chain that a vehicle uses to sign messages for TESLA
or two signature, a key chain that required 12 kB for storage was used, reducing the size
allotted to packets in the verification queue to 188 kB.

2.2 Simulator

The University of Illinois at Urbana-Champaign (UIUC) VANET simulator was used for
all of the simulations. This simulator has undergone rigorous validation, including a
packet-by-packet comparison with the VANET extensions to NS2 [1]. Additionally, the
simulator has been calibrated to match the Network Simulator (NS2) results of the other
two teams during the intermediate results workshop.

The main advantage of using this simulator is that it is dedicated to simulating VANETSs.
Since it is a dedicated tool for VANET, it is much faster than NS2. In previous
comparisons, the UIUC VANET simulator has been estimated at 600 times faster than
NS2 for running simulations of the scale used in our highway simulations presented in
Section 4. In other words, what it takes our simulator approximately 4 hours to simulate,
NS2 would require 100 days.

2.3 TESLA Key Intervals

Throughout the simulations that are presented in Sections 3, 4, and 5, a key interval of
A=100 ms is used for the piggyback versions of TESLA and two signature, and A=10
ms for the optimum versions of TESLA and two signature. Throughout all of the
simulations, it was found that A=100 ms resulted in better performance for the
piggyback variations. For the optimum variations, it was found that A =10 ms resulted in
the lowest latency. Using A =30 ms sometimes resulted in more packets being received,
but the latency introduced by the additional key release delay always resulted in larger
total delays in aggregate. In one set of highway simulations, (20 dBm transmission
power, no channel switching, using the PC processor) TESLA optimum with A=30 ms
as a reference is presented. Varying the key interval for the optimum protocol variations
did not change the relative rankings. Thus, because A=10 ms results in the lowest total
delay, that is the major strength of the optimum protocol variations.

For all of the simulations, a key was sent only once because the additional packet
overhead of sending multiple copies of a key causes more channel congestion and
physical failures, which will be shown as being the largest failure mode. A TESLA key
chain of length ¢=1,000,000 with anchors every i=1,000 hashes was used. In order to
minimize the number of packets that failed the TESLA security condition, key releases
were aligned with the vehicles' heartbeat times. Vehicles having a clock skew of up to 1.5
ms were simulated, thus 2 vehicles' clocks could be up to 3 ms different.
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2.4 Two Signature

The two signature protocol waits for a fixed amount of time after when a heartbeat's key
is scheduled to be released before the vehicle that received the heartbeat uses the ECDSA
signature for verification rather than the TESLA signature. For the 2 signature TESLA
time-out duration, 200 ms was chosen to use rather than the 20 ms specified in the
parameters document. This was chosen because early tests with the highway scenarios
indicated that a large majority of packets were requiring ECDSA signature verification,
thus the advantages of the lower processing overhead of TESLA were not being utilized
by the two signature algorithms so as not to differentiate its performance significantly
from ECDSA.

2.5 Processor Computation Times

Using either of two processors was simulated: a PC processor (standard desktop variety),
and a PowerPC processor (PPC). Processing overhead is simulated for ECDSA and
TESLA signature generation and verification. Additionally, TESLA requires vehicles to
hash keys to verify them if they are not consecutive on the transmitting vehicle's key
chain. This processing delay is labeled as the TESLA hash time. Table 1 shows the
times that were used in the simulations.

Table 1: Simulated Processor Delays

PC PPC

ECDSA 4.9 ms 22.7 ms
Verification

ECDSA 1.3 ms 6.2 ms
Generation

TESLA 0.1 ms 0.8 ms
Verification

TESLA 0.12 ms 0.9 ms
Generation

TESLA hash 1 us 10.5 us

time

2.6 IEEE 1609.4 Channel Switching

Enabling or disabling IEEE 1609.4 channel switching was simulated. With channel
switching disabled, vehicles can send and receive heartbeats at any time. With channel
switching enabled, vehicles can only begin transmitting heartbeats during the control
channel (CCH) interval. If a vehicle begins receiving a heartbeat before the end of a
CCH but finishes receiving after the CCH, this packet is considered to have been
correctly received if the receiver finishes receiving the packet finishes before the end of
the rear guard time. The duration of the CCH is 44 ms. A front guard time of 4 ms and a
rear guard time of 2 ms was simulated. These guard intervals are times when vehicles are
switching their radios between the service channel (SCH) interval and the CCH interval.
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2.7 Heartbeat Transmission Time Randomization

In order for two vehicles that randomly happen to choose the same time to broadcast their
heartbeats relative to the beginning of the CCH interval (or to some absolute time where
1609.4 channel switching is disabled), the heartbeat broadcast time was randomized
around the fixed relative time. This interval allowed vehicles to send up to 2.5 ms before
or after the fixed relative time.

2.8 Legend Format

In the graphs presented in this report, the legend entries for the graphs generally follow
this format: protocol used, processor used (if applicable), key interval (if applicable), and
channel switching use. For reference, each scenario was simulated in Section 3 and
Section 4 without any security protocol or overhead in addition to each of the security
protocols and their variations. These simulations are labeled as ”None.” The processor
will be either a PC or a PPC, which will determine the time verifications and signatures
required. Key intervals are given in seconds. Finally, 1609.4 channel switching was either
enabled or disabled. Enabled is labeled as "CCH”' and disabled as "No CCH,”" where
CCH stands for Control Channel.

3  Cook County Simulations

In this section, the results of the urban simulations are presented. The urban simulation
trace was generated using VanetMobiSim [3]. The trace area had 300 vehicles contained
in a 2 km by 2 km area of Cook County, Illinois*’, which contains downtown Chicago.
The road data was obtained from the U.S. Census Bureau's Topologically Integrated
Geographic Encoding and Referencing (TIGER) system database from the year 2000.

The vehicle speed ranged from 10-30 m, and driver behavior was modeled using the
S

built-in intelligent driver model with the ability to change lanes. The area contained 20
stop lights, and road speed limits were provided in the TIGER data.

Fading Model

In all of the simulations, the channel fading model was used as presented by Cheng, et
al. [2]. The governing equations presented by these authors are presented again here as
Equations (1) and (2).

P(d,)-107, logm[di} X, it d, <d <d,

0

P(d)= P(do)—lO}/lloglo[%J—myzlogm[di}-xaz if d>d,

0 c

% Centered at approximately Latitude: 41.888988, Longitude: -87.622833
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uy2u-l 2
f(X; 1, )= 2,u—xe77
"T'(11)
Two different settings were utilized for this fading model; one for the urban environment,
and one for the highway environment. For the urban environment presented in this
section, Table 2 shows the settings of the fading model used. Figure 1 shows the
theoretic reception probability of 10 and 20 dBm transmission power with the urban
fading settings. These settings were obtained based on the work done by Cheng, et al. [2].

Table 2: Urban Simulations Fading Model Settings

d, 16 m
d, 100 m
4 2
V2 4
# (d<5m) 3
MU, (5m<d<70 m) 2
Hy (70m<d) 1

0.8

0.6

0.4

P robability of reception

0.2

0 5(;0‘“ 1 OIOO 1 5I00 2000
Distance {m)
Figure 1: Theoretic Reception Probability for Urban Simulations with 10
and 20 dBm Transmission Power

0

3.1 IEEE 1609.4 Disabled

In this section, the simulated performance with IEEE 1609.4 Channel Switching disabled
is shown, first for 20 dBm transmit power and then for 10 dBm transmit power.
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3.1.1 20dBm Transmit Power

Figure 2 and Figure 3 how the performance of the security protocols for our urban
environment with the settings summarized in Table 3 using the PC processor and the PPC
processor, respectively. Figure 2(a) and Figure 3(a) show the over-the-air (OTA)
performance. With either processor, TESLA piggyback provides the best performance of
the security protocols. These figures show that performance is determined first by the
number of packets sent (more for TESLA and two signature optimum) and then by packet
size (smallest for TESLA piggyback).

Table 3: Section 3.1.1 Settings

Transmit power 20 dBm
1609.4 disabled
TESLA Piggyback 100 ms
key interval
TESLA optimum key 10 ms
interval
Two signature 100 ms
piggyback key
interval
Two signature 10 ms
optimum key interval

Figure 2(b) and Figure 3(b) show application layer performance. With either processor,
ECDSA performs the poorest because neither processor is able to handle the
computational load imposed by ECDSA signatures. With the PPC processor, the load is
so severe that at no range does ECDSA allow for greater than 20 percent of messages to
arrive at the application layer. These figures show TESLA piggyback resulting in the
best performance of the security protocols. Two signature piggyback performs next best
with the PC processor and better than TESLA piggyback at longer ranges (beyond
approximately 350 m).

Figure 2(c) and Figure 3(c) show the average total packet delay. That is, the time from
when a packet is released to the transmitter's Medium Access Control (MAC) layer until
it is successfully received at the receiver's application layer. Total delay incorporates
MAC layer delay, transmission delay, and verification delay (i.e., waiting for keys and
waiting in the processing queue). With the PC processor, the extra processing required
by the two signature scheme for verifying ECDSA signatures is very slight, resulting in
each two signature protocol variation performing similarly to the corresponding TESLA
protocol variation. TESLA optimum (with the PPC) and either TESLA optimum or two
signature optimum (with the PC) result in the lowest average total delay. The optimum
variations have lower total delay than the piggyback variations, because the keys for
verification are released sooner. ECDSA again performs the poorest for either processor.

Figure 2(d) and Figure 3(d) show histograms of the number of packets verified versus
their verification time. The number of packets verified is shown on a logarithmic scale.
For ECDSA and either processor, a significant proportion of packets are verified at the
maximum verification delay of 500 ms. Additionally, for the PPC, almost all ECDSA
verifications take nearly the full 500 ms, which means that the processor is essentially
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always the performance bottleneck. Both processors show a periodic behavior resulting
from the periodic release of TESLA keys for the TESLA and two signature protocols.
For the PPC, both the TESLA and (more noticeably) the two signature protocols show a
more smooth graph (the peaks are less distinguished from the valleys), which is the result
of using a slower processor compared to the PC and the longer time taken for certificate
verifications and in the two signature case also for ECDSA signature verifications. For
either processor, the optimum variations can result in lower verification latency because
of not needing to wait for the key attached to the following heartbeat packet. The two
signature variations, when using the PC processor, do not show verifications extending as
long as the TESLA variations. This is because following the timeout period in the two
signature variations the ECDSA signature is verified, and the vehicle does not wait for
another TESLA key.

Figure 2(e) and Figure 3(e) show the median and average time between when a vehicle
receives heartbeat packets at the application layer (after verification) for a transmitting
vehicle versus distance to that vehicle. For both processors, TESLA piggyback has the
smallest inter-packet arrival time, followed by two signature piggyback. With the PPC,
ECDSA clearly has longer inter-packet arrival times, and the two signature schemes are
smoother. That is, they do not show as pronounced of a stair-step behavior in their
medians compared to the TESLA protocols. Both of these effects arise from the reduced
processing speed of the PPC causing verification delay due to processing being a more
major mode of delay.

Figure 2(f) and Figure 3(f) show the complimentary cumulative distribution function
(CCDF) of the distance when the first certificate from a vehicle is received. The choice of
processor has no effect on this graph because the network layer performance, which
determines when these packets are received, is not affected by processor. As is shown in
the OTA performance figures, there are two factors that determine how protocols perform
relative to each other. First, more packets (optimal variations of TESLA and two
signature) result in poorer performance. Second, smaller packets result in better
performance. This leads to TESLA piggyback resulting in the first certificates from
vehicles being received at longer distances. The difference in performance among
TESLA piggyback, ECDSA, and two signature piggyback are relatively small compared
to the optimum variations and the performance without any security overhead. These
same observations and reasons for determining relative rankings explain the performance
shown in Figure 2(g) and Figure 3(g), which show the MAC layer delay histograms. The
count of packets is displayed using a logarithmic scale.

Table 4 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. The optimum variations result in fewer stored certificates because
certificate storage depends only on what is received at the physical layer (PHY) since all
new certificates are verified in our queuing model. None of the simulations resulted in a
full verification queue.
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Table 4. Cook County, No Channel Switching, 20 dBm Transmission Power:
Certificate Storage Requirements and Maximum Verification Queue Size

Max Stored | Max Queue | Max Stored | Max Queue
Certificates Size Certificates Size
(PC) (PC) (PPC) (PPC)
ECDSA 161 67,881 158 67,360
TESLA 166 34,025 161 157,371
piggyback
TE.SLA 148 157,276 148 26,014
optimum
Two
signature 157 39,257 157 81,343
piggyback
Two
signature 143 23918 141 55,123
optimum
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Figure 2: Cook County, lllinois, Simulation Results: 20 dBm Transmit
Power, PC Processor, No Channel Switching
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Figure 3: Cook County, lllinois, Simulation Results: 20 dBm Transmit
Power, PPC Processor, No Channel Switching

3.1.2 10dBm Transmit Power

Figure 4 and Figure 5 show the performance of the security protocols for our urban
environment with the settings summarized in Table 5 using the PC processor and the PPC
processor, respectively. Figure 4(a) and Figure 5(a) show the OTA performance. The
relative rankings are the same as in the previous section, with TESLA piggyback
performing best, but the performance of the protocols are more similar with 10 dBm
transmission power because fewer packets are receivable. Thereby, reducing the effects
of the discriminating factors of number of packets and packet size.
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Table 5: Section 3.1.2 Settings

Transmit Power 10 dBm
1609.4 disabled
TESLA
piggyback key 100 ms
interval
TESLA optimum 10 ms
key interval
Two signature
piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 4(b) and Figure 5(b) show the percent of packets received at the application layer
versus distance for the PC and the PPC processors, respectively. ECDSA performs
noticeably better for both processors with 10 dBm transmission power at shorter
distances compared to ECDSA's performance with 20 dBm transmission power because
there are fewer packets received. Therefore, fewer packets to verify result in the graphs
showing more packets being verified at closer range and fewer being verified at longer
range. The relative rankings again are the same as in the previous section with TESLA
piggyback performing best, but the difference in the non-ECDSA protocols'
performances are less pronounced.

Figure 4(c) and Figure 5(c) show the average total packet delay versus distance for the
PC and the PPC, respectively. The PC graph shows very similar performance for the
non-ECDSA protocols compared to the performance using 20 dBm transmission power.
The PPC graph now shows two signature optimum resulting in lower average total delay
than TESLA piggyback, which differs from the relative positions of the protocols for
20 dBm transmission power. Two signature performs better because there are fewer
packets received and correspondingly fewer to verify, resulting in lower verification
delay and thus lower total delay. ECDSA's performance is much improved over 20 dBm
for the same reason meaning that fewer packets are received and, thus, fewer
verifications are performed.

Figure 4(d) and Figure 5(d) show histograms of the number of packets verified versus
their verification latency. These graphs show the same relative performance as was
shown in the previous section.

Figure 4(e) and Figure 5(e) show the time between arrivals at the application layer versus
distance. The performance shown in these graphs are very similar to the performance
shown in the previous section. The main difference with 10 dBm transmission power
compared to 20 dBm is ECDSA's median arrival time for the PPC is not as distinguished
from the other protocols' medians.
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Figure 4(f) and Figure 5(f) show the CCDF of the distance when a vehicle's certificate is
first received. For 10 dBm transmission power, the vast majority are received beyond
200 m. For 20 dBm, the vast majority are received beyond 400 m.

Figure 4(g) and Figure 5(g) show packet count versus the MAC layer delay. These
graphs differ slightly from the MAC layer delay shown in the previous section. For
10 dBm transmission power, there are fewer packets received or sensed, thus packets are
delayed less often at the MAC layer with 10 dBm transmission power compared to
20 dBm.

Table 6 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. Again, none of the simulations resulted in a full verification queue. In
general, the queue sizes are smaller than with 20 dBm because of the lower transmission
power resulting in fewer packets being received.
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Figure 4: Cook County, lllinois, Simulation Results: 10 dBm Transmit
Power, PC Processor, No Channel Switching
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Figure 5: Cook County, lllinois, Simulation Results: 10 dBm Transmit
Power, PPC Processor, No Channel Switching

Table 6: Cook County, Illinois, No Channel Switching, 10 dBm
Transmission Power: Certificate Storage Requirements and Maximum
Verification Queue Size

Max Stored | Max Queue | Max Stored | Max Queue
Certificates Size Certificates Size
(PC) (PC) (PPC) (PPC)
ECDSA 94 44,846 96 46,421
TESLA 94 25,149 94 27,129
piggyback
TESLA 90 78,669 90 20,910
optimum
Two
signature 94 27,716 94 50,727
piggyback
Two
signature 90 20,908 90 39,737
optimum
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3.2 3.21609.4 Enabled

In this section, the urban simulation results with 1609.4 channel switching enabled are
presented.

3.2.1 20dBm Transmit Power

First, the results with 20 dBm transmission power are shown. The settings used in this
section are given in Table 7. Figure 6 and Figure 7 show the performance of the security
protocols for the urban environment using the PC processor and the PPC processor,
respectively.

Table 7: Section 3.2.1 Settings

Transmit Power 20 dBm
1609.4 enabled
TESLA‘plggyback 100 ms
key interval
TESLA optimum 10 ms

key interval
Two signature

piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 6(a) and Figure 7(a) show the OTA performance. There is a noticeable difference
between these figures and the OTA performance with the same settings but no channel
switching. For all the security protocols, the percent received with channel switching
enabled at 200 m is approximately between 40 percent and 60 percent, whereas without
channel switching they lie approximately between 70 percent and 85 percent. This
difference in the percent received comes from there being less time to send packets with
channel switching enabled.

Figure 6(b) and Figure 7(b) show the percent of packet correctly received at the
application layer versus distance. A result of the fewer received packets, as mentioned in
the previous paragraph, is that there are fewer packets to verify which results in a higher
percentage of packets received correctly at the application layer at shorter distances for
ECDSA. In other words, these short distance packets have been receive at the network
layer previously, but due to processing delay, they were unverifiable within the specified
500 ms maximum latency. With the percent received graphs essentially shifted down, the
total area under the curve for ECDSA short distance packets show increased
performance. However, the relative rankings and their reasonings remain the same as was
presented above with channel switching disabled.

Figure 6(c) and Figure 7(c) show the average total packet delay versus distance. At 300 m
for ECDSA, approximately 22 percent of packets are received at the network layer.
Additionally, at this distance, the number of drops due to the verification exceeding the
maximum time of 500 ms is proportionally considerably less than at smaller distances.
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Thus, the delay induced by the verification queue is a smaller source of delay at distances
of 300 m and beyond and results in a sharply reduced average total delay for ECDSA
beyond 300 m. The rankings of the security protocols is the same as without channel
switching. The major difference in this graph for the non-ECDSA protocols with channel
switching compared to without channel switching is the larger delay, especially notable at
very short distances. This extra delay comes from the extra MAC layer delay.

Figure 6(d) and Figure 7(d) show histograms of verification latency. The optimum
variations and ECDSA result in the lowest latency of the security protocols. The non-
ECDSA protocols do not show as clean of peaks and periodicity with channel switching
enabled because of the delay of packets at the MAC layer. Using the PC processor,
ECDSA does not have as sharp of a peak at the maximum verification delay due to fewer
packets being received, indicating that there are times when vehicles have less full
verification queues.

Figure 6(e) and Figure 7(e)show the time between heartbeat arrivals versus distance.
TESLA piggyback performs the best at longer distances, and the median performance is
very similar among all the security protocols at short distances. At longer distances,
TESLA piggyback seems to outperform the no-security simulations, which is attributable
to packets being delayed at the MAC layer from one CCH interval to the next. This
results in a short time between a heartbeat and its key release in the following heartbeart,
which arrives in the same CCH interval. For the PC, two signature piggyback and
ECDSA perform closely as second best to TESLA piggyback. For the PPC, two signature
piggyback is the second best and performs closely to TESLA piggyback.

Figure 6(f) and Figure 7(f) show the CCDF of the first certificate reception versus
distance. With fewer packets being received with channel switching enabled versus
channel switching disabled, the distance at which a vehicle's certificate is first received is
shorter. However, the same relative rankings as without channel switching result.

Figure 6(g) and Figure 7(g) show the histogram of packet delay at the MAC layer. The
bimodal graph results from packets being delayed from one CCH interval to the next.
Again, more packets are delayed longer with the optimum variations due to there being
more packets sent. This bimodal form will appear in all MAC layer histograms with
1609.4 channel switching enabled.

Table 8 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. Again, none of the simulations resulted in a full verification queue.
With all of the security protocols, the maximum size of a vehicle's verification queue is
larger with the PPC compared to the PC because of the additional processing delay on
the PPC.
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Table 8: Cook County, Illinois, with Channel Switching, 20 dBm
Transmission Power: Certificate Storage Requirements and Max
Verification Queue Size

Max Stored | Max Queue | Max Stored | Max Queue
Certificates Size Certificates Size
(PC) (PC) (PCC) (PPC)
ECDSA 129 44,131 125 45,888
TESLA 123 25,149 123 118,600
piggyback
TESLA 115 97,209 115 102,795
optimum
Two
signature 118 31,874 119 88,494
piggyback
Two
signature 112 29,691 110 110,122
optimum
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Figure 6: Cook County, lllinois, Simulation Results: 20 dBm Transmit
Power, PC Processor, with Channel Switching
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Figure 7: Cook County, lllinois, Simulation Results: 20 dBm Transmit
Power, PPC Processor, with Channel Switching

3.2.2 10dBm Transmit Power

The results with 10 dBm transmission power with channel switching enabled are shown
below. The settings used in this section are given in Table 9. Figure 8 and Figure 9 show
the performance of the security protocols for the urban environment using the PC
processor and the PPC processor, respectively.

Table 9: Section 3.2.2 Settings

Transmit Power 10 dBm
1609.4 enabled
TESLA.plggyback 100 ms
key interval
TESLA optimum
10 ms

key interval
Two signature

piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 8(a) and Figure 9(a) show the OTA performance. As was the case with 10 dBm
transmission power versus 20 dBm with channel switching disabled, so it is with channel
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switching enabled that 10 dBm transmission power results in the percent of packets
received at the network layer being considerably lower than that of 20 dBm. With 10
dBm transmission power, the percent received for all of the simulations at 200 m lies
between 20 percent and 40 percent compared to 40 percent and 60 percent with 20 dBm.

Figure 8(b) and Figure 9(b) show the percent of packets received at the application layer.
With the PC processor, ECDSA performs very closely to the other protocols, which is a
result of still fewer packets being received at the network layer due to using lower
transmission power. TESLA piggyback still performs the best of the security protocols,
and two signature piggyback performs second best.

Figure 8(c) and Figure 9(c) show the average total packet delay versus distance. As was
the case above, the optimum variations provide the lowest average total delay. The
performance of ECDSA with the PC improves versus using 20 dBm transmission power
again because of fewer packets in total being received that need verification.

Figure 8(d) and Figure 9(d) show histograms of packet verification latency. ECDSA does
not show the spike at the maximum verification delay of 500 ms using the PC because
vehicles' queues are no longer as full. The performances of the non-ECDSA protocols are
very similar to that of using 20 dBm transmission power.

Figure 8(e) and Figure 9(e) show the inter-packet arrival times versus distance. TESLA
piggyback performs best for either processor. For the PC processor ECDSA and two
signature perform similarly and next best after TESLA piggyback. Comparing the
averages of two signature piggyback and ECDSA with the PPC shows that two signature
piggyback performs better than ECDSA.

Figure 8(f) and Figure 9(f) show the CCDF of the distance at which a certificate is first
received. TESLA piggyback performs slightly better than two signature piggyback and
ECDSA, which perform next best. The rankings are so ordered for the reasoning stated in
the previous section regarding certificate reception performance.

Figure 8(g) and Figure 9(g) show the MAC layer delay histogram. These figures show
that the MAC layer delay is decreased, especially the number of packets delayed to the
following CCH interval, which is due to vehicles receiving or overhearing fewer packets
due to lower transmission power compared to 20 dBm. Again, the MAC layer delay is
worse for the optimum variations because they generate more packets.

Table 10 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. As was the case with 20 dBm and with channel switching, with all of
the security protocols (except TESLA optimum here), the maximum size of a vehicle's
verification queue is larger with the PPC compared to the PC because of the additional
processing delay on the PPC. This is not the case for TESLA optimum, because there are
fewer packets received and thus fewer to verify. This behavior is not shown for two
signature optimum, since there are fewer packets received as well, verifications can take
much longer since ECDSA is sometimes used and ECDSA signatures take much longer
to verify.
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Table 10: Cook County, lllinois, with Channel Switching, 10 dBm
Transmission Power: Certificate Storage Requirements and Max
Verification Queue Size

Max stored | Max queue | Max stored | Max queue
certs (PC) size (PC) certs (PPC) size (PPC)
ECDSA 85 37,200 88 38,109
TESLA 84 23,311 84 92,087
piggyback
TESLA 83 87,803 81 60,270
optimum
Two 81 27,134 84 46,218
signature
piggyback
Two 75 21,784 76 36,946
signature
optimum
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Figure 8: Cook County, lllinois, Simulation Results: 10 dBm Transmit
Power, PC Processor, with Channel Switching
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Figure 9: Cook County, lllinois, Simulation Results: 10 dBm Transmit
Power, PPC Processor, with Channel Switching

4 Interstate 80 Simulations

Data from the Next-Generation Simulation (NGSIM) project's recordings of Interstate 80
(I-80) in Emeryville, California, near San Fransisco was used. Specifically, the data
recorded from 5:00 pm to 5:15 pm was used. This data only included traffic flowing in a
single direction. To make this data more realistic for VANET scenarios, the data was
copied, rotated, and offset such that the copied traffic was in the place of traffic that
would have been flowing in the opposite direction. The result of these transformations
was a trace with 3,672 vehicles, having 350 vehicles in the simulation on average
(vehicles enter and exit the simulation as they move through the simulation area). The
roadway is approximately 500 m long and has 6-7 lanes of traffic in each direction. The
traffic in the left most lanes travels faster (high occupancy vehicle (HOV) lane where
vehicles travel about 30-35 mph on average) than the congested traffic in the right most
lanes (normal lanes where vehicles travel 10-20 mph on average).

4.1 Fading Model

The fading parameters used for the highway simulations are shown in Table 11 and were
obtained from the default NS2 code. Figure 10 shows the theoretic reception probability
of 10 and 20 dBm transmission power with the highway fading settings.
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Table 11: Highway Simulations Fading Model Settings

d

200 m

d

500 m

7

2

7

2

U

1

P robability of reception

0

\\—# 1

Nakagami 10 dBm
Nakagami 20 dBm —--—-—-—-—

0

500

1000 1500 2000

Distance (m}

Figure 10: Theoretic Reception Probability for Highway Simulations with 10
and 20 dBm Transmission Power

Appendix Volume 3

G-2-46



VSC-A Final Report: Appendix G-2
Security Network Simulations — Hu and Haas

4.2 |EEE 1609.4 Disabled
The results with 1609.4 channel switching disabled are presented below.

4.2.1 20dBm Transmit Power

First, the results with 20 dBm transmission power are shown. The settings used in this
section are given in Table 12. Figure 11 and Figure 12 show the performance of the
security protocols for the highway environment using the PC processor and the PPC
processor, respectively. For the PC processor, a more detailed analysis of the best key
interval for TESLA optimum was performed and found 30 ms to be best. However, as
will be shown in this section and mentioned previously, the performance improvement is
not enough to cause TESLA optimum to perform better than TESLA piggyback or two
signature piggyback.

Table 12: Section 4.1.1 Settings

Transmit Power 20 dBm
1609.4 disabled
TESLA piggyback 100 ms

key interval
TESLA optimum | 30 ms (PC)/10
key interval ms (PPC)
Two signature
piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 11(a) and Figure 12(a) show the OTA performance. The separation between the
protocols' performances is more pronounced in the [-80 simulations than in the Cook
County simulations because there are more vehicles in a smaller area, thus stressing the
system more and amplifying how more packets and larger packets affect performance.
TESLA piggyback performs the best out of the security protocols and ECDSA performs
next best. However, there is a large gap between TESLA piggyback and not using any
security.

Figure 11(b) and Figure 12(b) show the percent of packets received at the application
layer versus distance. ECDSA performs far worse than any other protocol due to the
computational load of verification. TESLA piggyback performs best, followed by two
signature piggyback. The optimum variations perform significantly worse than the
corresponding piggyback variations.

Figure 11(c) and Figure 12(c) show the average total packet delay versus distance. With
the PC processor, two signature piggyback has longer delay compared to the optimum
variation because there are 79 percent more packets verified with two signature
piggyback compared to optimum, but the relative proportion of ECDSA signatures
verified to TESLA signatures verified is about the same for the two variations. Thus, the
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additional delay for two signature piggyback is due to additional delay from verifications.
There is a noticeable difference between the performance using the PC compared to using
the PPC. Two signature piggyback and TESLA optimum perform similarly for either
processor, but TESLA piggyback and two signature optimum perform worse with the
PPC than with the PC; the discrepancy is due to processor overhead. TESLA piggyback
performs worse; whereas, TESLA optimum does not, since there are 65 percent more
packets verified with TESLA piggyback than with TESLA optimum and signature
verifications require much more time with the PPC than with the PC. Two signature
optimum performs worse because of the time required for verifying ECDSA signatures.

Figure 11(d) and Figure 12(d) show the histograms of verification latency. The effects of
ECDSA signatures increasing the time required for verification on both two signature
variations is evident in the PPC graph in most packet verifications taking 250 ms or
longer. The effects of processor delay is visible in all non-ECDSA data series for the
PPC in the level, high valleys between peaks. These level valleys are not as high in the
PC figure, but they still exist. For either processor most ECDSA verifications occur at
the very limit of the maximum allowed verification delay of 500 ms.

Figure 11(e) and Figure 12(e) show the inter-packet arrival times versus distance.
TESLA piggyback and two signature piggyback are clearly the first and second best
performers in this category.

Figure 11(f) and Figure 12(f) show the CCDF of the first certificate reception distance.
Figure 11(g) and Figure 12(g) show the MAC layer delay histograms. The protocols are
ranked in the same order as they were in the previous section for the same reasons.

Table 13 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. The certificate storage requirements for the highway simulation
environment are much larger than those for the urban simulations. For all but two
signature optimum, the verification queue is full at some time.

Table 13: 1-80, No Channel Switching, 20 dBm Transmission Power:
Certificate Storage Requirements and Maximum Verification Queue Size

Max stored | Max queue | Max stored | Max queue
certs (PC) size (PC) certs (PPC) | size (PPC)
ECDSA 625 167,146 623 204,795
TESLA 637 204,800 632 204,800
piggyback
TE.SLA 609 204,800 602 204,800
optimum
Two
signature 604 138,253 610 204,798
piggyback
Two
signature 565 98,060 563 180,196
optimum
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Figure 11: 1-80 Simulation Results: 20 dBm Transmit Power, PC Processor,
No Channel Switching
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Figure 12: 1-80 Simulation Results: 20 dBm Transmit Power, PPC
Processor, No Channel Switching
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4.2.2 10dBm Transmit Power

Figure 13 and Figure 14 show the performance of the security protocols for the highway
environment using the PC processor and the PPC processor, respectively. The parameters
that were used in this section are summarized in Table 14. In this section, and for the
remainder of the optimum variation simulations, a key interval of 10 ms will be used
because using 30 ms in the previous section did not change the relative rankings of the
protocols. Nor was the performance close enough to warrant further investigation of the
best key interval for the optimum variations.

Table 14: Section 4.1.2 Settings

Transmit 10 dBm
Power
1609.4 disabled
TESLA
piggyback key 100 ms
interval
TESLA
optimum key 10 ms
interval
Two signature
piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 13(a) and Figure 14(a) show the OTA performance. The relative rankings are the
same as in the previous section for the same reasons.

Figure 13(b) and Figure 14(b) show the percent received at the application layer versus
distance. The relative rankings are the same here as in the previous section. Again,
ECDSA shows a small improvement at shorter distances as was the case with the urban
simulations when the simulations switched from 20 dBm to 10 dBm because there are
fewer total packets to be verified.

Figure 13(c) and Figure 14(c) show the average total packet delay versus distance.
TESLA piggyback and two signature optimum do not show the discrepancy in
performance between PC and PPC processor with 10 dBm transmission power as they
did with 20 dBm transmission power, because there are fewer packets received at the
network layer that require verification; and thus, the processor load is smaller.

The effects of the processor not being as much of a bottleneck with 10 dBm transmission
power compared to 20 dBm is seen in Figure 13(d) and Figure 14(d) since there are a
significant number of packets being verified in less than 250 ms using the PPC.
However, for ECDSA the processor is a major bottleneck hindering performance for
either the PC or the PPC.

Appendix Volume 3 G-2-57



VSC-A Final Report: Appendix G-2

Security Network Simulations — Hu and Haas

Figure 13(e) and Figure 14(e) show the time between packet arrivals from the same
vehicle versus distance. Figure 13(f) and Figure 14(f) show the CCDF of the distance of
the first certificate reception from a vehicle. Figure 13(g) and Figure 14(g) show the
MAC layer delay histograms all show the same relative performance as was shown in the
previous section for the same reasons.

Table 15 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. Decreasing the transmission power from 20 dBm to 10 dBm results in
fewer certificates needing to be stored, which is because only vehicles closer to the
receiver are received from. Thus, some of the vehicles that are concurrently in the
simulation never receive from each other. The maximum size of the verification queues
here are similar to 20 dBm.

Table 15: 1-80, No Channel Switching, 10 dBm Transmission Power:
Certificate Storage Requirements and Maximum Verification Queue Size

Max stored | Max queue | Max stored | Max queue
certs (PC) size (PC) certs (PPC) | size (PPC)
ECDSA 577 146,789 577 180,328
TESLA 583 204,800 586 204,800
piggyback
TESLA 525 204,800 528 204,800
optimum
Two
signature 563 123,807 564 204,798
piggyback
Two
signature 516 44,005 519 121,119
optimum
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Figure 13: 1-80 Simulation Results: 10 dBm Transmit Power, PC
Processor, No Channel Switching
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Figure 14: 1-80 Simulation Results: 10 dBm Transmit Power, PPC
Processor, No Channel Switching
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4.3 |EEE 1609.4 Enabled
The results with channel switching enabled for the I-80 environment is presented below.
4.3.1 20 dBm Transmit Power

The settings used in this section are given in Table 16. Figure 15 and Figure 16 show the
performance of the security protocols for the highway environment using the PC
processor and the PPC processor, respectively.

Table 16: Section 4.3.1 Settings

Transmit Power 20 dBm
1609.4 enabled
TESLA.p1ggyback 100 ms
key interval
TESLA optimum 10 ms

key interval
Two signature

piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 15(a) and Figure 16(a) show the OTA performance. The performance with
channel switching enabled is much worse than with channel switching disabled; however,
the relative rankings remain the same as in the previous section.

Figure 15(b) and Figure 16(b) show percent of packets received at the application layer
versus distance. Using the PC and for very short distances, TESLA piggyback performs
best; but at 25 m and beyond, two signature performs better, because verifications can be
done using the ECDSA signature when a TESLA key is not received in time. This is not
the case using the PPC because of the much longer verification time of ECDSA
signatures compared to the PC.

Figure 15(c) and Figure 16(c) show the average total packet delay versus distance. The
optimum variations result in the lowest delay, as was the case above. Two signature
performs worse with the PPC than with the PC because of processing delay.

Figure 15(d) and Figure 16(d) show the histograms of packet verification latency. There
are more peaks than just every 100 ms in the TESLA graphs because of packets getting
delayed to the CCH interval following the one in which they were released.

Figure 15(e) and Figure 16(e) show the inter-packet arrival time versus distance. The
medians of TESLA piggyback using the PC appears to perform better than not using any
security at all. However, for TESLA piggyback, as was observed in our urban
simulations, it is likely that this apparent better performance is due to heartbeats being
delayed from one CCH interval to the following because of MAC layer delay. Two
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signature piggyback performs next best to TESLA piggyback; and at longer ranges,
ECDSA is comparable to two signature piggyback.

Figure 15(f) and Figure 16(f) show the CCDF of the first certificate reception distance.
TESLA piggyback and TESLA optimum perform best in these scenarios with TESLA
piggyback performing better than optimum above approximately 60 percent and optimum
being above piggyback below approximately 60 percent.

Figure 15(g) and Figure 16(g) show the number of packets versus MAC layer delay. The
same bi-modal behavior occurs here as it did in the urban simulations, because channel
congestion pushes packets to the following CCH interval. These graphs show TESLA
piggyback and optimum having shorter tails than the no security simulations. This is
because the reduced overhead of the no security packets (in size compared to either
TESLA variation and in number compared to TESLA optimum) results in more packets
being received (as shown in the OTA performance graphs). Thus, more backoffs will
occur with the no security option.

Table 17 shows the storage requirements for the PC and PPC in terms of maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. The maximum number of certificates stored by a vehicle is lower
with channel switching enabled than it was without channel switching, which proceeds
logically from there being fewer packets received due to there being a smaller amount of
time to send them and the same number of cars contending for that time. Only TESLA
optimum using the PPC resulted in packets being dropped because of the verification
queue size limit being reached.

Table 17: 1-80, with Channel Switching, 20 dBm Transmission Power:
Certificate Storage Requirements and Maximum Verification Queue Size

Max stored | Max queue | Max stored | Max queue
certs (PC) size (PC) certs (PPC) size (PPC)
ECDSA 501 74,376 509 86,347
TESLA 526 153,467 528 180,577
piggyback
TE.SLA 502 202,031 502 204,799
optimum
Two
signature 487 49,070 474 107,126
piggyback
Two
signature 356 41,871 360 119,985
optimum
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Figure 15: 1-80 Simulation Results: 20 dBm Transmit Power, PC Processor,
with Channel Switching
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Figure 16: 1-80 Simulation Results: 20 dBm Transmit Power, PPC
Processor, with Channel Switching
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4.3.2 10dBm Transmit Power

The settings used in this section are given in Table 18. Figure 17 and Figure 18 show the
performance of the security protocols for the highway environment using the PC
processor and the PPC processor, respectively.

Table 18: Section 4.3.2 Settings

Transmit Power 10 dBm
1609.4 enabled
TESLA'plggyback 100 ms
key interval
TESLA optimum 10 ms

key interval
Two signature

piggyback key 100 ms
interval
Two signature
optimum key 10 ms
interval

Figure 17(a) and Figure 18(a) show the OTA performance. At 100 m, no simulated
security protocol has a reception percentage higher than 10 percent, and 10 dBm results
in poorer OTA reception percentage than 20 dBm.

Figure 17(b) and Figure 18(b) show the percent of packets received at the application
layer versus distance. For the PC, TESLA piggyback performs best under 25 m and along
with it two signature piggyback or ECDSA beyond that, which is the same behavior as
was witnessed with 20 dBm transmission power. For the PPC, TESLA piggyback
performs best up to at least 150 m, after which all of the protocols perform similarly
poorly.

Figure 17(c) and Figure 18(c) show the average total packet delay versus distance. For
the PC, the processing overhead of ECDSA signatures for two signature optimum does
not delay packets as significantly as had been the case with the other settings in our
highway environment, and both optimum protocols perform similarly, having the lowest
delay. For the PPC, the processing overhead is much more significant, and the TESLA
variations have lower delay than the two signature variations with TESLA optimum
performing slightly better because of separate key releases.

Figure 17(d) and Figure 18(d) show the packet histograms of verification latency. The
relative rankings are the same as was shown above; that is, the optimum variations can
lead to smaller verification latency. ECDSA performs as it has in the previous highway
simulations with most verifications taking nearly the maximum allowed 500 ms. The
verification latency of both two signature protocols show that the PC is sufficient for
verifying ECDSA signatures but the PPC is not, resulting in the graphs being smoother
for the PPC.
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Figure 17(e) and Figure 18(e) show the inter-packet arrival times versus distance.
TESLA piggyback performs best for either processor, and two signature piggyback or
ECDSA perform next best. TESLA piggyback again appears to perform better than no
security overhead because of heartbeats and keys being delayed from one CCH interval
to the next, resulting in some packets having a very small time between arrivals from the
same vehicle.

Figure 17(f) and Figure 18(f) show the CCDF of the distance at which the first certificate
is received from a vehicle. The relative performance of all the protocols is the same as
was shown for 20 dBm transmission power and channel switching enabled. However,
the difference between the security protocols and the no security simulations for 10 dBm
is smaller than that distance for 20 dBm. The performance of the security protocols for
10 dBm and for 20 dBm are similar, but the performance with no security overhead is
worse (closer distances) for 10 dBm than for 20 dBm, which indicates that the additional
packet size and additional packets are the factor that most determines the certificate
reception distance with channel switching enabled.

Figure 17(g) and Figure 18(g) show the number of packets versus MAC layer delay.
Both 10 dBm transmission power and 20 dBm result in similar MAC layer delay.

Table 19 shows the storage requirements for the PC and PPC in terms of the maximum
number of certificates stored by a vehicle and the maximum size in bytes of a vehicle's
verification queue. The maximum number of certificates stored by a vehicle is again
smaller with 10 dBm compared to using 20 dBm because fewer are received at the PHY
layer. Only TESLA piggyback using the PPC results in packets being dropped because
the verification queue is full.

Table 19: 1-80, with Channel Switching, 10 dBm Transmission Power:
Certificate Storage Requirements and Maximum Verification Queue Size

Max stored | Max queue | Max stored | Max queue
certs (PC) size (PC) certs (PPC) size (PPC)
ECDSA 476 57,206 490 63,737
TESLA 525 40,801 530 204,792
piggyback
TESLA 498 189,420 508 196,168
optimum
Two
signature 466 40,452 460 72,374
piggyback
Two
signature 322 29,421 342 54,023
optimum
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Figure 17: 1-80 Simulation Results: 10 dBm Transmit Power, PC Processor,
with Channel Switching
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Figure 18: 1-80 Simulation Results: 10 dBm Transmit Power, PPC
Processor, with Channel Switching
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4.4 1-80 Final Comparisons

Having seen that TESLA piggyback performs the best, with the highest percentage of
packets received at the PHY layer, highest percentage of verified packets, and lowest
time between receiving packets from the same vehicle, the performance of TESLA
piggyback are compared in the different settings used in this section. Table 21 shows the
settings of the data series graphed in Figure 19.

Table 20: Section 4.4 Settings

No security, 20 dBm transmit
power, no channel switching
No security, 10 dBm transmit
power, with channel switching
TESLA piggyback, 20 dBm
transmit power, PC processor, no
channel switching
TESLA piggyback, 10 dBm
transmit power, PPC processor, no
channel switching
TESLA piggyback, 10 dBm
transmit power, PPC processor,
with channel switching
TESLA piggyback, 20 dBm
transmit power, PPC processor, no
channel switching

Figure 19(a) shows the OTA performance. This figure shows that using 10 dBm
transmission power and using channel switching severely inhibits performance. Using 20
dBm and no channel switching clearly results in better performance.

Figure 19(b) shows the percentage of packets successfully verified. This figure shows
that the overhead and failure modes of using security result in a large difference in
performance. This performance gap is much larger than the difference between the type
of processor used for 20 dBm transmission power with channel switching disabled. At
shorter distances, 10 dBm performs better with the PPC; but at longer distance, 20 dBm
results in a higher percent of verified packets. In total, with the PPC, 20 dBm results in a
greater number of packets being verified than with 10 dBm (about 12.2 million more out
of about 219 million or 5.6 percent).

Figure 19(c) shows the average total packet delay versus distance. The difference
between the two 10 dBm PPC data series and the 20 dBm PPC data series comes from
there being so many fewer packets that are verified with channel switching enabled and
10 dBm transmission power. The number of additional packets received with 20 dBm
transmission power results in the greater delay because of the additional number of
verifications required.

Figure 19(d) shows the packet count versus verification latency histogram. The PC
clearly handles the computational load better as shown by the more defined peaks. Both
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data series with the PPC and no channel switching show significant time spent in the
verification queue due to processing delay, resulting in less well defined peaks.

Figure 19(e) shows the MAC layer delay histogram. As expected, using channel
switching is the major contributor to MAC layer delay, and as shown above, results in
packets being delayed from one CCH interval to the following.

4.4.1 Failure Mode Analysis

The final two subfigures in Figure 19 show the failure modes (plotted on a logarithmic
y-axis) for the two extreme settings used in this section (20 dBm, no channel switching,
PC processor versus 10 dBm, with channel switching, PPC processor). The data series in
each failure mode subfigure are (in the order they are listed in the subfigures' legends)
PHY layer failures, not having a certificate, not receiving a key before 500 ms, the packet
cannot be verified before 500 ms due to processor delay, and the packet cannot be
verified due to having a full queue.

By far, the dominant failure mode is physical failures for both Figure 19(f) and Figure
19(g). Failing the TESLA security condition did not occur in these settings because the
key interval is 100 ms and no packets are delayed that long or longer for any of the data
series. Thus, this failure mode is omitted from the graphs®'. Failing to be verified in less
than the allowed 500 ms is the next largest failure mode. Only at distances beyond about
300 m for Figure 19(f) (20 dBm) and about 300 m for Figure 19(g) (10 dBm) do not have
a certificate result in a larger number of failures.

100 T T T T T
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; MNone, No CCH, 20 dBm ———&——-
ik TESLA Piggy, PC, 20 dBm, 0.100, No CCH ---4---
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80 -, ?\G TESLA Figgy, FFC, 20 dBm, 0.100, No CCH ---#--- |

Percent Network-Layer Packets Received

Distance (m)

Figure 19 (a) Network Layer Reception Performance

21 Failing the TESLA security condition did occur with channel switching enabled for TESLA optimum,
since the key interval was much shorter.
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Figure 19 (d) Number of Packets versus Verification Latency
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Figure 19 (f) Failure Mode Analysis for I-80 Using TESLA Piggyback, PC, No
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Figure 19 (g) Failure Mode Analysis for I-80 Using TESLA Piggyback, PPC,
with Channel Switching, and 10 dBm Transmission Power

Figure 19: 1-80 Simulation Results: Final Comparison of TESLA Piggyback
with Settings Used in Section 4
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5  Certificate Distribution Optimization

The best way to send certificates by varying the power at which they are sent and how
often they are sent was investigated. This part of the investigation beginning with varying
the certificate broadcast power is presented below. Results for optimum variations will
no longer be presented because they induce more channel congestion and result in
significantly fewer messages being received compared to the piggyback variations.

5.1 Certificate Broadcast Power

The performance of ECDSA, TESLA piggyback, and two signature piggyback are
presented separately in this section in order to more clearly compare their relative
performances. All simulations in this section were performed using the 1-80 trace as
described in the previous section. Table 21 shows the settings used for the simulations.
Four simulations for each protocol will be shown. Three of these simulations used
10 dBm transmission power and certificate transmission powers of 10, 13, and 20 dBm.
The legends of the figures in this section reflect these three simulations being labeled as
10 dBm certs,” 13 dBm certs,” and 720 dBm certs,” respectively. The fourth simulation
used 20 dBm transmission power for all packets and is labeled in the legends of the
figures in this section as ”20 dBm pwr.” Figure 20 shows the performance of ECDSA,
Figure 21 that of TESLA piggyback, and Figure 22 that of two signature piggyback.

Table 21: Section 5.1Settings

Transmit Power 10, 20 dBm
Certificate power 10, 13,20 dBm
1609.4 disabled
Processor PC
TESLA piggyback 100 ms

key interval
Two signature
piggyback key 100 ms
interval

Figure 20(a), Figure 21(a), and Figure 22(a) show the OTA performance versus distance
for ECDSA, TESLA piggyback, and two signature piggyback, respectively. Each of the
protocols show that for 10 dBm transmission power with any of the certificate broadcast
powers, the performance is similar. Increasing the power for packets without certificates
increases the percent of packets received at longer distances. Thus, reducing the
broadcast power of packets without certificates results in a lower number receivable,
which follows from the results shown in the previous section.

Figure 20(b), Figure 21(b), and Figure 22(b) show the time between packets arriving at
the application layer from the same vehicle versus distance. These graphs reflect what
was shown for the OTA performance, that is, keeping the broadcast power for heartbeats
without certificates at 20 dBm results in better performance (here lower inter-packet
arrival times) at longer distances, that is, beyond 150-200 m.
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Figure 20(c), Figure 21(c), and Figure 22(c) show the CCDF of the distance at which the
first certificate from a vehicle is received. Each of the protocols show the combination of
20 dBm certificate broadcast power and 10 dBm otherwise resulting in the first certificate
from a vehicle being received at longer distances. Constant 20 dBm transmission power
is next best of the settings compared.

In conclusion, though certificates are received at longer distances for the 10 dBm/20 dBm
combination, 20 dBm uniform transmission power is preferable; because it results in
more packets being received at longer distances and smaller inter-packet arrival times.
This is a logical result because not having a certificate is a less significant failure mode.
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Figure 20 (a) Network Layer Reception Performance
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Figure 20: 1-80 Simulation Results: Certificate Broadcast Power Variation,
PC Processor, No Channel Switching, ECDSA
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Figure 21: 1-80 Simulation Results: Certificate Broadcast Power Variation,
PC Processor, No Channel Switching, TESLA
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Figure 22: 1-80 Simulation Results: Certificate Broadcast Power Variation,
PC Processor, No Channel Switching, Two Signature

5.2 Certificate Broadcast Period

In this section, the results from varying the rate at which certificates are sent are
presented. The results for on-demand-certificates (ODC) and for various static certificate
broadcast rates are shown. ODC works in the following way. When a vehicle receives a
packet from another vehicle for which it does not have a certificate, it triggers the ODC
mechanism. The ODC mechanism picks a random time within some specified interval,
that is with some delay relative to the time at which the last certificate was sent (d ) but
no longer than some maximum delay (d +b). If no such packet without a certificate is
received, a vehicle sends certificates at a static rate ( p ). The legends in this section are

labeled as ... ODC d -(d +b)/ p" with all times being in seconds. Without ODC, that
is with static rates only, the data series legend entries are labeled as ... p" with p being

in seconds. Table 22 summarizes the settings used in the simulations presented in this
section. Figure 23 shows the performance of ECDSA, Figure 24 that of TESLA
piggyback, and Figure 25 that of two signature piggyback.
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Table 22: Section 5.2 Settings

Transmit Power 20 dBm
1609.4 disabled
Processor PC

TESLA piggyback key interval 100 ms

Two signature piggyback key interval 100 ms
{d=0.1,b=0.9,p=1.0},
ODC settings {d=0.5,b=0.5,p=1.0},
{d=0.5,b=0.5,p=2.0} s

Static certificate period (no ODC) settings p=1.0,2.0,3.0 s

Figure 23(a), Figure 24(a), and Figure 25(a) show the OTA performance versus distance
for ECDSA, TESLA piggyback, and two signature piggyback, respectively. All of the
security protocols show that the ODC simulations result in a lower reception percentage
at all distances, which is due to the additional overhead of sending larger packets on
average. In our urban comparisons in Section 3 and our highway comparisons in
Section 4, the increased packet size of two signature piggyback caused it to result in
fewer packets received OTA compared to TESLA piggyback. Because new vehicles are
being discovered very often in our highway simulations, vehicles will very often be
sending certificates triggered by the ODC mechanism, resulting in a larger number of
certificates being sent and more network congestion. Thus, in the case of highway
scenarios where large numbers of new vehicles are being discovered, the ODC
mechanism results in poorer performance.

Figure 23(b), Figure 24(b), and Figure 25(b) show the time between heartbeat arrivals at
the application layer versus distance. These figures also reflect a small performance
advantage for the static certificate broadcast periods over the ODC.

Figure 23(c), Figure 24(c), and Figure 25(c) show the CCDF of the distance at which the
first certificate from a vehicle is received. These graphs show that the ODC mechanism
causes certificates to be received at larger distances, as expected.

Because being unable to receive a packet at the PHY layer is the critical failure mode in
general, decreasing the expected time until a certificate is first received from a vehicle
actually adds to the number of PHY layer failures because the average packet size is
larger. By using ODC, the number of packets that are dropped because the receiving
vehicle does not have a certificate from the sender is decreased, but the increase in
verified packets is smaller than the decrease in packets received at the PHY layer. Table
23, Table 24, and Table 25show the main failure modes (in number of packets) of
ECDSA, TESLA piggyback, and two signature piggyback, respectively. We omit failures
due to not satisfying the TESLA security criteria and drops due to having a full
verification queue, that is, when the queue would exceed 200 kB because these failure
modes are much less significant. We show the number of packets correctly verified for
reference. For each security protocol, we compare the most aggressive ODC settings
({d=0.1,b=0.9, p=1.0} ) with p=1.0 s for the static certificate broadcast period. The

numbers presented in these tables confirm that the number of failures due to not having a
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certificate is decreased by using the ODC mechanism, but fewer packets are verified
when all failure modes are considered. ECDSA shows less of a difference in terms of the
final number of packets verified because the processor is a bottleneck.

Table 23: ECDSA ODC versus Static Certificate Periods:

Failure Mode Comparison (Packet Count)

. No Verification Correctly
PHY failure certificate expiration verified
ODC
{d=0.1,b=09,p=1.0} s 679,007,167 | 11,866,700 | 239,559,692 | 51,813,992
Static p=1.0 s 663,673,526 | 19,185,123 | 247,485,130 | 51,843,336

Table 24: TESLA Piggyback ODC versus Static Certificate Periods:

Failure Mode Comparison (Packet Count)

. No Verification Correctly
PHY failure certificate expiration verified
ODC
(d=0.1,6=09,p=1.0} s 646,088,847 | 12,169,098 | 36,812,347 | 282,205,309
Static p=1.0 s 621,683,088 | 19,496,051 34,293,016 | 301,758,293

Table 25: Two Signhature Piggyback ODC versus Static Certificate Periods:

Failure Mode Comparison (Packet Count)

. No Verification Correctly
PHY failure certificate expiration verified
ODC
{d=01,b=09,p=1.0} s 722,283,533 | 12,404,841 39,704,765 208,461,258
Static p=1.0 s 705,398,575 | 20,261,756 | 38,572,680 218,552,683
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Figure 23 (a) Network Layer Reception Performance
6 1 T T T
ECDSA, PC, No CCH, ODC 0.1-1.01.0 Avg —=—
ECDEA, FC, No CCH, ODC 0.1-1.0/1.0 Median ---+—-
ECDSA, PC, No CCH, ODC 0.5-1.0/1.0 Avg ---&---
ECDSA, PC, No CCH, ODC 0.5-1.0M1.0 Median ----—
5 ECDSA, PC, No CCH, ODC 0.5-1.0/2.0 Avg ——&- _
ECDSA, F’C No CCH, ODC 0.5-1.0/2.0 Median =-----
ECDSA PC, No CCH, 2.0 Avg — - -
ECDSA, PC, No CCH, 2.0 Median —--—
ECDSA, PC, No CCH, 3.0 Avg —+-
4| ECDSA, PC, No CCH, 3.0 Median —#— i

ECDSA, PC, No CCH, 1.0 Avg ——+—-
ECDSA, PC, No CCH, 1.0 Median ---3---

Inter-Arrival Times (s)
[+

Average and Median Individual Vehicle Heartbeat
i)

-

0 | | | 1 |
0 100 200 300 400 500

Distance {m}

Figure 23 (b) Inter-packet Arrival Time

Appendix Volume 3 G-2-101



VSC-A Final Report: Appendix G-2
Security Network Simulations — Hu and Haas

100 g T T T T
e ECDSA, PG, No CCH, DG 0.1-1.01.0 —e—
ECDSA, PC, No CCH, CDC 0.5-1.01.0 —&—
ECDSA, PC, No CCH, ODC 0.5-1.0/20 ---&---
ECDSA, PC, No CCH, 20 =
ECDSA. PC, No CCH, 3.0 ——+—
. 80k ECDSA, PC, No CCGH, 1.0 —--#-- |
4
[#]
<
B
=
1]
g 80 B
o
B
ic
wi
@
8
= 40 r i
E=
@D
4]
€
g
@
& 20t i
0 1 1 1 1
0 100 200 300 A00 500
Distance (m)

Figure 23 (c) First Certificate Arrival Distance

Figure 23: 1-80 Simulation Results: Certificate Broadcast Rate Variation,
PC Processor, No Channel Switching, ECDSA
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Figure 24 (a) Network Layer Reception Performance
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Figure 24: 1-80 Simulation Results: Certificate Broadcast Rate Variation,
PC Processor, No Channel Switching, TESLA
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Figure 25 (a) Network Layer Reception Performance
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Figure 25: 1-80 Simulation Results: Certificate Broadcast Rate Variation, PC
Processor, No Channel Switching, Two Signature

5] Conclusion

Table 26 summarizes the results of the optimization of the parameters explored in this
work.

Table 26: Final Results: Parameter Optimizations

ODC do not use
Certificate [p,;,» Py ) [1.0,3.0] s
Certificate repetitions () 1
Certificate transmission power (C) 20 dBm
Piggyback key interval (A) 100 ms
Heartbeat transmission power 20 dBm

Using TESLA piggyback resulted in better performance (except for lower latency) in
every simulation. Two signature piggyback usually was next best (also except for lower
latency). The optimum variations of TESLA and two signature could lead to lower
latencies, but always had much poorer performance in every other aspect due to the
additional key packets and the congestion they caused. ECDSA is unacceptable in almost
all of our simulations because the processing overhead is too large even for the PC at
times. Two signature tended to do better with verifying packets arriving from longer
distances, because verifying packets does not necessarily require two packets as it does
with TESLA (the heartbeat and the key).
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Additionally, as discussed at the final meeting, two signature provides two notable
benefits that TESLA does not. First, two signature provides non-repudiation because of
the ECDSA signature. Of course, for this property to hold, the ECDSA signature in the
two signature packet must be valid; and verifying this requires potentially verifying the
TESLA signature and the ECDSA signature. Second, if a high-priority message requires
verification before the key attached to the next heartbeat is released, two signature can
verify the message in time by verifying the ECDSA signature immediately.

After investigating certificate broadcast power, it was found that higher power does result
in certificates being received for the first time at longer distances, but also increasing the
broadcast power for heartbeats led to higher percentages of heartbeats being received and
verified. Specifically, in all of the scenarios tested, using a uniform 20 dBm transmission
power rather than 10 dBm for heartbeats and 20 dBm for heartbeats with attached
certificates results in better performance.

It was found that in a highway environment where many vehicles may be new vehicles
(e.g., vehicles from cross traffic and on-coming traffic), on-demand certificate broadcasts
are detrimental to heartbeats being received successfully at the application layer. There
was very little difference among broadcasting certificates with 1, 2, or 3 s periods. This
is likely due to the relatively slow speeds in the vehicle trace data due to rush-hour
traffic.
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1 Introduction

This study evaluates five variants of security protocols for vehicle safety
communications. They include Elliptic Curve Digital Signature Algorithm (ECDSA),
Timed Efficient Stream Loss-Tolerant Authentication (TESLA), TESLA Piggyback,
TESLA and Digital Signature (TADS), and TADS Piggyback. The goal is to rank them
for supporting vehicle safety communication. The simulation study focuses on the verify-
then-process (VTP).

In this report, TESLA refers to the variant of the protocol with standalone key frames, as
in the original proposal. This is the same as TESLA Optimal or TESLA Fixed in some
other documents and presentations. TESLA Piggyback refers to the subsequent adjust
proposal where the TESLA key is released via piggybacking in the next safety message.
TADS and TADS Piggyback are similarly named.

The certificate distribution mechanism is also studied in this project. Since all five
security protocol variants depend on certificate distribution as anchoring points, this
mechanism is a common one to all and configured independently.

2 Modeling and Implementation Framework

This chapter provides a high level and abstract overview of the Vehicle Safety
Communications-Applications (VSC-A) security modeling framework. This overall
design is a generalized one and applies to all five variants of security protocols. Even the
security module, where the logical details of the different security protocols are
encapsulated, is designed in a generalized manner.

2.1 Protocol Stack

The protocol stack for vehicle safety communications is illustrated in Figure 1 and further
expanded in Figure 2. Vehicle safety applications locate at the top of all layers. Security
protocols and certificate distribution mechanisms are not proper protocol layers per se
and are modeled as functions/services provided by the Wireless Access in Vehicular
Environments (WAVE) layer. Similarly, the IEEE 1609.4, which describes a channel
switching mechanism, is attached to the IEEE 802.11p Medium Access Control layer
(MAC) module.
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Safety App

Security Protocol

WAVE

Mac 802.11p

Figure 1: Vehicle Safety Communications Protocol Stack

Safety App

!

Security
Protocol

i WAVE
q Mac 802.11p

Figure 2: Modules in Implementation Framework

2.2 Functional Module Architecture

As discussed in the previous section, the design of this security simulation framework
focuses on the interactions among five key modules: Application, Security Protocol,
Certificate Distribution, WAVE, and MAC. Their interactions are shown in the figure
below. The solid lines illustrate passing of real objects while the dashed lines are for
signaling.

In this design, all the differences among the five variants of security protocols are
encapsulated into the Security Protocol module.
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Figure 3: Interactions among Modules

2.2.1 MAC Module

The MAC module is responsible for managing channel access for Dedicated Short-Range
Communications (DSRC) radios. The MAC module in the NS-2 2.33 release supports
IEEE 802.11p fully by implementing the distributed coordination function (DCF) of
IEEE 802.11.

Managemeni Plane Data Plane
o M
-~ v ™
W R E
1P | | WISRP
LL<
-------------------------------------
e < £
- 5 5 5 - Focus of enhancements
E ML ME WANE RMAC withh chanme! coordination E specified by this standard
- -
e L L R e
PLME WMANE PHY

Figure 4: Presence of IEEE 1609.4 in the Stack

The only addition at the MAC needed in this security simulation is the ability to model
IEEE 1609.4 style channel switching. Because this study does not involve true service
channel activities, it is sufficient to emulate the channel switching by pause channel
activities in the control channel periodically instead of actually simulating two or more
channels in the simulator.
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2.2.1.1 Overview of IEEE 1609.4 Channel Switching Scheme

The current DSRC channel map envisions a Control Channel (CCH) and multiple Service
Channels (SCH). The IEEE 1609.4 defines a particular scheme for a single radio device
to support both safety communications on the control channel and other services or
applications in a service channel by jumping back and forth between the two frequently,
as shown in the figure below. The time spent in CCH and SCH are called CCH interval
and SCH interval correspondingly.

WSM or IP packet MSDU

-

SCH SCH SCH

-

Figure 5: IEEE 1609.4 Time Divisions a Radio between CCH and SCH

Guard intervals are inserted between the CCH interval and SCH interval to account for
variations in timing inaccuracies among different devices.

I Guard Interval
I Sync Interval
|

Start of every Start of every
UTC second UTC second

CCH Interval | SCH Interval

Figure 6: Guard Intervals and Sync Intervals

The sum of CCH, SCH, and guard intervals in each cycle is 100 ms, and is termed a Sync
interval.
2.2.1.2 Simulator Support of 1609.4 Channel Switching

As shown in Figure 7, a channel switching timer, which is setup inside the MAC to
control the timing of channel switching, sends signals (scheduling resume/scheduling
pause) to other modules to indicate the channel switching state.
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| : Security Data Message/Keys
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: Certificate Certificates
| I r Management Module Message Processor
|
' t
| I I Msg Msg
o ‘
|
|
Ly 1609.4
CCH.start/ Channel Switch Mac 802.11p

CCH.end
Figure 7: Signaling for Channel Switching in the Simulator

For this simulation setup, all communication activities occur in the CCH, which means
all messages passed down from upper layers are routed to the CCH stack. All messages
have the same priority and are transmitted with ACI =1 (AIFSN =3, CW window = 15).

Each node installs a Coordinated Universal Time (UTC) timer giving the time signals. As
shown in Figure 8, two signals are passed outside of the MAC: CCH.start and CCH.end.
CCH.end terminates all active transmission and receiving. During the guard interval and
SCH, the channel is set to be busy in the MAC. As a result, all activities are suspended at
the CCH.end and resumed at the CCH.start.
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Figure 8: Channel Switching Timing and Signaling

2.2.2 Application Module

The application module simulates vehicle safety applications running on top of the
WAVE protocol stack. This module generates safety messages and passes them to the
Security Module to be signed and then transmitted. It is also responsible for the
consumption of safety data messages by acting as a sink.

In order to prevent synchronized collisions at the start of the CCH interval, the
application module is designed to only generate safety messages during the CCH interval
and doing so uniformly over the interval.

2.2.3 Security Module

All details of the five security protocols are encapsulated inside this module. While the
five security protocol variants are very different logic and behavior wise, the key
differences can nevertheless be summarized as what security operations need to be done,
in what order, and at what cost. As such, it is possible to create a generalized design and
then implementing these protocols by activating some components of the general
architecture.
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— o TESLA key TESLA based ECDSAbased

TESLA key
delay timer

Figure 9: Security Computation Queuing Design

As illustrated in Figure 9, this general design focuses on modeling the scheduling of a
single shared computation resource. This resource is used for all security operations, both
symmetric and non-symmetric. All possible operations are placed in five queues, and the
scheduler picks tasks from the queues to execute according to the following priority
order:

e Signing a node’s own outgoing message
e Validating a previously unknown certificate received over-the—air (OTA)

e Validating a TESLA key and then validating all associated and previously
received messages

e Validating messages using ECDSA signature

It is important to note that such priority-based queue processing results in TADS and
TADS Piggyback protocols that are different in behaviors than specified in the original
reference provided by VSC-A. In this design, both TADS variants use TESLA-based
validation whenever possible and then utilizes whatever leftover computation power there
is to do ECDSA-based validations. As such, if computation power is plenty, this
implementation will not wait for the TESLA key and will proactively validate the
message using ECDSA signature earlier. In other words, this design results in enhanced
TADS protocols.

All the queues are First-In-First-Out (FIFO) in nature. On the receiver side, whenever the
scheduler goes to a queue to pick the next task, it would discard all queued items older
than 500 ms until it finds one that is younger or the queue becomes empty.

As shown in the following three figures, the implementation of each security protocol is a
matter of enabling some of the queues accordingly and configuring appropriate costs for
each operation type.
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Figure 11: Activated Components for TESLA and TESLA Piggyback
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Figure 12: Activated Components for TADS and TADS Piggyback

2.2.4 Certificate Module

Data Generator

|_+

Message
Cache
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Figure 13: Certificate is Piggybacked to Safety Messages and Sent
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The certificate module manages a certificate database which caches all recently received
and validated certificates. It answers queries regarding the presence of a corresponding
certificate when signed messages are received over the air (OTA).

This module is also in charge the certificate distribution process. The certificate
distribution mechanism runs in parallel and independent with the security protocols. It
runs its own timer to issue certificates at a configurable frequency. These certificates are
passed to the WAVE Module to be piggybacked on the next safety message to be
transmitted. The WAVE Module would set the transmission (TX) power for such
piggybacked messages differently if instructed.

2.2.5 WAVE Module

As shown in Figure 14, the WAVE module in the architecture is in charge of
transmission and receiving of messages. It is responsible for the following functions:

e Assemble outgoing frame from various parts, including safety message,
certificate, key, signature, etc., to pass to the MAC

e Parse incoming frames and distribute various parts including safety message, key,
certificate, signature, etc., to other modules

e Set appropriate TX power for each outgoing frame

| _—— — — — — — — — Safety Message Generator/Sink
| DATA J 1
| A [ DATA:
| Message
| Buffer
|—> Security Protocol ——————DATA/Key
| ¢ DATA/K ey
| 1 Certificate
Certificate
| ——
Certificate Message RX Message TX
(Parse messages & (add tag or piggyback
| distribute signal) messages)
t I
| Msg Msg
| I ¥
rChanneI Interval Signal Mac 802.11p

Figure 14: Message Assembly and Parsing in WAVE Module
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3 Implementation Details in NS-2 Simulator

This chapter provides details of the implementations in all the modules. They correspond
directly to the source code.

3.1 MAC Module (Class Mac802_11EXxt)

This module implements the IEEE802.11p MAC as well as emulates the IEEE1609.4
channel switching mechanism. The implementation is an extension of MAC-802 11Ext
module in NS-2 version 2.33.

Upper Layers

Y &

Transmission - Reception

Coordination Coordination
~~==--» Backoff Manager |
# Y

\ Transmission

| ChannelStateMgr -

-
9PON3|IqO

Channel i A
Switching Timer | 3
\\ ! T
Y ~ 5
| PHY State Manager | S

\ Power Mbnitor \ PHY

v t

WirelessChannel

Figure 15: IEEE 802.11p MAC with Channel Switching Extension

3.1.1 Class ChannelSwitchTimer

In the overall design, modules such as MAC, Physical layer (PHY), Security, or
DataGenerator should be informed of the start and end of control channel intervals;
therefore, a Class ChannelSwitchTimer is created to manage channel switching timing
and generate events in NS-2 simulator whenever control channel interval starts and ends.
Class ChannelSwitchTimer also notifies MAC, PHY, Security, and DataGenerator
modules to handle those events.

In order to notify ChannelSwitchTimer which module is interested in listening channel
switching signals, any module that needs the signals should register to the
ChannelSwitchTimer through its member function register ToMac (pointer caller). Such
register processes should be done in the NS-2 simulation initialization stage.
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Mac802.11

/ -
Register

ChannelSwitch| . ToMac
Timer

WirelessPhy

\ Any other

module

Figure 16: Registration for Receiving CCH Switch Signals

To get proper timing, ChannelSwitchTimer has an internal clock running to tell the start
and end of control channel interval. According to the specification, a control channel
interval lasts for 46 ms and followed by a 54 ms service channel interval; therefore, the
events CCHStart and CCHEnd are generated as shown in the figure below.

CCHStart CCHEnNd CCHStart CCHEnd

46ms 54ms 46ms 54ms
>

t
Figure 17: Channel Switch Signals in Timeline

ChannelSwitchTimer notifies a listening module about the above events by calling the
specific handling functions, which every listening module has to implement.

¢ Void handleCCHStart()
e Void handleCCHEnd()

Those two functions are virtual functions. Every listening module implements its specific
logic in handling the start and end of a control channel.

On the arrival of a CCHStart, ChannelSwitchTimer calls the handleCCHStart function of
every registered listening module. Similarly, handleCCHEnd functions are called every
time CCHEnd arrives.
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Figure 18: CCH Signaling to Modules

3.1.2 MAC Layer Extension

Class Mac802 11Ext is extended to support channel switching. In order to support
channel switching, as mentioned in a previous subsection, Mac802 11Ext should register
itself to ChannelSwitchTimer and implement the channel switch timer interface:
handleCCHStart() and handleCCHEnd().

The end of the control channel interval terminates the access to the wireless channel.
According to the design, such a blockage is similar to a channel busy. On the other hand,
the start of the control channel interval resumes the access to the wireless channel, which
is similar to a clear of physical channel busy. Therefore, the channel switch signals are
handled by the channel state manager in Mac802 11Ext.

Implementation logic of the handle functions are shown in the following state transition
diagrams.
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Figure 19: Original Channel State
Diagram
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-
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Figure 21: Modification to State Diagram
when CCH.start

3.1.3 Physical (PHY) Layer Extension
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CCH. end/
e -~
_~
" a

When PHY
Indicate
channel Idle

cs
No NAV

CCH.end

CCH.end

Figure 20: Modification to State Diagram
when CCH.end

NAV timesout && CCH_off
S

- ‘ No CS NAV ' /

et
NAV timeout && CCH_on

No CS
No NAV
/

"
cs "
No NAV }«———NAV timesout && CCH_on

NAV timesout && CCH_off

Figure 22: Modifications to State Diagram
for NAV timeout

Class WirelessPhyExt is also extended to support channel switching. Similarly
WirelessPhyExt should register itself to ChannelSwitchTimer and implement the channel
switch timer interface: handleCCHStart () and handleCCHEnNd ().

Frame arrives with insufficient signal
strength for preamble detection

@ching
A

TX command
from MAC

C ' TXing

detected

TX finshed

) RX finishe:

Figure 23: Original PHY State Diagram
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Preamble capture for
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Frame body capture for
a new incoming frame

A

PreRX success
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PHY .abort

PHY .abort
\< PreRXing )

( searching )PHY.reset

PHY .abort

Figure 24: Extensions to State Diagram for PHY.abort

3.2 Application Module (Class DataGenerator)

A Class DataGenerator is created to implement the application module, which is
responsible for generating safety data messages and processing validated safety data
messages.

3.2.1 Message Transmission

DataGenerator has an internal clock to control the generation of messages, which can be
configured through Tool Command Language (TCL) parameters:

e Data Message Frequency
o Jitter
e Switch On/OFF Data Generator

The message generated is a NS-2 packet, which has the following structure:

Packet header Packet body
Common header Security header IP header empty

Note that a NS-2 packet is not the same as data messages generated in a real machine, but
it captures all the characteristics about a real data message from its birth to death. Most
critical characteristics are stored in the common header, which includes:

| Type of message (PT_SEC) | Packet size | Transmission power

For all the messages used for security study, the type of message is set to PT SEC, which
a security protocol header is created specifically to store characteristics for security
protocol information, which includes:
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protType Type of security protocol
msgType Type of security message
Pt_ Recommended transmission power
timeStamp Message generation time
recvTimeStamp Message reception time
sendTimeStamp Message transmission time
certlD Certificate ID
signatureTagged EDSCA signature flag
keylD For TESLA only
certTagged Certificate piggyback flag
(for piggybacked certificate only)
lastKeyTagged Key piggybacked flag
lastKeylID (for piggybacked key only)

The security protocol field marks the version of security protocol this packet is related to.
Its value can be one of the following five:

Field value ECDSA | TESLAPIGGY | TESLAEXPLI | DUO | DUOPIGGY
S0 g Holoplo )6 ECDSA | TESLA with TESLA TADS | TADS with
protocol piggybacked key piggybacked
key

The security message type marks the safety message format this packet is related to. Its
value can be one of the following:

The type of security messages |

RAWDATA

DATA_PKISIGN
DATA_PKISIGN_CERT
DATA_TESLASIGN
DATA_TESLASIGN_CERT
TESLA_KEY
DATA_TESLASIGN_KEY
DATA_TESLASIGN_CERT KEY
CERT

DATA_DUOSIGN
DATA_DUOSIGN_CERT
DATA_DUOSIGN_KEY
DATA_DUOSIGN_KEY CERT

The IP header stores the routing information. For this security protocol study, all
messages are broadcasted; therefore, the IP header will have the following information:

| Destination address (-1) | Source address
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3.2.2 Optimized Transmission Scheduling

To avoid the synchronized collision at the beginning of the Control Channel linterval, the
message generation scheduling was optimized. The same number of messages are
generated per second; however, they are only generated while the Control Channel is
active.

Default message schedulinT

[ cCH ] [ CCH ] [ CCH ]

Optimized message scheduling

||

[ cCH ] [ CCH ] [ CCH |

Figure 25: Optimized Message Generation Scheduling

The optimization scheduling relies on the timing knowledge of Control Channel
intervals; therefore, the DataGenerator needs to implement the interface functions to the
ChannelSwitchTimer as described in section 3.1.1.
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Data Generator

|

Start TimetoGenerate

|

Data Generation Clock

|

restart expire

|

APP1609.4Timer

HandleCCHStart/End

MAC with 1609,4 Support

Figure 26: Implementation of Optimized Data Generation

3.2.3 Processing Validated Message and Statistics

When a validated safety data message is delivered to the application module, the
transmission and reception is considered to be complete. Some statistics are performed
on the message reception and logged into the trace file upon request, such as the
inter-arrival delay and message validation delay. The calculation of delays uses the
timestamps stored in the security header.

3.3 Certificate Module (Class CertificateManager)

Class CertificateManager is created to implement the certificate distribution protocol.
The implementation of the certificate module is focused on the generation of certificate
messages and the process of received certificate messages.

3.3.1 Transmission of Certificate Messages
3.3.1.1 Message Generation Timing

The generation of certificate messages is similar to any message generation in NS-2. An
internal timer is running in Class CertificateManager to tell the timing of generating a
new certificate message. Bond TCL parameters customize the frequency of the
transmission.
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3.3.1.2 Piggyback and Transmission Power Adjustment

According to the project requirements, certificate messages are transmitted by piggyback
with safety data messages. In addition, the certificate message can be sent with a higher
power than regular data messages. Both requirements are implemented with the support
of module “MessageProcessor.”

3.3.1.3 Security Message Type and Message Size

Every certificate message is implemented with a NS-2 packet. The packet type is
PT SEC (same as the safety data messages). A regular certificate message has a security
message type of CERT. In case of piggybacking with data messages, the type of security
message can be:

DATA PKISIGN CERT, DATA TESLASIGN CERT,
DATA_TESLASIGN CERT KEY, DATA DUOSIGN CERT,
DATA DUOSIGN KEY CERT.

3.3.2 Processing of Certificate Messages

Upon a successful reception of a message containing a certificate at MessageProcessor,
the certificate will be forwarded to the CertificateManager module for processing. The
processing includes certificate information management and certification information

logging.

3.3.3 Certificates Management

According to the design, every CertificateManager module keeps a record of all the
received certificates from other vehicles. A Class CertificateStore is created to handle
any received certificates. It records the certificate sender’s ID and the reception time.
When a Security Module tries to validate a received safety data message, it will ask for
the availability of the sender’s certificate. The CertificateStore will respond positively if
and only if the requested certificate has been received no more than a configurable time
before.

3.4 WAVE Module (Class MessageProcessor)

The WAVE Module is implemented by Class MessageProcessor, which handles the
transmission and reception of all security-related messages. For message transmission,
the MessageProcessor implements the message piggyback mechanism and the adjustment
of message transmission power. For message reception, MessageProcessor implements
the distribution mechanism of messages to their proper modules for processing.
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Figure 27: MessageProcessor

3.4.1 Message Transmission

3.4.1.1 Transmission Policy

According to the design, key messages should get transmitted immediately, certificate
message should get piggybacked with a data message, and a data message can be
transmitted standalone or with a piggybacked certificate message. Based on the above
requirements, a class TransmissionPolicy is created to define how a message should be
transmitted. A TransmissionPolicy is a data structure containing the following two

Boolean values that control the transmission logic:

allowed.
Int Transmission Policy ID
Bool Piggyback allowed
Bool Postpone allowed
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The logic is shown in the figure below:

TX Policy
PiggyBack Allowed

Postpone Allowed

Policy0 for DATA
Policy1 for CERT
Policy2 for Keys

Msg Processor

PiggyBack
Allowed?

Postpone

Allowed?
yes

Piggyback
pending
msgs

Pending
Buffer

Figure 28: Transmission Policy
Three TransmissionPolicy modules are created for three types of messages in this study.

Transmission Policy for Safety Data
TransmissionPolicyID | 0
Piggyback allowed Yes
Postpone allowed No

Transmission Policy for Certificates

TransmissionPolicylD 1
Piggyback allowed Yes
Postpone allowed Yes

Transmission Policy for Keys

TransmissionPolicylD 2
Piggyback allowed No
Postpone allowed No
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3.4.1.2 Aggregate all Messages

Messages generated by all modules are sent to the MessageProcessor before they are
given to the MAC layer. The interface is:

handleMessageFromAbove( Packet *, Handler *, TransmissionPolicyID )

3.4.1.3 Piggyback Messages

Given the transmission logic and transmission policy described in 3.4, key messages
cannot piggyback any certificate message, and they are given to MAC as soon as the
MessageProcessor gets them. A certificate message will stay in the buffer waiting for a
data message. When a data message arrives and finds a pending certificate message, the
piggyback procedure will be executed. The piggyback procedure includes redefinition of
the security message type and adjusts the transmission power if necessary.

3.4.1.4 Adjust Transmission Power

Every message generated has a transmission power setting entry in its NS-2 packet’s
security part. The module, which generates the message, can define the power value. The
MessageProcessor does not change the setting unless it piggybacks a certificate message
to a safety data message. The resulting message will use the power defined by the
certificate message.

3.4.2 Message Reception

The MAC layer will deliver any successfully received NS-2 packet to the
MessageProcessor. All those messages, except those with type, CERT, will be forwarded
to the Sec CoreTESLA for further processing. If the packet has a piggybacked
certificate, it will forward the certificate part to the CertificateManager.

Appendix Volume 3 G-3-22



VSC-A Final Report: Appendix G-3

Security Network Simulations — Mercedes-Benz RDNA

| 1 |

Geta CA Get a Data PendingMsg
Message Message Timeout
A 4
Put CA ‘
message to CA me_ssa’?e Transmit CA
Buffer Pending? Message
yes
Setup e Piggyback
PendingMsg pending CA
Timer Msg
Transmit Transmit
DATA DATA_CA
Message Message

(

Figure 29: Piggyback of Certificates

3.5 Security Module (Class Sec_CoreTESLA)

A class Sec_CoreTESLA is created to implement the logic of five security protocols for
this study:

ECDSA (parameters as defined in parameters document)
TESLA (piggyback key disclosure)

TESLA (optimum TESLA key: separate key disclosure, key is disclosed once:
d=1)

TADS (duo signature)
TADS (duo signature with piggyback key)
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3.5.1 Interface to Other Modules

DataGenerator

getDataFromDG sendDataToDG

SecurityCore
sendDataToMsgps - getDataFromMsgPs

MessageProcessor

Figure 30: Security Core

3.5.2 Framework

A general framework with switchable-components-based design is taken in the
implementation. This framework allows a flexible combination and configuration of
components to simulate each of the protocols.
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DATA

Figure 31: A General Framework for Security Protocol Implementations

This framework has following components:

1. Delay

Signature/Authentication Generation Delay
Certificate Validation Delay

Key Validation Delay

Data TELSA Authentication Delay

Data EDSCA Authentication Delay

2. Buffer

Certificate Buffer
Key Buffer
Data Buffer

3. Timer

KeyTransmissionTimer

4. Scheduler
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3.5.3 Components Implementation Details
A Scheduler is introduced to control the sequence of processing in case of the multiple

Delay having packets to process.

Check caller

releaseCPU T

F

| handleProcessTimer

CPU

sched

accessCPU

block
Delay =

recv

!

handleBuffer

handleMsgFromBuffer

Buffer resumej<—

buffer

T

Figure 32: Buffer, Delay and Scheduler used in the Framework of Security

Module

handleMsgFromBuffer

PacketQueue

deque

=

@

buffer

Figure 33: Buffer Structure

Appendix Volume 3

G-3-26



VSC-A Final Report: Appendix G-3
Security Network Simulations — Mercedes-Benz RDNA

Buffer, a general class which can keep NS-2 packets in its internal queue, is added before
almost every Delay component in the framework to hold NS-2 packets that are pending
for processing.

Buffer Delay
Sec_CertificationBuffer Sec_CertificationValidationDelay
Sec_KeyBuffer Sec_KeyValidationDelay
Sec DataBuffer
Sec_DataAuthenticationBuffer Sec TESLAEDSCA VerificationDelay
Sec TESLA AuthenticationVerificationDelay

4  Simulation Setup and Configuration

4.1 Simulator Parameters

PHY
Parameter Default value Description

CSThresh -96 dbm Carrier sensitivity threshold

Noise floor -99 dbm Environmental noise

powerMonitorThresh -100 dbm If a receiving power is
lower than 1/3 of the
sensible threshold it is
ignored in the power
Monitor

Pt Depends on the scenario | Transmission power

Freq 5.9¢9 Radio frequency

HeaderDuration 40us Frame header transmission
duration

basicModulation BPSK BPSK and coding rate of 2
is the basic modulation
scheme for header and ctrl
packets

L 1.0 Pass loss over cables

preambleCaptureSwitch ON Switch of the preamble
capture feature

dataCaptureThresh OFF Switch of the data capture
feature

SINR preambleCapture 4 dB Minimal SINR required for
the preamble capture
feature

SINR dataCapture 10 dB Minimal SINR required for
the data capture feature

Tracedist Infinity If a receiving node is
located more than Tracedist
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PHY
Parameter Default value Description
away from the sender, its
events won’t get into the
log file.
BPSK 5db SINR Threshold (new)
QPSK 8 db SINR Threshold (new)
QAMI16 15 db SINR Threshold (new)
QAMO64 20 db SINR Threshold (new)
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MAC
Parameter Default value Description

cwMin_ 15 Minimal congestion
window

cwMax 1023 Maximal congestion
window

slotTime 13 us MAC SlotTime

SIFS 32 us Mac SIFS

preambleLenght 144 bit Preamble length of a frame

PLCPHeaderLength 48 bit Length of PLCP header

PLCPDataRate le6 data rate used to transmit
PLCP header

RTSThreshold 2346 byte Threshold to activate
RTS/CTS

shortRetryLimit 7 Retransmission limit for
short MAC frames

longRetryLimit 4 Retransmission limit for
long MAC frames

BeaconlInterval 0.1 Beacon message interval

ScanType Passive Not used

probDelay 0.0001 Not used

MaxChannelTime 0.011 Not used

MinChannelTime 0.005 Not used

channelTime 0.12 Not used

HeaderDuartion 40 us Frame header transmission
duration for 802.11p

SymbolDuration 8 us Symbol duration for
802.11p

basicModulationScheme BSPK BPSK and coding rate of 2
is the basic modulation
scheme for header and ctrl
packets

Use 802 1la flag True

Radio Frequency (RF) Model
(parameters to set Nakagami equivalent to Rayleigh Model)

Parameter Default value Description
Gamma0,1,2 2.0 Gamma is set to 2.0 for all
distances
MO,1,2 1.0 M is set to 1.0 for all
distances
DO gamma 200 Not useful
D0 gamma 500 Not useful
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Radio Frequency (RF) Model
(parameters to set Nakagami equivalent to Rayleigh Model)

DO m 80 Not useful
D1 m 200 Not useful
Use nakagami_dist True Nakagami distribution

generator is turned on

Antenna (omni antenna)

Parameter Default value Description
Gt 1 Transmission antenna gain
Gr 1 Reception antenna gain
Application
Parameter Default value description
payloadSize 200 Data payload size
periodicBroadcastInterval 1 Transmission frequency
periodicBroadcastVariance 0.1 Variance of the jitter
between messages
ModulationScheme 1 Use 6Mbps as the default
data rate

With the above parameters, the settings for the TX power are: Pt is set to 4.94e-4 for
theoretical reception range 100 m without RF fading and 19.6e-4 for theoretical reception
range 200 m without RF fading.

Appendix Volume 3 G-3-30




VSC-A Final Report: Appendix G-3
Security Network Simulations — Mercedes-Benz RDNA

Table 1: TX Power Conversions

Distance
in

Meters in(Watt) indBm

1 100 4.85E-04 -3.1
2 200 1.94E-03 2.9
3 300 4.37E-03 6.4
4 400 7.76E-03 8.9
5 500 1.21E-02 10.8
6 600 1.75E-02 12.4
7 700 2.38E-02 13.8
8 800 3.10E-02 14.9
9 900 3.93E-02 15.9
10 1000 4.85E-02 16.9
11 1100 5.87E-02 17.7
12 1200 6.98E-02 18.4
13 1300 8.20E-02 19.1
14 1400 9.51E-02 19.8
15 1500 1.09E-01 20.4
16 1600 1.24E-01 20.9
17 1700 1.40E-01 21.5
18 1800 1.57E-01 22.0
19 1900 1.75E-01 22.4
20 2000 1.94E-01 22.9

For all studies, 10 dBm TX power is used unless otherwise noted. This is because at 10
dBm, the theoretic reception distance is already just under 500 m while the effective
reception range is about 250 m. Such values match reasonably well with highway vehicle
speed and general safety communication use cases. At 20 dBm, however, the range
would go up to 1500 m and is clearly overkill. As shown in some of the 20 dBm-based
simulations in the appendix, the channel becomes saturated even in relatively low traffic
density levels.
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4.2 Road and Vehicle Traffic Modeling

RF propagationdistance
is calculated along the
- circle

RF propagation

does NOT go
throughthe circle

Figure 34: Wrap Around Road Configuration

All roads used in the simulation are modeled as a straight and flat road but with both ends
connected. Once a vehicle has reached one end, it will reappear on the other end. It
should be envisioned as a circular road on which the RF signals travels along the circle
but does not penetrate it. This arrangement eliminates boundary conditions and needs a
smaller vehicle count to provide sufficient data points.

The length of the road (i.e., size of the circle) is dependent on the transmission power
used in the simulation:

e For 10 dBm, 3000 m is used
e For 13 dBm, 6000 m is used
e For 20 dBm, 9000 m is used
4.2.1 Market Penetration Rate and Vehicle Density

In all highway simulation scenarios, four vehicle density levels are used for the studies.
These levels are defined according to the following considerations:
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First, a realistically, but not pathologically, stressful highway traffic scenario is
constructed as the reference case. A highway with four lanes in each direction is
modeled as a high throughput road model. Then vehicles are placed on each lane at 50 m
separation distances. This number is based on measurements on [-880 in California that
showed highway traffic is able to maintain free-flow highway speed at 50-60 m
separation or more but breaks down below that level. Therefore, this 50 m per car per
lane number is chosen to model a free-flowing highway traffic in a reasonable stressful
level. In short, this reference traffic model allocates 160 cars per km road.

Then four DSRC market penetration rate levels are defined accordingly. Within the
reference and full highway traffic model as described above, it is the DSRC market
penetration rate parameter that helps define the number of cars that need to be placed on
the road per km in actual simulations. These 4 levels are defined as 25 percent, 50
percent, 75 percent, and 100 percent to help study how security protocols fare at different
stages of DSRC deployment. These 4 levels point to 40, 80, 120, and 160 cars per km
per road in the simulation configurations.

Corresponding to such market penetration levels, four security computation capability
levels are further defined to help model DSRC platform capabilities at different stages of
DSRC deployment. Assumption is that DSRC deployment will start in five years and
starts with the equivalent of 1GHz PowerPC computation capability for security
processing. It is further assumed that such computation capability doubles every two
years while maintaining the same cost level. Please note this is less than the trend
predicted by Moore’s law. Therefore, corresponding to the four market penetration rate
levels, four generations of platform capabilities are also defined.
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4.3 Urban Grid Configuration

1kmlong road

Figure 35: Urban Road Grid Construction

For urban simulation scenarios, a 5x5 road grid is constructed. Each road is 1 km long
and wraps around at the ends as described in the previous subsection.
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5 Evaluation and Analysis

5.1 Figures Overview
In this section, all figure types plotted for this study are described.
5.1.1 Figure 1: Overall Performance Versus Distance

This figure plots overall performances of a protocol verses distance. Four curves are
shown in each figure:

e Safety message reception rate (i.e., OTA performance)

e Among those received messages, how many are from a sender whose certificate
has been previously received and validated (i.e., messages that could be validated)

e Among those messages possible to be validated, how many are received before
the TESLA key interval expires (i.e., messages that further satisfy TESLA timing
guarantees)

e Finally, the messages that are actually validated
5.1.2 Figure 2: Validation Delay versus Distance

This figure illustrates the security processing delay within a receiver after a message is
received OTA. This delay consists of both the queuing delay and the waiting time for
subsequent key releases for those TESLA variants.

This figure plots the average, median, 10 percent - 90 percent confidence interval, and 30
percent - 70 percent confidence interval.

5.1.3 Figure 3: Breakdown of Validation Delay

This figure breaks down the validation delays within all successfully validated messages.
Two types of figures are produced:

e Probability Density Function (PDF) and Cumulative Distribution Function (CDF)
of validation delays

e Total number of instances of messages within each validation delay bin (note the
Y-axis is in log scale)

5.1.4 Figure 4: Inter-Validated-Message Timing Gap Versus Distance

This figure shows the distribution of time intervals between successfully received and
validated messages from the same sender. This figure plots the average, median,
10 percent - 90 percent confidence interval, and 30 percent - 70 percent confidence
interval.

5.1.5 Figure 5: Certificate Distribution Performance

This figure shows the CDF and PDF curves of the distance at which a car receives the
certificate of an approaching and previously unknown vehicle for the first time. Please
note that the X-axis, which is the distance, include a negative value range. This is meant
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to show the cases in which the certificate is received only when the vehicles have crossed
over each other in their paths.

5.1.6 Figure 6: MAC Access Delay

This figure shows the breakdown of channel access delay the senders experience while
waiting for the radio to transmit a message. Two types of figures are produced:

e PDF and CDF of MAC access delays

e Absolute number of instances of each delay value

Please note for both figure types, the Y-axis is plotted in log scale.

5.2 Certificate Distribution Performance
5.2.1 Study Methodology

As shown in the figure below, for certificate distribution performance, data is collected
between approaching vehicles in opposite directions. For each vehicle in the simulation,
only data from vehicles sufficiently far away on the circular road with no chance of being
heard from in the initial phase of simulation would be collected and considered. The
simulation is run for the duration sufficient for the last vehicle in the interested group to
travel at least 200 m past the receiver vehicle. The data collected in this process is
marked so that distance values at which a certificate is heard can be assigned either a
positive or negative value. The concept is that a certificate received before the sender and
receiver has met on the road is assigned a positive distance value and a negative one if
they have crossed over each other.
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Foreach receivervehicle

Simulation is run for the duration long
enoughforthe last vehicle in the
interested zone to travelto a reasonable

distance pastthe receivervehicle

T ¢

First cettificate reception distance data points are only collected from
vehicles inthe opposite traffic in the area too far to be heard intially

Figure 36: Simulation Setup for Certificate Distribution Performance Study

Clearly, the approaching speed between the sender and receiver vehicles has a big impact
on the certificate distribution performance. For this study, three levels of approaching
speed are modeled: 60 m/s, 30 m/s, and 15m/s. They can be interpreted as following:

e 60 m/s speed differential is representative of two vehicles approaching each other
in opposite directions at highway speed

e 30 m/s speed differential can help study communications between a disabled
vehicle and traffic approaching at highway speed

e 15 m/s speed differential could be viewed as a fast vehicle catching up on slower
ones in the same traffic direction

In the first batch of simulations, all five security protocol variants are studied across all
four market penetration level scenarios. The speed differential is 60 m/s and messages
with certificates attached are transmitted at 10 dBm, same as other safety messages.
Certificates are sent at 1Hz, 1.5Hz, 2Hz, and 2.5Hz, respectively.

The first observation is that results for ECDSA, TESLA Piggyback, and TADS
Piggyback are generally similar across all simulation scenarios. This is not surprising
since all three share very similar message sizes and the same frame count. For example,
see the following figures:
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ECDSA TESLA Piggyback TADS Piggyback
Figure 37: Certificate Performance, CHSW off, 1 Hz, 10 dBm, 25 percent
Scenario
ECDSA TESLA PIGGYBACK TADS PIGGYBACK
iy # . - ) v iy # . = ™ v iy # . = een
Figure 38: Certificate Performance, CHSW on, 2 Hz, 10 dBm, 100 Percent
Scenario

Therefore, ECDSA figures are used in place of TESLA Piggyback and TADS Piggyback
in the subsequent comparisons with TESLA and TADS.

The second observation is that TESLA and TADS clearly suffer from their extra frame
count very quickly as the market penetration rate level increases.

ECDSA TESLA TADS
Figure 39: Certificate Performance, CHSW off, 1Hz, 10 dBm, 25 Percent
Scenario

As shown in the figure above, TESLA and TADS both show reasonable performances
(i.e., above 90 percent certificate availability at 200 m) in the lowest 25 percent market
penetration rate scenario. Yet they are also clearly falling behind ECDSA 1in this case.
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As shown in the figure below, once the market penetration rate level goes to 75 percent,
the certificate distribution performances of TESLA and TADS quickly drop below an
acceptable level even if the distribution frequency is doubled. Meanwhile, the ECDSA’s
performance clearly benefitted from doubling of the frequency and stays in an acceptable
level.

ECDSA TESLA TADS
Figure 40: Certificate Performance, CHSW off, 2 Hz, 10 dBm, 75 Percent
Scenario

Another batch of simulations studies the impact of using a different TX power for
messages with a certificate attached. The power level is set to 13 dBm, which is double
the power level than 10 dBm and increases the range by about 50 percent. The
distribution frequency is kept at 1 Hz.

ECDSA TESLA

L R —— | L tl——

Figure 41: Certificate Performance, CHSW off, 1 Hz, 13 dBm, 75 Percent
Scenario

As shown in the figure above, ECDSA responds well to this approach. It is actually even
better keeping the TX power at 10 dBm and doubling the frequency. For TESLA,
however, it is still inadequate to boost its performance sufficiently.

5.3 Over-the-Air Performance Analysis

This section analyzes the impact of all five security protocol variants on vehicle safety
message communication performances OTA. Each protocol variant introduces varying
levels of bandwidth overhead to each safety message as well as the additional frames sent
in the channel in the cases of TESLA and TADS. Given that security protocol is

Appendix Volume 3 G-3-39



VSC-A

Final Report: Appendix G-3
Security Network Simulations — Mercedes-Benz RDNA

ultimately meant to assist the safety communications, it is important to understand how
much impact a protocol has on the fundamental safety communication performances.

As shown below, each figure compares the safety message reception performance of all
five protocol variants. Results for all four market penetration rate levels are shown. Both
channel switching off and on results are compared as well.
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Figure 42: Over-the-Air Safety Message Performance Comparisons
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Similar to the observation obtained in the certificate distribution performance study
section, ECDSA, TESLA Piggyback, and TADS Piggyback clearly have their
performance curves bundled together throughout all simulation cases. TESLA and
TADS, however, clearly show much less performance in all cases.

It is also clear that turning on channel switching has a strong and negative impact on
safety communication performance.

While these reception rate versus distance figures illustrate clear trends of decreased
individual safety message performance as channel stress increases, it is not immediately
clear at what point the channel is saturated. The figures below answer the questions from
another angle.

700
600

500 W ECDSA

400 TESLA Piggyback
300 m TADS Piggyback
200 + mTESLA

100 - = TADS

o |
25% 50% 75% 100%

Figure 43: Number of Safety Messages Received Per Second, CHSW Off

350
300

250 B ECDSA

200 TESLA Piggyback
150 W TADS Piggyback
100 - W TESLA

50 mTADS

o
25% 50% 75% 100%

Figure 44: Number of Safety Messages Received Per Second, CHSW On

These figures compare the average number of safety messages received per second per
car in all simulation scenarios. For each protocol variant, an easy rule of thumb is that if
this number shows minimum increase or stays flat while communication density
increases in the channel, then the channel is effectively near or at saturation from a safety
communication point of view.
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Again, TESLA Piggyback, ECDSA, and TADS Piggyback have somewhat similar
performances because their frame sizes are relatively close. These three protocols are
showing very small increases in messages received per second as the penetration rate
goes up to 100 percent. More importantly, with channel switching off, the trend lines
clearly imply that total security computation demand for these three protocols will be
capped at about 600 per second or lower. Since safety communication has its own
congestion control considerations that should keep the channel stress at levels reasonably
lower than the saturation point, this effective upper bound on security computation
demand should be no more than 500 per second. If the channel switching is on, this
number is much lower.

TESLA and TADS have saturation points much earlier than the other three protocols, as
expected.

ECDSA TESLA TADS

Figure 45: MAC Access Delay, CHSW off, 10 Hz, 100 Percent Scenario

Yet one more metric of channel stress is the MAC access delay distribution. As shown
above, with channel switching off and in a 100 percent market penetration rate level,
ECDSA (and similarly TESLA Piggyback and TADS Piggyback) has nontrivially
extended but reasonably contained MAC access delay for safety messages to wait before
they are transmitted OTA. TESLA and TADS have in comparison much wider
distribution, up to 20 ms or beyond. As such, they are liable to suffer security timing
failures as demanded by TESLA.

ECDSA TESLA TADS

Figure 46: MAC Access Delay, CHSW on, 10 Hz, 50 Percent Scenario

With channel switching on, there is another problem showing up. Even at 50 percent
market penetration rate level, nontrivial numbers of messages sent not in their initial
CCH interval but waiting for a SCH interval and more show up. These delayed messages
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will have low reception performance to begin with due to synchronized collisions at the
start of the next CCH interval. And for TESLA and TADS variants, the TESLA security
timing guarantees are also broken.

5.4 Computational Demand versus Capability at Different
Stages of Deployment

Given the clear indications in the previous two sections, TESLA and TADS are both too
expensive in their channel overheads to be realistically feasible candidates to be adapted
as the VSC security protocol. Therefore, from this point on, the evaluation is limited to
comparisons among ECDSA, TESLA Piggyback, and TADS Piggyback.

In this section, these three protocol variants are compared in four market penetration rate
scenarios, with the four associated computation capabilities. The first generation
platform is assumed to have the equivalent of 1 GHz PowerPC level computation
capability. It is able to verify a bit over 100 ECDSA signatures per second. Each
subsequent generation has four times as much computational power as the previous one.

In this batch of simulations, all vehicles transmit safety messages at 10 Hz and with 10
dBm TX power. The certificate is attached to safety messages at 1 Hz and with 10 dBm
TX power.

TESLA PIGGYBACK TADS PIGGYBAC

K

Figure 47: Overall Performances, 1 Gen Platform, 25 Percent Scenario

ECDSA TESLA PIGGYBACK TADS PIGGYBACK

L s

Figure 48: Verification Delay, 1 Gen Platform, 25 Percent Scenario

As shown in the figures above, in the 25 percent market penetration rate scenario and
with the first generation platform, ECDSA is unable to keep up with the computational
demand. Its validated message curve is clearly far below the messages with previously
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validated certificates. Because the computation resource is saturated, the queue of
messages waiting to be processed in the receiver, set at 50, is always full. This causes the
verification delay in the receiver for those actually verified messages to stay at an
artificially high value.

In the TESLA Piggyback case, the computational capability is more than enough.
However, there is still a small gap at far distances between the validated messages and
successfully received ones. This is due to the lack of subsequent messages received from
the same sender in some instances. TADS Piggyback does not have this gap, because it
has the fallback option of using ECDSA signature for verification.

Please note that TESLA Piggyback has a clear lower bound of 100 ms in its verification
delay figure due to the 10 Hz messaging rate. TADS Piggyback also has the same lower
bound, because the 1 Gen platform is still unable to process all signatures using ECDSA.
Nevertheless, its queuing design means that it is able to take advantage of some leftover
computation capabilities to proactively verify messages using ECDSA after 100 ms.
Therefore, its distribution in verification delay is nicely bounded and very close to 100
ms at all distances.

K

ECDSA TESLA PIGGYBACK TADS PIGGYBAC

-

\ - .
\\\

Figure 49: Overall Performances, 2 Gen Platform, 50 Percent Scenario

ECDSA TESLA PIGGYBACK TADS PIGGYBACK

Figure 50: Verification Delay, 2 Gen Platform, 50 Percent Scenario

When the scenario goes up to 50 percent penetration rate and is at the second generation
platform, ECDSA shows it is just at the point of keeping up with all verification
demands. This also means that TADS Piggyback is able to verify all messages
proactively with ECDSA signatures without waiting for TESLA keys to arrive in the
subsequent messages.
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Please note that TESLA Piggyback shows an interesting gap between verified messages
and those received successfully and in time. This is caused by the queue size parameter
configured for the receiver. The nature of TESLA Piggyback means that it needs to hold
all received messages for 100 ms and sometimes more in order to get the next message
with the needed TESLA key from the same sender. The queue size used here (i.e., 50) is
not enough, resulting in this gap. This problem is resolved by simply adding more queue
space. As shown below, when the queue is increased to 300, the figures returned to
expected shapes. All subsequent simulations use the bigger queue size for TESLA
Piggyback.

Overall Performance

Verification Delay

Figure 51: TESLA Piggyback with Larger Queue, 2 Gen Platform, 50
Percent Scenario

TESLA PIGGYBACK TADS PIGGYBACK

Figure 52: Overall Performances, 3 Gen Platform, 75 Percent Scenario

ECDSA TESLA PIGGYBACK TADS PIGGYBACK

Figure 53: Verification Delay, 3 Gen Platform, 75 Percent Scenario
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TESLA PIGGYBACK TADS PIGGYBACK

ECDSA

Figure 54: Overall Performances, 4 Gen Platform, 100 Percent Scenario

ECDSA TESLA PIGGYBACK TADS PIGGYBACK

Figure 55: Verification Delay, 4 Gen Platform, 100 Percent Scenario

For 75 percent and 100 percent market penetration levels, all the results show up as
expected. Basically, ECDSA’s demand is easily met with later generation platforms; so
it has the best performances. Subsequently, TADS Piggyback essentially behaves just
like ECDSA and shows very similar results. TESLA Piggyback is unable to take
advantage of additional computational capabilities and still suffer the 100 ms lower
bound in verification delays.

5.5 Further Comparison with Congestion Controlled
Considerations

It was discussed in earlier sections that channel saturation becomes a concern at or before
a 75 percent market penetration level scenario. It is not recommended for all vehicles to
send its safety messages at 10 dBm and 10 Hz in all scenarios.

In this section, security protocol performances are evaluated with congestion control
measures kicked in. The vehicle traffic configuration follows the 100 percent scenario.
However, all vehicles are sending safety messages at 5 Hz (and resulting in the same
communication density as in 50 percent case).

A certificate is still sent at 1 Hz (i.e., attached to every fifth message), but at 13 dBm TX
power. Computation capability options include 400 MHz PPC, 1 GHz PPC, and 2.4 GHz
PC levels.
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400 MHz PPC 1 GHz PPC 2.4 GHz PC

Figure 56: ECDSA Performances with Varying Computation Power

With ECDSA, the rate control method used has no impact on the basic security protocol
functioning. The different computational capabilities, however, clearly show up in the
results. In general, ECDSA cannot keep up with the computation demand of the VTP
architecture with all three computation resource levels modeled. However, with
moderately capable resources (e.g., 1GHz PPC equivalent), ECDSA should function well
in a verify-on-demand (VoD) architecture; because safety messages received per second
in this congestion controlled setup is 450, whereas an 1 GHz PPC can verify 100
signatures per second. This means that a VoD ratio of 20 percent and less, which is
reasonably achievable, would suffice.

Overall Performance Verification Delay

Figure 57: TESLA Piggyback Performance Stays the Same with Varying
Computational Capabilities

TESLA Piggyback shows identical performance with computation resources ranging
from 400 MHz Power PC to 2.4 GHz PC, because it is unable to take advantage of any of
the extra capability due to its protocol nature.

Its verification delay, given the SHz messaging rate, rises as expected. Furthermore, due
to policy of discarding any unverified message older than 500ms, each message depends
on receiving one of the two subsequent massages from the same sender to have a chance
to be verified. Those cases in which both subsequent messages failed to arrive cause the
gap between verifiable and verified.
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400 MHz PPC

1 GHz PPC

2.4 GHz PC

Figure 58: TADS Piggyback Performances with Varying Computation

Power

TADS Piggyback is able to take advantage of any leftover computation capability there
is. Therefore, it produces equal and better results than TESLA Piggyback in all cases.

Furthermore, given sufficient computation power (e.g., 2.4 GHz PC), its verification

delay becomes nicely bounded.

400 MHz PPC

1 GHz PPC

2.4 GHz PC

Appendix Volume 3

Figure 59: TADS Piggyback Verification Delays with Varying Computation

Power

G-3-48



VSC-A Final Report: Appendix G-3
Security Network Simulations — Mercedes-Benz RDNA

6 Summary

6.1 Certificate Distribution Mechanism

The general approach of attaching certificate to a small fraction (i.e., 1 Hz) of safety
messages works well for all five security protocol variants even in 60 m/s speed
differential cases. While it is true that certificate distribution performance could
deteriorate in high channel stress scenarios, such a performance drop can be managed via
a few simple methods:

e Increasing certificate distribution frequency (e.g., from 1 Hz to 2 Hz) works well

e Using a higher TX power for certificate messages while maintaining the same low
frequency could work even better

e Congestion control based on general safety communication concerns will also
help ensure a reasonable certificate distribution performance

The relative vehicle speed difference is the most important factor. For cases with lower
speed differentials (e.g., 30m/s or 15m/s), certificate distribution performance is unlikely
to be of concern.

6.2 Comparison of VSC Security Protocol Variants

TESLA and TADS, configured with standalone TESLA key frames, very quickly come
to saturation points as the DSRC penetration rate increases due to a high number (i.e.,
double) of frame counts sent OTA. As such, these two variants negatively impact basic
safety communication performance too much in comparison with the other three options
to warrant adaptation. It is important to note that this is not the only shortcomings of
these two variants. For example, the channel overhead issue also impacts the actual
security protocol performances.

Of the remaining three options, TESLA Piggyback has the best OTA performance.
However:

e This channel overhead advantage over ECDSA and TADS Piggyback is rather
insignificant due to similar frame sizes and same frame count

e [tis complex to implement due to stringent timing precision requirements

e It imposes a minimum of 100 ms verification latency (and in some cases much
more) no matter how critical the safety application’s need for immediate
validation is

e This minimum verification latency becomes much worse when congestion control
is needed (i.e., less than 10 Hz messaging rate is used by all vehicles)

e It cannot take advantage of improved computational capability in later generations
of the DSRC platform
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In comparison, ECDSA is the simplest among the three to implement. However, for the
verify-before-process model, its computational demand is so high that it is unrealistic to
expect early generations of the DSRC platform to be able to keep up.

Therefore, given the verify-before-process assumption applied in this study, TADS
Piggyback is the recommended protocol choice because:

e Its OTA performance is only slightly less than the best protocol option (i.e.,
TESLA Piggyback)

e It allows for fast verification for single critical message when needed

0 If computation resource preemption is supported, then the latency is about
23 ms

0 Otherwise, the latency is capped to about 45 ms

e It can be implemented in such a way to take advantage of increased computational
capabilities in later generations of DSRC platforms to improve its performance

It is also important to note that if the VoD model is accepted, then ECDSA is a very
attractive option.
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