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SETH CARLO CHANDLER, JR. 

September 16,1846 - December 31,1913 

These Proceedings are dedicated to the life and works of Seth Carlo Chandler J-., the Amr:-ican 
astronomer, geodesist and actuary, on the centennial of his historical paper “On the v:*riation of 
latitude, I” (AstronomiculJournul, 248, 1891 p 59-61). 

Chandler’s study of the variation of latitude, Le., the complex wobble of the surface of thrl Eart‘l 
relative to its axis of rotation, (now referred to as polar motion) spanned nearly ? h e  decades. He 
published more than 25 technical papers characterizing the many facets of the phenomenon, 
including the two-component model with 14-month and annual terms most generally xcrpted today. 
The 14-monthcycle iscalled the Chandlerwobble in his honor. His further analysis exnlored multiple 
frequency models, variation of the frequency of the 14 month component, ellipticitv of the annual  
component, and secular motion of the pole. His interests were much wider than this single subject 
however, and spanned most of the active areas of astronomical research of his era. Hc made 
substantial contributions to cataloging and monitoringvariable stars, computing the orbital parameters 
of minor planets and comets, and improving the estimate of the constant of aberration. His 
publications totaled nearly 200. He served as Associate Editor to B.A. Gould and then wccxded him 
as Editor of the Astronomical Journal. 

Recent advances in observational methods, most particularly the use of Very “.onF Baseline 
Interferometry (VLBI), have resulted in two orders of magnitude improvement in t h c  mensurrment 
of polar motion. Renewed interest in the phenomenon has increased awareness ofthe pionixrinR and 
comprehensive works of Chandler. His work has withstood the test of time am? i t  is wi th  yreat 
pleasure and respect that we dedicate these proceedings to his memory. 

1 



PREFACE 

This volume contains the proceedings of the Chapman Conference on Geodetic W1.- Monitoring 
Global Ckznge, held at the Herbert C. Hoover Building, Washington, DC, from April 22-28, 1991. 
The conference was convened by William E. Carter. . 

The program was organized by a technical organizing committee, composed of William E. Carter 
(Chairman), NOAA, Principal Coordinator for VLBI, InternationalEarth Rotation Service; Douglas 
S. Robertson, NO& Research Geodesist; Dennis D. McCarthy, Chief, USNO, Earth Orientation 
Division; Miriam Baltuck, NASA, Chief, Geodynamics Branch, NASA HQ; Thomas A. Herring, 
Massachusetts Institute of Technology; Alan E.E. Rogers, Assistant Director, Haystack Observatory, 
Massachusetts Institute of Technology; Hermann Seeger, Director, Institute for Applied Geodesy, 
FRG; James Campbell, University of Bonn, FRG; President of IRIS Subcommission, IUGG-IAU; 
Koichi Yokoyama, National Astronomical Observatory at Mizusawa, Japan; Chairman, Directing 
Board, International Earth Rotation Service; Andrei M. Finkelstein, Director, Institute of Applied 
Astronomy, Leningrad, USSR, Richard D. Rosen, AER, Inc., David A. Salstein, AER, Inc. 

In total, 49 papers were given. The papers were organized into six sessions, as outlined in the table 
of contents. Four authors failed to submit completed manuscripts for a total of six papers, and are 
represented here only by abstracts. 

The proceedings have been assembled and published by the National Geodetic Survey of the 
National Oceanic and Atmospheric Administration from camera-ready copy provided by the 
authors. We chose this method to minimize the cost and time required to complete the 
proceedings, realizing that minimizing the delay in distributing the papers was particularly important 
in such a rapidly changing subject area. 

The organizing committee would like to express its appreciation to Virginia Tippee of NOAA, Gart 
Westerhaut of the USNO and Miriam Baltuck of NASA for their opening remarks at the welcoming 
session, and to John Knauss, Undersecretary of Commerce for Oceans and Atmospheres, for his 
inspiring speech at the conference dinner. 

The committee would also like to express its gratitude to the many other people who contributed 
to the success of the conference. We would like to thank Lynn Mersefelder of NOAA and the staff 
of the AGU, who made the detailed preparations that made the conference possible. W e  also thank 
the session chairpersons, and of course the speakers for their fme presentations and for the papers 
that are presented in this document. 
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Instrumentation Improvements to Achieve 
Millimeter Accuracy 

Alan E.E. Rogers 
MIT Haystack Observatory, Westford, MA 01886 

23 April 1991 

Abstract 

The Mark 111 system was upgraded at Fairbanks, Westford, Haystack and Mojave for 
special research and development experiments designed to achieve millimeter accuracy. 
These upgrades include an increase in the spanned bandwidth from 360 to 720 MHz at 
X-band; doubling the recorder bandwidth from 2 to 4 MHz per baseband channel; 
improvement in the receiver system temperaturea and new calibration electronics. Other 
improvements include temperature control of the electronics to reduce the mperatutt 
sensitivity of instrumental delay calibration; better feed polarization punty; and l o w  
recorder error rates. 

These upgrades have reduced the instrumental error s o u m  and the system noisc. 
Experiments with the upgraded systems, which were started in 1989, have achieved 
repeatability in baseline length of a few millimeters. E s h t e s  of the magnitudes of the 
remaining instrumental emr sources are summarized and performanceprojections made 
for fiture instrumentation improvements. 

Introduction 

While system noise is thermal and completely random other error sources are at best only quasi- 
random. Thermal noise decreases with the square root of the number of observations while 
instrumental error sources will not all average out and will therefore produce a measurement 
error floor. (See paper by Ray and Corey in this report for observed measurement floor.) 

Table 1 lists those instrumental error sources which result in differences between the phase and 
group delay, as measured by bandwidth synthesis (BWS). The error in BWS delay is computed 
from: 

phase direrenee between highest and lowest channels 
2u Vequency diflerence between highest and lowest channels) 

and the r.m.s. value is assumed to be W of the peak to peak value. Many of the instrumental 
deficiencies result in phase errors which are independent of frequency channel and hence 
produce a BWS error which decreases with spanned bandwidth. Some error sources, however, 
like the cross-polarization response produce BWS errors which are more or less constant with 
spanned bandwidth and will even increase if spanned bandwidth is pushed beyond the limits of 
good feed performance. 

1 



Correlation Errors 

Table 2 shows the correlation errors in more detail. The worst errors are the result of unequal 
data acceptance among the result of unequal data acceptance among the frequency channels 
which make instrumental dispersion and atmospheric phase fluctuations couple into BWS errors. 
These errors can be reduced, in the future, by more sophisticated data filtering and better 
recorder playback performance. 

BBC Filters 

The baseband (also knows as video) converters have about 400 ns delay at the center of the 4 
MHz bandwidth. 2.5% variation between filters results in 10 ns error or 7 degrees phase error 
at 2 MHz, which in turn produces 50 ps BWS error. Most of the error is constant, although 
some of this error (probably about 5 ps) wiU be slowly vaxying with the ambient temperature 
changes. These filter errors can be reduced in the future by processing a phase calibration 
signal close to the center of the baseband. 

Spurious Signals 

Spurious signals result from harmonics of 5 MHz, harmonics of the sample clock, harmonics of 
72 MHz, leakage from the recorder electronics and L.0.s and their harmonics. The signals 
corrupt the phase calibration phases. At -40 dB the phases are corrupted by 0.6 degrees or 4 ps 
BWS error in 360 MHz. The spurious signal levels can be checked by turning off the phase 
calibrator and measuring the residual signals. 

Intermodulation Products 

Intermodulation products between phase calibration rails result from amplifier and mixer 
saturation during the phase calibration pulse. At -40 dB these produce 4 ps BWS error in 360 
MHz. The level of intermodulation can be checked by unlocking the L.0.s and measuring the 
residual signals. 

Receiver Images 

Images are another source of spurious signals. At the -50 dB specification for the front-end 
image filters the BWS error is 1 ps in 360 MHz.  The image performance can be measured by 
offsetting the fust L.O. 
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Multiple Reflections 

Multiple reflections in the antenna system corrupt the radio source phases and hence the BWS 
delay. For example, multiple reflections from the main reflector to the subreflector on the 
Haystack antenna are at the -34 dB level and could result in a BWS error as large as 8 ps. 
However most of the error will be constant and hence an error of 1 ps or less is more likely. 
Multiple reflections can be significantly reduced by using a "spoiler". On Haystack a spoiler is 
used to eliminate reflections on the main reflector in the region shadowed by the subreflector. 
On prime focus systems a spoiler can be placed on the vertex to deflect reflections in the area 
shadowed by the feed. 

Antenna Dispersion 
A defocussed parabolic system becomes dispersive owing the frequency dependence of the 
illumination. Figure 1 shows the small amount of dispersion as a function of the focus. On 
large antennas the focus can change significantly with elevation angle and might result in BWS 
delay errors of about 4 ps independent of spanned banhidth. 

Antenna Polarization Impurities 

The normalized response of a single baseline to an unpolarized radio source is 
-W*4J 1 + x?: e 

where x,x, are the unwanted LCP voltage responses for antennas 1 and 2 

O,,O, are feed position (or parallactic) angles 

A BWS error of 

results from the frequency dependence of x, and q. For many of the S/X feeds used in geodetic 
VLBI the unwanted LCP response is about -15 dB which is large enough to produce about 14 ps 
error in BWS delay. Linearly polarized radio sources produce additional BWS errors at a 
somewhat lower level for 10% polarization. These errors can be removed by improving the 
feeds or making appropriate calibrations. 
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Summary of Combined Errors 

The root sum square of all the instrumental error sources listed with 720 MHz BWS in Table 1 
are 

= 17 ps 5mm) r.m.s. at resent 
= 7 ps ( 1 mm) r.m.s. wit E polarization calibration 

In the future it should be possible to reduce instrumental errors to 

= 3 ps (lmm) r.m.s. with calibration, and improved correlation 

Other instrumental error sources are generally not dispersive and in many cases cannot be 
separated from clock drifts. The temperature sensitivity of the calibrated electronics, with the 
new phase calibrator, should be less than 1 p s / C  Antenna deformation with gravity is largely 
repeatable leaving local site stability and changes in the antenna axis locations with thermal 
expansion as remaining concerns as we improve methods of solving for atmospheric parameters 
to correct the dominant atmospheric delay. 

Figure 1 
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Delay 
Bias ps 

8 
50 
4 
4 
1 

8 
44 

10 
14 

8 

Variable 
ps rms 

8 
5 
4 
4 
1 

1 
1 

4* 
14* + 

8* 

20 
17 
14 
11 
7 

Table 1 

~~ ~ 

Comments 
Peak-Peak=4xrms 

Random (COREL + FRNGE Accuracy) 
Constant + 10% Slowly Variable 
Quasi-Random 
Slowly Variable 
Quasi-Random 

List of Instrumental Error Sources in Bandwidth Synthesis VLBI 

Error Source 

ELECTRONICS: 
Correlator (1 deg.) 
BBC Filters (7 deg.) 
Spurious Signals (-40 dB) 
Intermodulation (-40 dB) 
Receiver Images (-50 dB) 
ANTENNA and FEED: 
Multiple Reflections 
Multiple Reflections in the Feed 

Out-of-focus Dispersion 
Cross-Polarization (-15 dB) on 

Cross-Polarization on pol. (10%) 

RSS (of Variable Portion of 

(Refl. = 0.1) 

unpol. Sources 

sources 

Error Sources) 

Notes: 11 All entries assume 360 MHz spanned bandwidth - those marked with * are independent of spanned bandwidth. 
21 + Error is zero for Haystack-Westford. 
31 Entries are current estimates only (AEER Mar 1991) 

Mostly constant but may vary with pointing and focus. 
Mostly constant but may vary with pointing and focus. 

Varies with focus and antenna deformation. 
Depends on difference in feed position angles. 

Depends on feed position angles at both sites 

360 MHz Spanned Bandwidth 
720 MHz Spanned Bandwidth 
360 MHz Haystack-Westford 
720 MHz Haystack-Westford 
720 MHz + Cross-Pol Calibration 



Correlation Errors 

Bandpass Offsets = 0.1 Degree 

Phase cal(10 KHz 1-bit she/cos) 
Extraction Errors = 0.2 Degree 

Phase Rotation Errors s 0.1 Degree 

FRNGE Program Accuracy sO.1 Degree 

Unequal Data Acceptance 
=l Degree 

Unequal Data Acceptance 
e l  Degree 

i 1P2 Bits out of Sync 
~ (VLBA spec. is 10'9) ~ 0 . 9  Degree 

10% with 10 Degree Dispersion 

10% with 10 Degree Atmos. Curvature 

1 Degree =8 ps nns in BWS with 360 MHz 

Table 2 
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The Mark 4 Data-Acquisition System 

A. R. Whitney 
A. E. E. Rogers 
R. J. Cappallo 

J. E. Hargreaves 
H. F. Hinteregger 

D. L. Smythe 

MIT Haystack Observatory, Wesflord, MA 01886 

Abstract 

Continued sustained progress in both astronomical and geodetic VLBI efforts demands ever-increasing sensitivity. Recent 
demonstrations of the feasibility of a fourfold increase in VLBAIMark IIIA data recording rates to the order of 143biVsec 
demonstrate the cost effectiveness of this approach to doubling existing VLBI sensitivity. Such a sensitivity increase 
could be crucially important for geodetic programs pushing towards 1-mm precision or incorporating hlmall transportable 
antennas on long baselines. 

A program is now in place, with broad support from many agencies, to upgrade existing Mark IIIA recording systems 
to 1024 MbiWsec. The main elements of this upgrade are 1) a new plug-compatible formatter with full Mark IIIA and 
VLBA compatibility, 2) upgrade of existing Mark III video converters to an 8-MHz channel bandwidth, and 3) upgrade 
of the Mark mA recorder to write 64 tracks at 16 Mbitslsecltrack. Once engineered, the upgrade cost of a Mark IIIA 
system to Mark 4 capability is expected to be relatively modest. Completion of a prototype Mark 4 system, including 
a 2-station VLBI experiment, is expected in early 1993. 

1. Introduction 

The progress of geodetic VLBI over the last decade has been truly dramatic. Following is a 
partial list of a few of the many advances that have been made: 

Distances between radio telescopes distributed widely over the world are routinely 
measured to the order of 1 cm, meeting and exceeding the original goals of the 
NASA Crustal Dynamics Project. As a result, the motion of tectonic plates, 
typically a few cm/year, has been measured directly for the first time, and a new 
goal of mm-level measurements has been set. 
Specially-instrumented and conducted R&D experiments in the fall of 1989 
showed measurement precision and repeatability of -3 mm on baselines 
thousands of kilometers in length. 
VLBI routinely provides the most precise measurements available of the earth’s 
rotation rate and spin-axis orientation. 

These advances have been largely fueled by a broad spectrum of technological advances. 
Among these are: 
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0 Routine use of the Mark III system beginning in the early eighties increased the 
recording bandwidth of VLBI data from 4 Mbitdsec of the Mark I1 system to 
more than 200 MBitdsec, improving the basic sensitivity of continuum 
observations by more than a factor of 7. 

0 Development of the Mark 111 and Mark IIIA 'correlators have allowed 
unprecedented volumes of VLBI data to be routinely processed. In the ten years 
from 1980, an estimated 3 million observations have been processed. 
Improved receiver systems with lower noise and wider-bandwidths 
Improved phase-calibration systems and cable-calibration systems to remove small 

Improved data-analysis techniques and software 
instrumental effects 

Though the advances both scientifically and technologically have been impressive, there is still 
much room for growth. In this paper, we will attempt to lay a sound plan for cost-effective 
continued growth in VLBI data-recording technology in the 90's based on the clear requirements 
of yet-increased measurement precision 

2. The Need 'for Greater Sensitivity 

As scientists continue to pursue ever more precise geodetic VLBI measurements covering more 
of the globe, the present VLBI system is being pushed to its limits. There are several reasons 
for this --among them: 

the push to mm-level baseline precision requires observing strategies which 
currently are marginally acceptable, specifically that many radio sources spread 
over large angles in the sky must be observed in quick succession 
an ideal spacing of radio sources across the sky is rarely achieved due to a lack 
of sufficiently strong radio sources in all areas of the sky 
due to the short observation time on each source, signal-to-noise ratios of the 
resulting observations are often too low to identify potentially-significant 
systematic trends in single observations 

Clearly, the potential set of natural radio sources which may be used by VLBI is futed in 
strength and location by Mother Nature. The ability of VLBI to use these sources is by and 
large set by the sensitivity of the VLBI equipment, which includes everything in the equipment 
chain from antennas to receivers to data-recorders. Since the number of usable natural radio 
sources increases steeply with a decline in the minimum usable source strength, the advantage 
of increasing system sensitivity is undeniable. A factor of two increase in sensitivity typically 
quadruples the number of usable natural radio sources. Such a sensitivity increase dramatically 
broadens the options open to the VLBI scientist. Depending on the goals of a particular 
experiment, either more sources may be observed in more optimum locations around the sky, 
or an existing set of sources may by observed for shorter periods of time in order to move 
around the sky more quickly. Alternatively, in certain cases, a set of observations may be 
carried out with smaller antennas. 
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3. The Means To Greater Sensitivity 

VLBI sensitivity may, in general, be increased in only three ways: 

Increase antenna size. For any given observation, the signal-to-noise n.~o 
increases directly as the geometric mean of the effective collecting area. 
Lower receiver noise. For any given weak-signal observation, the signa.!4o-naise 
ratio improves inversely to the geometric mean of the receiver temperatures. 
Increase bit-rate on tape. The signal-to-noise ratio improves essentially as the 
square root of the bit rate. Actual recorded bandwidth may be traded off against 
#bits/sample, but the SNR remains basically the same for a given bit mtc on tape 
for either the cases of 1 or 2 bits/sample. 

In the case of geodesy, the measurement precision of group delay is also reiated to the total 
spanned bandwidth as well as the signal-to-noise ratio. Recent expeiments have pushed the 
spanned-bandwidth of geodetic measurements to 10% of the observing frequency, which is 
approaching the practical limit. 

4. The Case for Increasing Recorded Bit Rate 

Of the three possible options to increase sensitivity, increasing the recorded bit rate is the most 
cost effective in the current climate of VLBI technology. The reasons are as follows: 

A recent demonstration has been made at MIT Haystack Observatory of a 1- 
Gbidsec recording capability using a VLBA recorder' very similar to the Mark 
IIIA VLBI recorder. This was done by simply adding headstacks to existing 
unused positions on the tape transport and then driving all heads simultaneously. 
The maximum bit rate was increased a factor of fourfold from 256 Mbitdsec to 
1024 Mbits/sec, increasing the overall fundamental sensitivity by a factor of 2. 
No new technology is involved. 
General consensus is that antenna costs increase roughly as the cube of the 
diameter. Even for small antennas, the cost of increasing the diameter by a factor 
of fi is likely to be in excess of $look, and often impossible for transpoxta0le 
systems; for large antennas, it is completely uneconomical. For zi SNR 
improvement of 2, the diameter of both antennas of a baseline must be increased 
by (/z in diameter, or a single antenna by a factor of 2. Also, additional costs 
must normally be incurred to make larger antennas slew with sufficient rate to 
support geodetic/astrometic schedules. 

'The VLBA recording system was designed by Haystack Observatory, under contract to the 
National Radio Astronomy Observatory, for use in the Very-Long Baseline Array (VLBA) 
project. It uses the same basic tape transport and headstack as the Mark I13A system, but 
employs significantly-modemized control and signal electronics; a number of new recording 
modes are available on the VLBA system, although it supports backward ccmpatibility with 
some modes of the Mark IIIA recording system. 
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Although receiver technology continues to improve, practical limits are being 
reached, particularly in wavelengths in the cm range. In any case, all VLBI 
receivers at every frequency would have to be improved by a large margin to gain 
the same benefit that increased bit-rate-to-tape will gain automatically for all 
frequencies. 

Of course, increasing bit rate on tape also imposes additional loads on correlators, which must 
also be taken into account. As a rule of thumb, correlators have been designed for a given total 
bit-rate throughput, so that increasing that data rate by a factor of 4 will in general cause the 
data throughput rate of a given correlator to drop by the same factor. Nevertheless, although 
it will be necessary to increase correlator capacity in order to keep up with an increased data 
rate, such comlator costs are virtually guaranteed to be smaller than the alternatives to gain the 
same basic sensitivity. 

5. The 1-Gbit/sec Feasibility Demonstration 

The VLBA recorder normally operates with a single headstack with a maximum formatted data 
rate of 256 Mbits/sec. However, the transport has positions for up to four headstacks, three of 
which are vacant for a standard VLBA recorder. For a special feasibility demonstration of very- 
high-data-rate recording, a standard VLBA tape recorder was outfitted with four standard 
headstacks to occupy all headstack-positions available on the Honeywell 96 tape transport. A 
standard VLBA formatter was used to drive the 36 tracks on each headstack at a bit rate of 9 
Mbitdsecltrack for a total of 1.296 Gbitdsec total data rate. With the normal formatting 
overhead of 918, this corresponds to a 1.152 Gbits/sec data rate for formatted VLBI data. Data 
were recorded for several adjacent passes on the tape to simulate a portion of an actual 
experiment. For compatibility with the Mark IIIA correlator, data was recorded in Mark IlIA 
format at 33,000 bits/inch along each track. 

Following recording of the data, the Mark IIIA correlator at Haystack was used to auto-correlate 
the recorded tape (in several passes) to verify the quality and validity of the data. All data were 
read properly and the processing through the correlator produced nominal results. 

6. The Mark 4 Data-Acquisition System 

Over the past dozen or so years, over 35 Mark I11 and Mark IIIA data-recording systems have 
been installed around the world. Most of the original Mark 111 systems have now been upgraded 
to the high-density Mark IIIA system, which provides for much higher-density recording but 
does not increase the maximum (formatted) recording-rate capability of 224 Mbits/sec. The 
original design of the Mark IIIA system envisioned an eventual upgrading of the design to 
accommodate much higher data rates as the required electronics becomes smaller, cheaper, and 
more reliable. With the definitive demonstration of 1 Gbit/sec capability on the similar VLBA 
recording system, the expansion path of the Mark IIIA system has also been validated. 
Accordingly, we propose to significantly upgrade Mark IIIA capability by quadrupling the 
maximum date rate to 1024 Mbitslsec. At the same time, a general upgrade of the recording- 
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system electronics will incorporate newer technology for higher reliability and lower 
maintenance costs. 

The Mark IIIA recording system uses exactly the same Honeywell tape transport and headstack 
assembly as the VLBA recorder used in the 1-Gbit/sec demonstration; therefore, the Mark IIIA 
data-recording system may be upgraded in a similar fashion to that demonstrated in the 1- 
Gbit/sec demonstration, provided the necessary formatter and write electronics are provided. 

The standard Mark IIIA data-acquisition-system configuration provides 14 video converters, each 
with independent upper and lower-sideband channels of 4 MHz bandwidth maximum each, for 
a total maximum bandwidth of 112 MHz. The existing formatter provides 28 channels of data 
at 1-bit/sample, at a maximum sample rate of 8 Mbits/sec/channel, for a total maximum date 
rate of 224 Mbits/sec. Two identical standard high-density headstacks are mounted in the Mark 
IIIA recorder, one headstack dedicated to writing and the other to reading. Of the 36 tracks 
available in each headstack, only 28 are used by the Mark IIIA system, each track independently 
carrying data from a single video-converter sideband. 

The following actions will be necessary to increase the maximum data rate of the Mark mA PO 
1024 Mbits/sec (more than factor of 4 increase): 

Increase the number of video-converters from 14 to 16; this will be done by 
utilizing an existing rack-mounted spare and adding one more video-converter to 
the rack. 
Increase the maximum bandwidth of a video-converter sideband to 8 MHz by 
replacing one of the existing unused (or seldom-used) internal filters with an 8 
MHz filter and changing the gain-compensation resistors. 

0 Design a new formatter with the following characteristics - 
0 Plug-in replacement for existing formatter 
0 32 channels @ 16 Msamples/sec (and lower rates) 
0 1 or 2 bits/sample 

0 support of many VLBA-compatibility modes 
. 0 channel-to-head cross-point matrix switch 

Replace existing write interfaces with VLBA-style read/write interfaces which use 

Use both existing headstacks for both reading and writing, for a total of 64 

Add necessary write electronics to support 64 heads 

the same heads for read and write 

available tracks 

The Mark 4 data-recording system will have the following characteristics: 
64 tracks at 16 Mbits/sec/track for a total of 1024 Mbits/sec formatted data 

0 Will use the same 16 micron-thick tape chosen by the VLBA: 
0 18000' of tape on standard 14" reel 
0 longitudinal density: 56,000 bits/inch/track 
0 tape speed: 320 ips (16 Mbits/sec/track) 
0 record time per pass: 11.25 minutes 
0 record time per tape (6 passes): 67.5 minutes 
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-95% SNR improvement over present maximum-data-rate Mark IIIA 
Full backward compatibility to all standard Mark IIIA operating modes, as well 
as compatibility with as many VLBA modes as possible 

Based on current projections, the estimated materials and services (only) cost per Mark IIIA 
system upgrade is: 

.New formatter $1OK 
Additional video converter $3K 
8 MHz filters (32 per system) $3K 
New write drivers $3K 
New read module $1K 

The only major new design work necessary for the upgrade to Mark 4 is the new formatter, 
which is estimated to require -2 man-years of engineering time. In the new formatter design 
we expect to also support many of the VLBA data-multiplexing modes currently unsupported by 
the Mark IIIA system, although we do not propose to support the ‘non-data-replacement’ tape 
format which is supported by the VLBA formatter. 

7. Compatibility Between Various Recording Systems 

The subject of compatibility between various VLBI data-acquisition system and correlators is a 
very complex one. In this section we will only attempt to summarize the salient similarities and 
differences of the various systems; a complete discussion is beyond the scope of this document. 
The major differences between the Mark IIIA, Mark 4, and VLBA system can be summarized 
as follows: 

the Mark IIIA has 14 video converters, each with a maximum.bandwidth of 4 
MHdsideband, supports only 1 bivsample, data-replacement format only, and 
maps data from one VC sideband to one tape-track (i.e. no data-multiplexing or 
‘barrel-rolling’), with a maximum data rate of 224 Mbits/sec on 28 tracks 
the Mark 4 has 16 video converters, each with a maximum bandwidth of 8 
MHdsideband, supports 1 or 2 bitdsample, data-replacement format only, 
support several modes of multiplexing, with a maximum data rate of 1024 
Mbits/sec on 64 tracks 
a single standard VLBA data-acquisition system has 8 video converters, each with 
a maximum bandwidth of 16 MHdsideband, supports 1 or 2 bits/sample, data- 
replacement or nondata-replacement format, many mode of multiplexing and 
barrel-rolling, with a maximum data rate of 256 Mbitdsec on 32 tracks; each 
VLBA station will (eventually) be equipped with 2 standard VLBA DAS’s; on 
special order, a VLBA DAS may be equipped with 14 VC’s 

Table I shows a comparison of the data-recording capabilities of the Mark IIIA, the Mark 4, and 
‘standard’ and ‘augmented’ VLBA data-acquisition systems. The major differences to note are 
numbers of channels and channel bandwidths. As you can see from an examination of Table I, 
there are many compatible modes between Mark 4 and VLBA, though the reader is referred to 
official VLBA documentation for a complete discussion of the capabilities of the VLBA DAS. 
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8. Proposed Plan of Action 

A straightforward, two-step plan is suggested for implementation of the Mark 4 recording 
system! 

0 Build a prototype system and test in a real VLBI experiment. A new 
formatter will be designed, and two existing Mark IlIA systems will be fullly 
upgraded to Mark 4 capability. A ‘full-up’ test experiment thenl will be 
conducted between two sites and the data processed on the correlator at Haystack 
Observatory. Estimated cost for this development and test effort is - $5OOK over 
two years. Multi-agency support is proposed to make this development cost 
effective for all applications. 
Develop a kit for upgrade from Mark IIIA to Mark 4. As in the past, 
Haystack will transfer the Mark 4 design to other interested colleagues in the 
U.S. and around the world, as well as to industry. Replication of the upgrade kit 
can be made by all interested parties. 

This strategy has proven effective in the past for several major VLBI sub-systems, and should 
prove equally effective in this case. 

9. Summary 

Achievement of significant improvements in geodetic measurement accuracy snd precision is 
closely tied to continued improvements in VLBI technology, including system sensitivity. Tihe 
most cost effective approach to improving system sensitivity is to increase the recarded VLlBI 
data rate. 

In this document, we have outlined a straightforward approach to improving Mark EIA 
sensitivity by a factor of 2 by quadrupling the maximum date rate from 224 Mbits/sec to 1024 
Mbits/sec. The path to this improved system is clear and surprisingly straightfurward. The cost 
is kept relatively modest through upgrading of existing hardware and software in most cases, and 
the technology is existing and well-proven. The result will be a system with signijkanfly 
enhanced capabilities at a small fraction of the cost of a new system. 

We have laid out a step-by-step plan of action to accomplish these goals, structured in r~ch a 
way so as to gain the maximum benefit of each element within the existing system as soon IS 
possible. Importantly, full backward compatibility is maintained to the existing Mark LIIA system 
throughout the Mark 4 development program. 

Since the usage of many VLBI systems is already shared between several agencies, a coordinated 
multi-agency program of support for the proposed upgrades would mutually benefit all, at a 
modest cost to each. 

13 



4 Msampledsec 
64 

128 

128 

256 

256 

512 

5 12 

1 bit t 2 bit 

14x2 112 16x2 128 

14x2 224 16x2 256 

14x2 224 16x2 256 

14x1 224 16x2 5 12 

14x1 224 16x2 5 12 

8x 1 256 16x2 1024 

8x 1 256 - - 

8 Msamples/sec 
1 bit t 2 bit 

I 1 bit 

tYit 16 Msampleslsec 

I 1 bit 
32 Msampledsec 

DATA-ACQUISITION-SYSTEM 
CApABnsry COMPARISON 

Mark IIIA 

# 
cham Mb/s 

14x2 I-- 112 

- I  - * 
- I  - 

Standard Augmented 

chans Mb/s chans Mb/s chans Mb/s 
~~ 

8x2 

8x2 

8x2 

8x2 

8x2 

8x2 

8x2 

8x1 
I I I  

'Standard VLBA - 8 video converters, 2 formatters, 2 recorders 
*Augmented VLBA - 14 video converters, 1 formatter, 1 recorder 

Table I 



The RF Bandwidth Upgrade: 
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Modifications to the standard S/X receivers and to the MkIII data acquisition terminal have 
been developed to increase the instantaneous RF and IF bandwidths to >700 MHz at X-band 
and to 240 MHz at S-band. This upgrade permits a doubling of the X-band spanned bandwidth 
of observation, and hence an approximately twofold improvement in the precision of the group 
delay observable. The hardware modifications include minor changes in the receiver i d  the 
addition of a new "IF3" module to the MkIII terminal. The modifications and new observing 
frequencies are fully compatible with the capabilities supported by the 10-station Very Long 
Baseline Array being built by the National Radio Astronomy Observatory. 

As of April 1991, the new equipment has been installed at 6 stations that regularly partid- 
pate in geodetic VLBI programs. Within the next year we anticipate that another 10 stations 
'will be upgraded. The wideband hardware was used during the October 1989 Extended R&D 
Experiment (ERDE) in a 5-station network (Haystack MA, Westford MA, Mojave CA, Fair- 
banks AK, and Pie Town NM) that produced VLBI data with repeatability of -1 rnm horizontal 
and -7 mm vertical [MacMillan and Ray, 19911. 

1. INTRODUCTION 

In the 22 years since the first "high-precision" geodetic VLBI experiments, the precision of the 
best VLBI measurements has improved by roughly three orders of magnitude, from a few meters 
[Hintemgger et a l ,  1972; Cohen and Shafer, 19711 to  a few millimeters [MacMiZlun and Ray, 19911. 
One of the critical elements contributing to this improvement has been increased precision of the 
geodetic observables themselves, including particularly the multiband delay, or group delay, which 
is the primary observable used in present-day geodetic VLBI. 

The current standard practice in geodetic VLBI is to record signals in several relatively narrow 
(a few MHz wide) frequency channels that are spread over a large RF frequency rznge (several 
hundred MHz). The standard error uT of the multiband delay depends on the overall signal-to- 
noise ratio SNR and the rms value Avrma of the channel frequencies w'o the following relation: 

In order to decrease a,, one must exercise one (or both) of the following two options: 

1. Increase the SNR. For a pointlike radio source, the SNR is proportionall to 
antenna temperature 
system temperature 

bit rate) x (integration time) . 
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Past efforts to increase the SNR through system improvements have concentrated on increas- 
ing the recorded bit rate (the MkIII system supports a maximum bit rate more than two 
orders of magnitude higher than that of the MkI system used in the early geodetic exper- 
iments), and on lowering the system temperature of the S/X-band receivers (the X-band 
system temperatures of our present receivers, which utilize cryogenically cooled HEMT or 
FET RF amplifiers, are a factor of 2-3 lower than those of older receivers employing room- 
temperature parametric amplifiers). These efforts continue, the most notable example being 
the MkIV system [ Whitney et al., 1991; Cappallo et al., 19911 now under development. 

2. Increase the rms bandwidth. In the earliest X-band geodetic VLBI observations that 
made use of the multiband delay [Hinteregger et al., 19721, the total spanned bandwidth was 
36 MHz, and the rms bandwidth was 12.3 MHz. Improvements in both RF and IF electronics 
in the years since then have permitted an increase in the bandwidth by roughly an order of 
magnitude. Further widening of the bandwidth is the subject of this paper. 

Equation (1) takes account of only the thermal noise contribution to the group delay error. 
There are a number of instrumental error sources in our geodetic systems that can further limit the 
delay precision [Rogers, 19911. All the instrumental errors listed in Rogers’s Table 1 are independent 
of SNR, but many (e.g., those listed under the “Electronics” heading) should be proportional to 
AV;:~. Hence the latter errors should be reduced by widening the bandwidth. 

The system improvements listed above (higher bit rate, lower system temperature, and wider 
bandwidth) may of course be used for purposes other than decreasing the group delay error of 
individual observations. For instance, smaller antennas may be employed without increasing the 
delay error. Or, one may trade off SNR for rms bandwidth: with the wider bandwidth, more 
observations of shorter duration can be scheduled in a given time span, thereby permitting better 
sampling of the atmospheric mapping function. 

The bandwidth upgrade described in this paper was designed for the S/X receivers and MkIII 
data acquisition terminals employed by the NASA Crustal Dynamics Project (CDP) in its observing 
program. The primary objective of the upgrade is to widen the X-band bandwidth of the receivers 
and MkIII terminals enough that the rms bandwidth of the observing frequencies can be doubled. 
Widening the S-band bandwidth is also an objective. 

The spanned bandwidths of the standard observing frequency sequences employed over the 
past decade are 360 MHz at X-band and 85 MHz at S-band. These values are close to the limits 
imposed by the equipment: The S/X receivers, as originally constructed, support a maximum 
spanned bandwidth of 400 MHz at X-band and 140 MHz at S-band, and the MkIII terminal has 
an upper limit of 400 MHz for the bandwidth of a single IF channel. As a concrete goal for the 
upgrade, we chose to double the X-band spanned bandwidth of the equipment, from 400 to 800 
MHz, and to increase the S-band bandwidth to 240 MHz. The X-band upgrade therefore entails 
changes to both the receiver and the MkIII terminal. 

In the next section we describe the hardware aspects of the upgrade. In section 3, we review 
the accomplishments to date, and discuss two problems that have been encountered. In the final 
section we speculate on the future. 
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2. METHOD OF IMPLEMENTATION 

Because the equipment changes necessary to widen the S-band bandwidth are trivial, we con- 

In addition to the usual considerations of cost and development time, the following goals were 

centrate in this section on the X-band upgrade. 

kept in mind during the design phase: 

0 Maintain cornpatability with existing geodetic systems. The desire for backward compatabil- 
ity argued against a change in the receiver LO frequencies. 

0 Make the RF frequency coverage compatible with that of the Very Lang Baseline Array 
(VLBA) being constructed by the National Radio Astronomy Observatory (NRAO). The 
VLBA will produce high-quality geodetic and astrometric results. Joint experiments between 
VLBA and CDP stations will be extremely useful for tying the two reference systems together, 
for filling in gaps in the geographic coverage of one or the other array, and for checking the 
performance of the two arrays. 

0 Minimize the extent of the changes to the receiver hardware. At most sites, it is far easier to 
make hardware changes (or repairs!) in the control room equipment than in the receiver. 

In light of these considerations, we chose to do the upgrade simply by expanding the frequency 
coverage at the upper end of the present S- and X-band ranges, without changing receiver LO 
frequencies or adding an additional IF channel in the receiver. At S-band, the only modification 
to the existing hardware that is needed is to replace the image rejection filter in the receiver with 
a wider-bandwidth model. At X-band, the upgrade is done in the following manner: 

1. In the receiver, replace a few of the components (image rejection filter, mixer/preamplifier, 
and IF amplifier) with wider-bandwidth components. Otherwise, make no changes in the 
receiver. The new RF frequency coverage is added at the upper end of the present range. 
Because the receiver mixer does an upper sideband (USB) conversion, the IF frequency range 
is also expanded at its upper end, from the present 100-500 MHz, to the upgraded 100-900 
MHz. 

2. Build a new module, poetically dubbed the “IF3” module, for the MkIII terminal. The 
purpose of the module is to make the upper portion of the wider X-band IF available to the 
MkIII video converters, whose input signals must lie in the range 100-500 MHz. 

With this arrangement, stations may switch from “wideband” observations to “standard” obser- 
vations (which use frequency sequences with pre-upgrade bandwidths), or vice verso, simply by 
reconfiguring the MkIII terminal, without having to make changes in the receiver. 

Table 1 gives the RF frequency coverage of the standard and wideband systems. The 100-MKz 
gap in the X-band wideband frequency coverage arises in the IF3 module (see below) - there is no 
such gap in the IF signal coming from the receiver. 
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Table 1. Frequency Coverage Supported by Standard and Wideband Geodetic 
Systems 

(All frequencies are in MHz.) 

System 

Wideband 
Standard 

S-band RF X-band RF S-band IF(*) X-band IF(*) 

2210-2450 8180-8580 & 8680-8980 190-430 100-500 & 600-900 
22 10-2350 8180-8580 190-330 100-500 

A slight conflict exists between the X-band frequency range of the wideband system given in 
Table 1 and that of the VLBA receivers. The advertised VLBA passband is 8000-8800 MHz. The 
3-dB passband.of the VLBA X-band filters is much wider, however: 7850-8950 MHz. Discussions 
with . N U 0  staff led us to conclude that the VLBA sensitivity should not degrade significantly 
between 8800 A d  8950 MHz, so we proceeded with the design as outlined above. 

The IF3 module functions much like one channel of the MkIII IF distributor, except that the 
former includes a mixer stage. Figure 1 shows a simplified block diagram of the IF3 module. The 
X-band IF signal from the receiver is first attenuated by the amount needed to bring the IF3 output 
level into the proper range for the MkIII video converters, and it is then amplified. Depending on the 
setting of a double-pole/double-throw (DPDT) switch, the signal is then either (1) down-converted 
in frequency by 500.1 MHz, or (2) bandpass filtered, with no frequency conversion. Option (1) 
converts the 600-900 MHz portion of the original IF to 100-400 MHz, which can then be passed to 
the video converters. Option (2) is included to allow easy changeover from wideband to standard 
frequency observations. Following the second pole of the switch, the IF3 signal is further amplified 
and then sent to a 4-way power splitter, from which the signals can be routed to the video converters. 
The 500.1-MHz LO, which is generated by a VLBA-style baseband converter oscillator designed 
by Alan Rogers (Haystack), is phase-locked to a 5 MHz signal from the MkIII 5 MHz distributor. 
The LO frequency is offset from an integral number of MHz in order to reject strongly the image 
phase cal tones in the mixing process. 

Not shown in Figure 1 are a digital interface circuit and a MkIII-specific Microprocessor Ascii 
Transceiver (MAT), which together allow computer control of the attenuator setting and DPDT 
switch state. They also permit remote reading of the output power level (measured with the 
square-law detector), attenuator setting, switch state, and LO frequency setting. In addition, they 
can control an external set of single-pole/double-throw RF switches that serve as general-purpose 
switches to change the input IF signals sent to individual video converters. The IF3 module may 
also be operated manually via front-panel switches. 

The 100-MHz gap in the X-band IF coverage, while unesthetic, has not proven to be a limitation. 
Most candidate frequency sequences considered for use with the wideband system have naturally 
contained a gap larger than 100 MHz in the appropriate frequency range. In order to eliminate the 
gap in the present 'design, the LO frequency would have to be dropped to 400 MHz, in which case 
spurious signals would appear in the IF3 output due to LO leakage and 3 ULO- URF harmonic mixer 
products. Other IF3 designs were considered and rejected as being too complex (two frequency 
converters) or as requiring modifications to the processing software that are too extensive (single 
high-side mixer stage). 

Table 2 lists the frequency sequences used in most pre-upgrade geodetic experiments (CDP, IRIS, 
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Figure 1. Simplified block diagram of the analog electronics of an IF3 module. 
Notation: BPF = bandpass filter, HPF = highpass filter, LPF = lowpass filter. 

19 



etc.) and in the wideband experiments conducted since 1989. The X-band wideband sequence is 
the same as the standard except that all frequency spacings have been doubled, and the sequence 
has been flipped upside down to accommodate the 100-MHz gap. We did not attempt to double 
the rms bandwidth at S-band because it is not possible to do so while both (a) keeping the sidelobe 
levels in the group delay resolution function sufficiently low, when only six frequency channels are 
used; and (b) maintaining a group delay ambiguity large enough (of order 200 ns) to ensure proper 
ambiguity resolution during periods of high solar activity. Because the S-band delay normally 
makes only a small contribution to the total error in the ionosphere-free delay constructed from 
the X- and S-band delays, the modest 53-percent increase in S-band rms bandwidth was deemed 
sufficient. 

S-band standard 
Channel freqs.( t) 2217.99 

I 2222.99 
I 2237.99 
~ 2267.99 
I 2292.99 
I 2302.99 

Table 2. Standard and Wideband S/X Frequency Sequences 
(All frequencies are in MHz.) 

Spanned bandwidth 
RMS bandwidth 

85.0 
33.1 

S-band wideband 
2220.99 
2230.99 
2250.99 
2305.99 
2340.99 
2345.99 

125.0 
50.7 

X-band standard 
8210.99 
8220.99 
8250.99 
8310.99 
8420.99 
8500.99 
8550.99 
8570.99 
360.0 
140.2 

X- band wideband (*) 
8212.99 
8252.99 
8352.99 
8512.99 
8732.99 
8852.99 
8912.99 
8932.99 
720.0 
280.4 

(*) In the CDP R&D experiments, the VLBA stations do not record X-band channels 4 (8512.99 MHz) 

(t) The channel frequencies are the sky frequencies corresponding to DC at baseband. They lie at the 
and 6 (8852.99 MHz). See Ray and Cony [1991] for details. 

lower edge of the channel bandwidth of 2 MHz (standard) or 4 MHz (wideband). 

3. PROGRESS AND PROBLEMS 

The bandwidth upgrade has undergone minor changes since its initial design in early 1989. The 
first IF3 modules did not include the computer interface or the DPDT switch. In addition, lessons 
learned with the early hardware led us to make some other, minor changes, which we describe later 
in this section. 

The first four upgrade kits (receiver hardware and IF3 module) were installed in July 1989 at 
the geodetic VLBI stations at Fairbanks (AK), Mojave (CA), Westford (MA), and Haystack (MA). 
Their installation was the final step in a series of system improvements made at  these sites during 
the first half of 1989. The other hardware modifications included: 

0 The phase calibrators in the receivers were replaced with new, more compact units designed 
by Alan Rogers. The output power of the new units is much flatter with frequency, and 
the temperature stability of the pulse epoch relative to the incoming 5 MHz is improved 
(< 2 ps/OC). In order to reduce further any drifts in the pulse epochs, the calibrators were 
enclosed in temperature controllers built by Bendix Field Engineering. 
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For those receivers whose internal air temperature is not well regulated, Bendix-built tem- 
perature controllers were added to the local oscillators to reduce the temperaturedriven LO 
phase drifts. 

In order to support “double-speed” (8 Mbps) recording, all 14 MkIII video converters at each 
site were outfitted with 4MHz video filters. 

Starting in July 1989, these four stations, together with the VLBA station at Pie Town (NM), 
participated in monthly, 24-hour-long, geodetic experiments organized by the CDP under the series 
name “R&D”. These experiments utilized the wideband frequency sequence of Tii,ble 2, with 4-MHz 
channel widths and double-speed recording, and a new observing schedule written by Arthur Niell 
(Haystack). This schedule emphasizes rapid and thorough sampling of all azimutiis and elevations 
at each site, including particularly the lowest possible elevations. Such sampling is achieved through 
extensive subnetting and by keeping individual scan durations no longer than needed to give delay 
standard errors of -20 ps. 

Shortly after the first stations were upgraded, two problems related to the upgrade were dis- 
covered in the correlator output from the fringe tests and initial R&D experiments: 

1. 

2. 

The fringe amplitude on all baselines dropped significantly above 8.6 GHz, with the largest 
drop at the highest frequencies. On non-Haystack baselines the rolloff was 29-30 percent, 
and on Haystack baselines it was as much as 50 percent. The performance of the Haystack 
feed and receiver, both of which differ from the CDP norms, was known to degrade above 
8.6 GHz, so weaker amplitudes on Haystack baselines at the higher X-band frequencies were 
expected. The 20-30 percent rolloff on the other baselines was not anticipated, however. 

System tests at Westford showed conclusively that the fault lay with the receiver/feed sen- 
sitivity, and not in the IF3 module (through which pass all signals whose sky frequency is 
above 8.6 GHz). Potential causes for reduced sensitivity are lower aperture efficiency (due 
to, for example, underillumination of the primary reflector by the feed or higher return loss 
within the feed) and higher system temperature. Further measurements zt Fairbanks, Mo- 
jave, and Westford showed both effects to be present, but the dominant one appeared to be 
higher system temperatures. Roger Allshouse and Hollys Allen (Bendix) have found that 
the cooled X-band HEMT amplifiers need to be retuned for optimum noise perfoirmance over 
the wideband frequency range. We are currently in the process of installling such retuned 
amplifiers at the R&D stations. Meantime we continue to study other sources of the higher 
system temperature and of the degraded aperture efficiency. 

Although certainly undesirable, a 30-percent drop in the fringe amplitude at the highest X- 
band frequencies is not a serious problem. For non-Haystack baselines, the worst-case rolloff 
causes the group delay standard error to be about 20 percent higher than it would be with 
no rolloff. 

Evidence of strong (-20 dB relative to phase cal) spurious signals, nearly coherent with the 
true phase cal tones, was seen in the correlator output for the lower X-band frequencies at 
non-VLBA sites. Checks at the stations confirmed these findings: when the receiver LO was 
unlocked, the X-band phase cal level measured at the MkIII terminal dropped by only -20 dB 
in the low-frequency channels. A spurious signal of this level can cause slow apparent drifts 
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of f6' in the measured phase of the phase cal tone. Over a 720-MHz spanned bandwidth, 
such a phase change corresponds to a group delay error of f22 ps. 

These spurious signals result from overdriving the receiver mixer/preamp when the phase cal 
pulse is on. (During the ~1 ns when each X-band pulse is on, the phase cal power exceeds 
the receiver noise by 10 dB or more.) Such signals were present in the receivers before 
the bandwidth upgrade, but at much lower levels. The upgrade hardware exacerbated the 
problem due to the doubled bandwidth (which increases the amplitude of the phase cal pulse) 
and, more significantly, due to poor design of the IF amplifier part of the mixer/preamp. As 
an interim fix, in September 1989 the spurious levels at the CDP stations were reduced by 
decreasing the RF gain ahead of the mixer/preamp, and by attenuating the X-band level out 
of the phase calibrator. Since then we have identified other mixers and IF amplifiers that can 
meet the goal of spurious levels >50 dB below phase cal with normal RF gain and phase cal 
levels. Such equipment was installed at Wettzell and Kokee Park when they were upgraded 
in early 1991, and the performance on the antennas has confirmed our lab tests. 

In October 1989, the five R&D stations conducted the 12-day Extended R&D Experiment 
(ERDE), which used the same frequency sequence and daily observing schedule as the monthly R&D 
experiments, but fit 12 days of observations into a 17-day span. The purposes of the experiment 
included: (1) with the best geodetic equipment available, determining baseline precision from 
repeated, intensive measurements over a short time span; (2) continuous monitoring of UT1 and 
pole position over multi-day arcs; and (3) providing a large, homogeneous data set for studies of 
the effect of the neutral atmosphere on geodetic VLBI measurements. 

The geodetic precision in ERDE is among the best ever achieved: MacMilZan and h y  [1991] 
find that the ERDE baseline repeatability is approximately 1 mm rms in the horizontal coordinates 
and 7 mm rms in the vertical. Ray and Corey [1991] analyze the precision of the ERDE group delay 
observables themselves, and find that the bandwidth upgrade did in fact improve the delay precision 
significantly. The precision of the highest-SNR observations is still limited by instrumental error 
sources, however. 

The monthly R&D experiments resumed after ERDE, and they continue today, but with a 
different set of stations. The R&D network as of April 1991 comprises Fairbanks, Mojave, Westford, 
Wettzell (Germany), Kokee Park (HI), and the VLBA station at Los Alamos (NM). 

4. THE FUTURE 

Upgrade kits for another 10 stations are presently under construction and will be available 
within a year. Because many non-CDP geodetic stations have MkIII terminals and S/X receivers 
of design similar to CDP receivers, the usefulness of the upgrade is not limited to CDP sites. We 
anticipate that, by the end of 1992, most geodetic observing will be done with a wideband frequency 
sequence. 

Further significant widening (by a factor of 2, say) of the instantaneous X-band bandwidth is 
easy in principle (simply double the bandwidths of the receiver components again, and build IF4 
modules for the MkIII terminals), but difficult in practice. Two receiver components that did not 
need major modifications for the upgrade described here, the antenna feed and the X-band RF 
amplifier, will almost certainly limit the effective bandwidth to well under 2 x 800 MHz if they are 
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not redesigned: At the edges of a 1600-MHz band, the gain of the present amplifiers will be low, and 
the noise temperature high; similarly, the feed return loss will likely be high, and the polarization 
purity poor. The amplifier problem is soluble, either with wider-bandwidth circuits or by using two 
pazallel X-band channels with center frequencies offset by 800 MHz. Broadening the feed bandwidth 
will probably be more difficult. Most feeds show good performance only over a bandwidth of -10 
percent of the center frequency. A technically simple but operationally nightmarish solution is to 
move the X-band channel up to 15-16 GHz, where 1600 MHz is a 10-percent bandwidth. Not 
only would such a change cause serious backward cornpatability problems, but also the aperture 
efficiency at 16 GHz on many geodetic antennas is poor. A less drastic solution may be to add 
an “outlier” frequency channel to the receiver, close enough to our present X-band frequencies to 
allow estimation of a single group delay, but far enough removed to make the feed design feasible. 
In any event, feed design will surely be a major part of the next bandwidth upgrade. 
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cially Alan Itogers, for important contributions to the design of the upgrade; the staffs at the Fairbanks, 
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The Mark 4 Correlator System 

R J Cappallo, A R Whitney, A E E Rogers, C J Lonsdale, and E F 
Nesman (AU at: MITHaystack Observatory, Westford, MA 01886) 

The development of the Mark 4 VLBI data-acquisition system, with 
data rates up to 1024 Mbits/sec, requires the complementary 
development of a new correlator system to take advantage of its 
many new capabilities. In order to process data from the Mark 4 
recording system, a correlator will be constructed to meet the 
following design goals: 

1. A baseline-oriented architecture similar to the Mark ILIA 

2. A new playback-machine design based upon the VLBA transport, 

3. Expansion from 28 to 32 tracks per tape drive. 
4. New correlator modules which are based on the widely-used 

‘Bod correlator chip. Module cost will be lowered by 
incorporating modern gate arrays, semi-custom IC’s, and 
microprocessors. 

5. Improved modelling capabilities to further reduce any systematic 
errors. 

6. Operation at data rates up to 32 Mbits/sec/channel. 
7. Compatibility with Mark IIIA, Mark 4, and some VLBA-format 

8. Significantly-improved . computer support utilizing the Unix 

9. Full real-time capability integrated into the design in anticipation 

correlator. 

which was developed by Haystack. 

modes. 

operating system on a modern platform. 

of real-time VLBI processing in the future. 
10. Improved hardware reliability and ease of maintenance. 

Design and development work are expected to extend approximately 
3 years, with the first operational systems to be placed at the U.S. 
Naval Observatory and Haystack Observatory. 
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THE VLBA AS A NEW TOOL FOR GEODESY 

R. Craig Walker 
National Radio Astronomy Observatory * 

Socorro, NM 87801 

VLBA OVERVIEW 
The Very Long Baseline Array (VLBA) is a major new national facility for astronomy, 

It is being built by the National Radio Astronomy Observatory (NRAO) with funding from 
the National Science Foundation. The primary use of the VLBA will be for high resolution 
imaging of high brightness radio sources in order to study their structure and evolution. 
The VLBA is also expected to serve as a premier instrument for astrometry. Since the 
techniques and requirements of astrometry and geodesy are essentially the same, the VLBA 
will also be a powerful instrument for geodetic applications. Astrometric and geodetic 
requirements on the performance and stability of the instrument are, in many ways, stricter 
than those of pure imaging and have therefore set many of the design specifications of the 
VLBA. 

The VLBA will consist of 10 antennas on United States territory plus an Array Op- 
erations Center (AOC) in Socorro, New Mexico. The antennas are 25 M in diameter and 
will be outfitted with receivers and feeds for observing in 9 bands between 327 MHz and 
43 GHz. The observing band can be changed in seconds by rotating the subreflector. The 
antenna structures are sufficiently stiff for use at 86 GHz and systems at that frequency 
will be added eventually, although pointing improvements will be required. Each site will 
be outfitted with a hydrogen maser and a VLBA tape recording system including 2 tape 
drives. The computer at each site will control the antenna pointing, the electronic con- 
figuration, and the tape system. It will follow schedules distributed from the operatiocs 
center and will be monitored from that center. Each site will have a minimal local staff of 2 
people and will be operated unattended most of the time. The local st& will change tapes 
and maintain the site and equipment. Any serious problems will be handled by module 
swaps and infrequent visits by staff from the AOC. In order to limit tape changes to once 
per day with 2 drives, long (thin) tapes will be used which allow the recording of 12 hours 
of data per tape at the nominal rate of 128 Mbps. 

Most of the personnel and activity of the array will be located at the AOC. The 
antennas will be controlled from there mainly by means of preplanned schedules, although 
some limited interactive use is possible. The array will be monitored around the clock by 
operators at the AOC. The maintenance labs and a staf€ of engineers and technicians will 
also be located there. Modules will be repaired there and most problems that occur on 
the array will be diagnosed from there. As with all NRAO instruments, development of 
new equipment will be spread among the NRAO sites. The AOC is located in Socorro in 

* The National Radio Astronomy Observatory is operated by Associated Universities, 
Inc. under cooperative agreement with the National Science Foundation. 
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order to combine operations with the Very Large Array (VLA) which will remain NRAO’s 
largest instrument. 

A major component of the operations center will be the correlator. A large correlator is 
required to keep up with the array since the array will be observing full time and will often 
work in conjunction with other telescopes. The VLBA correlator will have 24 input tape 
transports and be capable of correlating all baselines for a 20 station experiment. It will 
have subarray capabilities that allow almost any combination of smaller experiments with 
a total of up to 20 stations. The inevitable processing inefficiencies caused by experiments 
that require more than one pass or by problems with correlation must be balanced with the 
faster-than-real-time processing that is allowed by playing tapes at twice the normal record 
rate and by correlating more than one experiment at a time. The correlator architecture 
is of the innovative FX type first used in a major instrument by the Nobeyama mm Array 
in Japan. In an FX correlator, the input data are Fourier transformed on input to form 
voltage spectra which are then cross multiplied channel by channel. For a large correlator 
with many spectral channels and many stations, this architecture requires considerably 
less electronics than the standard XF architecture used on all previous VLBI correlators. 
The FX architecture has the additional advantages that it is relatively easy to avoid the 
fringe rotation and delay stepping losses often associated with VLBI. 

Most of the data processing facilities and scientific staff associated with the VLBA 
will be located in the AOC, although there will be related facilities on a smaller scale in 
Charlottesville, Virginia at the NRAO headquarters. The data processing facilities will be 
some combination of workstations and much larger number crunching machine(s) which 
has not yet been specified exactly. The purchase of this equipment has been postponed 
as long as possible in order to get the most compute power for the money in this rapidly 
changing market. The data processing will be done with the same software and on the 
same machines as for the VLA. 

The VLBA, as all NRAO instruments, will be operated as a national facility open to 
all users regardless of institution or nationality. Observing time will be assigned on the 
basis of scientific proposals reviewed by outside referees. The staff has no special access to 
the instrument for scientific purposes, although time is assigned outside the review process 
for instrumental tests. The VLBA will present a special challenge for scheduling relative 
to other NRAO instruments because, with both astronomy and geodesy, it will support 
two very different kinds of science. Direct ranking of proposals will be difficult. Since 
the VLBA is being built and operated with funding designated for astronomy at NSF, 
astronomical projects are likely to be favored. This could modified if the geodetic funding 
agencies were to contribute to operations. 

The astronomical and geodetic communities have rather different scientific styles which 
are likely to require that different criteria be used to rank proposed observing projects. 
Astronomers tend to do complete projects individually or in small groups. Each astronomer 
is involved in taking the data and analyzing it. There is relatively little sharing of data at 
stages prior to publication. The geodetic VLBI community tends to have large operational 
groups that gather large quantities of data in regular observing programs. They do the 
initial editing and calibration of these data and enter them into data bases containing 
essentially the whole history of geodetic VLBI. These data bases are then shared by a wide 
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range of scientists for a variety of purposes. The same data might be used by different 
persons to study tectonic plate motions, tidal effects, general relativistic light bending, 
better processing algorithms and many other topics. While bhe priority of an astronomical 
observation can be evaluated on the basis of the expected end product of that observation, 
a geodetic project may have to be evaluated more on the basis of its contribution to the 
overall effort. 

More information about the VLBA can be found in Kellermann and Thompson (1985). 
Technical details can be found in the VLBA Project Book which is available from the VLBA 
Project Office in Socorro, NM. 

SPECIAL FEATURES FOR GEODESY/ASTROMETRY 

The design of the VLBA was influenced in many ways by the requirements for the high 
accuracy delay measurements used in geodesy and astrometry. Some of the specifications 
driven by these needs are: 

1. Low Elevation Limits. For imaging and most astronomical applications, there is 
little need or desire to observe at elevations much below about 10 degrees. At such low 
elevations, the atmosphere distorts the amplitudes and phases so much that the data are 
of relatively little use. The VLA, for example, has an elevation limit of 8 degrees and this 
causes little complaint. For high accuracy work, however, the atmosphere is one of the 
major limiting factors in the ultimate accuracy of the observations and it is widely believed 
that observations at very low elevations are important in calibrating the atmosphere (see 
other papers in this volume). For this reason, the VLBA antennas were designed to reach 
an elevation of just over 2 deg. This required the use of a large axis offset and a somewhat 
asymmetric support structure that might not have been used otherwise. Low horizons 
were also among the selection criteria for VLBA sites. 

2. High Slew Speeds. The VLA has maximum slew speeds of 20 degrees per minute 
in elevation and 40 degrees per minute in azimuth. Imaging applications on the VLBA 
would be well served by such slew speeds and the original design concept did no better. 
However the desire of geodetic and astrometric observers to obtain observations all over 
the sky in the minimum possible time drove the project to specify higher speeds. The 
final specification is 40 degrees per minute in elevation and 90 degrees per minute in 
azimuth. Even higher speeds were advocated by some in the geodetic community, but the 
VLBA engineers felt that this was the maximum possible without considerable increase in 
complexity and without compromising the tracking accuracy. 

3. Dual Frequency S/X System. Accurate delay measurements require calibration 
of the ionosphere. This can be done very well if delay measurements are made at two 
well separated frequencies, thanks to the dispersive nature of the ionospheric delay. The 
geodetic community has traditionally used the S/X combination (13 and 4 cm wavelengths) 
established by the availability of that combination on NASA deep space tracking antennas. 
The VLBA has the ability to observe simultaneously in the S and X bands. On the VLBA 
antennas, the feeds and receivers for all frequencies above 1 GHz are arranged in a circle 
at the cassegrain focus so that the observing band in use can be changed by rotating the 
asymmetric subreflector. For dual frequency observations, a dichroic plate is fastened over 
the 13 cm feed. This plate passes the 13 cm radiation, but reflects radiation at 4 cm to an 
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ellipsoidal reflector positioned over the 4 cm feed. Thus both frequencies can be observed 
simultaneously when the subreflector is positioned over the 13 cm feed. 

The dichroic/ellipsoid system causes a loss of sensitivity at both 13 and 4 cm of 
about 15 to 20 percent. The 4 cm band is the one at which some of the most sensitive 
astronomy observations can be made using the VLBA in conjunction with the VLA, the 
Deep Space Network and other stations. Therefore, the ellipsoid has been attached to a 
positioning device that allows it to be moved out of the way when not required so that 
4 cm observations can be made with full sensitivity. However, the dichroic plate is not 
designed to be moved so single frequency astronomy observations at 13 cm will always 
suffer a loss of sensitivity. 

Other frequency pairings are possible given the layout of the feed circle. None are in 
the construction plan, but some might be installed at a later date. At the moment, the 
ones thought to be of most interest are between the 43 GHz or 86 GHz systems and lower 
frequencies between 8 and 22 GHz. Here the primary purpose would be to try to extend 
the coherence time at the high frequency. However there may be interest in doing geodetic 
observations with other pairs. The planned 12-15 GHz receiver, for example, spans a far 
wider bandwidth than the 4 cm system so it might prove to be of interest for bandwidth 
synthesis. 

4. Number of Channels. The VLBA proposal calls for 4 independently settable chan- 
nels - the same number used in the VLA. It was proposed that bandwidth synthesis be 
done using frequency switching. This keeps the hardware and imaging software relatively 
simple aad saves the cost of many Baseband Converters (BBC’s - equivalent to Mark I11 
Video Converters), a fairly expensive item. Under pressure from the geodetic community, 
the design waa modified to include 8 BBC’s, thought to be the minimum that would allow 
bandwidth synthesis to be done without frequency switching. For the extra wide spanned 
bandwidths that have come into use since the design was set, 8 BBC’s is only adequate 
without frequency switching if the single band delays are used. A viable observing mode 
for VLBA geodetic observing is proposed in a later section. Joint observations with Mark 
I11 stations are likely to require frequency switching, as is now done when VLBA sites 
participate in the CDP R&D observations, until the Mark IV upgrades provide wider 
individual ch ine l  bandwidths. 

5. Cable Measuring System. Traditional imaging observations only constrain the 
phase stability of the antennas in the sense that the maximum possible coherence time is 
desired while tracking a source. There is little concern about being able to relate phases 
or delays measured on different sources. For such observations, if the delay through the 
cables between the receivers and the samplers changes as the antenna moves, there is 
little problem as long as the changes are not excessive. This is not true for geodetic 
and astrometric observations (or even for phase connection imaging) where results from 
observations of many sources all over the sky are used to get antenna and source positions. 
For these observations, it is important to both minimize the cable delay changes as the 
antenna is moved and to measure the changes that do occur. The VLBA system measures 
the electrical length of the cable that carries the LO signals from the site building to the 
receivers. This LO system will also be the source of the signals that drive the phase cal. 
system so the monitoring system is equivalent to the cable cal system associated with the 
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phase cal system on the geodetic antennas. 
6. Phase Stable Cable Wrap Design. A number of things have been done to try to 

stabilize the electrical lengths of the cables from the site building to the receivers and 
associated electronics. The cables are protected from the sun and special high-stability 
cables are used at the elevation and azimuth wraps. The worst problems typically occw 
at the azimuth wrap since it must cover about 6 times the angular range of the elevation 
wrap. There a special “watch spring” design is used to avoid cable twists. The results of 
these efforts show up in the range of cable lengths measured during observations. They 
are typically much lower than that seen at typical geodetic sites. 

7. Phase Stable Electronic Designs. At all  stages of the signal path, attention has been 
paid to phase stable designs. Also efforts have been made to maintain stable operating 
environments. In the original design efforts, some engineers felt that, by being careful, the 
phase stability could be made to be sufficiently good that use of a phase cal system would 
only introduce added noise. This is no longer being relied upon, but efforts are still being 
made to make the system as stable as possible. While much success in this area has been 
achieved, this is an area where much testing remains to be done and where improvements 
will undoubtably be made. 

8. Multi-tone-per-Band Phase Cal. The final VLBA phase cal system is still under 
design, partly because of the earlier feeling that it might not be needed. One of the 
capabilities that it will have is the ability to measure several tones per band. This will 
allow the single band delays to be related directly to the multi-band delay, a necessary 
condition if 8 channels are to be used effectively for bandwidth synthesis observations with 
the widest spanned bandwidths. The system will deviate from the Mark I11 system in that 
the phase cal phases will be measured at the antenna, not in the correlator. This decision 
w d  driven by details of the correlator design that made measurement at the correlator 
difficult. It has the advantage that the detected phase cals can serve as a very good 
diagnostic of system performance during observing. However it has the effect that extra 
effort will be required at the correlator to measure the phases from non-VLBA antennas 
unless on-site measuring schemes become more widespread. 

9. Accountable Correlator Model. In order to do high accuracy work, especially when 
combining results fiom many observations, it is necessary to know exactly what has been 
done to the data. In the language of the geodetic community, it must be possible to recover 
the raw observables - the delay, delay rates etc. For imaging, this is not so necessary as 
one works with the residuals. The VLBA data system will maintain a record of results of 
the model used on the correlator so that it can be removed to get the raw observables to 
high accuracy. Unlike the current Mark III/geodetic system, the raw observables are not 
kept explicitly because imaging is still expected to be the dominant work on the array and 
a great deal of model recalculation can be saved by storing the residuals. 

THE VLBA AS A GEODETIC TOOL 

In addition to the above listed special features for geodesy, the VLBA has a number 
of properties that are useful for geodetic observations. 

With 25 m antennas and receivers with system temperatures typically between 30 and 
40 degree K, the VLBA systems are very sensitive relative to most other geodetic systems. 
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The typical system equivalent flux density (SEFD) is on the order of 350 K at S and X 
bands with the dual frequency system in place (better for single bands). It should be 
possible to do geodetic observations with 90 sec scans with the same SNR that is now used 
for the NASA R&D runs with sources as weak as 0.2 Jy. There is a flat spectrum source of 
this strength approximately every 4 degrees on the sky which would give much enhanced 
scheduling flexibility. A VLA project is already in progress identify and get good positions 
for thousands of such sources for use as calibrators by MERLIN and VLBI (Patniak et 
al., 1991). The high sensitivity of the VLBA should also make the antennas useful base 
stations for use with small mobile systems. Sensitivity is an area where improvements will 
continue to be made since it is an area of great concern for astronomy. While the VLBA 
antennas are very sensitive by geodetic standards, they are rather small by the standards 
of the astronomy community so there will always be great demand for improvements. 

With 10 antennas, the VLBA can provide a large number of FLINN sites well equipped 
for VLBI and able to host other types of observations. The positions of the antennas will be 
known and monitored both by the VLBA st& and, most likely, by the geodetic community. 
The sites have maser based time keeping, power, a secure fenced yard and a building that 
can house some equipment for visiting groups. For use as FLINN sites, monuments would 
have to be installed in the vicinity and surveyed relative to the antenna. Geodetic grade 
GPS equipment would have to be installed. The current GPS receivers are intended for 
timekeeping only. It would be desirable to have regional GPS experiments done near each 
antenna to determine any local motions of the antenna relative to the surrounding territory. 

The large correlator should allow classes of experiments that are not considered today. 
It seems that a 7 station experiment is now considered large for geodetic work. In astron- 
omy, a 7 station experiment is already considered small and experiments twice that size are 
common. Larger experiments give far more source information and much improved station 
calibration. It seems reasonable to assume that some of the same advantages will be seen 
for geodetic observations as they get larger. With the large correlator, such experiments 
will not impose a strain on the correlation resources, as they do today. 

The VLBA recording system will use a barrel roll mechanism to avoid total loss of 
any single channel if a recording track fails. This can happen, for example, when a head 
clogs or fails. For the barrel roll, the channel-track assignment will change each frame. 
If a track is lost, the integration time on several channels will be reduced, but no single 
channel will be lost completely. This preserves the frequency sampling required for the 
bandwidth synthesis. 

There are also some complications for geodetic observations imposed by the VLBA 
design. 

The limitation to 8 channels will require that experiments with the VLBA be done 
somewhat differently from ones done with Mark I11 sites. The observing mode proposed 
below relies on use of wide individual bandwidths which may not be available at other 
sites, at least until the Mark IV system is available. Until then, either frequency switching 
on the VLBA, or multiple Mark I11 bands within a VLBA band (a mode that may be 
supported on the VLBA correlator) must be used. 

The decision to detect phase cal at the stations will complicate processing of experi- 
ments involving Mark I11 systems that have not been modified for on-site detection. An 
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extra pass through the correlator, or some loss of observing time, must be used to detect 
phase cal tones. 

PROPOSED GEODETIC OBSERVING MODE 
After a study of possible observing modes for geodetic and astrometric observations, 

Walker (1990) proposed a mode for use with the VLBA system. This mode provides 
high sensitivity, little problem with ambiguities, and uses only 8 BBC’s without frequency 
switching. In this mode, individual channel bandwidths of 16 MHz would be used with 3 
channels at S band and 5 channels at X band. The spanned bandwidths would be at least 
as great as those used in the CDP R&D runs which are 125 MHz at S band and 720 MHz 
at X band. At least 2 phase cal tones would be detected in each channel in order to relate 
the single band and synthesized delays. 

The maximum delay sidelobe in the delay synthesis can be kept below about 70 percent 
with the 3 channels at S band and 5 at X band with the R&D spanned bandwidths if the 
single band delays can be used to constrain the delay to better than about 30 ns. With 16 
MHz channels, this will be possible with SNR’s above about 5, which is lower than would 
ever need to be used for geodesy and would allow astrometric observations of rather weak 
sources of astronomical interest. Since the single band delays are not subject to delay 
ambiguities and are used to constrain the synthesized delay to one of the passible values, 
there should be no problem with delay ambiguities. 

In the above observing mode with 1 bit digitization, the record rate is 256 Mbits per 
second. This is twice the rate that can be sustained by the VLBA recording system and 
still meet the 12 hours per tape constraint imposed by the small staff at each station. This 
is not a problem if the tape is stopped half the time. The sensitivity of the systems will 
probably cause geodetic observers to use the shortest possible scan lengths cansistent with 
reliable playback, perhaps 60 or 90 seconds. Slews to new sources will probably also take 
about this long on average. If the tape is stopped during the slews, the tape consumption 
rate will stay within the required bounds. 

CONSTRUCTION STATUS 

The following list gives the status of each antenna of the VLBA as of June, 1991. 
Pie Town: The antenna near Pie Town, New Mexico, was the first constructed and 

is still the test site. Any equipment developed for the VLBA is installed and tested first at 
Pie Town. Pie Town was also the site used with the CDP R&D experiments until recently. 
It participated in the intensive session in Oct 89 and produced some very good results as 
are described elsewhere in this volume. Recently, the main VLBA site used for the CDP 
has been moved to Los Alamos to free Pie Town for other testing. 

Kitt Peak: Kitt Peak, Arizona, has most of the final receivers and other hardware 
and is fully staffed. ’ 

Los Alamos: The antenna at Los Alamos, New Mexico is also has most of the final 
equipment and is fully staffed. Los Alamos is now the primary VLBA antenna participating 
in the CDP programs. 

Fort Davis: The major concern at the Fort Davis,, Texas, site recently has been to 
obtain an accurate baseline between the old George R. Agassiz antenna and the VLBA 

31 



8 

antenna. This now seems well in hand after a few teething problems. The site is now fully 
staffed and outfitted with most of the final equipment. 

North Liberty: This site, located at the old North Liberty Radio Observatory 
grounds in Iowa, is in operation with many of the final receivers and both VLBA and Mark 
I1 recording systems. However Mark I11 observations are still limited by the presence of 
only 2 BBC’s. The second site technician has just been hired and is in training. 

Owens Valley: The VLBA antenna in the Owens Valley is located very close to the 
Owens Valley Radio Observatory. First fringes were found very recently. The antenna is 
being used to cover the VLBI Network Mark I11 observations in June 1991. 

Brewster: The Brewster, Washington antenna is complete and astronomical testing 
has just begun. 

Hancock: Erection of the antenna in Hancock, New Hampshire is nearly complete. 
Electronic outfitting will begin soon. 

St. Croix: The Virgin Islands antenna is being erected. The structure is complete 
and some surface panels are in place. 

Mauna Kea: The road, building, and antenna foundation are under construction at 
the last site in Hawaii. Antenna erection should begin soon after the eclipse in the summer 
of 1991. This antenna should be ready for initial operations by mid 1992. 

As of the Fall of 1991, Pie Town, Kitt Peak, Los Alamos, Fort Davis and North Liberty 
should have sufficient equipment to do geodetic style observations. Owens Valley will have 
sufficient BBC’s but will not have an S band system. 

The AOC is mostly complete and has been occupied for about 2.5 years. When 
initially occupied, a significant amount of space was left unfinished. That area is now 
being completed and will be occupied soon. 

The correlator is moving forward rapidly now that problems with the custom chip have 
been overcome. The chip problem was a design flaw in the commercial part of the chip as 
provided by the manufacturer and affected a number of customers besides NRAO. In the 
end, the NRAO project had to be moved to a different gate array product. Essentially all 
of the hardware has now been purchased and much has been assembled. First fringes are 
expected during the summer of 1991. A significant subset of the correlator (minimum 7 
station, 2 channel, but probably much more) will be carefully checked out in Charlottesville 
and then shipped to the AOC in very early 1992. Correlator operation will ramp up during 
1992 to the point where, by late in the year, most VLBI Network experiments and all pure 
VLBA experiments will be processed in Socorro. 

VLBA construction funding ends after 1992. By the end of that year, the instrument 
should be very close to full operation with all hardware in place. 

CONSTRUCTION ZONE 

During the construction and checkout phase of any instrument, attempts to do routine 
observations can be difficult because of incomplete equipment and performance problems 
that have not yet been identified or fixed. Also operations procedures and software are 
incomplete and staffing is below final levels. Most of the staff that is available is more 
concerned with the on-going construction than with operations. For most instruments, 
this is obvious to early users. The VLBA has been in something of a special position 
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in this regard. As VLBA antennas come into operation, they are inseztcc into ongoing 
Network and CDP operations where most of the other participating obso:aatoi,l..ies axe we2 
“broken in”. The users schedule the VLBA antennas and wait for data t o  a.rsive without 
really being aware of the construction project. They tend to expect the same level ~f 
reliability as at other stations, which just does not happen. As a result there is mu& 
frustration, We only ask that early VLBA users be patient. Smooth, reGable, routine 
operation is the ultimate goal; it will come in time. 

SUMMARY 

The Very Long Baseline Array will be complete in less than two yesrs. It will be a 
major new instrument for astronomy and has the potential to make major contributions 
to the worldwide geodetic effort if properly used. Initial experiments with Pie Town have 
shown some of the geodetic potential of the eventual instrument, if a bit pilinklly because 
they were done context of the construction project. Soon the full potential should begin to 
be apparent as several VLBA sites are sufficiently equipped for geodetic observations and 
the VLBA correlator becomes available with the capability to process recordings made in 
the VLBA modes. 

There are a number of ways in which the VLBA can contribute sigp,ificcntly to the 
geodetic efforts: 

1. It is the natural instrument with which to maintain the source CELtdQgS used for 
geodetic observations, Source structures can be monitored and the necessary astrometry 
can be done. The source catalogs can be extended through projects to ii~vestigate large 
numbers of possible candidates. All of this work is very close to the rnair, astronomical 
goals of the Array and will fit in very well. 

2. The VLBA can provide up to 10 FLINN sites well equipped for LEI m d  able to 
host observations of other kinds. 

3. It is expected that very frequent, short observations will be d o x  f ~ r  purposes of 
array calibration. With appropriate communication and experiment desigp, these obserm- 
tions might be able to contribute to such routine projects as monitoring of UT and polar 
motion. 

4. The VLBA sites can serve as base stations for regional experimmto using mobile 
systems, as long as such observations do not require too large a fractio3 of the totd 
observing time. 

5. The VLBA should be very good for experiments that test observing methods in the 
ongoing efforts to improve the accuracy of VLBI. The combination of the high sensitivity, 
low elevation limits, high slew speeds, multiple observing bands, and mnticuoiis operation 
make possible experiments that would be difficult or impossible elsewhere. 

6. The VLBA will have a very large correlator which could be used to P ~ Q C ~ S S  ex- 
periments that use far more antennas than is typical in current experiments. It will he 
interesting to see if geodetic observations profit from large numbers of staticns to anywhere 
near the extent that is seen in imaging observations. 

The challenges that must be overcome to obtain the best possible use o? the VLBA 
for geodetic applications will be both technical and organizational. Tedmica’lly, the best 
methods to obtain geodetic observations with a system optimized for astronomy mcst he 
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found. This will be most difficult when experiments are done between Mark I11 sites that 
don’t have the wide channel bandwidths of the VLBA and VLBA sites that don’t have the 
large number of channels of the Mark 111. The organizational issues involve the allocation 
time between very different kinds of science performed by communities with very different 
scientific styles. As always in this time of limited and strained budgets, the greatest 
challenges are likely to involve funding. None of these challenges appear especially difficult 
so the VLBA should make a strong contribution to geodesy over the next few decades. 
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Present Status of the K-4 VLBI System 

bY 
H. Kiuchi, S. Hama, J. Amagai, Y. Abe, Y. Sugimoto, F. Takahashi atid N.MawagucBi* 
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1. Introduction 
A new data acquisition system, called K-4, has been developed by th ComarauOications 

Research Laboratory (CRL, Japan) as the next generation VLBI system. We had developed K-1, 
K-2, K-3 VLBI systems and K-3 system succeeded to measure the plate motion. In $4 system, 
the adoption of a rotary-head type mrder using a casseffe tape makes the system smaller and 
easier to operate. The K-4 is a compact VLBI terminal, one forth in weigb4 one fifth in size of 
Mark-IU and K-3 system. The K-4 system can be used as fully compatible on output data with thc 
Mark-III and the K-3 VLBI system by using Input and Output Interface Units. The measured 
coherence loss of the K-4 system is less than 596, which shows that the K-4 system p e ~ o m  well 
enough for the VLBI experiments. It was confirmed that the geodetic result oti ahe 55km baselk 
(Kashima-Tsukuba) of the K-4 system agreed with that of K-3 system, within a discrepancy of 
only a few millimeters in vector. In 1990, this system had been operated 31 h.trmtica, and the 
good geodetic results ware obtained(l). 

2. The K4 system 
The K-4 VLBI system is being developed at the CRL as the next-generation system. In this 

system a rotary-head type recorder using a cassette tape (American National Standad E9 anm Type 
ID-1 Instrumentation Digital Cassette Format) is adopted for making the system smaller and easiea 
to be operated. The interfaces were designed to be compatible with that new molder. Two 
Interface Units are used to get compatibility with other VLBI equipments, hput Interface Unit is 
established between the Video Converter and the Recorder and Output Interface Unit is established 
between the Recorder and the data processing system. We make the system smaller, the functions 
necessary for the observation and those necessary for the data processing am housed in separate 
units. The K-4 system consists of the following five equipments; (1) Local Oscillator, (2) Video 
Convertor, (3) Input Interface Unit, (4) Output Interface Unit, and (5) Data Recorder. 

Fig.la shows the K 4  system The block diagram is shown in Fig. Eb RE1.Q 16. The Local 
Oscillator synthesizes the local frequency signal for Video Convertor. TIE Vi.& Convertor 
converts a window in the IF signal (1~5OOMHz) input to video signal (0-2 or 4 MHz) .  The 
frequency conversion is made using Image Rejection Mixer of single side b'md conversion. The 
functions are equivalent to the IF distributor, Video Convertors(l6ch) and Reference distributor of 
the Mark-111 or K-3 VLBI system. The Input Interface Unit is to be used for tE.iz &ita acquisition 
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and recording at the VLBI observing station (Fig. lb). It samples the video signal from the Video 
Converter, and sends the digital data to the Data Recorder together with the time data which is 
derived from the external time standard signal. 

The Output Interface Unit is to be used at the data processing station (Fig. IC). It converts the 
repduced data into the appmpriate output format, and sends them to the Conelator. The format 
of Output Interface Unit is compatible to the Mark-m format. Besides this format, another format 
is also provided for future correlator system, this signal is only digitized raw data. When multi 
basehe comhtion was processed, all the Output Interface Units are daisy-chain connected 
through GP-IB, so that the'tape position data and status data of all the Data Recorders can be 
exchanged. The Main (Reference) Output Interface supplies the timing clock to Sub Output 
Interfaces. The delay bit between the Main and Sub Output Interface Units is calculated in the each 
Sub Output Interface Unit, using the time data which is inserted in the morded data at certain 
times. 

It is possible to interface with the m n t  VLBI system through those two Interface Units. 
Table.1 shows the size of the K-4 system The K-4 is a compact VLBI terminal, one forth in 
weight,.one fifth in size of the Mark-III or K-3 system. We introduce the data acquisition parts of 
K-4 system :Local oscillator, Video converter, Input Interface, Output interface, and Data recorder. 

2.1. Local Oscillator 
This unit is to be used at the VLBI observing station, and consists of the following sections. 

(1)Reference signal distributionsection 
(2)lOkHz step synthesizer (& auto gain controller) section 
(3)Systemcontroller 

The block diagram is shown in Fig. 2. The Local Oscillator is specially designed to use with 
the K-4 Video Converter. It supplies frequency and phase references to the converter which 
extracts video signals (whose bandwidth is 2MHz or 4MHz) from the IF signal which spans from 
100 MHz to 500 MHz. The Local Oscillator outputs sixteen local signals, the frequency of which 
can be set in local or remote control. The frequency range and the frequency step are fully 
compatible with an current WBI system such as the Mark-IKI or the K-3 system Communications 

with a computer for the remote control are made through a standad GP-IB interface. User-friendly 
message words for the communication are prepared. 

(1)Reference signal distribution section 
Geodetic VLBI achieves precise mults by using the Bandwidth Synthesis method(@. It is 

necessary to distribute the reference signal (10 MHz) from hydrogen maser in keeping coherence in 
each 1OkHz step synthesizer. The coherent S M H z  signal made from loMHz reference which is 
required for phase calibrator. This section has five lOMHz outputs and two SMHz outputs for 
!miliary. 

(2)lOkHz step synthesizer section 
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The 10 MHz reference signal from reference signal distribution section is divided and its phase 
is compared with the divided VCO signal, whose frequency is under controlled CPU in system 
controller. The output signal frequency is possible to select in lokHz &p. ‘W section supplies 
the local signals which are phase locked to the reference signal and are stable in phase noise. The 
selectable frequency range is from lOOMHz to SOOMHz. Usually, this frequency b selected by the 
experiment organizer, according to the minimum redundancy theory of the bandwidth synthesis. 
The 1OkHz step frequency selection is necessary because the phase calibration signal detection is 
made in lokHz in the correlation processor but the phase calibration signal is composed every 
lMHz in IF signal, which is controlled to l0kH.z in Video signal by the synthesized local signal. 
The IF signal range is covered by two VCOs of this synthesizer. The output of VCO is protected 
from the influence of the load impedance with automatic gain controller. 

(3)System con~ l l er  
Execution commands and status data m sent to the host computer through OP-IB, The 1d 

frequency is set by computer through GP-IB. 

2.2. Video Convertor 
This unit is to be used at VLBI observing station, and consists of the following sections. 

(1)Power detection and attenuator 
(2)Filter and amplifier 
( 3 ) h g e  Rejection Mixer 0 section 
(4)Systemcontroller 

The block diagram is shown in Fig. 3. The Video Converter is a compact unit in which IF 
distributor and sixteen single side band convertexs are assembled. With the use of the local 
oscillator (section 2.1), all analog devices required in VLBI observations are performed. In an 
current VLBI system such as the Mark-III or the K-3, all these Units are separated and rack 
mounted. It is very easy to transport the K-4 Unit to a VLBI site and to make operations. 
Communications with this Unit can be made with a computer through a GP-IB interface. User- 
friendly words are prepared for the communications. Two types of operation 8fe supported, one 
of them is one IF input and 16 video outputs, and the other is two IF inputs and two groups 
outputs, are supported. In addition, four IF inputs and four groups of four video outputs are 

available for dual frequency bands and dual polarization VLBI observations. “he video outputs are 
fully compatible with the Mark-III and the K-3. 

(1)Power detection and attenuator 
Power detection of four input IF signals is mentioned in this section. The each IF input signal 

is divided to four channels. Their powers are detected and are sent to system con t roh  section and 
displayed on the front panel. Operator sets the attenuators value from 0 to 15B, in order to keep 
the detected (displayed) value from 10 to 90 on the front panel, the linearity is g a l b d  within this 
range. 
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(2)IF filter and amplifier 
Two kinds of band pass filters are equipped on each channel. One filter has the p a s  band of 

100-23OMHz and the other has 200-520MHz, the role of these filters is to eliminate influence of 
the 3rd order harmonics in local oscillator. It is possible to select the Lo-IF or Hi-IF filter from 
front panel on local mode or from host computer on remote mode. 

(3)Image Rejection Mixer (IRM) section 
h g e  Rejection Mixers are integrated networks composed of an in-phase power divider, two 

double balanced mixers and two 90 degm quadram hybrids (or 245 degree networks). The 
primary function of the circuit is to separate a desired signal from its image signal. The image 
occllls during mixing when both the sum and difference output signals appear in the video band. 
In the image rejection mixer the image (undesired) signal is separated from the des id  signal by 
vector subtraction. In K-4, this ratio is better than 2OdB. These low pass filters are located on 
after IRM section. The filter consists of 7-pole Butterworth filter circuit, as same as Mark-III or 
K-3 VLBI system. The location of 3dB point is selected by 91% of the video band maximum 
ftequency. The coherence loss resulting h m  the imperfect bandpass shape and foldover is about 
3%. 

(4)System controller 
Execution commands and status data are sent to the host computer through GP-IE3. Input 

attenuators adjustment and IF f i l k  selection are possible to remote from host computer, the power 
detected value is sent to host computer through GP-IB. 

2.3.Input Interface Unit 
This unit is to be used at VLBI observing station, and consists of the following sections. 

(1)Sampling Section 
(2)Time Code Generator 
(3)Phase Calibration Signal (Pcal) Detector 
(4)Datanxorderinterface 
(5)Softwm Control Section 

The block diagram is shown in Fig. 4. 

(1)Sampling Section 
This section quantizes (1-bit) the 16-channel 2MHz (4MHz) video bandwidth input signal with 

(2)Time Code Generator 
This section produces all the clock signals necessary for the interface and the time data using 

the 10 MHz standard frequency signal supplied from the hydmgen maser atomic frequency 
standard and the external 1 PPS signal which is the basis of the UTC time. The time data are 
backed up by an built-in battery. The phase of this internal 1 PPS signal is always c o m p d  with 
the leading edge of the external 1 PPS signal, and the emr  is generally within f, 3 clock lengths in 

a 4 MHz (8MHz) clock, and produces a 64 Mbps (128Mbps) data train. 
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terms of the 10 MHz clock The alarm comes up ifthe error exceeds that criterion. The status can 
be sent to the host computer through GP-IB. The time data are generated fmm the internal 1 PPS 
signal. They are inthe formof YYDDDHHMMSS (BCD), and ale overwrittenuponthe datatrain 
every second, 

(3)Pbase Cabhation Signal (Pal) Detector 
This d o n  m e a s w  the amplitude and phase of the lokHz phase calibratiun signals, which 

are included in the video signals, by productdetecting them with a set of phasequadtatwe 10 kHz 
signals which are derived from the extern110 MHz reference signal (Fig.%. Any 2ch out of 16ch 
are selected to monitor. They can be selected from the host computer as well as from the panel. 
Amplitude is displayed in [%] and phase is displayed in [degrees]. The m e a s d  data can be sent 
to the host computer through GP-IB. 

(4)Data recorder interface 
The signal data trah of the 16 chis sent from the sampling section has a 16-bit format. 

This Data Output section translates into an %bit format and adds the time data and a (4-byte) sync 
code. The logic level is converted from 'ITL to ECL. 

(5)Sofhvare Controlling Section 
The following controls are performed by the mounted CPU (ZSO). 
(i)Interface with the host computer. 
Execution commands and status data sent to the host computer through GP-IB. The 

fUXlCtiollS-; 

a) interpret the commands from the host computer 
b) control the Data Recorder accordingly 
c) sends the status data (time data, phase calibration data) 
d) status data of the Data Recorder back to the host computer. 

Also to remote the protocol errors, device alarm of the Data Recorder, and status of the Data 

(ii)Interface with the Data Recorder 
The remote control of the data recorder, the status of the operations and error status axe 

exchangedthroughthe RS422 interface. It is possible to read the error rates of the data recorder 
during mording and replaying, and it is possible to send those data to the host computer. The 
data recorder records a signal which indicates the tape position (23-bit binary data) as well 8s the 
sampled data, and the remote control of its set / reset is possible. The mrded position data (n, 

NuMBF!R)canbelead. 

Recorder to the host computer through SRQ. 

2.4. Output Interface Unit 
This unit is used with the Data Recorder at the correlation station. It consists of the following 

sections. 
(1)Buffer memory 
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(2)Formatting Section (Mark-III format) 
(3)External lPPS Phase Compare Section 
(4)Software Control Section 

The block diagram is shown in Fig.6. 
(1)Buffer memory 
The replayed data from the Data Recorder is written into the buffer memory. The Main replay 

system (the Main Output Interface Unit and the Data Recorder) and the Sub replay system (the Sub 
Output Interface Unit and the Data Recorder) are possible to be synchronized in one-bit step. The 
delay adjustment is done by controlling the buffer memory (4 Mbits) and subsequent 
programmable shift registers (PSR) using the information from the host computer. 

(2)Formatting Section (Mark-III format) 
The header data (SYNC, time data, AUX data, and CRC d e s )  is generated in output 

in teke ,  which is inserted into the 16-channel observational data, adds the p i t y  bib (at every 8 

bits) in accordance with the Mark-XII format. As a result, the output data rate becomes 4.5 Mbyte / 
sec in each channel while the input data rate is 4 Mbyte / sec. And the other unfomtted signal 
(raw data), which is provided for the future correlator. 

(3)Exteml 1 PPS Phase Compare Section 
' The measured phase difference between the =played lpps and the external lpps sent ftom the 

Main Replay system, by counting the 4 MHz clock Those measured data a sent to the Main 
Replay system, and used to make the bit synchnization (fine sync.) between the Main and Sub 
Replay systems. 

(4)Software Control Section 
A CPU (280) provided in this Output Interface Unit performs the following controls. 

(i)Interfhce with the host computer 
The interface with the host computer is made h u g h  GP-IB. M O ~  than one Output Interface 

Units can be starannected to the host computer, the host computer can nominate a particular 
Output Interface Unit as the Main Unit and synchronizing operations are performed using that Main 
as the reference. 

(ii)Interhee with the Data Recorder 
The communication to the Data Recorder is made through the RS-422 serial interface. The Data 

Recorder is remote controlled by the command from the Output Interface Unit . The tape position 
data (ID NUMBER) is recorded on the tape, those of sub are sent through the Output Interface 
Unit concerned to the Main Output Interface Unit for the synchnization between the Output 
Interface Units. It is possible to read the amount of the error in the Data Recorder during the replay 
and to send them to the host computer. 

(iii)Control of buffer memory 
Buffer memory is provided in the Output Interface Unit for data synchronization and the delay 

of the data can be adjusted at one-bit step by changing the read address of this buffer memory. 
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(iv)Data communication between Output Interface Units 
All the Output Interface Units are daisy-chain conaected through GP-IB, So that the tape 

p i t i on  and status of all the Data Recorders can be exchanged. The delay bit between the Main 
and Sub Output Interface Units is calculated using the time data i n s e d  in the Ecorded data at 
certaintimes. 

(v)Control of the Front Panel 
The replayed time data rn displayed on the Front Panel. 

2.5.Data recorder 
Arotary-headtype~co~erusingacassetteta~ (AmericanNationd Standard 19 mm Type ID- 

1 Instnrmentation Digital Cassette Format) is adopted. In Fig.7, it shows the tape format. It is 
possible to read the error rates of the Data Recorder during mording and replaying b u g h  the host 
computer. Helical scan recording is used to record high rate digital signals. With an L-size 
cassette (16 pm), the K-4 recorder provides up to 7700bits of data storage capacity, which is 
equivalent to 7.7 reels of conventional Mark-III magnetic tapes. Recording time is 200 min &-size 
cassete, 16pm) with 64 Mbivsec recording rate. Recording and playback are possible at different 
data rates: 256, 128,64,32,16, 10.7, (M’bps), making the data recorder suitable for many Merent 
applications. For example, it is possible to mmrd data at an extremely high speed and then play it 
back at a slower speed which is suitable for computer processing. Reed-Solomon emr comction 
is performed by the use of customized encoder and decoder chips to permit powerful emor 
comction. The playback heads are placed so that the recorded data is immediately played back 
during recording. This Read-after-Write facility makes it possible to monitor the error conditions of 
recording in real time. After correction, a bit error rate of better than lx 10-10 is achieved. In 
addition to the helical data tracks, two longitudinal track are recorded with AC bias as annotation 
channels. These are provided to record auxiliary information such as oral comments, time code, 
etc. The Track Set ID numbers recorded on the control track can be 14 at any tape speed during 
fast forward or rewind. When the search function is executed via the Emote control interface or on 
the front panel, a marked search point can be found quickly and automatically by using Track Set 
ID. The data recorder is equipped with three diffemt types of communication port RS-422, IEEE- 

The data recorder employs a built-in diagnostic system, which is designed to detect an operation 
error or hardware fault. An error message or warning information is fed to host computer via the 
remote control interface, as well as to the front panel display. 

488 (GP-IB), and RS-232C. 

2.6.Data synchronization 

The Track Set ID numb= recorded on the control track can be read at any tape speed 
regardless of tape ditection. When the course synchtonization or pre-roll is executed via the 

(1)Course Synchronization . .  
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remote control interface or on the front panel, a marked search point can be found quickly and 
automatically by using Track Set ID. 

(2)Fine Synchronization 
The measured phase diffemce between the replayed lpps and the external lpps sent fmm 

the Main Replay system, by counting the 4 MHz clock Those measwed data are sent to the Main 
Replay system, and used to make the bit Synchronization (fine sync.) between the Main and Sub 
Replay systems. The delay bits between the Main and Sub Output Interface Units Can be calculated 
using the time data inserted in the recorded data at certain times. To synchronize the Main replay 
system and the Sub replay system is possible to adjust the delay in one-bit step. The delay 
adjustments are done by controlling the M e r  memories and subsequent programmable shift 
registem using the idormation from the host computer. 

3.Overall coherence check of the total K4 VLBI system 
' i)measurement method 

We made an overall coherence check using K-4 system and antenna.system. We used two 
indepndent interrelated groups, called "system A" and "system B". It is possible to change S/N, 
so it is obtained the relationship between comlated amplitude and S/N. The signal source is a 

noise generator, this signal is divided to inject to "system A" and "system B" through 40 dB 
directional coupler at the input pod of low noise amplifier (LNA). X-band sky noise is used as 
noise source for "system A and S-band sky noise is used for "system B". The coefficient of cross 
cornlation function po estimated from system temperature is given by next function. 

, I  

(1) 
{ s1* S2) 

{(Nl + Sl)*(N2 + S2)} . 
po= 

where S1: signal temperam in "system A" 
S2 : signal temperature in "systemB" 
N1: system noise temperature in "system A" 
N2 : system noise temperature in "system B" 

It is F i b l e  to estimate the coherence by using next equation. p l  is the coefficient of cross 
cornlationfun~onfromtheco~lationprocessorafter 1 bitsamplingcornction. 

(2) 
Pl coherence loss = 1 - - 
PO 

p 1 is larger than po in appearance. p l/po shows coherence. If p l/po is 1, then coherence is 
1. In this measurement, pl/po =0.975 is obtained. The overall coherence lass is 2.5 96 in 250 
MHz, but it does not include the loss of aliasing noise cause by there is no fringe rotation. Table 2 
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shows the summary of coherence loss. The estimated total coherence loss is less than 5% in K-4 
VLBI data acquisition system, but this value does not include the cornlation processing loss or 
atmosphere loss, fringe stopping, phase scintillation etc.. We &te the coherence of the K-4 

, system. The m e a s d  coherence loss of the K-4 system is less than 5%, which shows that the K-4 
, system performs well enough for the VLBI experiments. 

4.Performance check of K4 system 
Domestic VLBI experiment between Kashima and Tsukuba was carried out an 15 JUN 1989. 

In this experiment, the K-3 and K-4 acquisition systems were used in both stations to compare the 
results and the performances. It was confirmed the geodetic solution of the K-4 system amed 
with that of IC-3 system, with only a few millimeters in vector. The result is shown in Table 3. 
The residual delay is 0.091 nsec, residual rate is 0.151 ps/s. They denote the K-4 system has 
betterperformances than K-3 system. In addition, to make 24 hours experiment 8 medium size 
cassette tapes were used in K-4 system on the other hand 30 tapes were used ixn K-3 system, it 
makes easy operation, It is possible to cover this experiment with 3 or 4 of large size tapes. 

s.conclusion 
The measured coherence loss of the K-4 and K-3 system is less than 5%, which shows that the 

K-4 system performs well enough for the VLBI experiments. It is confirmed that the geodetic 
solution on the 55km baseline (Kashima-Tsuhba) using the K-4 system agreed with that of K-3 
system, with only a few millimeters of difference in vector. The K-4 system is already used in 
domestic VLBI experiments in Emote islands and Antarctica VLBI experiment. 
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Fig. 2. Local oscillator block diagram 

Fig. 3. Video converter block diagram 

Fig. 4. Input interface block diagram 
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Table. 1. Size of K-4 VLBI data acquisition system 

~~ 

Local Oscillator 
Video Converter 
Input Interface 
Output Interface 
Data Recorder 

Total 

size in mm 
WP,D K-4 System 

480~199x590 36 
480~199x590 35 
424x 88x550 13 
424x 88x550 13 
436x432~635 67 

164 

weight 
in kg 

Local Phase Noise (3.1 deg.) 

Imperfect Image rejection (23dB) 

Imperfect Filtering 

Aliasing Loss 

clipping Loss 

0.23 % 0.23 % 

0.72 % o.12 % 

1.28 % 1.28 % 

1.99 B 

0.36 % 0.36 % 

- 

Table.2. The summary of coherence loss 

X element 

Y element 

Zelement 

Estimated Loss in worst case 

K-3 system K-4 system 
Length 0 Length 0 Diffeaence 
in[m] h[m] h[m] h[ml h[mJ 

40719.331 0.020 40719.327 0.019 -0.004 

33656.704 0.017 33656.713 0.016 0.009 

13590.709 0.022 13590.716 0.018 0.007 

Wilbool 

Roblion 
I CoherenceLossFactors 1 E:!,, I ~ d ~ g c  

I Total I 4.58 $6 I 1.99 % 

Table.3.The results of baseline analysis in Kashima-Tsukuba VLBI experiment 

I I 54548.556 I 0.007 I 54548.561 I 0.005 1 0.005 
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Abstract 
If each end of a VLBI baseline is composed of at least 4 identical 

antennas with well-monitored relative' positions and reference signals 
fed from a common frequency standard, then such a cluster-cluster V L B I  
system would allow us 
1) to determine 3 spatial components of the baseline vector and the 
clock offset at once, by simultaneously observing 4 radio sources with 
known positions; 
2) to derive the Earth orientation parameters for every 10 minutes or  

s o ,  by participating in a global VLBI network with a baseline of known 
spatial direction;' 
3) to measure radio source positions in direct reference t o  other 
sources, without invoking any precession-nutation model or equatorial 
system; and 

A )  to yield precise relative positions and proper motions of close 
radio sources, in terms of the multi-element (or mull:i--vicw) 
differential VLBI and phase referencing techniques. 

Japanese project VERA (VLBI for the Earth Rotation sLucly arid 
Astrometry) ,, originally conceived as a classical 2 el.ernent VL.131, Is I I O W  

being reconsidered on the basis of the above concept. 
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1. Introduction 
VLBI geodesy and astrometry have achieved unprecedented measurement 

accuracy and made spectacular discoveries in many fields 'of sciences 
within the past decade. Now the wide scientific prospects opened by the 
VLBI themselves demand even further improvements in the observational 
capability of the technique. In fact, finer accuracy and higher time 
resolution are required in such research objectives like global sea- 
level change, plate dynamics, angular-momentum exchange on the surface 
o€ the Earth, structure and physics of the core-montlc boundary, cosmic 
distance measurements, three-dimensional velocity field of our Galaxy, 
and link of radio and optical reference frames. 

Specifically, current observational goals of the  VLBI geodesy and 
astrometry could be summarized as follows, 
1) mm-level geodesy, 
2 )  0.1 milliarcsecond Earth orientation parameters, 
3 )  high-time resolution Earth orientation series, 
4 )  0.1 milliarcsecond radio-source refernce frame. 
5 )  mm-level terrestrial reference frame, 
6 )  wider use of differential VLBI for microarcsecond-level astrometry, 

7) long-time integration via the phase referencing technique. 
and 

We propose here n n e w  d e s i g n  of VLBI s y s t e m .  which we call 

'ontcnnacluster-ontennocluster V L B I '  , in o r d e r  to mcet the above  

requirements (Figure 1). 

2. Basic Concepts of Antennacluster-Antennacluster VLBI Systern 
Major features of the proposed system are the fo1lo)vings. 

1) Each component station of the system is coniposed of clustered 
i l r i t T r l 1 1 i l S .  I n  other w o r d s ,  there are at least 4 antennas and receivirig 
systcrris a t  each station. They must be manufactured as identically as 
poss'ible. 

2 )  i < c J i . \ t i \ y e  positions of antenna reference p o i n t s  i l re  inon.i.toret~ w i t : i i  

~rc!:.i 1. pi-cc: i sion in terms of ground geodetic rricasui-(iiiierits. 
: I  I ! ,:tl  f'ct-c!iic6 signals ' f o r  bot11 receiving and reco i - r l  i n 6  systerns. . arc rc:i 

: I  r:' . . ':: i:nri frequency standard at each station . i' .. , . ... . ,  

i iI..;i.i.ltitlcrItal p h a s e s  inside the antennas and t;t'ansiriission sysl;criis a r e  
!i!riii i :.orc?f.! arid calibrated as precisely as p o s s i . b l o .  

.?! (lilz-:vi(leband recording systems, prcsurnnbly li-4 type 11 (or Mark I\: 
xi-(! r ~ l i i i  i ; ; i ) c c i  for cacti of the clntcnnns (Kawnguch i , 1 I J S S ;  Whitney 01: a].. . 
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1991). 
6) Antenna slew speed is high 

enough , to facilitate quick 
switching from one source to 
another. 

Such a system (Figure 2) will 
enable us t o  realize a series of 
new VLBI observing modes described 
below, which could be powerful new 
tools of our sciences. 

/ 

3. Baseline Vector Determination 
The cluster-cluster system may look like a highly elongated 

interferometer array. However, c.ontrary to an usual array aiming at 
observing a single source with 
many baselines, our system can be 
used jus t  in an opposite sense, 
namely for determining a baseline 
vector by observing many radio 
sources at once (Figure 3). The 
baseline vector' here implies a 
vector connecting geometrical 
centers Cf the tW0 

Indeed, the well-known expression of the group delay observable 

. .  

Figure  3 antennaclustcrs. 

r G :  

r G =  D * s / c + 5 C +  r e +  r i (1) 

where D is a baseline vector, s is a source vector, c is the light 
velocity, T~ is a clock offset, 
.re is an atmospheric r. 

propagation delay, and T ;  is 
an instrumental delay, and 
simple geometry of. observations 
with 4 VIA31 pairs in Figure 4; 
show tha t  we can determine 3 
spatial components of the 
base.line vector D and the clock 
offset T.? at once by FiRIJ1-e 4 
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simultaneously observing at least 4 sources with known celestial 
coordinates, as far as small atmospheric and instrumental delays are 
neglected or calibrated. Thus a single observation lasting only a Pew 
minutes will yield a value for the physically meaningful quantity, the 
baseline vector, with the cm-level accuracy. 

Although the atmospheric effects will remain as major error.sources 
unless substantial progresses are made in remote-sensing of water vapor 
contents, our system. may improve modeling of the effects by providing 
simultaneous' delay values at several directions of the sky. Furthermore, 
the instrumental delays could be well measured and calibrated either by 
using the phase and delay calibrator units or by periodically observing 
a calibration source with all 4 VLBI pairs. Since the unrnodelcd 
atmospheric effects are largely random, statistical analyses of hourly 
data will be sufficient to provide mm-level estimations. 

Kawaguchi(l989) proposed a similar method of baseline vector 
determination with the aid of single antennas of very high slew speed 
and quick recording of the super-wideband burst-sampled data. 

4 .  High-Time Resolution Earth Orientation Series 

the source vector, which is inevitible in conventional global geodetic ' 

It is evident from Figure 5 that the rotational ambiguity around 

. .  VLBI networks, will disappear provided 
that spatial components of at least one 
member baseline vector are known . 
Therefore, the cluster-cluster system will 

D, .-' 01 make significant contributions to the high- 
time resolution study of the Earth rotation 
and atmospheric angular momentum, which i s  

acccptcd os u niojor rcscarcti area for tlic 
1990 ' s (Dickey, 1991 1 . The only t h i n g  
needed is to observe every scliedule source 
of the network as one of the  4 
simultaneously observed sources. Then, the 

Figure 5 pole coordinates and 11'1'1. will b e  de LC~III i.netl 

with the mil1,iorcsecond-level accilracy w i  1;Ii time i r i  1:crval.s a s  shot-I. (:is 
10 minutes or  so without tedious tiirie-set-.ies : l r l i l . l .ysos.  

(s 

0 .  

D. 

If there is only one cluster-clustcr baseIj.iic in the rietwo1.-1(, 
terrestrial. coordinates and clock parameters for th( :  rcst of st;nI;.ions 
must be assumed or estimated in the conventional way. 1:t is niuch IIIOI-C! 

dcsirohle instead to have many clustered anteni las  spre;id over the ivor.Lcl. 
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In that case, we could precisely monitor both rotation and d e f o r m a t i o n  
of the Earth with the high-time resolution. 

5 .  Radio Source Positions Independent of Earth Rotition Flodels 

on time-series analyses of group'delay 

model, especially of the precession 
and nutation (Figure 6 ) .  The situation 
causes some discrepancies of the 

VLBI source catalogues compiled for 
different data sets and different 
models (for example, see Arias and 
Feissel, 1990). Figure 6 

Now if the baseline vector is precisely known, either by 
simultaneous determination or by interporation from successive 
observations with the cluster-cluster system, 

sufficient to determine the source position 
(Figure 7 ) .  In that case, the new position 
I s  determined in direct reference to 
positions of those sources which are used 
for the baseline vector determination. 
Therefore, no precession-nutation model is 
needed in this method. Even the concept of 
the equatorial coordinate system itself Figure 7 
seems no longer necessary. 

Conventional estimat'ions of VLBI radio source positions are based 

data and need an Earth rotation 0 

lQVQ/$- submi 11 i ar c s econd- 1 eve1 among exi sting a 

.in principle two group delay values are r*r 

The cluster-cluster system can increase 
its sensi tivi ty b y  forming a phascd 

array (Figure 8 ) .  This will bc 

measurements of fainter sources. S Q L C  

that our system wil .1  not sul:Tei- i~1.1cii 

froin the di.ffi.cu1.1;i.c~ cissocia1;erl K! * . ! I  
antenna deTorriin~ioris d u c  LO s *? 1. : - 
gravity, heat or wind . inhc:i .-ciit  LO 11 

bigger telescope of cqucil. col 1 ccr i :;: 

particularly useful in posi  t io;\ 

Figure 8 area. 
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6 .  Unification of Global VLBI Networks 
A precise, terrestrial reference frame is crucial for such studies 

like sea-level monitoring (Carter et al., ,1986). At present, .however. 
the world geodetic VLBI network is split into several independent pieces 
.to meet the mutual visibility requirements and results of observations 

obtained in separate networl<s 
often show systerriatic 

P differences (Yokoyama et a l . ,  
1988). It is therefore 
important to combine those 
global networks t o  make a 
uniform terrestrial reference 
sys tem. 

The cluster-cluster system 
may serve as a corner stone . 

for that purpose, because, if 
observation schedules are well 

' adjusted, the system can 
Figure 9 simultaneously participate in 

several. networks (Figure 9). In that case, the cluster-cluster base1.inc 
vector w i l l  be common f o r  all the networks. This will impose Q good 

constraint for their unification. 

7. Multi-View Differential VLBI 

the multi-view differential VLBI (Figure 10). 
Another important application of the cluster-cluster system will be 

Differential VLBI is a powerful @&g?+Fg5.Q -Lfl:,;i.p -- 
.r) method which enables us to use the .+- 

fuil microarcsecond-level accuracy, 
intierent in the long baseline, in 
teras of measuring relative fringe 
phases of closely spaced sources 
i i i t t l  1 ; l i i . i s  . cffectively eliminating 
: i f : : + t . i - i i c L  i vc phase fluctuations due 
i..' I til: ;iI.iriosptiere anti frequency 
5 i :* : I  .!;; I.,,! 5; (see, fo r  examplc, F i .  g 1.1 I: c I. 0 

i , i ' : i , i ~ ~ s O : i ,  ?ioran and Swenson, 1986) . T h e  d i f f e r e r i t  i . a I .  rncnsi.Ii'enients i1I;C 

;J :~ : . I .  i # . : : I  l ; t r - l > .  succes~9u. l .  and in Pact mict-o;.lrcsc(:c,ritl-.l.<!vcl. I ' C S I I . ~ . ~ S  i . l i;<! 

r.-!:f.Ii- i*(..iI , IS ticn the sources are c losc  enougti that t)ot;h .I'A:I.I. wi ~ I I . ~ I I  thc 
:t:i i'<!i!II;! t!v;iiiis (Marcai.de and Shapiro, 1983;  rh.i I .<?s,  c L .  ill.. , 1.990) . For 

.... 
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sources with wider separations, two methods are available, namely the 
switching method based on the. periodic nodding of antenna beams between 
two sources and the mubti-view method, using multiple antennas at each 
station one tracking each source. 

The switching method has been used rather widely and yielded many 
interesting discoveries (Bartel et al., 1986; Gwinn et al., 1986; 
Lestrade et al., 1990), especially i n  those nppl.ications where the 
ordina'ry group delay observations are not effective. Ilowever , quoted 
accuracies tend to be less impressive and sometimes even lower than the 
useful level as source separations increase (Greenhill, 1990). 

On the other hand, the multi-view technique has been successfully 
demonstrated by Counselman et al. (1974) i n  the well-known 4 element 
VLBI experiment to measure solar gravitational deflection of radio 
waves, which achieved milliarcsecond-level accuracy in the era of Mark 
I recording system. Unfortunately, similar experiments have not been 
pursued, perhaps because of the brilliant successes of the group delay 
measurements'(for example, see Robertson et al., 1991) and lack of 
suitable instruments. 

We believe that now is the time to revive the multi-view idea on 

From the well-known formula for the RMS thermal phase noise 
the following grounds. 

where S N R stands for the signal-to-noise ratio (Thompson, bloran and 
Swenson, 1986), we see that the phase delay difference and angular 
separation of the two closely spaced sources can be estimated with 
accuracies of the order of 

whcre f is the center frequency of the RF band i l n d  D is thc i ! i l S C  tiric 

I.ength, provided that the phase fluctuations due to thc aWosphcrc ant1 

Trequericy staridarcls are well compensated (here x c  assijrnc, ror  
s in ip l . i c i ty ,  that SNR's for two sources a r e  nearly equal] .  One c:oiiI.d 
Ci . lS  i l.y confiriri. that the accuracy might rea3.1.y bc iis I1  i zli ;is 
nii cl.oot-(:second-level if we use an intercontinenta% bnselinc! w.i c i i  1i.i cti 
obsct-v. i i ig frequency ( >10 GI-Iz) and large S N 13 ( >IO). 
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For the switching method, it is impossible t o  expect complete 
compensation of the phase fluctuations, because the phase error is 
accumulated during the Switching cycle (slewing and recording).. . The 
accumulation of the phase error is roughly. described by i: formula 

S N R\ f 

1 0  
2 0  
4 0  

where u is Allon standard deviation of the phase fluctuations and 
A. t is the duration of time (Thompson, Moran and Swenson, 1986; for an 
observational evidence of the formula, see Lestrade et al., 1990). 
Demanding that the accumulated phasd error A 4 niust be less than the 
thermal phase noise u of equation ( 2 ) ,  we obtain upper limit A t m a x  

f o r  half switching cycle during which the nodding does not degrade the 
phase measurement: 

8 G H z  2 2 G H z  4 3 G H z  

2 0  7 1 

1 0  4 2 

5 2 1 

Assuming that Allan standard deviation of the atmospheric phase 
fluctuation is u - 1 0 - 1 3  for time scales less than 100 sec (Rogers 
and Moran, 1981). we get results for A t m a x  shown. i n  Table 1. 

Table 1. Upper limit for the half switching cycle (in second). 

The table evidently shows that t h e  
s w i t c h i n g  method c a n n o t  provide desired 
accuracy, unless one is ullOowed t o  
shake telescopes with periods less than 
a few seconds o r  s o .  The si.mu1. 1;aneous 

ob s e r va 1; i o ri s j. n 1; t 1 e 111 e t ti o d 
secni deT.init;e.I.y superior‘ i r i  this 
respect;. 

ca 1. i b r a t .ion o T j n s t: L‘ UIIICII to 11. 

rn u 1 t i - v i e w 

On the othcr h a n d ,  precise 
i. 11 11 h a s  e s 

the i. n tl i v .i. (1 LJ i i  1. antennas i l  n tl 

t r a n s m i s s i o n  sys1:ms . I s  c ruc ia l  For tl’ic 
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multi-view method. Fortunately, the world experiences with modern 
connected-element interferometer arrays apparently indicate that the 
instrumental phases can be calibrated at a few degree-level, by m a n s  of 
the high-precision phase and delay calibrator units and proper 
calibration observations; If there are 4 antennas at; each station, 2 
VLBI pairs can be used to observe object sources while other two 
observe a strong calibration source (Figure 11). So, in effect, we would 
be in almost the same situation with the case where the two sources 
happen to appear within the same antenna beams. Note that the 
calibration sources must be strong for the short baselines inside a 
station only. Therefore, we will have a lot of such sources. 

Thus, we have a real possibility to apply the microarcsecond-level 
phase measurements to much wider fields of astrometry, and perhaps to 
geodesy as well (Jacobs, 1991; Lowe and Treuhaft, 19911, by means of the 
cluster-cluster VLBI system and the modern interferometry techniques 
which have advanced in a great deal since the 1970's. 

8. Differential Fringe Search and Phase Referencing 

processed in terms of a new 'differential' fringe search algorithm. 
Results of multi-view differential VLBI observations could be 

An output of a n-lag complex correlator is expressed by a matrix: 

where n is number of lags, N is number of accurriulation periods in ari 
observation, R j ( r k )  is a complex cross-correlation. .j is 
A C , C I I I I I U . ~ . ~ ~ ~ O ~  period number , and k .is lag riuniber. 'I'hc i1ccu11111.l.~.~1:J.oil pcr  i . o t l  

is the 'hardware integration time' of the ordcr of il Pew sccontls. 
L e t  results of a multi-view different.i.a:l. VlJ3.t obsel*\riit.i oil of p o . i i i t  

soiIt'~es A and B be represented by 1:wo s e t s  of sucl.1 riiiil;riccs 
1 t . a  ( r , t ) and R ( r , t ) .. Here we denote ari aniil.ogue eciuivaIerit 

accurnuhtion period , we have 

. .  

of I< j ( r r )  by R ( r , t ) . For . their C I : O S S - ~ O \ V C ~ -  S ~ ~ C ( ; I - { I  i.11: C O C ~ I  
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m 

S n ( o ,  t >  = I R n ( r ,  t >  e x p  ( - i u s >  d r =  
-0 

= A n e x . p  ( - i O n ( o ,  t ) ] ,  
(. 

S e ( w ,  t ) = I R e ( r ,  t >  e x p  ( - i u s )  d r =  
- V  

= A e e x p  [ - i O s ( w ,  t ) ] .  

The phases O a and 0 B of the cross-power spectra are expressed as 

apart from random noise and 2nn ambiguity (Thompson, Moran and Swenson, 
1986). Here o is RF frequency, r g a l  r p~ are geometrical delays of 
two sources ( r g = D s / c ) , 3 a is the atmospheric delay, r is 
the clock offset, o B is local oscillator frequency, 4 i s  LO phase 
difference, and 9 p ,  9 B are Instrumental phases of two antennas. The 
atmospheric effects are assumed to be common to the two sources. 

.Now taking complex conjugate of one of the spectra and forming a 

cross-product, we get 

The phase difference in the exponential function must be expressed as 

O n -  0 s  = w ( r o n -  t + 2nn + theriniil noise, (11) 

after calibration of the instrumental phases, since common t e r m  are 
mutually compensated. Using the product, we form a new search function: 
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and for the fringe-phase difference: 

From equation (1,5), . .  we can estimate the phase-delay-difference with the 
accuracy given in equation ( 3 )  after removing the 21177 ambiguity 

with the a i d , o f  t h e  group-delay- or 

I I1 If ...-- 
I 

A diagram of Figure 12 schematically 
shows that, with the above new B O  

E 'i ~ , 

search algorithm, we can extend 
al l  .......- .--. U 1 I l  coherent integration well beyond the 

9 - - - - -  ordinary VLBI cohercnce tinie. 'I'his 
. is ,nothing but the long time 

c A - 0 "  , integration w i t h the phase 
referencing technique (Lestrade et 
al., 1988; Lestrade et al., 1990; 

w.Y(I,I ' l i t )  Lestrade et al., 1991). K o t e  that 
0 t the phase referencing is realized 

Figure 12 here in a natural and synimetric way. 

*. ... - - U i i l  delay-rate-difference observable. 
._.--- 

9" 

.......-- 
i 

.! 
-. ' , ' . 

2 A l l  
2 .- 
2 

111 

\Ye see two possible advantages in the above algorithm. 
First, since fringe peaks are searched for during t he  fu1.1 

integration time, reference sources may not be strong enough to be 
detected within the VLBI coherence time of t h e  order of a few minutes. 
This might ,be important in practical setups of observations. 

Second, since atmospheric phase fluctuations a re  compensated within 
time intervals as short as an accumulation period, we expect: that: thc 
delay-rate-difference observable of equation (14) will be as accurate 21s 
(or, even more accurate than, as  integration tiine increases) t h e  group- 
delay observable (Thompson, Moran and Swenson, 1986). 

9 .  'L'ying Naser Source Positions with Quasar Positions 
The differential fringe search al.gori thin will enable IJS 1;o i t l ) l ) l y  

Lhc 'I7rinb.e frequency mapping' technique (Ploran ct; a l .  , 1 .9GS)  1:o tyc: i l  

m?iser source position with a quasar posi tion. For t h a t ;  purposc, \vr.! w.i 1 I 

siit1u.L Laneously observe closely spaced iiiaser and quasar SOU~'CC:S. 'l'ltc: 

searcli function of equation ( 1 2 )  slio~13.cl bc s1.iglitly <:!l i l t lgad i.11 v i  cw or' 
the 11. i.ne spectrum nature of the inilset- crnission. \Vc 1.001; f o r  now V ~ l ~ l . I I C ! S  

of 6 r  a n d  6; which maximize the nniplitudc or  a inotlifj.ctl S C i l t - C l l  
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furic 1; ion : 

1' 

where, S a ( 0 ,  t ) is a cross-power spectrum of the quasar and 
R m ( r , t ) is a cross-correlation of a single line component (a spot) 
of the maser source, which could be reduced from an original cross- 
correlation function, usually corresponding to many maser spots, by 
means of a suitable filterjing. The bandwidth A o here must be centered 
at the frequency of the maser line. Note that amplitude of cross- 
correlation of a line source is almost independent of T. The 6r and 
6; thus obtained give us estimates for the group delay of the quasar 
and the delay-rate difference between the maser and quasar sources, 
respectively. Thus we will get the position of the maser source 
relative to the reference quasar using the delay-rate-difference 
observable, which is likely t o  be accurate enough t o  remove 2nn 
ambiguity in the more accurate fringe-phase-difference data (Marcaide 
and Shapiro, 1983). 

10. Japanese Project VERA 
Japanese domestic VLBI project VERA (VLBI for the Earth liol:nti.ori 

study and Astrornetry), which was originally conceived as a classical 2 
element VLBI (Fujishitn and Hara, 1988; Hara et al., 19881, is now being 
reconsidered on the basis of the cluster-cluster concept. 

Currently, we are thinking to construct 4 and 4 antennas in the 
southwest and northeast of Japan. forming a baseline longer than 2000 

Icm. Although a third station is highly desirable, i t  is di:Cf'icult: KO 

.r ind a suitable location within the terretory of Japan. 
Diameter of each antenna is thought to be of l5lt 5 in class. l.,ai-gci- 

onl:cnnas, though .attractive in many respects, might be too espcris i1:c ;.iii[I 

\.oo Fles ib le  for precision geodesy and astrornetry . 
Ya.jor receiving frequencies will b e  2GlIz, 8Gllz,  22(;11x a n d  4 : K l l z .  

S p e c i a l .  erephases will be made on the super-wideband geodesy ;.i;. 22i;ilz a i i d  
III ;ISCI-  1 .i.ne observations. 

Prcsurnably, high cost: of the 8 anteririils \vi11 be tlie pi- i.iii:it-y 

obstacle for realization of the pro,ject. \Ye would l i k e  to a c c c t i L i t ; i t c  
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that.4 and 4 sets of'15 m antennas must be significantly less expensive 
than two 30,m antennas of the same sensitivity, and will be, as we 
believe, far more productive in science. 

. .  

The antennas .can be. located within areas of 50 m x 50 m or so, 

The project. is now.in a feasibility study phase and, if successful, 
therefore the land will not be a big problem. 

could be funded'h later half of the 1990's. 
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The Roles of IERS VLBI Technology Development Center of CRL, Japan 

F. Takahashi and T. Yoshino 
(CRL, Nukui-Kitamachi, Koganei-shi,Tokyo, 184 Japan) 

and 
Y. Sugimoto, Y. Takahashi, N. Kurihara and A. Kaneko 

(KSRC, CRL, Hirai, Kashima-machi, Ibaraki, 314 Japan) 

Introduction 

The IERS is responsible for the science and technology with respect to 
the development of the observation system of the earth and space sciences 
in the long scale of time. The technical innovations of the observation system 
should be always essential for the IERS programs. CRL plans to proceed the 
following activities as the VLBI Technology Development Center (TDC). CRL 
will contribute to IERS under the cooperation with another center of' Haystack 
Observatory, a big senior center of VLBI technologies, and also with Japanese 
relating institutes such as National Astronomical Observatory (NAO; Nobeyama, 
Mizusawa), National Institute of Polar Research (NIPR) and Geographical Survey 
Institute (GSI). 

1) Development and demonstration of K-4 VLBI system. 
2) Realization of single-frequency VLBI with dual-frequency GPS 

3) Collocations among the space techniques, e,g., VLBL, SLR, GPS 

4) Improvement of data reduction and analysis of VLBI 

5) Participation in IRIS -P and DOSE global VLBI experiments. 

TEC measurements. 

and two-way t i m e  transfer. 

experiments. 

When Japan will start the formal Antarctic VLBI program by NIPR, we 
CRL contribute to the IERS works by using the southern hemisphere VLBI 
network data linked with Japanese Syowa Station. 

Background 

A f t e r  the completion of K-3 VLBI system, which was  developed in 
Communications Research Laboratory (CRL) and is compatible with Mark-I11 
VLBI system of NASA, CRL has started international VLBI Experiments since 
1983. Major part of CRL's international experiments was performed under US- 
Japan joint VLBI experiments. CRL has participated in NASA's Crustal Dynamics 
Project(CDP) for more than seven years. US-Japan experiments has brought 
us many kinds of advanced and fruitful results in the study of crustal plate 
motions, earth rotations, time transfers and satellite VLBI. 

Besides US- Japan cooperation, CRL now performs several bilateral 
government-level cooperations with, for example, China, Australia, Germany, 
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Canada, and Sweden. These cooperations contribute to the important geodetic 
results from the joint VLBI experiment in 1980's. 

In 1990's the  major target of CRL's VLBI project has shifted to t h e  
works relating to both the importance of Japan Standard Time of CRL aqd 
International Earth Rotation Service (IERS). 

Facilities for IERS Works 

CRL can provide major space geodetic facilities for IERS works. Two 
large aperture antennas and three transportable anter nas are available. 
Particularly our major 34m antenna, as shown in Fig.l(a), covers from VHF to 
mm-wave and it is applicable to  several important research work of technical 
development as IERS/TDC, such as mm-wave VLBI and high Drecision VLBI 
using wide bandwidth. Three transportable antennas are also available for  
IERS/TDC as Japanese 

CRL can provide a new SLR system with 1.5m telescope, as shown in 
Fig.l(b), in Tokyo. Tokyo SLR system has participatccl in the  ETALON 
Campaign in 1990 which was promoted by IERS. The global position of Tokyo 
SLR system is now determined with the precision of better than a few 
centimeters. 

Western Pacific VLBI network". 

Fig.l(a) 34m antenna at Kashima, CRL Fig.l(b) 1.5m S L R  telescope at Tokyo 
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Major Funds 

As the IERS TDC, CRL now proceeds following two works: one is the 
long-term bureaucratic works to keep TDC financially and another is the 
research and development works. Latter works will be mentioned in the 
following sections. 

The CRL's major fund for TDC is the contribution to the national time 
and frequency standards. CRL is responsible to keep and disseminate the 
standard time in Japan. Fig2 shows the international scheme of standard 
times. Three categories are relating to them. Until 1987, BIH played a 
comPrehensive role of the service of UT1  and Atomic Time. Since 1988, when 
IERS has started, respective schemes of TAI'and UT1 have been separated. 
TDC of CRL, however, pursues the linkage research between TAI and UT1 now 
and this linkage could be the major source of the funds for CRL's VLBI 
activities. 

Other fund' are regarding the earthquake prediction research and the 
environmental budgets for the mean sea-level change. And TDC of CRL now 
strongly promote Science and Technology Agency (STA) fellowship to invite 
space geodetic researchers to Japan. 

Scheme of Interna tional Standard l i i e  

RADIO. RFxlvLAIO 

Fig.2 International scheme of Standard Time/Frequncy since 1988 
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Development of K-4 VLBI system 

A new data acquisition system, called K-4,  has been developed by CRL(l). 
A large capacity data could be recorded with high-recording density. High- 
speed recording rate is one of the most important developing items of the 
VLBI system. The adoption of a rotary-head recorder using a cassette tape 
(Instrumentation Digital Cassette Format)' m a k e s  the system reliable, smaller 
and easier to operate. Their interface units m a k e  the K-4 system fully 
compatible with the Mark-I11 and the K-3 VLBI system. On reproducing the 
VLBI data, the perfect synchronization is accomplished the K - 4  Data Record 
and Interface units. The synchronization control of the recorders is much 
easier 1 than the open reel Honeywell recorder for correlation processing. 

.. . TIME/VLBI Collocation 

One 'of the major "reason of the.., vertical component error of VLBI 
experiments: is the parameter correlations between the baseline components and 
the t i m e  polynomials. -:If we can measure 'and determine the clock difference 
between' two stations.. by.: other methods (TIMEIVCBI . Collocations), we can 
concentrate on the adjustment .of, baseline parheters themselves. Fig.3 shows 
the system diagram ,.of TIME/VLBI 'Collocation assumed in this simmulation. 

_: I I .  , ..... 

The simu1ation;was .... . performed to show 'the improvement of the vertical 
component errorof t:rans-pacific baseline, by .using the two-way time transfer 
method. The simulation results in Tabl.e.:l shows ..that in the Kashima-Mojave 
(almost completely .east-west) baseline case, X' and Z ,components errors were 
dramatically improved by, this method. These component 'are considered almost 
along the vertical' components. of this .baseline. 

In our ' simulation,"we . .  adopted the value of 0.4 ns as the two-way time 
transfer 'error. . .If we can improve the two-way 'precision, much more 
important and significant results will be available, we  ,expect. 

" 

. .. . ... 

. ... . . 

Table 1 Results f r o m  the' simulation of, TIME/VLBI colocation 

case 1 . . c a s e  2 c a s e  3 
Parameters  a 'pr i  a d j s t  d e l t a  rms adjst  d e l t a  rms a d . i s t  d e l t a  rms 

x-cmp(cm) . 3 0 . 0  28'.'5 1 . 5  . 1 . 3 "  2 8 : 3  1 . 7  4 . 2  2 9 . 8  . 2  4 . 3  
y-cmp (cm) 3 0 . 0  30:7 -..,.7 ,, 2 . 4 . ' .  3 2 . 1  - 2 . 1  2 . 6  3 1 . 1  - 1 . 1  ' 2 . 6  

z-cmp (cm) 30:O 2 9 . . 8 .  . 2  . . . .  1 . 5  31.'3 - 1 . 3 ;  4 . 6  2 9 . 6  . 4  4 . 6  
c10  ( n s )  ' 1 .00 : . ,  : . . 1.. 0 9 '  .. - . 0 9  . 5 4  . 8 7  . 1 3  . 6 3  

- . 2 4 .  k : 2 4  1 . 2 5  3 . 2 3  - 2 . 2 3  3 . 4 1  c l l  (ns/d)  1 .  00 ._ ... ': . . . . . , .  ._... ' .  

.' . 2 . 0 8  - 1 . 0 8  1 . 2 0  - 3 . 1 2  4 . 1 2  6 . 5 2  c12  (ns/d/d) 1 . 0 0  

c 2 0  ( n s )  1 . 0 0  , . __. . :  - 5 . 8 2  6 . 8 2  3 . 7 0  
1 1 . 8 1  - 1 0 . 8 1  9 . 8 9  

. .  ' . .  , :. , ... " .  - 9 . 2 9  . .  1 0 . 2 9  6 . 5 4  

. .. . 

a .  . .  c21  (ns/d)  1 . 0 0  

c22  (ns/d/d) 1 . 0 0 ,  , . , . d .  . ... 
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4- 
Radio Source 

Fig.3 Assumed system diagram for the simulation of TIME/VLBI colocation 
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Fig.4 shows the relation between S/N ratio and expected precision about 
two-way t i m e  transfer experiment. CRL already performed the ranging test 
between CRL and pacific INTELSAT and we attained 0.4 ns. for Ku-band and 

, ranging measurements. 

W e  have prospects to improve the precision up to 0.1 ns by increasing 
the S/N of two-way signals. This simulation clearly shows that VLBI is the 
most precise time delay mesurement and the research about the clock behavier 
as the reference of the delay should be done much more. 

lo i 

1 

0.4 

0.1 

0.01 1 
50 60 65 70 80 00 

S/N, RATIO OF TWO-WAY SIGNALS (dB/Hz) 

Fig.4 Relation between S / N  ration and expected precision of two-way t i m e  
transfer. Present case:bit-rate=2.5MHz and S/N0=65dB/Hz, then precision 
better than 0.4 ns is available. If they will be improved, precision 
better than 0.1 ns would be possible 
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Single Frequency VLBI 

The new total election content(TEC) measurement system (TECmeter) is 
developed by CRL and manufactured by Nihon Tsushinki Inc. This system 
utilizes the coherent P code modulation of two L band signals transmitted from 
GPS satellites. It  does not require3he knowledge of the P code itself but 
only uses the cross-correlation of P code modulation of respective L band 
signals. The observed value of TEC can be obtained from the measurement of 
the correlation amplitude, which is related to the dispersive delay between two 
P code modulation. 

The test experiment of single frequency VLBI was  carried out at  Kashima 
and Chichijima simultaneously from Nov.25 to Dec.9, 1989 by using TECmeter. 
Multi-directionisl observations of slant TECs at a station enable us to depict 
a vertical TEC distribution around the VLBI station with a simplified 
ionospheric model. By combining the data observed at two stations, it is 
possible to extend a TEC mapping area. 

TECmeter gives us the ionospheric propagation delay with the precision 
of less than 1 ns in 1.5 GHz. It  corresponds to the 30 ps precision in 8 GHz, 
which is sufficient for the ionospheric compensation of the geDdetic VLBI 
observations. 

Domestic cooperations. 

Fig.5 shows the Japanese maor institutes relating for IERS. 
Mizusawa/NAO has been contributing to IERS as the VLBI data analysis and 
observation centers. MSA is contributing as the SLR observing site. And CRL 
has started the works of VLBI TDC and non-regular SLR observations for 
IERS. It  is important to coordinate the cooperation among the centers and 
observation sites. CRL now prepares and will start the domestic committee of 
IERS TDC specialists to proceed the TDC work regularly. This committee will 
contribute to the research and development of space geodesy both for IERS 
and for NASA’s new DOSE program. 

. . . . . . . . . . . . . -. . . 

ERS DOMESTIC COMMITTEE I 
NAO/MI ZUSAWA k V L B I  ANALYSIS CENTER I VLBI 0BSERV.CENTER 

I SLR OBS. (NON-REGULAR)CENTER I 
MSA 

SLR OBSERV. CENTER 
I 

,----------------- 
: s t a f f  of 

i M I Z U S AWA : 
and their roles :GSI I 

i ISAS 
1 NIPR 

: N O B E Y A M A :  
Fig.5 Japanese IERS relating institutes 
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New experiment 

Japanese Science & Technology Agency(STA) now starts the new project 
for the Tokyo-metropolitan earthquake research. In recent several years, 
modern geodetic measurement station such as VLBI and SLR was  installed 
around Tokyo metropolitan region. These new facilities are very important for 
the geodetic fiducial points for conventional and GPS geodetic networks. Fig.6 
shows that by using fiducial points, the network accumulation error will be 
improved to better than a few centimeters from a decimeter level. This means 
that the measurement of crustal motion will be performed more effectively for 
the earthquake research. 

ISAS and NAO group now proceed the first space VLBI program. The 
VSOP satellite will be launched early in 1995. Since the satellite does not 
have an on-board atomic standard, ground stations should transfer the 
standard frequency and time to the satellite. The dynamic phae-lock loop 
with the dead time of about 0.1 sec should be accomplished to keep the on- 
board clock coherent to ground H-maser. This  experiment is also one good 
example of TIME-VLBI links applications. 

National Institute of Polar Research (NIPR) has a new plan of Antarctic 
VLBI experiments. A series of test VLBI experiments among Syowa station in 
Antarctica, Kash ima  and Tidbinbilla were carri out f r o m  Jan.16 to 25, 1990, 
for the first antarctic experiments in the worlc@. The data were successfully 
recorded at all stations. A f t e r  the data processing, the global position of 
Syowa station was  determined with the precision of 20cm. 

Conclusion 

CRL now starts the new technical developments and research works, just 
above mentioned, under the name of IERS VLBI Technology Development 
Center, W e  expect that CRL's activities will contribute the i m p r o v e m e n t  of the 
results f r o m  IERS works, because VLBI is the most precise time. delay 
measurement and the research about the clock behavior as the reference of 
the delay are suitable works for CRL. 
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The Institute of Applied Astronomy took part in the 
campaign "616-91" (First 6PS IERS and Geodynamics 
Experiments) . 

The VLBI observations of NAVSTAR satellites with system 
"SYRIUS-A" were carried out in January 23 - February 3 at 4 
stat ions of network "QUASAR" (fig. 1). Distances between 
stations are shown in Table 1. 

"SXRIW-A" (SYstem RadioInterferometrical Universal for 
Satellites observations) has been developed for determination 
of geocentric coordinates of sites and orbit elements of 
NAVSTAR and GLONASS C 13. 

"SYRIUS-A" may be used in the two regimes - as a two 
frequency VLBI system (in L1 and L2 bands ) or as a set of 
Gps- type receivers ( in L1 band). 

The system "SYRIUS-A", is an interferometric system, 
which accept a satellite signal as a noise. 

The system is based on a satellite communications earth 
stat i on "Vol na- S". 

This station operates in INMARSAT system in a frequency 
range 1.54-1.64 GHz, what is very close by to NAVSTAR and 
GLONASS frequency range (1.2 and 1.6 GHz)C21. So it was 
possible to use main equipment of the station (antenna and 
receiver) with a slight modernization. The system "SYRIUS-A" 
can be used for observation both NAVSTAR and GLONASS 
sate 1 1 i tes. . 

"SYRIUS-A" consist of 3 modules: 1.3 m antenna (fig. 2) , a 
two channels receiver (fig. 3) and data recorder (fig. 4). The 
characteristics of the "SYRIUS-A" are summarized in Table2 
Fig. 5 and fig. 6 show the simplified functional block diagram 
of receiver and data recorder. 

. 
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- 2 -  
Antenna, UHF amplifier and converter are protected by 

radome (fig. 7). 
Antenna is automatically operated though a computer 

program or by a signal of Satellite. 
Two-channels receiver satisfies the requirements usual 

for VLBI. Effective width of each channel is 10 MHz. The sys- 
tem noise temperature is about 200 K. 

Output signals from two channels receiver are recorded 
digitally on magnetic tape Sha309 in MARK-I format. Band- 
widths of the registration can be 10.0 or 5.0 or 0.25 MHz. For 
very long baseline a delay can be compensated on range from 0 
to 99 ms with step 1 ms. The data can be transmitted from any 
site through satellite link to central facility for real-time 
processing (fig.7). Both testing of all equipment and observa- 
tions are controlled by computer. 

One observation in a set lasted 50 ms. Interval between 
two adjacent observations was 2 minutes. Duration of a set was 
ten days. Fig.8 shows functions of correlation of satellites 
NAVSTAR and GLONASS (first channel). 

Due to high signalhoise ratio it appeared possible to 
restrict the averaging time by the value 50 ms only (about one 
million samples) and to use refined algorithms of signal 
processing for general purpose computers ( VAX-type in our 
case). Accurate procedure of fractional bit correction and 
proper compensating of fringe rotation have diminished the 
loss of the correlation to the level of 1%-2% (see Fig. 9,lO). 
The testing has proved that the group delays may be determined 
with the error about 2% of time interval between the samples 
(0.5 - 0.8 ns) and the interferometric phases with the errors 
which do no exceed 5 degrees (see Fig 11). Thus it appeared 
possible to control the phase variations after two-minute time 
intervals elapsed between the consequent observations and to 
resolve the phase ambiguities for the synthesized wide band 
(the ambiguity 2.8 nsec ) as well as for each of L1 and L2 
bands (the ambiguities 0.7 - 0.8 ns; see Fig 12). By comparing 
the group delays for L1 and L2 channels the time behavior of 
the ionospheric corrections was studied (see Fig. 13). These 
corrections in time delays appeared to be as large as 50 ns. 
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- 3 -  
AS a by-product the ionosphere contribution may be 

estimate with r. m s. < 1.5 ns for each observation. Besides 
the data recorded on each site being independently processed 
made it possible to obtain observables for GPS receiver - they 
are the pseudoranges ( r.ns. < 1 ns ) and the phases 
(r.ms. < 10 deg). 

The experiment of the combined processing of the both 
type observations shaw that the system is useful tool for 
determining both the accurate site positions and orbital 
elements. 

1. Gubanov V. S. and Umarbaeva N. D. ,1989, Determination of 
satellite orbit elements and geocentric coordinates of 
station from VLBI-observation, Preprint N5, Institute of Ap- 
piled Astronomy USSR AS, Leningrad. 

2. Zhi 1 in V. A. , 1988, Mezhdunarodnoj Sputni kovaj system 
morskoj svajzi INMARSAT ( spravochni k) , LenirYgrad, 
Sudostroenie. 

Table 1 

Distances in kilometers between sites of the "GIG-91" 
observat ions of "SYR 1 US- A" 

Zelentchukskaj I3adary Firyuza (Ashkhabad) 

Sve t loe 201 3 4273 . 3156 

Ze lentchukskaj 4398 1518 

3687 

( near Leningrad) 

( Northern Caucasus) 

(Eastern Siberia 
near Lake kikal) 
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Table 2 
Characteristics of "SYRIUS-A" 

Equipment Characteristics 

System noise temperature 
Frequency range 
I channel 
I I channel 

Antenna type 
diameter 
gain 
tracking 

200 K 

1.57'1.62 GHz 
1.22-1.26 GHz 

parabolic dish 
1.3 m 
22 dB 

program-dr i ven 

Reoeiver 
pre-amp1 if ier uncooled transistor 
no i se temperature 100-150 K 
gain 25 dB 
amplifier and converter up to 2 identical units 
band width. 10 MHZ 

synthesizer up to 2 identical units 
program dr i ven 

Data Recarder 
channe 1 up to 2 identical units 
frequency band 10.0 or 5.0 or 0.25 MHz 
sampl i ng 20.0 or 10.0 or 0.5 MHz 
capacity buffer memory 2 k i t  
compensating delay range 0-99 ~TLS step 1 ms 
storage data magnetic tape or satellite link 
control computer DVK 3M 

T o t a l  systematic error 
for VLBI mode ( L1 and L2) 
group delays 
phase delays 
Phase 
for GPS 
mode (LI) ranges rate 
Phase 

< 1 ns 
< 0.1 ns 

< 3 deg 

< 1 ns 
< 10 deg 
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Fig 1. Situation of sites netuork "ham" in the canpaign '$16-91'' 
[ 1 - Suetloe, 2 - Zelentchukskaj, 3 - Fim, 4 - Radary 1 

Pfg 2. Antenna or '~YRIUS-CI? 
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F 

Fig 3. rV0 channels receiueF 
of "syRIuS4". 
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I 

I chrinnel 

II channel 

Fig 5. Block diavran of receiuer of "!lsYRIB-fY'. 

channel I 
lnwt 

I 

Channel II 
lnwt 

I 

Fig 6. Block dlagran of data recorder of l%YRIUS-fill. 
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--- 

Fig 7. Mema of '9syRIuS-A" (left) and satellite station "Tesla" (right). 

Fig 8. Functions of amelation of satellite: a) '$IDHASstt, b) "MTIIRtt. 
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A H i g h - P e r f  o r m a n c e  T r a n s p o r t a b l e  
V L B I  C o r r e l a t o r  

N K a w a g u c h i  a n d  T H i y a j i  ( N o b e y a m a  R a d i o  O b s e r v a t o r y / N A O ,  H i n a m i m a k i ,  

T S a s a o ,  T H a r a ,  S K u j i ,  K-H S a t o ,  Y T a m u r a ,  K A s a r i ,  0 K a m e y a ,  
K I w a d a t e  a n d  S A b e  ( M i z u s a w a  A s t r o g e o d y n a m i c s  O b s e r v a t o r y / N A O ,  

S Y a s u d a  (Tohoku U n i v e r s i t y ,  A z a  A o b a ,  A r a m a k i ,  S e n d a i ,  H i y a g i ,  980 
' J A P A N ,  81-222-22-1800) 
K H a t s u m o t o  ( D e n k i t s u s h i n  U n i v e r s i t y ,  C h o f u g a o k a ,  C h o f u ,  T o k y o ,  1 8 2  

J A P A N ,  81-424-83-2161) 

H i n a m i s a k u ,  N a g a n o ,  3 8 4 - 1 3  J A P A N ,  81-267-63-4384) 

H o s h i g a o k a ,  H i z u s a w a ,  Iwate, 023 JA P A N ,  81-197-24-7111) 

A b s t r a c t  
A n e w  X F  VLBI c o r r e l a t o r  is u n d e r  d e v e l o p m e n t  a t  N a t i o n a l  

A s t r o n o m i c a l  O b s e r v a t o r y ,  Japan. I t  is o p t i m i z e d  to p r o c e s s  r e c o r d s  o f  
t h e  n e w  K-4 t y p e  1 t e r m i n a l ,  w h i c h  f a c i l i t a t e s  a s i n g l e - c h a n n e l  b u r s t  
s a m p l i n g  mode. T h e r e f o r e  t h e  c o r r e l a t o r  h a s '  a simple s i n g l e - u n i t  
a r c h i t e c t u r e  s i m i l a r  t o  t h a t  o f  M a r k  1 1  c o r r e l a t o r .  Yet t h e  p r o c e s s i n g  
s p e e d  o f  1 2 8  H b p s ,  s u p p o r t e d  by c u s t o m  d e s i g n e d  LSI's a n d  p o w e r f u l  b y t e -  
s e r i a l  c i r c u i t r y ,  .is hi g h  e n o u g h  t o  h a n d l e  v i r t u a l l y  a l l  e x i s t i n g  
multi.channe1 r e c o r d s ,  i n c l u d i n g  HK-3 a n d  V L B A ,  by m e a n s  of c y c l i c  
operations of the single unit. T h e  correlatar has 512 c o m p l e x  lags 
s u f f i c i e n t  for processing 2 C H z - w i d e . b u r s t  s a m p l e d  data. Its usefulness 
in s p e c t r o s c o p y  is g u a r a n t e e d  by t h e  l a r g e  n u m b e r  o f  l a g s  a n d  a n  
a s t o n i s h i n g l y  s i m p l e  n e w  c o r r e l a t i o n  a l g o r i t h m  f o r  2-bit q u a n t i z e d  data. 
T h e  f r i n g e  s e a r c h  w i n d o w s ' b o t h  in d e l a y  a n d  r a t e  a r e  e x p a n d a b l e  u p  to 
1 6  times. T h e  b a s i c  c o n f i g u r a t i o n  c o n s i s t s  of t w o  i n t e r f a c e s  f o r  K-4 
r e c o r d e r s ,  o n e  H a r k  I l l  f o r m a t  c o n v e r t e r  a n d  o n e  c o r r e l a t i o n  u n i t  f o r  
s i n g l e  b a s e 1  i n e  processing. E x p a n s i o n  u p  t o  5 - s t a t i o n  10-basel i n e  model 
is r e a d i l y  a c h i e v a b l e .  I t s  s m a l l n e s s  (56 c m - w i d e  a n d  80 cm-high) a n d  
t r a n s p o r t a b i l i t y  (less t h a n  50 kg) will r a k e  i t  a u s e r - f r i e n d l y  'field 
instrument'. 

1. I n t r o d u c t i o n  . 

A n  a p p e a r a n c e  of c o m p a c t ,  easy-to-use, i n e x p e n s i v e  a n d  
t r a n s p o r t a b l e  h i g h - q u a l i t y  c o r r e l a t o r s  will c h a n g e  t h e  w h o l e  VLBI world. 
S u c h  c o r r e l a t o r s  will b e  w i d e l y  d i s t r i b u t e d  o v e r  many o b s e r v a t o r i e s  on 
d i f f e r e n t  c o n t i n e n t s ,  a n d  p e o p l e  will get p o s s i b i l i t i e s  to q u i c k l y  l o o k  
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f o r  f r i n g e s ,  to p r o c e s s  t h e i r  o w n  d a t a  w h e n e v e r  t h e y  w i s h ,  to c h e c k  
receivin.g s y s t e m s .  by l o o k i n g  a t  c o r r e l a t o r  o u t p u t s  i n - s i t u ,  to c o n f i r m  
f r i n g e s  in real tire w i t h  l i m i t e d  a m o u n t  o f  d a t a  t r a n s m i t t e d  t h r o u g h  a 
t e l e c o m m u n i c a t i o n  l i n e ,  t o  m a k e  a m u l t i - s t a t i o n  processor b y  j u s t  
c o m b i n i n g  b r o u g h t - i n  s i n g l e - b a s e l i n e  c o r r e l a t o r s ,  a n d  so on. I n  o t h e r  
w o r d s ,  s u c h  a c o r r e l a t o r  w i l l  b e c o m e  a h a n d y  ' f i e l d  i n s t r u m e n t '  f o r  VLBI 
c o m m u n i t y .  

A l t h o u g h  w h a t  is s t a t e d  a b o v e  w o u l d  o b v i o u s l y  i m p l y  a b r e a k - d o w n  
o f . t h e  M o n o p o l y  o f  b i g  c o r r e l a t i o n  c e n t e r s  in t h e  V L B I  d a t a  p r o c e s s i n g ,  
t h e  s m a l l  c o r r e l a t o r s  w i l l  m a k e  s i g n i f i c a n t  c o n t r i b u t i o n s  to t h e  c e n t e r  
w o r k s ,  too. I n  f a c t ,  t h e n  t h e  c o r r e l a t i o n  c e n t e r s  w i l l  b e  l a r g e l y  f r e e d  
f r o m  t h e  t e d i o u s  f r i n g e  s e a r c h e s  a n d  p r o c e s s i n g  of s i n g l e - b a s e l i n e  
r e c o r d s .  T h e y  w i l l  b e  a b l e  t o  c o n f i n e  t h e m s e l v e s  m a i n l y  to p r o c e s s  
l a r g e - s c a l e  m u l t i - b a s e l i n e  d a t a  o n l y  a n d  w i l l  r e g u l a r l y  r e c e i v e  w e l l -  
c h e c k e d  r e c o r d s  a n d  a c c u r a t e  e n o u g h  s e a r c h - p a r a m e t e r s  f r o m  t h o s e  
o b s e r v a t o r i e s  w h e r e  t h e  s m a l l  c o r r e l a t o r s  a r e  in o p e r a t i o n .  T h e r e f o r e ,  
t h e  t u r n - a r o u n d  t i m e s  of t h e  V L B I  d a t a  p r o c e s s i n g  a s  a w h o l e  w i l l  b e  
g r e a t l y  r e d u c e d .  M o r e o v e r ,  t h e  u s e r - f r i e n d l y  c o r r e l a t o r s  w i l l  e x p a n d  the 
V L B I  c o m m u n i t y ,  a n d  e v e n t u a l l y  i n c r e a s e  u s e r s  o f  t h e  b i g  c e n t e r s .  

We w i l l  b r i e f l y  d e s c r i b e  a d e s i g n  o f  a n e w  VLBI c o r r e L a t o r  w h i c h  is 
u n d e r  d e v e l o p m e n t  a t  N a t i o n a l  A s t r o n o m i c a l  O b s e r v a t o r y ,  J a p a n .  T h e  
c o t r e l a t o r  a i m s  a t  
- h i g h - p r e c i s i o n  g e o d e s y  a n d  a s t r o m e t r y  w i t h  K - 4  t y p e  1 s u p e r - w i d e b a n d  

- h i g h - r e s o l u t i o n  V L B I  s p e c t r o s c o p y ,  
- e a s y  f r i n g e  s e a r c h ,  
- c o m p a t i b i l i t y  w i t h  e x i s t i n g  V L B I  s y s t e m s ,  
- m u l t i - b a s e l i n e  p r o c e s s i n g ,  a n d  
- c o m p a c t n e s s  a n d  t r a n s p o r t a b i l i t y .  

b u r s t - s a m p l i n g  r e c o r d i n g  system, w h i c h  is a l s o  d e v e l o p e d  a t  N A O ,  

2. B a s i c  S p e c i f i c a t i o n s  o f  N e w  C o r r e l a t o r  
M a j o r  s p e c i f i c a t i o n s  o f  t h e  c o r r e l a t o r  a r e  t h e  f o l l o w i n g s .  

1) 1 2 8  M b i t  p e r  s e c o n d  p r o c e s s i n g  s p e e d .  
2) 5 1 2  c o m p l e x  lags. 
3) 4 Mllz m a x i m u m  f r i n g e  f r e q u e n c y .  
4) C o r r e l a t i o n  o f  2 - b i t  q u a n t i z e d  d a t a .  
5) E x p a n s i o n  o f  f r i n g e  s e a r c h  w i n d o w s  u p  t o  1 6  times. 
6) E x p a n d a b l e  u p  to 5 - s t a t i o n  1 0 - b a s e l i n e  p r o c e s s o r .  
7) P r o c e s s i n g  of K-4 t y p e  0, K-4 t y p e  1 a n d  M a r k  1 1 1  d a t a .  
8) P u l s a r  g a t i n g .  
9) C o m p a c t :  56 c m  (D), 80 c m  (H) a n d  45.5 cui ( I ) ) .  
10) T r a n s p o r t a b l e  : l i g h t e r  t h a n  50 kg. 

1 2 8  M b i t  p e r  s e c o n d  p r o c e s s i n g  s p e e d  c o r r e s p o n d s  t o  t h e  c u r r e n t  
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s t a t e  o f  t h e  a r t  o f  t h e  h a r d w a r e  c i r c u i t r y .  T h e  s p e e d  is a ’ h a l f  of t h e  
m a x i r u r  r e c o r d i n g  s p e e d  of t h e  K-4 r e c o r d e r  a n d  t w i c e  a s  l a r g e  a s  t h e  
s t a n d a r d  r e c o r d i n g  s p e e d  o f  t h e  K-4 .type 0 t e r s i n a l .  

512 c o m p l e x  l a g s  a r e  r e q u i r e d  f o r  f r i n g e  s e a r c h e s  w i t h  2 C H z  s u p e r -  
w i d e b a n d  b u r s t  s a m p l e d  r e c o r d s  a n d  c o n v e n i e n t  f o r  h i g h - r e s o l u t i o n  V L I l I  
s p e c t r o s c o p y  o f  m a s e r  l i n e  s o u r c e s .  

4 MHz m a x i m u m  f r i n g e  f r e q u e n c y  is n e e d e d  f o r  m m -  or s u b a m - w a v e  
VLBI. 

T h e  c o r r e l a t i o n  of 2 - b i t  q u a n t i z e d  d a t a  is r e q u i r e d  f o r  i n c r e a s i n g  
s e n s i t i v i t y  o f  VLBI observations., e s p e c i a l l y  i n  l i n e - s p e c t r u m  r e s e a r c h e s .  

T h e  1 6 - t i m e  e x p a n s i o n  o f  t h e  ‘ f r i n g e  s e a r c h  w i n d o w s  f a c i l i t a t e s  
q u i c k  a n d  e a s y  o p e r a t i o n s  in t h e  m o s t  t i m e - c o n s u m i n g  p a r t  o f  t h e  V L B I  
d a t a  p r o c e s s i n g .  

T h e  e x p a n s i o n  c a p a b i l i t y  u p  to 5-station 10-baseline processor  
w i l l  e n a b l e  u s  t o  f o r m  a m u l t i - b a s e l i n e  s y s t e m  w i t h  b r o u g h t - i n  
c o r r e l a t o r s .  

T h e  c o m p a t i b i l i t y  w i t h  e x i s t i n g  V L B I  s y s t e m s  is e s s e n t i a l  f o r  w i d e  
a p p l i c a t i o n  o f  t h e  c o r r e l a t o r .  

As a w h o l e ,  t h e  c o r r e l a t o r  c o u l d  b e  l a b e l e d  a s  ’ C - 4 ’ ,  s i n c e  i t  w i l l  
be C o m p a c t ,  C o n v e n i e n t  a n d  C h e a p  C o r r e l a t o r .  

3. C o n f i g u r a t i o n  o f  S i n g l e - B a s e l i n e  S y s t e m  

b a s e l i n e  p r o c e s s i n g ,  w h i c h  is c o m p o s e d  o f  2 c o r r e l a t o r - i n t e r f a c e  u n i t s ,  
a c o r r e l a t i o n  u n i t  a‘nd a M a r k  1 1 1  f o r m a t  c o n v e r s i o n  ( p l a y b a c k  a d a p t e r )  
unit. F i g u r e  2 is a schematic view of t h e . s y s t e m .  

F i g u r e  1 s h o w s  a c o n f i g u r a t i o n  o f  t h e  b a s i c  m o d e l  f o r  t h e  s i n g l e -  

I 1 

c 

u n i t  

K - 4  
REC. 

F i g u r e  1 B a s i c  c o n f i g u r a t i o n  o f  s i n g l e - b a s e l i n e  s y s t e m  

’ D a t a  f o r m a t s  of M a r k  1 1 1  a n d  a l l ‘ o t h e r  n o n - K - 4  r e c o r d s  a r c  f i r s t  
c o n v e r t e d  t o  K-4 f o r m a t .  T h e n  t h e  f o r m a t - c o n v e r t e d  d a t a  s t r e a m s  a r e  fed 
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into the correlator-interface u n i t ,  This is done b y  respective format 
conversion units (currently the only M a r k  1 1 1  format conversion u n i t  is 
developed). 

Figure 2 Schematic view of single-baseline correlator 

4. Correlator-Interface U n i t  
The corr'elator-interface u n i t  is designed as a 'station-based' 

device. Therefore one interface u n i t  corresponds to one playback u n i t .  
The interface u n i t  consists of 3 sub-units (Figure 3). 

t -... 

S v m c - r  r r e  r 
m a c e d e r  r - c . 1  

D e l r c l  I em S v m c - r  r r e  r 
D e l  e c  I I om 

Figure 3 Correlator-interface u n i t  
I- 

First, the recorder sync-error detection sub-unit detccts e r r o r s  in 
the synchronization of two played-back d a t a  for f u r t h e r  operations to 
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s y n c h r o n i z e  b i t - s t r e a m s .  S e c o n d ,  t h e  f o r n a t  t r a n s f o r m  s u b - u n i t  c o n v e r t s  
m u l t i - c h a n n e l  (or  c h a n n e l - p a r a l l e l )  d a t a  f o r m a t s  to t h o s e  s u i t e d  t o  
p r o c e s s i n g  in t h e  c o r r e l a t i o n  unit. A l s o  t h e  s u b - u n i t  v i r t u a l l y  r e d u c e s  
t h e  o b s e r v a t i o n  s i t e  to t h e  E a r t h  c e n t e r  by a b s o r b i n g  geometrical d e l a y  
b e t w e e n  t h e  t w o  w i t h  t h e  a i d  o f  t h e  8 M b i t  r i n g  b u f f e r ,  so t h a t  r e c o r d s  
f r o m  d i f f e r e n t  o b s e r v a t o r i e s  a r e  r o u g h l y  a l i n e d .  T h i r d ,  t h e  p-cal 
d e t e c t i o n ' s u b - u n i t  p i c k s  u p  p h a s e - c a l i b r a t i o n  t o n e - s i g n a l s  s u p e r p o s e d  o n  
t h e  d a t a  r e c o r d s .  

T h e  f o r m a t  t r a n s f o r m a t i o n  c a p a b i l i t y  is t h e  m o s t  d i s t i n c t i v e  
f e a t u r e  of t h e  c o r r e l a t o r .  T h e  c o r r e l a t i o n  u n i t  i t s e l f  h a s  a s i m p l e  
s i n g l e - u n i t  ( o r  s i n g l e - m o d u l e )  a r c h i t e c t u r e  s i m i l a r  t o  t h a t  of M a r k  I 1  
c o r r e l a t o r .  S u c h  a d e s i g n  w a s  a d o p t e d  b e c a u s e  t h e  c o r r e l a t o r  is 
o p t i m i z e d  t o  p r o c e s s  t h e  K-4 t y p e  1 b u r s t  s a m p l e d  data. K-4 t y p e  1 d a t a  
f o r m a t  a s s u m e s  1-, 2- a n d  4 - c h a n n e l  m o d e s ,  o f  w h i c h  t h e  m o s t  i m p o r t a n t  
w i l l  b e  t h e  1 - c h a n n e l  b u r s t  s a m p l i n g  mode. I n  t h e  b u r s t  s a m p l i n g  m o d e ,  
u p  to 2 C H z - w i d e b a n d  d a t a  w i l l  be d i g i t i z e d  a n d  stored i n  high-speed 
t o g g l e  m e m o r i e s  i n t e r m i t t e n t l y ,  a n d  r e a d  a n d  r e c o r d e d  w i t h  r e d u c e d  
s p e e d ,  c o r r e s p o n d i n g  t o  t h e  m a x i m u m  r e c o r d e r  s p e e d .  So, w e  n e e d  f i r s t  
o f  a l l  a h i g h - s p e e d  s i n g l e - u n i t  correlat.or t o  p r o c e s s  t h e  b u r s t  s a m p l e d  
data. Y e t  t h e  1 2 8  H b i t  p e r  s e c o n d  p r o c e s s o r  s p e e d  is h i g h  e n o u g h  t o  
h a n d l e  a l m o s t  a l l  e x i s t i n g  m u l t i - c h a n n e l  r e c o r d s  i n c l u d i n g  K-4 t y p e  0, 
M a r k  1 1 1  a n d  V L B A  (optional), by m e a n s  o f  c y c l i c  o p e r a t i o n s  o f  t h e  
s i n g l e  unit. For t h a t  p u r p o s e ,  c h a n n e l - p a r a l l e l  r e c o r d s  o f  e v e r y  
a c c u m u l a t i o n  (or  p a r a m e t e r )  p e r i o d  m u s t  f i r s t  b e  r e a r r a n g e d  to channe.1- 
s e r i a l  r e c o r d s .  T h i s  is d o n e  by p r o g r a m m a b l e  l o g i c  d e v i c e s  a n d  64 M b i t  
x 2 d o u b l e  b u f f e r  o f  t h e  f o r m a t  t r a n s f o r m  s u b - u n i t .  In o u r  c o r r e l a t o r ,  
a n  a c c u n u l a t i o n  p e r i o d  a l w a y s  c o r r e s p o n d s  to a f i x e d  a m o u n t  o f  d a t a  b i t s  
- 6 4 M b i t s .  T h e r e f o r e ,  a c t u a l  ' h a r d w a r e  i n t e g r a t i o n  time' v a r i e s  w i t h  
r e c o r d i n g  s p e e d  a n d  d a t a  f o r m a t .  

T h e  s a m e  l o g i c s  a r e  u s e d  t o  r e p e a t e d l y  p r o c e s s  a s m a l l  s e g m e n t  of 
d a t a  s t r e a m s ,  c h a n g i n g  s e a r c h  p a r a m e t e r s  a n d  s h i f t i n g  o n e  d a t a  s t r e a m  
r e l a t i v e  t o  t h e  a n o t h e r ,  in o r d e r  t o  e x p a n d  s e a r c h  w i n d o w s  u p  t o  16 
t i m e s  i n  both d e l a y  a n d  d e l a y  rate. 

5. C o r r e l a t i o n  U n i t  
T h e  c o r r e l a t i o n  u n i t  is a s i n g l e - m o d u l e  X F  c r o s s - c o r r e l a t i o n  

p r o c e s s o r  ( F i g u r e  4). B o t h  d e l a y  t r a c k i n g  a n d  f r i n g e  s t o p p i n g  a r e  
p e r f o r m e d  by r e s p e c t i v e  s u b - u n i t s  o f  ' b a s e l i n e - b a s e d '  d e s i g n .  T h e  h i g h  
p r o c e s s i n g  s p e e d  is s u p p o r t e d  b y  t h e  c u s t o m  designed c r o s s - c o r r e l a t i o n  
LSI's a n d  p o w e r f u l  8 - b i t - p a r a l l e l  (or  b y t e - s e r i a l )  p r o c e s s i n g  c i r c u i t l y .  
T h e  1 2 8  M b i t  p e r  s e c o n d  s p e e d  is a c h i e v e d  b y  the b y t e - s e r i a l  
p r o c e s s i n g  w i t h  1 6  MHz b y t e  c l o c k .  T h e  p a r a l l e l  p r o c e s s i n g  is c o m p o s e d  
o f  b y t e  d e l a y  t r a c k i n g ,  b y t e  f r i n g e  s t o p p i n g ,  b y t e  i n t e g r a t i o n  
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s u p p r e s s i o n  .(pulsar g a t i n g )  a n d  b y t e  c r o s s - c o r r e l a t i o n .  

rrlrrr m l e  
b 

x t a l a  

. .  

Y h l r  

a .  

As a n  e x a m p l e ,  t h e  b y t e  d e l a y  t r a c k i n g  s c h e m e  is s h o w n  in F i g u r e  5. 
T h e  p a r a l L e 1  a l g o r i t h m  is r e a l i z e d  by a c o m b i n a t i o n  of b y t e - s h i f t  a n d  

’0 a . 
1 1  

tl 
I 

. .  
L A T C H  

F i g u r e  5 B y t e  d e l a y  t r a c k i n g  
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bit-shift o p e r a t i o n s .  T h e  bit-shift is p e r f o r m e d  by a 16-bit s e l e c t o r  
a c t i n g  o n  a 16-bit d a t a  f o r m e d  by 2 s u c c e s s i v e  data-bytes, w h i l e  t h e  
b y t e  s h i f t  is d o n e  by s u i t a b l e  a d d r e s s i n g  o f  a b u f f e r  memory . w h e n  t h e  
a c c u m u l a t e d  s h i f t - i n c r e m e n t  e x c e e d s  8 bits. 

O f  c o u r s e ,  all b i t - s h i f t s  a n d  j u m p s  of t h e  f r i n g e  r o t a t o r  p h a s e  c a n  
o c c u r  o n l y  at b y t e  b o u n d a r i e s  in t h e  byte-serial a l g o r i t h m .  ' I n  g e n e r a l ,  
t h e  t i m i n g s  a r e  not o p t i m a l l y  l o c a t e d  f o r  t h e  o p e r a t i o n s .  This g i v e s  
r i s e  to a c e r t a i n  a m o u n t  of c o h e r e n c e  loss. I t  is s h o w n ,  h o w e v e r ,  
that l o s s e s  d u e  t o  t h e  e f f e c t  a r e  n e g l i g i b l y  small. 

6. C o r r e l a t i o n  o f  2-bit Q u a n t i z e d  Data 

p r o c e s s  t h e  2-bit q u a n t i z e d  data. 
A s i m p l e  a n d  p o w e r f u l  a l g o r i t h m  w a s  d e v i s e d  by N .  K a w a g u c h i  t o  

K a w a g u c h i  

1 

F i g u r e  6 Kawaguchi's c o r r e l a t i o n  a l g o r i t h m  (middle) f o r  2 - b i t  
q u a n t i z e d  d a t a  a s  c o m p a r e d  w i t h  Bos's (top), a n d  
m u l t i p l i c a t i o n  t a b l e  (bottom) 

A n  e x c l u s i v e - n o r  l o g i c ,  w h i c h  is e x a c t l y  t h e  s a m e  with t h e  usual 
o n e  f o r  t h e  1-bit q u a n t i z e d  d a t a ,  t u r n s  o u t  to b e  c a p a b l e  o f  p r o v i d i n g  
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p r o p e r  2-bit c o r r e l a t i o n  r e s u l t s  a c c o r d i n g  t o  a m u l t i p l i c a t i o n  t a b l e  
with lower-level p r o d u c t s  d e l e t e d  s h o w n  in F i g u r e  6 (Cooper, 1978). T k e  
p r o p e r  r e s u l t s  a r e  o b t a i n e d  i f  w e  r e v e r s e  h i g h e r -  a n d  lower b i t s  in o n e  
o f  t h e  t w o  2-bit q u a n t i z e d  d a t a - s t r e a m s ,  a p p l y  the e x c l u s i v e - n o r  logic 
t o  t h e  m o d i f i e d  d a t a - s t r e a i s  a n d  make s u i t a b l e  c o m b i n a t i o n s  o f  odd-lag- 
n u m b e r  a n d  even-lag-number c o r r e l a t i o n  results. T h e  2-bit pr0cessir.g 
a l g o r i t h m  is built in the c r o s s - c o r r e l a t i o n  LSI's, wh i c h  a r e  used to 
p r o c e s s  both 1-bit a n d  2-bit q u a n t i z e d  data. S w i t c h i n g s  from o n e  mode to 
a n o t h e r  a r e  r e a l i z e d  by CPU commands. T h e  algorithrP is in f a c t  
a s t o n i s h i n g l y  s i m p l e ,  much s i m p l e r  than B o s ' s  (19891, a n d  y e t  i m p r o v e s  
the s i g n a l - t o - n o i s e  ratios of s p e c t r a l  l i n e  o b s e r v a t i o n s  by as m u c h  as 
20 X . '  

T h e  c o r r e l a t o r  is n o w  in a f i n a l  s t a g e  of t h e  d e v e l o p m e n t  a n d  will 
b e  o p e r a t i o n a l  in t h e  l a t e r  h a l f  o f  1991. 
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THE CANADIAN GEOPHYSICAL LONG BASELINE 
INTERFEROMETRY SYSTEM DESIGN 

W T Petrachenko and P Mathieu (Geophysics Div, Geological 
Survey of Canada, Ottawa, Ont, Canada; 613-995-8720) 

J Popelar (Geodetic Survey of Canada, Canada Centre for 
Surveying, Ottawa, Ont, Canada; 61 3-992-2725) 

W H Cannon (Institute for Space and Terrestrial Science, 
York University, Toronto, Ont, Canada; 41 6-665-5459) 

J L Yen (Dept of Electrical Engineering, University of 
Toronto, Toronto, Ont, Canada; 41 6-978-8756) 

The Canadian Geophysical Long Baseline Interferometry system 
(CGLBI) is being developed to meet the following national objectives: 
the establishment of geodetic reference standards, the observation 
of crustal strain and its relation to seismic activity, and a quantitative 
assessment of global change. 

The three major features which determine the performance of a 
modern geophysical VLBI system are its record rate, spanned 
bandwidth, and phase stability. The CGLBI system will have a 
maximum record rate of 128 Mb/s using the stacked VHS data 
recorders being developed for the RadioAstron project at the Institute 
for Space and Terrestrial Science (ISTS). A wide spanned bandwidth 
will be achieved by rapidly sequencing the frequency of the local 
oscillator of a single VLBA-compatible baseband converter. The 
latter will be able to switch rapidly amongst up to four IF inputs, each 
in the 100-1000 MHz range. The phase delay of the electronics will 
be monitored using at least two phase detectors each capable of 
processing a calibration tone with frequency anywhere within the 
baseband channel. Compensation for the geometrical delay and 
phase of the interferometer will be applied within the acquisition 
system prior to recording the data. 

. 

The above features of the CGLBI system have been carefully 
selected to achieve the design goals of flexibility, economy, 
operational efficiency and performance in geophysical applications. 

1. Backaround 

The principal objectives of the Canadian Geophysical Long Baseline 
Interferometry (CGLBI) program are: the observation of crustal strain and its 
relation to seismic activity, a quantitative assessment of global change, and the 
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establishment of Canadian geodetic reference standards. 

The plan needed to achieve these objectives has recently been formalized with 
the definition of the Canadian Crustal Motion Network (see Figure 1). The network 
has four observational components: VLBI, GPS, absolute gravimetry and cryogenic 
gravimetry. 

The 13 existing and proposed VLBI sites in the network are represented in the 
figure by square symbols. They are distributed roughly uniformly throughout the 
country at spacings of about 1000 km. In each case the VLBl sites are colocated 
with GPS sites. Established sites and those planned for the future are represented 
respectively by filled-in and open symbols. Up to the present time, 5 VLBl sites 
have been established. These have been occupied at varying levels of regularity 
as part of the NASA Crustal Dynamics Project. Although these international 
observations will continue to be given high priority, it is considered Emportant that 
all VLBl sites in the network be reoccupied on a regular rotatins basis at intervals 
not exceeding three years. The CGLBI S2 system is being developed as part of 
the effort to achieve this goal. Since most of the VLBl sites are in remote, 
inaccessible areas, transportability is an important feature of a VLBl system for use 
in Canada. 

Central to the establishment of the VLBl component of the Canadian Crustal 
Motion Network is the use of the 46-meter fully steerable parabolic antenna located 
in Algonquin Park. The large collecting area of this dish makes possible the use 
of a small (approximately 3-meter) transportable dish at remote sites. It is intended 
that permanent antenna piers be established at each VLBl site and that only the 
dish, positioner and electronics be transported between locations. Each site will 
be occupied for a period of about 3 months on a rotating schedule. These 
relatively long occupations will allow the site position to be refined through 
repeated measurements and will minimize transportation costs. 

Although Canada represents the second largest landmass in the world its 
population is comparatively small. The nation’s large size and small population 
have been determinant in defining the following design goals of the CGLBI system: 

1. low cost 
2. operational efficiency 
3. transportability 
4. an ability to achieve the sensitivity, delay resolution and phase stability 

required by modern geophysical applications given the other constraints. 

Unique features have been included in the CGLBI S2 system to achieve these 
goals. VHS cassette recorders are used to store the large amount of astronomical 
data required by VLBI. A single baseband converter along with a frequency agile 
local oscillator are used to synthesize a wide effective bandwidth thereby 
minimizing the required number both of baseband converters and correlator 
channels. The geometric delay and doppler corrections are applied within the 
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acquisition system prior to recording the data thus simplifying the correlator 
design. Finally, at least two flexible phase detectors are included within the 
acquisition system. 

II. The CG LBI S2 Recordina Terminal 

The CGLBI S2 recording terminals are being developed at the Institute for 
Space and Terrestrial Science (ISTS) in Toronto as part of Canada’s contribution 
to the orbital VLBl project RadiaAsfron. These terminals are physically configured 
as a stack of 8 S-VHS recorders. S-VHS transports have been chosen because 
they represent a mature technology. These transports and their tapes are 
inexpensive, robust and readily available and data density on tape is still high 
although no longer state of the art. Each transport achieves a record rate of 16 
Mb/s for a system total of 128 Mb/s. In long play mode the raw bit error rate is 
2.5e-5 and tape duration is 3.75 hours. Each record terminal includes one 
playback channel so that the integrity of the entire record path can be checked in 
the field. The terminals have a sophisticated operator interface and included 
extensive self diagnosis and powerful syncing and slewing features. At the present 
time one prototype recording terminal has been completed and the design of the 
playback terminal is underway. A Mark 111 reformatter has been included in the 
user interface and is currently bei,ng tested with a Mark 111 decoder. The estimated 
costs respectively of a recording and playback terminal are $50k and $60k. 

’ 

A transportable version of the system is available. It comes in three 19 inch 
rack mountable components. The 8 VCRs are split equally between two identical 
modules. Each contains 4 VCRs, measures 19 inches by 15 inches and weighs 
about 60 Ibs. The last module is smaller and lighter and contains the system’s 
VME controller. 

111. The CGLBI S2 Data Acquisition Svstem 

A prototype version of the CGLBI data acquisition terminal (DAT), having 
neither bandwidth synthesis nor phase calibration capabilities, has been built and 
successfully tested. The work required to include these features is in the planning 
and early design stage. A list of specifications (Table 1) and a detailed block 
diagram (Fig. 2) have been completed although these are subject to change due 
to the ongoing design efforts. 

Four selectable I.F. inputs, each in the 100-1000 MHz range are included in the 
CGLBl data acquisition terminal specifications. These frequencies were chosen to 
achieve compatibility with standard Mark 111, RF bandwidth upgraded Mark 111 and 
VLBA at the I.F. input level. 

Only one baseband converter is included in the specifications and the standard 
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CGLBI obsenring mode will use both USB and LSB signals each with a bandwidth 
of 16 Mhz. There will be 4-level sampling at 32 Ms/s. The maximum sampled bit 
rate with these parameters will be 128 Mb/s which matches the total record rate 
of the S2 recorders. Since the baseband converter will be based in large part on 
the one used in the VLBA, all VLBA baseband channelizations will be available. 

m e  LO settling time has been specified as less than 1 ms. The combination 
of the use of 4 selectable I.F. inputs, a single baseband converter and an LO with 
a short settling time make frequency agile bandwidth synthesis possible. 

Compensation for the interferometer delay and doppler shift will be applied in 
the acquisition system prior to recording the data. Resolution in delay tracking will 
be better than 1/8 of a sample interval and resolution in phase tracking will be 
better than 1/32 of a cycle. 

Phase tracking is achieved by offsetting the frequency of the baseband LO. 
As a result, the frequencies of the phase calibration tones are continuously 
changing. In order to detect these tones it is necessary to precisely control the 
phase of the tone detectors. In the CGLBI system phase cal detectors will be 
placed in the acquisition system thus providing a powerful real dime diagnosis of 
system problems. They will further track phase at any frequency within the 
baseband channel. 

As shown in figure 2, the CGLBI S2 DAT is composed of three assemblies, 
those being the intermediate frequency/baseband converter (IF/BBC) assembly, 
the local oscillator/sampler (LO/Sampler) assembly and the controller assembly. 

In the IF/BBC assembly, four IF signals are input to a computer controlled 
SP4T switch. This allows both S and X band channels to be handled by the same 
baseband converter. A computer controlled attenuator and total power detector 
are included to maintain the signal levels well above the noise floor and well below 
saturation. The frequency of the input signals will be translated from the 100-loo0 
Mhz band to the 1050-1950 Mhz band using a local oscillator at 950 Mhz. It will 
be possible to control the phase of this LO so that the resulting frequency will be 
offset sufficiently to compensate for doppler shift of the input. The final baseband 
conversion will be accomplished using a local oscillator whose frequency can be 
set in I MHz increments within the 1050-1950 MHz range. The settling time for this 
synthesizer has been specified to be less than 1 ms. which will resullt in less than 
1% loss of SNR if the frequency switching rate is less than 20 Hz and correlation 
is inhibited for a full millisecond after each channel hop. The 32 Mhz clock used 
by the sampler is offset to compensate for the interferometer geometry. 

The controller is a VME based system including custom boards and a 68020 
CPU with a 68881 co-processor. It interfaces to the control computer, the S2 
recorder, and the IF/BBC and the LO/Sampler assembly. The two flexible tone 
detectors reside on the data quality analysis board and the direct digital 
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synthesizers (DDS’s) used to control phase and delay tracking are included on the 
timing functions board. 

IV. Future Plans 

What is the future of this design philosophy? The most effective area of 
expansion is in the direction of greater data and record rates. Currently the S2 
recording system achieves a data rate of 128 Mb/s. Engineering tests indicate 
that the system will perform well at double the scan rate which would support a 
data rate of 256 Mb/s. The professional digital video industry must mature before 
greater rates cari be achieved at reasonable cost. Both the 0 2  and DX machines 
achieve raw record.rates of about 150 Mb/s. A stack of 8 of these could record 
at a rate in excess of 1 Gb/s. 

. .  .. . 
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I.F. Inputs 

~ 

LO Settling Time 

Delay Tracking Resolution 

Phase Tracking Resolution 

Phase Calibration 

Total Record Rate 

4 selectable 
100-1000 MHz 

~ ~ 

c 1 ms 

c 1/8 sample interval 

< 1/32 cycle 

2 flexible phase detectors 

128 Mb/s 

# of Baseband Converters I 1  

Baseband Channelization 16 MHz USB I 16 MHz LSB 

Samplers 4-level32 Ms/s USB I 4-level32 Ms/s LSB 

Table 1 - CGLBI D.A.T. Specifications 
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F I G  1: Canadian Crustal Motion Network 
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FIG 2: BLOCK DIAGRAM OF THE CGLBI S2 DATA ACQUISITION TERMINAL 



Progress to Millimeter Accuracy VLBI: Synergism 
of Many Factors 

T A Clark (Code 929.9, NASA/GSFC, Greenbelt, MD 20771, 
clarkatomcat .gsfc.nasa.gov) 

Since the inception of geodetic VLBI in the late 19603, its system 
accuracy has progressed at a rate of about on order-of-magnitude per 
decade. This progress. has been achieved through parallel 
developments in a number of areas; this paper discusses the current 
state-of-the-art in geodetic VLBI as the synergistic interplay of all 
these factors: 

0 

0 

0 

0 

e 

0 

0 

0 

0 

0 

0 

Improvements in instrumental sensitivity and stability; 
Improvements in calibration of instrumental biases; 
Improvements in the performance and reliability of high-stability 
frequency standards and time/frequency distribution. hardware; 
Improvements in system reliability and station automation; 
Development of dedicated geodetic VLBI telescope facilities, 
correlators and operational networks; , 

Improvements in theoretical models for the earth, its motion in 
space and relativistic effects; 
Development of new observing strategies designed to optimize 
recovery of both geodetic and “nuisance” parameters; 
Expansion and refinement of catalogs of “good” VLBI radio 
sources in both hemispheres; 
Development of stochastic parameter estimation techniques; . 
Development of improved techniques for the calibration and 
estimation of atmospheric effects; 
Development of techniques for large “global;’ solutions 
encompassing many years of data; 
Intercomparisons between high accuracy geodetic. techniques 
(VLBI, SLR, GPS) and intra-technique “friendly competition.” 

This paper illustrates the interdependence of these factors. using 
more than 500,000 individual data points collected over the past 
decade by the NASA Crustal Dynamics Project (CDP) and the 
operational earth orientation networks. The current “best” VLBI 
performance is illustrated with data from the CDP’s “R&D” 
experiments, which show repeatability of 1-2 mm horizontal, and 5-6 
mm vertical. Finally, we prognosticate about the extension and 
improvement of performance (especially in the vertical) over the next 
few years to support measurements of post-glacial rebound, sea-level . 
change, volcanology, earth orientation and plate tectonics. 
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NASA Crustal Dynamics Project Results: 
Sensitivity of Geodetic Results to Clock 

and Atmosphere Estimation Models 

James W. Ryan and Chop0 Ma 
NASA/Goddard Space Flight Center 

W.E. Himwich 
Interferometrics Inc./NASA 

Our VLBI analysis group has implemented a new, highly parametrized 
method to estimate residual clock and tropospheric refraction errors in 
geodetic VLBI data analysis. This method has replaced the sparsely 
parametrized polynomial method of the past and has many of the attributes 
of KaIman filters. We defined an objective measure of estimation 
performance and then carried out a comprehensive study to test the 
effectiveness of the new method compared to a method designed to mimic 
polynomial parametrization. We found no compelling evidence that the new 
method is more effective than the earlier method. Nonetheless, there are 
good reasons to continue to use the new method. 

' 

* 

1. Background 

The limiting error source for geodetic VLBI is mismodeling of tropospheric refraction (NASA, 1988). The 
NA!W/Crustal Dynamics Projects (CDP) has vigorously investigated various methods of a priori calibration of 
the troposphere. In the past, much of this work was in the development of water vapor radiometers O W I p s )  
to measure the water vapor distribution over the observing sites. While the original specification for measuring 
the wet zenith path delay ( *30 ps ) has been met (Janssen, Elgered et ai.), the WVRs have not been sufficiently 
accurate to eliminate the need to estimate tropospheric parameters in the data analysis and have had no 
significant impact on the accuracy achieved with geodetic VLBI (Kuehn et ai.). The CDP has also pursued better 
methods to estimate tropospheric refraction effects in the data analysis. These methods have evolved, and an 
investigation of these methods and similar methods for clock error estimation is the subject of this paper. 

From the beginning of geodetic VLBI in the late 1960s until the mid-1980s the techniques for modeling clock 
and atmosphere errors changed little. Clock errors were modeled with low order polynomials that were 
reinitialized at discontinuous clock jumps. Beginning in 1980 diurnal sinusoids of arbitrary amplitude and phase 
were also used. An analyst determined the appropriate form of the clock functions used for a particular session 
from an inspection of the post-fit delay residuals. The technique was time consuming, subjective, and without 
physical basis. 

Atmosphere errors were initially estimated with one constant zenith path delay per station per session. This 
evolved into the use of a few (typically four per day) zenith path delays with uniform time intervals for each 
station. Later rates of change of zenith path delay within the time intervals were added and it became possible 
to maintain continuity in the zenith estimate as a function of time. Since the atmosphere errors appear in the 
post-fit residuals with an elevation dependence the analyst could not simply inspect the residuals to gain insight 
into how to set the parametrization. The exact form of the atmosphere parametrization was a subjective decision 
based on whether the analyst thought the data were fit to the level of the inherent noise. 

Clock and atmosphere modeling changed considerably in the mid-1980s with the implementation of a Kalman 
filter by TA. Herring (1990). The Kalman filter models the zenith path delay and clock errors at a station as 
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constantly changing stochastic functions characterized by their statistical properties, Le., the power laws of their 
evolution as functions of time. This was a breakthrough for many reasons. It provided a sound theoretical basis 
for the estimation model, produced dramatically better- fits to the delay observations, and in practice appeared 
to generate more consistent geodetic results than the earlier techniques. 

Our group at the Goddard Space Flight Center has implemented estimation methods in our data analysis that 
are direct decendents of the earlier polynomial methods but with many of the attributes of the Kalman filter. 
Our methods appear to produce results that are comparable to and are sometimes better than those produced 
by the Kalman filer. (See companion paper by Himwich et al. in this volume.) We make use of continuous, 
piecewise linear functions and constraints. 

In an observing session our atmosphere estimation model for a given site is a function consisting of linear 
segments that join continuously. The initial zenith atmosphere delay is estimated without a constraint while the 
rate of change in each segment is constrained. The length of the h e a r  segments is uniform for a given 
observing session and can range from 20 minutes to the duration of the session; we now use one hour intervals 
in routine processing. The rate constraint determines how quickly the model can respond to changes in 
atmospheric conditions that affect the zenith path delay. .Our nominal constraint is 50 ps/hour, which is loose 
and corresponds to very turbulent weather conditions. 

9 Our clock estimation model for each station is the sum of two functions. The first is a second order polynomial 
with three unconstrained parameters (clock epoch offset, frequency offset, and frequency drift) that is fit to all 
the data of the observing session. The second function is identical in form to the function used for the 
atmosphere model except that it has a value of 0 ps at the time of the first observation. The level of the 
constraint controls how quickly the clock model can respond to apparent changes in the clock behavior. We 
usually set the size of the constraint to a small multiple of the nominal Allan variance for hydrogen maser 
frequency standards in the 20 min to 1 hr integration interval, typically, 5*10'". Given a real clock epoch jump, 
ie.,  discontinuous clock behavior, both functions are reinitialized; this occurs in only a few percent of the 
sessions. 

2. The Problem 

In the late 1980s nearly all VLBI groups adopted highly parametrized estimation methods after only limited 
testing. (JPL is a notable exception). As our contribution to this Chapman Conference we set out to investigate 
in a systematic and comprehensive way whether our new estimation methods are substantially better than the 
old methods. We did not investigate the effectiveness of the Kalman filter compared to the old methods, but 
our companion paper (Himwich er ul.) compares results from our new methods with filter results. 

3. What Is Better? 

The tirst problem is to define "better" in a precise and useful way. Some possible definitions are: 

"Better means more accurate." This would be the best test but is unusable since we do not know the true values. 

"Better means smaller formal errors of the geodetic parameters." With least-squares parameter estimation 
techniques it is nearly always possible to make the formal errors smaller without necessarily improving the true 
uncertainties. This has some value but not much. 

"Better means fitting the observations with smaller residuals." Adding more estimated parameters will nearly 
always produce better fits. This may be a necessary condition for a better method but is not sufficient to proE 
it is better. 
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"Better means more repeatable results, particularly for baseline lengths." This is the classic test of improvement 
in geodetic VLBI. As VLBI equipment and analysis techniques have progressed since the carly days the b e  
series of baseline lengths have become smoother. It is not a perfect test since we do not know at what level tk 
real Earth will introduce variations into unifonh baseline change. Nonetheless, we will use this criterion and 
define the repeatability of a baseline as the weighted rms scatter of individual baseline measurements about the 
line that fits the measurements over the time. 

4. Model for Scaling of Baseline Length Error 

Figure 1 is a plot of baseline length repeatability as a function of baseline length taken from our most recent 
CDP VLBI Annual Report (Caprette et d.). It shows the weighted rms scatter about constant linear evolution 
for baselines lengths. Since the prinapal parameter affecting repeatability is baseline length, we define an error 
scaling model of the form: 

error = floor + scale*length 

The floor is required because of fundamental noise-like errors independent of baseline length arising from the 
noise of the observations and from the non-rigidity of the telescopes. We fit the parameters to the data in 
Figure 1 to produce a VLBI error scaling model. Because of the form of the model, a few baselines at the 
longest lengths can dominate the scale and produce an unrepresentative result. To prevent this we have 
generated three models with different ranges of baseline lengths. We believe the model for the shortest range, 
0-6OOo km, best represents the current VLBI state-of-the-art because it encompasses nearly 80% of the baselines 
and nearly all baselines of tectonic interest. (Baselines nearly spanning the Earth have very little information 
about tectonic plate motions.) 

Figure 1 
Baseline Length Repeatability Versus Baseline Length 

Full Range 
0 to 9000 km 
0 to 6000 km 

4.9 mm + 2.6 ppb * length(mm) 
5.0 mm + 2.0  ppb * length(mm) 
6.8 mm + 1.1 ppb * length(mm) 

101 



5. The Test Case 

Testing of analysis methods in the past was largely anecdotal; only a small number and a limited class of 
observing sessions were analyzed. Our goal here was to produce a comprehensive test in which very many 
sessions of all types would be examined. We chose a data set including most of the Mark I11 geodetic data from 
1979 to the end of 1989,'the same set as that in our latest annual report (Caprette et d.). The set includes nearly 
all geodetic quality data acquired by NASA's CDP and the IRIS project. There are 1077 sessions with more than 
485,ooO observations and 402 baselines, of which 144 baselines had sufficient data to estimate baseline length 
repeatability. The types of sessions include IRIS earth rotation, mobile VLBI in the western US, Alaska, and 
Canada, and the full range of CDP fured station networks. Because the set includes nearly all Mark I11 geodetic 
data it is perforce representative. (Since this data set is so large the most complicated test solutions discussed 
below required as much as two days of HP845 computer time to carry out.) 

While our goal was to test the new parametrization methods against the polynomial parametrization methods 
of the past, this proved to be impossible to carry out in practice. The old clock method required that an analyst 
decide the exact form of the clock parametrization for each session, a practice that typically required a few hours 
per session. The analyst also specified the atmosphere parametrization. We abandoned this practice when we 
introduced the new methods. Consequently the most recent sessions could not be analyzed with the old methods 
without expending months of analyst time to determine the subjective parametrizations. We chose instead to 
compare highly parametrized solutions with solutions using the new methods but with on1y.a few, very long 
intervals. We feel this mimics polynomial parametrization reasonably well. Except for the clock and atmosphere 
parameters being tested, all other aspects of these solutions were in our standard configuration as described in 
our most recent CDP annual report (Caprette et d). 

6. The Results for Atmospheric Parametrization 

To test the effect of variation in the atmosphere interval we carried out a series of nine solutions. We uniformly 
parametriid the clocks with a 1-hour interval and set the clock and atmosphere constraints to their nominal 
values discussed above. The atmosphere intervals tested ranged from 20 minutes to one day. Table 1 shows the 
effect on the fit of the global solution, Le., the weighted rms post-fit delay residual for the nearly one-half million 
observations. The fit was 61 ps with a 1-day interval and decreased to 42 ps for a 20-min interval. The F-test, 
which compares the level of fit and the number of parameters estimated, showed that the introduction of new 
parameters was useful statistically until the transition from the 30-min to the 20-min interval. Based on post-fit 
residuals the highly parametrized estimates appear to be superior, but as discussed above this is not a very strong 
test. 

The key test was to compare repeatability, e.g., the baseline length error scaling plots, for the various solutions. 
We found that, except for the 1-day interval results, the plots were nearly indistinguishable. Table 2 shows the 
baseline error scaling laws from the set of solutions. To make the differences visible we also plot the differences 
between the repeatability values for the 20-min interval solution and the values from the other solutions in 
Figures, 2.1 - 2.6. In each plot the horizontal scale is baseline length and the vertical scale is the repeatability 
differenck for the 144 baselines used. Information that shows quantitatively which solution is better accompanies 
each plot. Consider Figure 2.6, which is a comparison of results from the 20-min and 1-day interval solutions. 
The 20-min solution had better length repeatability on 101 baselines while the 1-day solution was better for 40 
baselines. For the remaining three baselines the repeatabilities were identical. The average repeatability was 
8.9 mm for the 20-min solution and 10.1 mm for the 1-day solution. An inspection of the plot shows that for 
the short ( c  lo00 km) baselines there is no trend, but beyond lo00 km the 20-min parametrization is clearly 
better. This is the only case where the new, highly parametrized solution is clearly better than the old, sparse 
parametrization. Consider Figure 2.5. The 6-hr solution actually had more baselines with better repeatability 
than the 20-mh solution - 74 to 64. The average repeatability for 6 hours intervals was 9.0 mm, an insignificant 

I differend from the 8.9 mm value for 20 minute intervals. In summary, while the highly parametrized solutions 
have much smaller post-fit delay residuals than the sparsely parametrized solutions, we have been unable to show 
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that the geodetic results are better. One zenith atmosphere delay and rate per station per day is clearly inferior, 
but that level of parametrization would not have been used even as recently as the mid-1980s. 

Table 1 
Global Weighted RMS Delay Fits 

- 1100 Session SOLVE/GLOBL Solution 
Atmosphere Delay Added Atm. 

Interval Fit Reduced x2 Noise* 

20 41.9 0.91 -- 
(PSI (min) (PSI 

30 
.60 
120 
180 
240 
360 
480 
1440 

41.9 
44.0 
45.4 
46.7 
47.8 
49.6 
51.6 
61.0 

0.91 
0.97 
1.01 
1.06 
1.09 
1.16 
1.24 
1.70 

2.9 
13.7 
18.7 
20.8 
23.1 
26.7 
30.2 
44.4 

*The added atm. noise value is computed based on the assumption that the '20-min interval' 
values reflect removing all atmospheric noise. 

Table 2 
Baseline Length Error Scaling Models 

Atmosphere Interval Tests 
0-6000 km Baselines 

Atmosphere l- loor Scale 
Interval (mm) (PPb) 
(min.) 
20 1.0 1.0 
30 7.1 1.0 
60 7.0 1.1 

120 7.0 1.0 
180 6.9 1.0 
240 6.9 1.0 
360 6.7 1.1 
480 6.8 1.2 
1440 6.6 1.8 

In an attempt to probe this unexpected result further we divided the baselines into hvo sets: mobile baselines 
(those involving at least one mobile VLBI site), and fmed baselines (those involving only fmed stations). We did 
this because the character of mobile data is quite different from that of fmed stations. Compared to fixed 
stations, mobile systems are less sensitive (produce observations of lower SNR), have very poor low elevation 
coverage, and are generally used to measure short baselines, where some common mode error rejection occurs. 
We used the Bmin  and 6-hr solutions in this test. For the mobile baselines we found that the 6-hr 
parametrization produced better results in a ratio of 44 to 26, but the average repeatability was identical - 6.8 
mm. For the fixed station baselines the comparison showed the 20-min parametrization produced better results 
in a ratio of 38 to 30. The average repeatability was 9.3 and 9.4 mm for 20 min and 6 hr, rsspectively. Thus, 
for baselines with relatively poor data, Le., the mobile baselines, the increased parametrization actually produced 
poorer results than the sparse. For baselines with strong data the increased parametrization produced mareinally 
better results. 
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We also investigated halving the constraint value to 25 ps/hour and doubling it to 100 ps/hour. We found no 
difference in the average length repeatability at a level e1 mm, but the tighter constraint did produce better 
results when simply counting which parametrization produced the greatest number baselines with the best 
repeatability. 

The primary goal of the CDP when it was established in 1980 was to measure contemporary plate motion rates. 
In terms of VLBI measurements the single most important type of information used to determine plate motion 
rates is baseline length rate. With this in mind we tabulated the effect of changing the atmosphere estimation 
interval on the baseline rates inferred from the time series of lengths. For all the intervals discussed above the 
rates agreed on average to better than one formal sigma, even when comparing the U)-min solution to the 1-day 
solution. When comparing parametrizations of 6 hours or less the agreement was on average 0.6 sigma or less. 
Since these sigmas are in general optimistic estimates of the true uncertainties the atmosphere parametrization 
interval has no significant effect on tectonic rates inferred from these data. 

7. The Results for Clock Parametrization 

To test the effect of varying the clock parametrization interval we made solutions with the clock interval set to 
30,60, 120 and 180 minutes while keeping a constant one hour atmosphere interval. We found that changing 
the clock parametrization interval had almost no effect on the baseline error scaling models. Table 3 shows the 
baseline length error scaling models for the 0-6000 km range. The average length repeatabilities were 8.9,8.8, 
8.7, and 8.8 mm for the 30, 60, 120, and 180-min interval solutions. These are insignificant differences. 
Compared to the 30-minute solution the other solutions all produced larger numbers of baselines with better 
repeatability, typically in a ratio of 80 baselines to 60. The 120-min solution was better than the 180-min solution 
by 65 to 62 baselines. In any case the results on average are quite insensitive to the clock interval in the range 
we tested. 

We also tested varying the clock constraint. The standard clock constraint is 5*10-14 sec/sec. We ran solutions 
with the constraint set to 2.5*10-14 and 10*10"4 sec/sec. The three solutions produced the same length error 
scaling model in the 0-6000 km range and the identical average repeatability considering all baselines. 
Considering the three solutions and the full set of 144 baselines the repeatability differences were never greater 
than 1.0 mm and on average were less than 0.2 mm. The sensitivity to the clock constraint is very, very low. 

Table 3 
Baseline Length Error Scaling Models 

Clock Interval Tests 
0-6000 km Baselines 

Clock Floor Scale 

(min.) 
Interval (mm) (PPb) 

30 1.4 0.9 
60 7.0 1.0 
120 7.1 1.0 
180 7.1 1 .o 

8. Summary 

We set out to test whether our new, highly parametrized clock and atmosphere estimations methods were better 
than the old ad hoc methods. (In our own minds we set out to demonstrate the efficacy of these new methods.) 
Based on the criterion we chose, improved baseline length repeatability, the new methods did not consistently 
and significantly produce better results. There is evidence that for fmed stations the highly parametrized 
atmosphere estimations provide marginally better results than sparsely parametrized estimations. For mobile 
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baselines the result is just the opposite. For the clock parametrization, we found that there was very little 
sensitivity to the interval size within the range of intervals we tested. When we test varying clock and atmosphere 
constraints we found that the results were very insensitive to the level of constraints (within the range of 
reasonable constraints). In short we were unable to demonstrate that the new methods are conclusively better 
than the old. 

These results should not be interpreted to mean that the new methods should be abandoned. There is much 
to be said for them: 1) They consistently produce post-fit delay residuals at or near the level of inherent random 
noise in the observations. (With the old methods the delay residuals were consistently dominated by short term 
systematic effects.) The residuals are then useful as a powerful diagnostic of station performance. 2) The 
polynomial parametrization method required that a large ad hoc variance be added to the observation variances 
so that the solution would have reduced x2 of 1. This size of the additional variance is greatly reduced with the 
new method. 3) The new method appears to produce more realistic formal errors. 4) A comparison of the 
estimated atmosphere values from the new method with results from water vapor radioneters consistently shows 
good agreement both in the overall level of the 'wet' delay and in its temporal behavior. 5)  The new method 
eliminates the need for subjective parametrization by an analyst and typically saves one half to one day of analyst 
time per session. 

When comparing the solutions with 20-min and 6-hr atmosphere parametrizations the fued station baselines were 
marginally better with the higher parametrization and the mobile baselines were marginally better with the sparse 
parametrization. This seems to indicate that the highly parametrized solutions simply have too many degrees 
of freedom when the data quality is relatively poor (the mobile baselines). A goal for future research into 
parametrization methods is to understand how to tailor the number of degrees of freedom allowed in the 
estimation to the information content of the VLBI observations. 
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The analysis of geodetic VLBI data originally used a least-squares technique with only 
detenninitic parameters. An implementation of this approach was developed in the SOLVE 
program at Goddard. In the 1980s, a Kalman filter analysis program, SOLVK, was developed at 
the Center for Astrophysics. Initially, filtering produced significantly better results than 
deterministic least-squares, as measured by baseline repeatability. This improvement was due 
primarily to the filter's ability to model short term clock and atmosphericvariations. Subsequently, 
SOLVE was enhanced to include more sophisticated models. Although these models allow less 
variation than the stochastic processes used by the Kalman filter, they produce comparable results. 
The scaling law for the baseline repeatability for SOLVE is 4.7 mm + 2.3 ppb. For SOLVK the 
scaling law is 6.8 rnrn t 2.4 ppb. For the Westford-Ft.Davis baseline (3000 km), measured by 
more than 500 sessions, the overall repeatabilities relative to the smoothed length is 8.4k0.3 mm 
for both systems. However, for individual years of data there is less agreement in the repeatability. 
The baseline rates generally agree at the one sigma level. The differences in baseline repeatabilities 
and rates are probably due to differences in the data editing and different sensitivities to 
mismodeled and unmodeled effects. The availability of two independent cstimation systems of 
comparable quality provides a valuable ability to cross check results. Exploring the remaining 
differences between the systems will improve our understanding of VLBI data analysis. 

I. INTRODUCTION 

The analysis of Mark I11 VLBI data has traditionally used least- 
squares estimation to determine geodetic and astrometric parame 
ters of inkreit [Chrk er aL , 19851. This approach allows for the 
estimation and removal of nuisance effects, in particular, timing 
system and tropospheric delay variations. Historically, these 
effects were estimated using low-order polynomials to represent 
timing variations and a few zenith tropospheric delay parameters 
for each station in each experiment. This technique left a large 
amount of unmodeled systematic variation in the residuals. In an 
attempt to repreaent the effects of this unmodeled variation, a 
white noise component was added in quadrature to the a priori 
data weights to make the reduced 2 nearly unity. The SOLVE 
program developed at Goddard was an implementation of this 
approach. 

In the 1980s, a Kalman filter, known as SOLVK, was developed 
for processing Mark 111 VLBI, data [Herring el al., 19901. The 
filter approach uses stochastic processes to model the tropospheric 
and thing effects. Short term variations in these effects can be 
dynamically tracked by the filter because of the density of the 
VLBI observations and because the tropospheric delay has an 
elevation dependence that the timing variation does not. The 
results h m  SOLVK initially demonstrated a significant improve 
ment in baseline repeatability over the traditional low-order 

polynomial approach used by SOLVE. 
SOLVE was extended in the latter half of the 1980s to use a 

continuous model made of piecewise linear segments to represent 
the variations in the tropospheric delays and thing systems. 
Normally, segment lengths of about one hour are used. The 
adjustments of the piecewise segments arc constrained by the 
application of pseudoobservations that reflect the approximate 
variation expected in the parameters. Using this approach the 
amount of white noise that must be added to make the reduced 2 
close to unity is reduced significantly. 

In the limiting case when the segment lengths are equal to the 
time between observations, this approach can be used to represent 
the simple stochastic processes used by SOLVK. Implementing a 
stochastic process in this way would be inappropriate because of 
the large amount of computation involved. However, for the 
typical segment lengths of one hour, the computational burden is 
much less than for SOLVK. The piecewise linear model approxi- 
mates the true stochastic model and is sometima referred to as a 
'pseudo-stochastic' model. 

The addition of pseudo-stochastic parameters to SOLVE ad- 
dressed two of the major problems with polynomial parameteriza- 
tion: determining the "appropriate" order and boundaries for the 
polynomials and changing standards of what "appropriate" is 
[Herring ef al., 19901. Using pseudo-stochastic clocks and 
atmospheres, the analyst makes relatively few subjective deci- 
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sions. The only boundaries that must be determined are for large 
clock breaks, which are fairly rare and unambiguous. Occasional- 
ly, the analyst may choose to loosen the model by weakening the 
constraint or shortening the parameterization interval because a 
clock or atmosphere is noisier than usual. Studies [Ma et aL, 
1990 and Rycrn et uf., 19911 indicate that variations of the 
adjustable features of thii parameterization have relatively little 
effect on the results. In addition, the newer analysis scheme is 
more automated and allows the data to be reprocessed using a 
uniform treatment. Processing with SOLVE and SOLVK are now 
comparably objective. 
The reminder of this paper discusses a comparison between the 

baseline repcatability from SOLVE and SOLVK. 

To assess the relative performance of SOLVE and SOLVK we 
compared the repeatability of the 139 most frequently measured 
Mark 111 baselines. The baseline lengths were estimated individu- 
ally for each experiment. The set of lengths from all the experi- 
ments were fit to an offset and slope for each baseline. The 
weighted root-mean-square scatter of the residuals about the lines 
was calculated and compared. These solutions used the bulk of 
geodetic Mark 111 VLBI data available at the time, including 1159 
observing sessions of IRIS, CDP fmd,  CDP mobile, and 
NAVNET data, with about 600,000 Mark 111 VLBl observations. 

The SOLVE solution used the standard SOLVE set-up. The vast 
majority of the atmosphere and clock models used one-hour linear 
segments. The atmosphere constraint level was typically set to 50 
picosecondshour. The clock constraint level was set to five parts 
in lOI4. A few of the atmosphere and clock models used a shorter 
parameterization interval or weaker constraints. The baseline 
lengths were estimated from the group delays only. 

The SOLVK solution used the standard SOLVK processing. The 
phase delay ram were used to estimate the power spectral density 
(PSD) of a white noise process driving an atmospheric random 
walk process for each station in each experiment. Typically, the 
PSD estimates were less than 0.75 ps*/sec. These PSD estimates 
were used in the random walk model for the atmospheric variation 
in the group delay solution. Timing system variations ,were 
modeled using a combination of random walk and integrated walk 
models to give a variation of about one part in 10" at 50 minutes. 
The baseline lengths were estimated from the group delays. 

Both the SOLVE and SOLVK systems used the Chao wet 
mapping function to estimate the wet troposphere delay. This 
capability was recently added to SOLVE [Kuehn et ai., 19911. 

The constraints used by SOLVE are heuristically related to those 
used by SOLVK. For the atmosphere model, the PSD of 0.75 
psz/sec for a white noise process driving a random walk integrates 
to a sigma of about 50 pa at one hour, which is the value used by 
SOLVE. Since the PSD used by SOLVK is generally less than 
0.75 pszfsec, the constraint used by SOLVE corresponds to a 
relatively loose constraint in SOLVK. For the clock model, 
SOLVE uses of 5 parts in lOI4 at one hour which is also compara- 
tively looser than SOLVK's 1 part in lOI4 at 50 minutes. 

Although the constraints levels used by the two programs are 
related, they cannot be directly compared. SOLVE specifies the 
constraint as a linear rate over a period of time. SOLVK specifies 
the constraint in terms of a random walk and integrated random 

walk. The spectral content of the two systems is different, 
particularly on time scales shorter than the segments lengthe used 
by SOLVE. 

A study of SOLVK [Herring et aL, 19901 and the previously 
cited studies of SOLVE [Ma et aL , 1990 and Ryan et aL , 19911 
show that the results for both approaches are Lirly insensitive to 
the actual levels of the constraints used. Thii is consistent whh a 
calculation of the constraint 'shnre' in SOLVE using [Zheif, 
19631. This calculation indicates that the constraints typically 
contribute less than a third of the fnal precision of the clock and 
atmosphere parameters. In SOLVE the primary role of the 
constraints is to prevent the solution from being indetedate  
because of data gaps. For SOLVE the results are also fairly 
insensitive to the atmosphere and clcclc parameterization intervals 
[Ryan et aL, 19911. 

111. RESULTS 

The results of the comparison we presented in Figure 1. The 
weighted root-mean-square (RMS) length repcatability averaged 
over all the baselines is 11.6 mm for SOLVE and 12.0 mm for 
SOLVK. SOLVE produced better repeatability for 112 baselines. 
SOLVK produced better repeatability for 25 baselines. For two 
baselines the repeatabilities were identical between the two 
systems. 

The results show that SOLVE produced more repeatable mults 
for most baselines. For SOLVE, an overall scaling law for the 
repeatabilities as a function of baseline length is 4.7 mm + 2.3 
ppb. For SOLVK, the scaling law is 6.8 mm + 2.4 ppb. The 
difference in the repeatabilities is a small fraction of the repeat- 
ability itself. For example, from the scaling law for SOLVE, the 
repeatability for a baseline of 5000 km is 16.2 mm; for SOLVK 
the corresponding repeatability is 18.8 mm. The difference is 
about 15%. 

The Ft. Davis-Westford baseline was examined in more detail. 
This baseline (3000 km) is one of the most frequently measured. 
Approximately 70 measurements a year, mostly by the lRIS 
program, have been made since 1984. Ocr solutions included over 
500 determinations of the length. The lengths were smoothed with 
a 30 day box-car and the residuals to the smooth lengths were 
calculated. For both SOLVE and SOLVK, the overall repeaabili- 
ty (weighted RMS residual) was 8.4f0.3 mm. Table 1 gives the 
repeatabilities by year for the two systems calculated with a 50 
day boxcar. For the more recent dcta, 1987-1989, the repeatab& 
ties are comparable, differing by only a few tenths of a millime 
ter. For the earliest data, 1981-1983, SOLVE produces better 
repeatability, For the intervening years, 1984-1986, SOLVK 
produces better repeatability. 

A histogram of the baseline rate differences for the 139 
baselines binned by onehalf of the sigma of the determination is 
shown in Figure 2. Typically, the rates differ by one sigma or 
less. There is a slight bias in the results such that the rates from 
SOLVK are slightly more positive. 

IV. DISCUSSION 

The difference in the repeatability between SOLVE and SOLVK 
can probably be attributed to three causes: differences in data 
editing, differences in the modeling of the atmospheric and clock 
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Table 1. Ft. Davis-Westford Baseline Repeatability. The 
weighted root-mean-square of the residuals binned by year 
relative to a smoothed mean calculated with a 50 day box- 
CBT. 

Year 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 

SOLVE 
16.8 
16.6 
9.9 

13.0 
9.6 

10.8 
9.8 
6.5 
4.8 

SOLVK 
17.9 
18.1 
11.2 
11.3 
8.8 
8.7 
9.4 
6.3 
5.1 

effects, and differing sensitivities to other unmodeled effects. The 
relative importance of these effects is unclear at this time. It 
seems likely that data editing may play the most significant role. 

Data editing is handled differently by the two systems. Use of 
data in SOLVE at Goddard always includes some human examina- 
tion. Some outliers are removed manually and clock breaks 
epochs must be set. As a result, all data placed into large 
solutions at Goddard are looked at in some detail to see if they 
are reasonable. Typically, the data are edited to three times the fit 
scatter. The level of data editing depends on the particular 
analyst. 

Data used by SOLVK may not be examined in detail. SOLVK 
includes a capability to automatically edit to some multiple of the 
data sigma, typically four times. Normally clock breaks are 
determined automatically. If the fit of an experiment indicates a 
problem may be present, it is examined in more detail for clock 
break and editing problems. 

Both systems use statistically inappropriate editing criteria. A 
better criteria would take into account the effects of the estimated 
parameters on the distribution of the residuals. Neither SOLVE 
nor SOLVK account for this, although it may significantly effect 
the expected scattered of the residuals. This is true especially for 
low elevation observations which tend to contribute a dispropor- 
tionately greater share of the information to the solution. Addi- 
tionally, SOLVE does not take into account the individual data 
weights in the editing process. However, this error is ameliorated 
to some extent by the use of the white noise components, which 
tend to make the effective data weights more uniform for SOLVE. 

The problem of data editing directly affected the development of 
the comparison data set. The editing of SOLVE is not sufficient 
for use in SOLVK, nor is SOLVK's editing sufficient for use in 
SOLVE. The primary problem is that depending on the details of 
the estimated parameters and the data distribution, both systems, 
generally in different situations, have enough freedom to absorb 
outliers. A point that is not an outlier for SOLVE may be one for 
SOLVK and viceversa. 

The effects of the data distribution and model geometry on the 
residual distribution can be calculated [for example, see equation 
12.38 in Vanicek a d  Krakiwsky, 19861. Using the residual 
distribution to determine whether data are true outliers may lead 
to more consistent data editing. Using the residual distribution 
may also make it possible to identify whether some points violate 

the model assumptions significantly. This may be useful for 
identifying and investigating modeling problems, such as mapping 
function errors at low elevations. 

Besides data editing problems, mismodeling due to erron in the 
clock and atmosphere models may contribute to the differences in 
repeatability between SOLVE and SOLVK. The models used for 
the atmospheres and clocks by the two systems are different in 
their details. ,Both systems allow systematic behavior on time 
scales of an hour or more to be modeled. However, SOLVE has 
no provision to model variations on time periods shorter than the 
model segment lengths. These variations show up as colored 
noise. SOLVK on the other hand can model shorter term varia- 
tions. , 

A second difference in the models is the varktion allowed in the 
models. SOLVE effectively enforces a linear change in each 
model segment. SOLVK make no such requirement. Instead, 
SOLVK recovers, to some accuracy, a variation with the spectral 
content specified by the model. The model used by SOLVK is 
probably a more accurate representation of the physics, particular- 
ly on short times scales, than SOLVE'S. However, even the 
model used by SOLVK is not perfect. The errors in the models 
used by both system contribute some error to the results. Howev- 
er, considering the insensitivity of the results to variations in the 
model parameters, it is probably a fairly small effect. 

SOLVK's model is theoretically more elegant than SOLVE'S. 
SOLVE permits rate changes only at the points where the linear 
segments meet. As already mentioned, SOLVK potentially 
represents the statistics of the clock and atmosphere variations 
more realistically than SOLVE. However, as shown by the 
slightly better repeatability of baselines from SOLVE, this 
theoretical superiority would appear not to be a significant 
advantage compared to other consideratfons. 

Unmodeled effects may also contributc to the difference in the 
repeatabilities. The stochastic models used by SOLVK tend to 
distribute unmodeled effects differently than the more determinii- 
tic model used by SOLVE. As an example, antenna deformation, 
which is not explicitly modeled at this time, is likely to have 
different consequences for the two systems. 

The differences in the repeatabilities by year for the Ft. Davis- 
Westford baseline are intriguing. lt is interesting that the rgpeata- 
bilities agree well in the latter years, 1987-1989, when the data 
are better and include more low elevation observations. The 
earlier years, 1981-1983, when SOLVE has better repeatability, 
are dominated by the single baseline POLARIS experiments. The 
period from 1984-1986 where SOLVK has better repeatability 
corresponds to the years when the 'Ft. Davis anomaly' went 
through its largest excursion and are also the initial years of the 
multi-baseline IRlS program. Thesedifferences are only intriguing 
now, although understanding them, if they are significant, may 
lead to a better understanding of the differences between SOLVE 
and SOLVK and perhaps the Ft. Davis anomaly as well. 

The slight apparent bias in the baseline rates that appcar in 
Figure 2 suggests that there is a small difference in the models 
used by the two systems, most likely in the atmosphere models. 
In particular, it is known that the baseline rates are sensitive to 
errors in the mapping function becauseof changes in the elevation 
coverage of the data [Kuehn et aL, 19911. There may be some 
remaining discrepancy in the models used by SOLVE and 
SOLVK. 
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V. CONCLUSIONS 

We have compared the baseline repeatabilities and rates derived 
from SOLVE and SOLVK solutions for many Mark I11 VLBl 
baselines. SOLVK uses stochastic parameters to model clock and 
atmosphere variations. SOLVE uses a more deterministic model . 

that includes a pseudo-stochastic model for these variations. The 
baseline repeatabilities for the two techniques are very compara- 
ble, although generally SOLVE performs slightly better than 
SOLVK. The primary cause of the differences in the repeata- 
bilitia is most likely to be due to the data editing. To a lesser 
extent, mismodeling of the atmosphere and clocks and other 
unmodeled effects probably contribute. Since both systems 
provide good results they provide a valuable cross check for each 
other. The low level at which the two systems disagree shows that 
the differences in approach have relatively small consequences. 
Further work will be necessary to improve the consistency of the 
editing. Investigating the remaining differences in the baseline. 
repeatabilities will improve our understanding of VLBI data. 
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Abstract 

We compute vertical displacements at most of the fixed VLBI 
stations by convolving the atmospheric surface pressure given by 
the Japanese Meteorological Agency Global Objective Analysis 
data and the load love numbers all over the earth. The vertical 
displacements even under the inverted barometer model are as 
large as 40mm at continental stations in extreme meteorological 
conditions. Analytic approximate formulae specific to individual 
stations are derived. The post-fit residuals are smaller than lmm 
in the inverted barometer case and about 1.6mm in the non- 
inverted barometer case. The vertical displacements are 
compared with those determined with VLBI. It is found that the 
atmospheric loading is not a major source of variations of the 
observed vertical displacements. 

. 

I. Introduction 

The earth’s atmosphere loads the surfaces of the solid earth and oceans and depresses 
the solid earth vertically. It also produces a horizontal displacement because of the lateral 
inhomogeneity of the surface pressure distribution of the loading atmosphere although it is 
expected to be much smaller than the vertical displacement. This loading effect is not 
negligibly small if we require centimeter accuracy to a geodetic position measurement. In fact, 
the vertical position difference between the high and low extremities is as large as a few 
centimeters at continental stations. 

Another important loading source is the tidal change of the sea level. It has 
computationally similar characteristics as those of the atmospheric load. Both of them depend 
on location of a point where the loading displacement is computed and need global integration 
of the loading effect over the whole earth’s surface. The loading distribution is given by a 
global meteorological data such as the GANuGlobal objective Analysis) data provided by 
the Japanese Meteorological Agency(JMA) in the case of the atmospheric loading, while tidal 
maps such as Schwiderski’s(l980) are used in the case of the ocean tide. However, there is 
an important difference between the two loading problems. The tidal loading is purely 
periodic and needs to compute only amplitudes and phases of some major tidal constituents. 
On the other hand the atmospheric loading is not purely periodic but has wide continuous 
spectra. It is necessary to perform integration at each epoch when we want to know the 
displacement. This may be the major reason that there have been only few attempts to 
compute the displacement due to the atmospheric loading. Van Dam and Wiilir(1987) 
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computed the atmospheric loading displacements at Westford and Onsala in one y e a  by using 
a global meteorological data and found good correlations between the computed displacements 
and the baseline length changes. 

An important aspect of the correction of the atmospheric loading displacement is that 
we often need an approximate formula analytically expressed in terms of local surfixe 
pressure at an observing site. Presently most of data analysts do not have a convenient access 
to global meteorological data and cannot perform the global integration. More important 
reason is that the present time resolution of the global meteorological data is only 12 hours 
despite the atmospheric pressure changes more rapidly. 

In this paper we compute the vertical displacements due to the atmospheric loading 
at 31 VLBI stations for the period from 1984 to 1990 and derive analytic approximations that 
have the accuracy of Imm. 

- 1987/6 

1987/7 - 198812 

1988/3 - 

11. Global meteorological data and method of computation 

2.5~2.5 1ooO,850,700,5oO,4O0,300,250,. .. 24 

2.5x2.5 ' 850,700,500,400,300,250, ... 12 

1.875x1.875 1000,850,700,500,400,300,250, ... 12 

The basic method of computation is similar to that used for computing displacements 
due to the ocean tides. We adopt the same integration method developed by Sato and 
Hanada(1984) and use the GANL data provided by the JMA as basic global meteorological 
data. Characteristics of the GANL data are summarized in table 1. 

Table 1. Characteristics of the GANL data. 

Mesh size I Period ' 1  (degrees) 
Pressure level 

(mb) 
interval 
(hours) 

We first compute surface pressure at the mesh points on the land by taking into 
account the surface topography of the earth. The topography data originally given at 30'x30' 
mesh points are interpolated at the mesh points of the GANL. We compute pressure on the 
GANL mesh points by interpolating the heights of the pressure level surfaces. Since the 
GANL mesh is not fine enough to compute precisely the loading pressure near an observing 
site, we interpolate the GANL data at the topography mesh points to compute the loading in 
the region within 18.'75 from the observing site. The distribution of the surface pressure 
strongly reflects topograpliy variation. It almost looks like a world topography map. 

The surface pressure at the mesh points on the Oceans is computed witti the inverted 
barometer model. In this model the surface pressure at the individual mesh points over the 
oceans is replilced by common pressure averaged all over the oceans. 

In order to compute the vertical displacement the surface pressure is converted to 
loading surface mass density with the relation: 
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where g is the surface gravity. The convolution of surface mass density with the load love 
number K all over the earth’s surface gives the vertical displacement u as: 

0 

D 
1- D o  

0 
0 

0 
0 

-- 

oo 0 

0 
D 

0 

D 

where (A,$) and (A/,@’) are longitudes and latitudes of an observing site and a loading 
point, and 9 is angular distance between these two points. We use Farrell’s(1972) load love 
numbers as K. Detailed procedure to perform the above integration is ,given in Sat0 and 
Hanada( 1984). 

11. Accuracy of the GANL data 

Before performing the integration given by equation (2) we have to examine how 
closely the interpolated surface pressure follows the actual pressure variation observed during 
VLBI observations. Figure 1 shows the pressure variation at Richmond in February, 1990. 
During this period an intensive burst observation campaign was conducted and almost 
continuous data spanning 11 days were obtained. The general trend of the GANL pressure 
closely follows the observed pressure. This means that the GANL data is usable at least for 
computing inter-day variation of the vertical positions. 

1005 , I I I I I 
I I I 

47925 47930 47935 47940 47945 47950 

Figure 1. Variation of the surface pressure at Richmond. The squares are the spatially 
interpolated values from the GANL data at every 12 hours. The thick lines are the observed 
pressure. The abscissa is Julian day - 2400000. . , 

Figure 2 shows differences of the observed pressure from the interpolated GANL 
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Figure 2; Differences of the observed pressure from the interpolated GANL pressure at 
Richmond. The abscissa is' Julian day - '  2400000. 

values at the observation epochs. There is a mean offset of about lmb. This magnitude of the 
offset is quite likely because the offset depends on, for example, the ground height of a 
barometer. More important feature is the existence of daily variations. The GANL data cannot 
follow such high frequency variations because its temporal resolution is only 12 hours. The 
amplitude of.the daily variation is about lmb. At the epochs when the GANL data is given 
the variation of the differences is much smaller than lmb. Therefore, we can conclude the 
GANL data has accuracy better than lmb at the GANL data epochs if we neglect a constant 
offset. The accuracy of the pressure interpolated between the GANL data epochs depends. 
upon amplitudes of shorter period variations. The overall errors of the interpolated GANL 
values are about f l m b  in the present example. 

111. Results of direct integration 

In this section we show results of the direct integration given by equation (2) for 
Wettzell and Kauai for the period from March 1, 1988 to December 31, 1990. These stations 
are selected as typical continental and ocean stations: The GANL data is considered to be 
most accurate in this period(see table 1). 

' Figure 3 shows variations of u at Wettzell. The range of u between the high and low 
extremities is almost 40mm which is large enough to be detected, while usual,u varies by 
only 15mm. The.extremely high u correspond to extremely low pressure. The surface pressure 
variations in the same period is shown in Figure 4. By comparing the two figures we find 
very good ,correspondence between the peaks of u and p: low p corresponds to high u. 

Figure 5 is a correlation diagram between u and p. The points are concentrated around 
a straight line; This means that the correspondence is not only in the epoch but also in the 
magnitude. This is a,typical characteristic of u at continental stations when the inverted 
barometer .model is adopted. 

The correspondence between u and p is less clear at oceanic stations. Figures 6 and 
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Figure 3. Variation of the vertical displacement u at Wettzell at every 12 hours from 
March 1, 1988 to December 31,1990. The abscissa is Julian day-2400000. "he unit of the 
ordinate is mm. 
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Figure 4. Variation of the surface pressure p at Wettzell at every 12 hours from March 
1, 1988 to December 31, 1990. The abscissa is Julian day-2400000. The unit of the 
ordinate is mb. 

7 show u and p at Kauai. The correspondence between u and p is good. However, u does not 
have extreme spikes which p has. As is seen in a correlation diagram given by figure 7, 
although u vanes basically in proportion to p, the distribution of the points is more dispersed 
than that at Wettzell. This is the implication of the inverted barometer model. If the inverted 
barometer model is not adopted, the correspondence is the same as that at continental stations. 
The range of u, which is only 4mm, is much smaller than that at Wettzell because the surface 
pressure typically varies only 15mb and the inverted barometer model is adopted. Another 
noticeable characteristic of u at Kauai is that u has a clear annual signature. Since u at Kauai 

115 



-700 

n 
f i  -705--  

e 
W 
c, -710-- 
d 
Q, f i  -715-- 
a2 u 
Ld -720--  
pc 

-725--  

ca -730--  

k -735--  

4 

m 

d 

3 
-740 ! I I I I I I I I 

I I 

800 890 900 910 920 930 960 9 
Surface p r e s ~ u r e ( % b ~ ~ ~  

. .  e :  
. .  

0 

'. 8 
0 0 . .  . 

0 

'0 

Figure 5. Correlation between the surface pressure p and the vertical displacement u at 
Wettzell. Each point corresponds to p and u at every 12 hours. ' 
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Figure 6. Variation of the vertical displacement at Kauai at every 12 hours from March 
1, 1988 to December 31, 1990. The abscissa is Julian day-2400000. The unit of the 
ordinate is mm. 

is considered to be due to the worldwide change of the surface atmospheric pressure under 
the inverted barometer hypothesis, it is suggested that an annual variation of u independent 
of the local surface pressure variation exists. 

IV. Analytic approximation 

Since the correspondence between u and p is fairly good, proportionality of u to p - 
given by 
is an appropriate approximation. Here u,,, and p,,, are means of u and p over the period 
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Figure 7. Variation of the surface pressure at Kauai at every 12 hours from March 1, 
1988 to December 3 1, 1990. The abscissa is Julian day-2400000. The unit of the ordinate 
is mb. 
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Figure 8. Correlation diagram between the surface pressure and the vertical displacement 
at Kauai. Note that the concentration around a strict proportionality is poorer than that for 
Wettzell. 

u= um+c(p-p,, (3) 

concerned. If we adopt equation (3), standard deviations of post-fit residuals are around 
1.5mm. This value is much smaller than the range of u itself. However, it is not satisfactorily 
small if we require mm-accuracy. In addition there remain systematic variations in the post-fit 
residuals. 

Figure 9 shows the post-fit residuals of u at Kauai with equation (3) as an approximate 

117- 



‘ I  I 

1 

E 
E 0 - -  

- 1  

-- 

-- 

-2  ! I I I I I 
I I I I I 

47200 47400 47600 47800 48000 48200 

Figure 9. Residuals of u at Kauai affer fitting u=u,,,+c(p-pJ. The abscissa is Julian day- 
2400000. 

expression. The residuals have a clear annual signature. This example demonstrates necessity 
of introduction of annual terms to equation (3) as: 

~=u,+usin2nt +bsin2nt +c(p-pJ (4) 

If we adopt equation (4) as an analytic approximation, the annual signature disappears and 
the post-fit residuals are much reduced. Table 2 lists the estimated parameters at VLBI 
stations, The standard deviations of the post-fit residuals given in the column (T are smaller 
than lmm for most of the stations. Therefore, it is concluded that equation (4) with table 2 
has enough accuracy for geodetic vertical position determination with mm-accuracy. The 
response coefficient c of the vertical displacement to the local pressure change ranges from - 
0.054mm/mb at KWAJAL26 in mid-Pacific ocean to -0.542mmlmb at HARTRAO in South 
Africa. 

If we do not adopt the inverted barometer model, in other words, we take into account 
the variation of the surface pressure on the oceans, there is no distinction between continental 
and oceanic stations. This is demonstrated in table 3 which gives the same parameters as table 
2 in the non-inverted barometer case. Comparing the two tables we find that the response 
coefficients c of the oceanic stations increases very much. For example, c at KWAJAL26 is 
more than 20 times larger in the non-inverted barometer case. In contrast c’s at the continental 
stations increases only as much as 30%. The standard deviations of the post-fit residuals also 
increase because the range of K variation increases. 

V. Correspondence between computed and observed vertical displacements 

The most straightforward way to see if the atmospheric loading effect is explainable 
observationally determined vertical displacements is the direct comparison. This is also the 
only way we can take, since we have not computed horizontal displacements and it is not 
possible to compare baseline length changes without knowing 3-dimensional displacements. 

Wettzell is the most appropriate station to make the comparison, since it is a 
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Table 2. Parameters of the analytic approximation under the inverted barometer hypothesis. 
h and 4 are longitude and latitude of a station. 

Station P m  
mb 

ALGOPARK 989.25 
DSS45 940.72 
EFLSBERG 970.47 
FORTORDS 987.70 
GILCREEK 972.67 
HARmAO 862.68 
HATCREEK 903.05 
HAYSTACK 1002.97 
HRAS 085 841.41 
KASHIMA 1005.92 
KAUAI 889.49 
KWAJAL26 1006.4 1 
MARPOINT 1017.62 
MEDICINA 1010.55 
MOJAVE12 912.82 
NOBEY 6M 859.37 
NOT0 1000.22 
NRA085 3 926.90 
NRAO 140 924.70 
ONSALA60 1004.94 
OVRO 130 882.46 
PLA'ITVIL 848.22 
PRES ID10 10 10.85 
PT REYES 1010.85 
PVERDES 1008.69 
RICHMOND 1017.73 
SANPAULA 994.78 
SESHAN25 10 13.93 
VNDNBERG 1016.78 
WESTFORD 1006.60 
WETIZELL 938.96 

urn 
mm 

-718.80 
-729.08 
-736.87 
-709.40 
-710.15 
-685.18 
-682.11 
-727.46 
-665.64 
-732.05 
-745.61 
-752.14 
-726.11 
-730.88 
-682.27 
-716.74 
-738.13 
-713.83 
-7 13.77 
-739.67 
-665.29 
-640.33 
-708.99 
-710.49 
-705.30 
-734.08 
-701 .80 
-711.30 
-7 1 1.01 
-727.49 
-725.99 

a b 
mm mm 
0.83 0.11 
0.76 -0.00 
0.23 -0.13 

1.72 -0.05 
0.74 0.30 

0.53 0.14 
0.81 0.19 
1.14 0.06 

-0.36 -0.21 
-0.30 0.10 
0.47 0.05 
0.72 0.09 
0.89 0.13 
0.68 0.04 
0.53 0.24 

-1.26 -0.37 
-0.08 0.04 
-0.41 -0.28 
-0.43 -0.29 
0.48 -0.07 
0.61 0.32 
0.48 0.13 
0.08 0.13 
0.15 0.13 
0.24 0.34 
0.36 0.19 
0.68 0.41 

-0.12 0.34 
0.41 0.32 
1.20 0.09 

-0.67 -0.17 

C 
mm/mb 
-0.435 
-0.423 
-0.413 
-0.201 
-0.432 
-0.540 
-0.387 
-0.369 
-0.532 
-0.167 
-0.053 
-0.03 1 
-0.406 
-0.43 1 
-0.457 
-0.276 
-0.210 
-0.479 
-0.48 1 
-0.254 
-0.444 
-0.495 
-0.092 
-0.112 
-0.159 
-0.175 
-0.278 
-0.379 
-0.129 
-0.366 
-0.442 

0 
mm 
1.01 
0.56 
1.04 
0.81 
0.98 
0.44 
0.94 
0.86 
0.72 
0.59 
0.45 
0.5 1 
0.85 
0.79 
0.84 
0.61 
0.70 
0.91 
0.93 
0.92 
0.99 
0.94 
1.17 
1.11 
0.98 
0.58 
0.87 
0.56 
0.87 
0.87 
1 .oo 

h 
deg 

28 1.93 
148.98 

6.88 
238.23 
212.50 
27.69 

238.53 
288.5 1 
256.05 
140.66 
200.33 
167.48 
282.77 

243.1 1 
138.47 
14.99 

280.16 
280. 6 

1 I. .93 
24 1. .72 
255.27 
237.54 
237.06 
241.60 
279.62 
241 .OO 
121.20 
239.38 
288.51 

12.88 

111.65 

0 
deg 
45.96 

-35.40 
50.52 
36.59 
64.98 

40.82 
42.62 
30.M 
35.95 
22.13 
9.40 

38.37 
44.52 
35.33 
35.94 
36.88 ' 

38.43 
38.44 
57.40 
37.23 
40.18 
37.81 
38.10 
33.74 
25.61 
34.39 
31.10 
34.56 
42.61 
49.15 

-25.89 

continental station and is one of the stations producing a large number of observations. Figure 
10 shows the variation of the vertical position at Wettzell determined with VLBI(Capreite et. 
af, 1990 ). The sniooth curve in the figure is the smoothed variation that is optimal in the 
sense of the minimum ABIC(Akaike 1981). The residuals from this curve is considered to be 
random in a statistical sense. If there were a significant periodic component, the optimally 
smoothed variation must have had such a component. It is evident that tlie observed u does 
not have a significant annual component, while the annual component is most significant in 
the atmospheric u. 

In order to see if rapid variations of VLBI u can be interpreted as being due to 
atmospheric u, atmospheric u is plotted against VLBI u in figure 11. VLBI u's plotted there 
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Table 3. Parameters of the analytic approximation under the non-inverted barometer 
hypothesis. h and (I are longitude and latitude of a station. 

Station P m  
mb 

ALGOPARK 989.24 
DSS45 940.73 
EFLSBERG 970.47 
FORTORDS 987.70 
GILCREEK 972.67 
HARTRAO 862.68 
HATCREEK 903.05 
HAYSTACK 1002.96 
HRAS 085 841.40 
KASHIMA 1005.91 
KAUAl 889.49 
KWAJAL26 1006.41 
MARPOINT 1017.61 
MEDICINA 1010.56 
MOJAVEl2 912.82 
NOBEY 6M 859.37 
NOT0 1000.22 
NRA085 3 926.90 
NRAO 140 924.69 
ONSALA60 1004.97 
OVRO 130 882.46 
PLAlTVIL 848.22 
PRESIDIO 1018.38 
PT REYES 1018.07 
PVERDES 1008.69 
RICHMOND 1017.73 
SANPAULA 994.78 
SESHAN25 1013.93 
VNDNBERG 1016.78 
WESTFORD 1006.59 
WETIZELL 938.97 

urn 
mm 

-726.87 
-738.68’ 
-735.55 
-734.94 
-7 16.13 
-689.1 1 
-700.80 
-723.98 
-669.52 
-754.93 
-747.99 
-765.72 
-724.47 
-741.81 
-688.31 
-715.51 
-730.78 
-722.15 
-721.97 
-743.29 
-666.63 
-653.36 
-7 16.97 
-724.77 
-706.56 
-754.39 
-711.79 
-714.97 
-718.01 
-724.09 
-719.61 

a b 
mm mm 
0.78 -0.37 
0.86 -0.68 
0.67 -0.46 
0.50 -0.07 
1.95 -0.39 
0.55 0.49 
0.51 -0.24 
1.09 -0.47 

-0.99 -0.50 
-1.27 -0.10 
0.19 -0.24 
0.72 0.44 
0.63 -0.37 
0.79 -0.19 

-0.01 -0.16 
-3.31 -1.23 
-0.70 -0.16 
-0.84 -0.82 
-0.86 -0.83 
0.84 -0.22 
0.10 -0.09 
0.11 -0.17 
0.23 0.07 
0.48 0.12 

-0.42 0.10 
-0.26 -0.09 

-0.97 0.27 

1.16 -0.44 
-0.57 -0.43 

0.37 0.10 

0.02 0.14 

C 
mm/mb 
-0.453 
-0.620 
-0.557 
-0.501 
-0.536 
-0.644 
-0.517 
-0.458 
-0.547 
-0.485 
-0.638 
-0.599 
-0.460 
-0.563 
-0.542 
-0.539 
-0.57 1 
-0.528 
-0.53 1 
-0.517 
-0.5 17 
-0.503 
-0.429 
-0.458 
-0.469 
-0.604 
-0.498 
-0.477 
-0.458 
-0.454 
-0.523 

d 
mm 
1.52 
1.68 
1.75 
1.39 
1.79 
1.10 
1.48 
1.58 
1.16 
1.31 
1.07 
0.85 
1.47 
1.55 
1.24 
1.37 
1.32 
1.36 
1.37 
1.68 
1.32 
1.27 
1.32 
1.36 
1.39 
1.08 
1.22 
1.14 
1.29 
1.60 
1.39 

h 
deg 

28 1.93 
148.98 

6.88 
238.23 
212.50 
27.69 

238.53 
288.51 
256.05 
140.66 
200.33 
167.48 
282.77 

11.65 
243.1 1 
138.47 
14.99 

280.16 
280.16 

11.93 
241.72 
255.27 
237.54 
237.06 
241.60 
279.62 
241.00 
121.20 
239.38 
288.5 1 

12.88 

Q 
deg 
45.96 

-35.40 
50.52 
36.59 
64.98 

40.82 
42.62 
30.64 
35.95 
22.13 
9.40 

38.37 
44.52 
35.33 
35.94 
36.88 
38.43 
38.44 
57.40 
37.23 
40.18 
37.81 
38.10 
33.74 
25.61 
34.39 
31.10 
34.56 
42.61 
49.15 

-25.89 

are residuals from the smoothed variation shown in figure 10. The dispersion of VLBI u is 
larger than that of atmospheric u by one order of magnitude. There is no correlation between 
the two d s  even if VLBI u’s with large absolute values are excluded. The dispersion of VLBI 
u considerably decreased in and after 1988. However, there is no correlation between VLBI 
u and atmospheric u. Moreover, even optimally smoothed VLBI ii has no correlation in this 
period. Therefore, we can conclude that the atmospheric loading is not a major source of the 
variation of the vertical displacements obsefved with VLBI. It should be noted that this does 
not mean that the atmospheric u is not necessary to be corrected for. 

120 



-""! 150 

100- 

E 50-  

0 -  

-50 - 
-100- 

-150- 

-200 I L I I . 
I I I 

45600 46000 46400 46800 47200 47600 

Figure 10. Variations of the vertical positions observed with VLBI at Wettzell from 1984 
to 1989. The variations are expressed as differences from the mean. The optinially 
smoothed variation giving minimum ABIC is also shown. 
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Figure 11. Correlation of atmospheric u against VLBI u at Wettzell. The crosses and 
squares show u's from 1984 to 1987 and 1988 to 1989, respectively. The units of the both 
axes are mm. 

VI. Conclusion 

The atmosplieric loading causes vertical displacements in the rate about -Ofmm/mb 
or more at continental stations under the inverted barometer hypothesis. The rate is much 
smaller at oceanic stations. There exists annual variations independent of the local surface 
pressure. We can approximate the vertical displacements by using the expression given by 
equation (4) with the accuracy of lmm. In the non-inverted barometer case the accuracy of 
the analytic approxiniation is 1.6mm. 
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The observationally determined vertical displacements is not explainable as being 
caused by the atmospheric loading, since the dispersion of the observed vertical displacements 
is too large. However, this does notdeny necessity of correcting for the atmospheric loading 
effect. In fact, the loading displacement ranges by about lcm during the actual VLBI 
observations. 
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. .  
Current Precision of VLBI Multi-Band Delay Observables 

BRIAN E. COREY 
Haystack Obsenwny. Wqfoni. Massacheas 

ne pncioion Of m u k b a d  8rOUp &by obrrvables collected with the Mark III ryaoom in a a r c d  
to determine whether the formal unccminly, which depend8 only on the Observation eignrl-to-noik? ntio (SNR) 
and the mu spanned bandwidth, in a valid represontation of h e  actual data quality. Two approreher are u d :  
analysis of residual phaser which reclult from the gmup delay tit acmu fnquency. a d  comparimn of group 
and phase delays. The phr& residual aMly8h rhowe that the statintical propcdes of actual data deviate from 
the theoretical model. We model the observed pha r  variance as the sum of two components: the Ibcoreticd, 
SNRdependent contribution modified by a r a l e  fnctor plur a phase 'wise floor.' The scale fictor is found 
to be (1 .l)' for the standard X-bad frequency wquencc wing 360 MHz spanned bandwidth and (1 .3)z for the 
R&D doubled bandwidth data; the phase no i r  floor is (1.7')' a d  (2.2y, respectively. These phase noise 
values imply group &lay prrcisions no bcttcr than 12 ps and 8 pa for standard and R&D X-band sequencer. 
Analysis of group and phase delay differences har found a higher value for the R&D group delay noise Eoor, 
about.11-12 pa. Spurious signals, which cormpt the p h a r  calibration phases, are observed at levcls up to about 
-25 dB for several stations. ll~esc effects probably contribute moat of the obselved ratter in the phase 
residuals and the delay differenccr. The laaer value for the p u p  delay noiw floor derived from L e  delay 
difference analysis probably reflects the fict that the spuriour signals are generally arongeat in the outer 
frequency channels thereby exedng a greater influence on group delay estimates. We are unable to cxplai 
thc exirzsnce of SNUdcpcndent scale e m .  It a p p u n  that the theoretical benefits of doubling Ue X& 
spanned bandwidth, an enhancement tealed in the NASA RBD program, have been largely m l i d  as musured 
by phase stability (about two-thirds of the full potential) and Iomcwhat leu 10 as measured by group delay . 
variations. The X-band phase atability of the Kc Town VLBA antion is found to be poorer than the Mark Xtl 
SU~~OIU, for ~ W I M  not yet identified. 

INTRODUCTION 

Under most circumstances, VLBI geodetic 
determinations are probably limited by errors in calibrating 
for external delay contributions, especially those due to 
atmospheric propagation [Clark et al., 1989; Herring et 
al., 19911, and not by instrumental errors or by the 
precision of the observables per se. The precision of the 
VLBI observables is nevertheless important. While the 
noise-like effect of the nuisance atmospheric parameters 
normally included in VLBI data analysis depends primarily 
on the observing geometry (which determines the cross- 
correlations with the geodetic parameters), the magnitude 
of potential unmodelled errors may be influenced in subtle 
ways by the precision of the observables. More 
importantly, in certain stateof-theart VLBI experiment 
series the observed geodetic repeatability is only slightly 
greater than that expected from the f o d  emrs  [Davis et 
al., 1991; MacMillan and Ray, 19911, a strong indication 
that unmodelled errors can be controlled: As ongoing 
improvements are made, particularly in modelling 
atmospheric effects, the sensitivity of geodetic results to 
observation precision will likely increase. For these 
reasons, an assessment of the intrinsic precision of VLBI 
multi-band group delay observables is appropriate. Our 
emphasis here is on X-band observables obtained with the 
enhanced Mark IIIA data acquisition system developed by 
the NASA Crustal Dynamics Project (CDP) and 
demonstrated in the Extended R&D Experiment (ERDE) 

during October 1989 [Corey and Clark, 19911. Results 
using this system with doubled X-band spanned bandwidth 
are compared with comparable data obtained with the 
standard configuration. Thus, this study also serves to 
assess the effectiveness of the hardware modifications made 
to implement the observational enhancements. 

Group Delay Precision 

The Mark I11 data acquisition system was a key 
development in applying VLBI to high-precision geodesy 
by increasing the system sensitivity and enabling the 
bandwidth synthesis technique to b used simultaneously 
for two wide frequency bands [Clark et al., 19851. In 
bandwidth synthesis, a signal is sampled in several 
discrete, relatively narrow channels spanning a broad 
frequency range [Rogers, 1970; Hinteregger et al., 19721 
to produce fringe phase estimates at a series of frequencies. 
Group delay is the change in fringe phase with respect to 
frequency and thus the group delay uncertainty varies 
inversely with the spanned bandwidth. Bandwidth 
synthesis thereby permits much more precise group delay 
observables than if the same recorded bandwidth were 
confined to a single chamel. Importantly, Mark I11 allows 
group delay observations (made simultaneously at S-band 
and X-band to remove the dispersive effect of ionospheric 
propagation) precise enough for geophysically significant 
geodetic determinations without relying on the more precise 
but ambiguous (and therefore dimcult to utilize) phase 
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delays that had conventionally been used in interferometry. 
The theoretical standard deviation in the estimate of the 

group delay derived from VLBI bandwidth synthesis 
depends inversely only on the interferometer signal-to-noise 
ratio (SNR) and on the effective (rms) spanned bandwidth 
[Clark et tal., 19851. (This ignores integer ambiguities, 
related to the minimum spacing between frequency 
channels, which are usually readily resolvable, and noise 
peaks falsely interpreted as signal, which are reliably 
avoided by requiring SNR 2 7.) The theoretical 
formulation assumes that a common system noise affects all 
frequency channels independently and equally, and that no 
other effects are important. There are, however, a variety 
of other instrumental effects that can introduce phase noise 
preferentially in one or more hquency channels, thereby 
affecting the group delay value [Rogers, 19911. Spurious 
contributions to the phase calibration tones, used to align 
the phases of the independent frequency channels with 
respect to one another, are a particular concern. In 
addition, the finite capability of the correlator to extract a 
unique signal phase acts much like an additional system 
noise component [Rogers, 19911. To allow for such 
effects, we can generalize the theoretical expression for the 
phase variance of an individual frequency channel to 

where 
cr, = (360' d N d  ) / (2r SNR) 

is the theoretical standard deviation of the phase in a single 
channel (in degrees). The signal-to-noise ratio SNR is the 
usual value for the coherent sum across Nd frequency 
channels. Two empirical parametem have been introduced: 
a represents a possible scaling error while uo is the average 
phase noise (in degrees) per channel due to effects 
unaccounted for by SNR. From this, it follows that the 
generalized uncertainty expression for a group delay 
measurement (in time units) is 

interested in whether u, , the limiting phase noise per 
channel, changed when the X-band bandwidth was doubled 
for the enhanced Mark 111 system. If uo remains 
unchanged (or decreases) for the wider bandwidth, then the 
full factor two pbtential improvement in group delay 
precision will have been realized. Error sources which 
cause constant or nearly constant bias contributions to the 
group delay are not considered here. 

ME~HODOLOGY 

The basic methodology to assess group delay precision 
has been presented and applied by Herring [1983] who 
found that the apparent noise of V U 1  observables did not 
have the statistical properties expected based purely on 
SNR due to large instxumental dispersions in the early 
Mark III system. For X-band data, a proportional error of 
1.1-1.2 scaled the theoretical group delay standard 
deviation and a threshold noise floor of about 15 ps was 
observed. Two approaches were described by Herring to 
evaluate the quality of group delay observables: analysis of 
the residual phases by frequency channel which result from 
the fitting of the group delay in the data processing; 
comparison of group and phase delays under the 
assumption that errors in the phase delay observables are 
much smaller. To some extent, these approaches are 
complementary. Study of phase residuals is more basic in 
the sense that the phase scatter sets a lower bound on the 
group delay performance. On the other hand, comparison 
of differenced delays is more comprehensive, being 
sensitive to all instrumental effects that are not identical for 
both data types, including random delay variations that do 
not influence the phase residuals. These methods are 
explained below. 

Analysis of Phase Residuals 

Qualitatively, the processing of the raw VLBI data 
streams from each pair of stations can be thought of as 
producing h g e  phase estimates for each frequency 

. channel which, after applying calibration offsets, are used 
to fit a group delay, the derivative of phase with respect to 

u: = [ a / (2r - SNR B,) 1' + [ uo / (360' - dN,+, . B, ) 1' 

where B, is the rms spanned bandwidth. In 
circumstances where extraneous phase errors are large for 
only a few frequency channels, this formulation may be a 
poor representation of the actual quality of the group 
delays. Likewise, random delay-like variations within the 
Mark I11 system, which will contribute to the group delay 
scatter but not to the phase scatter across the frequency 
band, are neglected by this formalism. Note that as SNR 
grows large, the theoretical noise contribution vanishes 
leiving the empirical contribution as a "noise floor" for 
group delay data. 

The purpose of this study is to examine VLBI 
performance changes with varying SNR to estimate a value 
for uo and hence to measure the group delay noise floor, as 
well as to determine whether a proportionality error a 
applies to the theoretical uncertainty. We are particularly 

frequency. h practice, the multi-band group delay is fit in 
a multidimensional Fourier search that also estimates 
simultaneously the single-band delay, the delay rate, and 
the visibility phase, refer to Clark et al. [1985]. The 
difference between the phase of each frequency channel 
and the phase computed from the observation-averaged 
group delay, delay rate, and the visibility phase is referred 
to as the residual phase. Ideally, the residual phases 
should be zero mean, Gaussian random quantities with a 
standard deviation which depends only on SNR. It is well 
established that this expectation is not realized for the 
reasons mentioned above and probably for others. 
To characterim the departures from ideal behavior, we 

have computed standard deviations for the residual phases 
for every observation in a set of one-day VLBI observing 
sessions. In doing so, we first remove a weighted mean 
phase offset for each frequency channel calculated 
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separately for each oneday session, using the (unmodified) 
theoretical uncertainty as weights. Thus, our analysis is 
not sensitive to error sources which vary slowly compared. 
to a day. The phase scatter across the frequency band for 
each observation is then computed weighting each phase 
residual by the number of data bits (accumulation periods) 
and the square of the fringe amplitude for that channel. 
The standard deviation computation assumes that the 
number of degrees of freedom is given by the number of 
frequency channels less two (for the removal of the 
observation-averaged visibility phase and the group delay, 
essentially an offset and a slope). In performing this 
analysis, only those observations that are nominally "good" 
with SNR values greater than 10 have been used. 
The product of the above procedure was about 2000 

determinations of the observed (u6 ) and the theoretical 
(ulb ) phase scatters for each ERDE experiment day. Lines 
were fit to the squares of these quantities, or the observed 
and theoretical phase variances, to derive estimates for a, 
the proportionality error, and u.  , the limiting phase noise 
per channel, for each day. Owing to the high data 
redundancy, the line-fitting was done in two steps. First, 
the data were binned in intervals of u,,, (equal numbers of 
points per bin) and within each bin the corresponding 
values for u: were averaged. The averaged values of u62 
versus uaz were then fit linearly. The number of bins used 
was 25 when all the data were analyzed and 20 for subsets 
of data. 

Analysis of Group/Phase Direrences 

be decomposed into the following contributions 
The VLBI group delay (7) and phase (@) observables can 

7 =  7- + 7- + Fk + 7b" + .f"" + 7- 
4 = o.(F +e + + (4- + @'" + + 2rN) 

where P' is the geometric delay, f'"' is the differential 
propagation delay due to the neutral atmosphere, F is 
the delay due to clock and cable differences, is the 
differential ionospheric delay, f O -  and 4- are the delay 
and phase offsets due to source structure, i" and @"'" are 
instrumental delay and phase offsets, @" is the phase 
contribution due to the feed, o is the angular observing 
frequency, and N is an integer number of cycles 
(ambiguities). The largest delay components are common 
to both observables so the delay difference is 

A T - ( @ / w )  = 27b" + .f"" + e' - (4""" + 4'" + @w + 2 r N ) l ~  

There are two equivalent approaches for minimizing 
further the effects of non-instrumental error sources, both 
of which rely on having two VLBI stations near to one 
another. For a single, very short baseline, the non- 
instrumental effects will be minor and the ambiguities 
should be readily resolvable to a common value. The 

behavior of the scatter in A over time is then a direct 
measure of the instrumental differences. Moreover, mder 
most n o d  conditions, the instrumental effects will be 
substantially larger for the group delays than for the phase 
delays, by roughly the ratio of the observing frequency 
divided by the rms bandwidth. This method has :hen 
applied by Hem'ng [1983, 19911 to the 1.2-lun baselie 
between Haystack and Westford in Massachusetts. 

Alternatively, the delay differences for a pair of 
baselines from two nearby stations to B third arbitrary 
station can be differenced a seccnd time. Thus, if i and j 
denote the nearby pair of staticns and x denotes a &.in! 
station, then the doubly differenced delay is 

Ak + 
(2uMlw) 

where M is an integer number of ambiguities ~ 9 d 1  where 
the source contributions from the two long baselines ix and 
jx, being nearly equal, difference out. (We assume * h t  
the two nearby stations have the same type of antenna 
mount, so that t$'"d is nearly identical for thc hvo 
baselines.) For baselines much shorter than the scale of 
the ionosphere (about 100 km), the ionospheric 
contribution can normally be neglected. Generally, two 
classes of error sources will contribute to the instrumental 
offsets: (1) station-based (e+, spxious signals that corrupt 
the measured phase calibration phases), and (2) baselhe- 
dependent (e+, cross-polarized feeds at both ends af a 
baseline or mismatched basebard filters). For station- 
based errors, the differenced delay depends only on the 
performance of the two nearby statiors, but not on that of 
the third. However, the performance of the third station 
is important for baselinedependent errors. Note that this 
procedure cannot be applid whea the instrumental 
variations are a substantial fraction of a cycle of phase as 
this renders the resolution of integer ambiguitiesunreliable. 

For our study, the second approach, using doubly 
differend delays, has been emp!oyecl. As applied to %e 
Extended R&D Experiment (ERDE) data set, which 
includes the nearby pair of stations at Westford sad 
Haystack as well as three others, this provides significantly 
more observational data than using the Westford-Haystack 
baseline alone. Double differences were formed for all 
data using Fairbanks and Pie Town as third stations. Being 
considerably less sensitive, the Mojave baselhes were not 
used for this analysis. Only those observations with group 
delay errors less than 15 ps (SNR greater than about 4.0) 
were selected to minimize difficulties with ambiguity 
resolution. The resulting data sets for Fairbanks and Pie 
Town contain about lo00 delays each. The standard error 
of each differenced delay is the root-sum-squared of the 
individual group delay standard errors, which dominate 
over the phase delay errors. The ambiguity resolution was 
performed independently for each ERDE session in a 
procedure which minimized the varimce of the doubly 
differenced delays about their mean value. Having done 
this, an additive variance was found for each set of double 
differences for each ERDE session such that when add4  
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to the average variance expected h m  the formal errors, 
the sum equals the average variance of the doubly 
differenced delays. Ideally, we would prefer to estimate a 
scale parameter for the formal errors, as well as the 
additive noise. However, the limited range of fonnal 
errors did not permit a reliable estimate for a scale m r .  
Therefore, the scale error determined from the analysis of 
phase residuals was assumed to apply to the double 
differences. 

DATA SETS 

For this investigation, we have examined data from two 
specially designed VLBI experiment series conducted by 
the CDP. The ATD (for Advanced ~echnique - Development) series ran monthly in 1987 and bimonthly in 
1988 using the stations at Westford (MA), Mojave (CA), 
Ft. Davis 0, and Fairbanks (AK). The primary 
objective was to test the effectiveness of an observing 
strategy with scans as frequent as possible (nominally, 
about 800-900 per day) spread Uniformly over elevation 
and azimuth down to the lowest possible elevation angles 
(viz., 4.5" at Westford). The data acquisition hardware 
was standard, however. We have used the six ATD 
sessions in 1988 as a measure of the performance of the 
Mark 111 system in its standard geodetic configuration 
[Clark et al., 19851. Two of these sessions used modified 
networks: the Goldstone (CA) antenna DSS-13 substituted 
for Ft. Davis in the July session; the VLBA antenna at Pie 
Town (NM) substituted for Fairbanks in the Sept. session. 
In the latter case, Pie Town used VLBA data acquisition 
hardware with a five-frequency subset of the standard 
geodetic eight-frequency X-band sequence (see Table 1). 

TABLE 1. VLBI X-band Frequency Squence~ 
(all units MHz) 

B tandar d R&D 

frequency channels (USB) : 8210.99 8212.99 
8220.99 ' 8252.99 
8250.99 8352.99 
8310.99 8512.99 
8420.99 8732.99 

8550.99 8912.99 
8570.99 8932.99 

spanned bandwidth 360. 720. 
rms spanned bandwidth 140.22 280.43 
channel bandwidth 2. 4. 

Theme frequencies were not used at Pie Town. 

8500.99 ' 8852.99 

The data set of prime interest is from the ERDE (for 
Extended &&D Experiment) campaign which ran for 12 
sessions over a 17-day period in Oct. 1989. The design 
and network for ERDE was an evolutionary extension of 
the ATD series. The Ft. Davis antenna was replaced by 
the faster slewing, more sensitive Pie Town antenna, and 
Haystack (MA), 1.2 km from Westford, was added for 
redundancy. The basic observing strategy was similar to 

the ATDs except that evea lower elevation angles were 
possible at Haystack and Pie Town (down to about 2.5"). 
The most significant changes concern the data acquisition 
configuration. Hardware modifications [ C 0 9  and Clark, 
19911 allowed both the total span and the bandwidth of 
each channel to be doubled at X-band (see Table 1). 
(Similar enhancements were also made at S-band except 
that the span was increased by only 50 5t .) The i n c r d  
spanned bandwidth should idally improve the X-band 
group delay precision, for fixed SNR, by a factor of two; 
the increased data sampling rate (or channel bandwidth) 
allowed a fixed SNR to be achieved in an integration time 
shorter by d2. More than 2080 obsemations, among 10 
baselines, were scheduled per ERDE session. Also 
important was the design and deployment of a new phase 
calibrator unit with improved stability. In preparation for 
the ERDE campaign, considerable effort was made to 
verify the proper performaace of each system and to 
attenuate such undesirable elements as spurious signal 
contributions to the phase calikration tones. 

Pie Town differs from the other ERDE stations in using 
VLBA acquisition hardware and control software rather 
than the Mark I11 system. It was dso new, having been 
used for VLBI for the first time in 1988. Because the 
VLBA system uses only eight simultaneous frequency 
channels, rather than the 14 standard for Mark III (eight 
for X-band and six for S-band), special procedures were 
necessary for compatibility. T-he Pie Town channels were 
split evenly between X-band and S-band, and time 
multiplexing among frequency settings ("frequency 
switching") was used to extend the coverage to six 
frequencies in each band. This was done holding the two 
outer frequencies of each band fixed for each full 
integration while switching two other channels between 
four inner frequencies every 15 seconds. Two of the X- 
band R&D frequencies were not sampled at all at Pie Town 
(see Table 1). 

RESULTS OF PHASE RESIDUALS ANALYSIS 

The phase residual analysts procedure described above 
was applied to all 12 days of the Oct. 1989 ERDE 
campaign, treating each day separately. To compare the 
performance of the enhanced Mark 111 capabilities used in 

doubled data sampling rates) with the standard system, the 
same analysis was also applied to the six Apr) sessions 
from 1988. The results for determinations of the 
proportionality error a and the limiting phase noise per 
channel a, are listed in Tables 2 and 3, respectively. 
Because the analysis of the ERDE data showed a larger 
phase scatter for the Pie Town baselines than for the 
others, the results have bean tabulated separately for Pie 
Town and for non-Pie Town baselines. The difference in 
data quality is illustrated in Figulre 1 which shows an 
example of the observed versus theoretical phase scatter, 
for the ERDE day 17 Oct. 

One of the ATD sessions (08 Sept., see Table 3) 
happened to use the Pie Town station in a test mode. In 

ERDE (primarily, doubled X-band spanned bandwidth and 
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Fig. 1. Observed standard deviation of the residual phase variation across the X-band span for each observation 
in the ERDE session of 17 Oct. 1989 plotted'against the theoretical phase uncertainty based on SNR. Observations 
involving the VLBA antenna at Pie Town am distinguished (9 from the others (0). The fit (linear in the variances) 
to the Pie Town subset is shown with a dasheddot line while the fit for the remaining baselines is shown with a 
solid line. 
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this case, the only instance where Pie Town used a subset 
of the standard X-band frequency sequence, its phase 
stability was better than the Mark I11 stations, in stark 
contrast to the situation for the ERDE sessions. 

TABLE 2. Phase Scatter Results for R8D X-band 
ERDE aeaaiona non-Pie Tom Pi0 Tom 

(19891 baaelinem baaelinem 
a U- a U, 

15 Oct 
16 Oct 
17 Oct 
18 Oct 
22 Oct 
23 Oct 
25 Oct 
26 Oct 
27 Oct 
28 OCt 
30 Oct 
31 Oct 

1.29 2.630 
1.M 2.13 O 

1.26 2.26" 
1.30 2.01' 
1.27 2.61" 
1.33 1.62' 
1.26 2.120 
l.M 2.36" 
1.29 1.87' 
1.22 1.92' 
1.28 2.37. 
1.26 2.33' 

1.54 3.14' 
1.54 3.000 
1.57 3.09" 
1.58 2.95' 
1.49 3.550 
1.48 2.990 
1.61 4.050 
1.39 3.83' 
1.59 3.10 
1.43 3.30' 
1.64 3.240 
1.63 2.81' 

averagea 1.27 2.19' 1.54 3.25. 
atd. dw. 0.03 0.30' 0.08 0.38" 

TABLE 3. Phase Scatter Results for Standard X-band 

27 Jan 
17 Ibrr 
16 May 
08 Jul 
08 sop 
29 Nov 

average. 
atd. dev. 

1.10 2.120 
1.18 1.59' 
1.15 1.40" 
1.07 1.95' 
1.16 1.39' 
1.14 1.41' 

1.13 1.65' 
0.04 0.31' 

Effect of Ionosphm'c Dispersion 

Our primary interest in this study is the assessment of 
instrumental noise levels. A non-instrumental effect that 
could contribute significantly to the phase scatter results 
described above is ionospheric dispersion. Since the phase 
change due to ionospheric propagation varies inversely with 
the frequency, the group delay fit, which is linear in 
frequency, will not entirely absorb the ionospheric effect, 
especially for large bandwidth spans. To evaluate the 
magnitude of the phase scatter that could result from 
ionospheric dispersion, let us consider the passage of a 
radio wavefront through M ionized medium. Neglecting 
second order effects, the change in phase (in radians) is 

#= = - ( eZn , /2qce$d)  

where e is the charge of M electron, n, is the column 
number density of free electrons, m, is the electron mass, 
c is the speed of light, and &,, is the permittivity of free 

space. Thea 

+= = a p / a O  = -+vu 
is the cmmqodn ' g group delay effect. Given M 
-t- ' tion of the electron n u m b  density 
we could compute directly the phase variation with 
frequency due to the ionosphere and remove this effect 
from the VLBI observation phase residuals before 
calculating the phase scatter. Unfortunately, direct l h f -  
sight values for n, are not routinely available. On the other 
hand, for geodetic observations, two separate frequency 
bands are recotded simultaneously to determine the 
ionospheric delay. Thus, we have 

and 
Tx = trp" + Tx" 

7 s  = 79" + (fx/fS)'Tx" + 0 
\ 

for the X- and S-band observables, where 100 represents all 
delay contributions that are independent of frequency in 
addition to the geometric delay, fx and fs are the effective 
frequencies of the two bands, and 0 is a constant 
instrumental offset between the bands. Solving for the X- 
band propagation delay in terms of the observables gives 

7xie = p(7x - 7s) t po 

p = f? 1 ( f: - f,Z ) 
where 

which implies the following relationship between the 
ionospheric phase change at frequency f and the dual-band 
group delay observables T~ and T~ 

@"<f) = - (2dxZ p/f)  (Tx - Tg + 0) 

We 8 e ~  that, while the dual-band group observables 
provide a direct estimate of the ionospheric phase change, 
the result is biased by M unknown instrumental offset 0. 
Ordinarily, this offset is absorbed into the differential clock 
parameters which must be included in the geodetic data 
analysis. However, while the absolute magnitude of the 
ionospheric effect remains unknown, the time variance of 
the ionospheric phase depends only on the time variance of 
the dual-baud delay difference ( T ~  - ~a ifthe instrumental 
offset is constant. To estimate the ionospheric variance 
contribution to the phase residuals of an individual 
frequency channel, Consider a linear fit to the ionospheric 
phase variation 490. If fl and f2 represent the two 
frequencies where the line fit and the ionospheric curve are 
equal, then the misfit of the line at the frequency 4 
h a l h y  b e e n  fl and fi is 

A47G) = dk"(fO) - [<4"<f,> + 4b"(f3)/21 
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where 6f = & - f, = fz - &. Using the previous relation 
for #b"(t) in terms of the dual-band observables end 
considering only the time variance of the quantities, we 
then have 

var(A4hyfO)) = (2.fx2 plfJZ [6Pl(ft- bfi]* var(.rX - ~ g )  

for the time variance of the phase residual due to 
ionospheric curvature, at the center frequency f .  of the X- 
band span. The variance at other frequency channels 
relative to f,, Can be determined by empirical line fitting to 
the form 499. Table 4 lists the rms phase variations for 
the R&D and standard X-band frequency sequences relative 
to the band center. 
This approach still does not enable calibration of the 

phase residuals for the effect of ionospheric propagation, 
but it does permit a direct estimate of the time variance of 
the effect using the group delay observables rx and r, . 
The ionospheric variances so determined can then be 
compared with the time variation of the observed phase 
residuals to determine the significance of the ionospheric 
effect. We have performed such comparisons for all the 
YLBI sessions analyzed and found typical rms phase 
variations due to the ionosphere of about 2"-3" for the long 
ERDE baselines at 8512.99 MHz (the channel with the 
largest effect). This compares with roughly 5" of total 
phase scatter (about mean values) at the same frequency. 
We conclude that the effect of the ionosphere is not 
insignificant, but, on the other hand, neglect of the effect 
does not seriously degrade the R&D results given in Table 
2. For the ATD series (Table 3), using the narrower 
standard X-band frequency sequence, ionospheric phase 
scatters are even smaller, less than about 1" in all 
channels. 

TABLE 4. Relative Ionospheric RMS Phase Variations 
~ 

frequency rma reaidual w. I. t. band center 
channel atandard R 6 D  

1 0.54 
2 0.42 
3 0.06 
4 0.65 
5 0.89 
6 0.36 
I 0.30 
8 0.65 

0.70 
0.33 
0.37 
0.93 
0.68 
0.03 
0.40 
0.57 

f, = 8390.99 Mir. 6f = 143 Miz for atarrQrd X-bandr 
f, = 8572.99 Mir. 6 f  = 285 Mis for RU) X-band. 

Summary of Phase Residual Results 

Using the average values listed in Tables 2 and 3, and 
neglecting possible minor ionospheric contamination, our 
results from the phase residual analysis can be summarized 
by 

for R&D Mark 111 X-band (8 channels): 

for standard Mark III X-band (8 channls): 

u t  = (1.13)2 u,,,' + (1.7")2 * ur (SNR+ 00) = 12 ps 

For Pie Town baselines, for which VLBA acquisition 
hardware was used at one station md where only six of the 
eight R&D frequency channels were observed, the phase 
residual analysis gives 

0: = (1.54)2 u~' + (3.3")2 4 U, (SNR+ 0) = 13 ps 

RESULTS OF DIFFERENCED DELAY ANALYSIS 

Doubly differenced delays were c~mputed for each 
E W E  session using pairs of observations from Westford 
and Haystack to either Pie Town or Fairbanks. The details 
of the analysis procedure are iiscussed in an earlier 
section. Figure 2 illustrates the results for the ERDE dny 
25 Oct. for the Westford and Haystack baseline pairs to 
Pie Town. It is apparent that the overall scatter about a 
mean is greater than the formal mors would indicate md 
that there are distinct systematic trends in the double 
differenca. The amounts of added "noise" needed to fit 
the observed scatter in the d0;rble differences are tabulated 
in Table 5 for each ERDE session, separatesy using Pie 
Town or Fairbanks as the distant third station. =O 
determining these values, it has been assumed that the 
theoretical uncertainties should be rescaled by a factor of 
1.27, as found from the phase residual analysis. 
Estimation of an independent scale pmmeter from the 
double differences, in addition to the additive noise floor, 
was not feasible due to the limitd mnge of theoretical 
uncertainties that was obtained. Tie additive noise values 
given in Table 5 are expressed as degrcm of phase at the 
reference frequency 8212.99 MRz. To convert to units of 
time delay, the values should be divided by 2.96" per ps. 

The results are consistent in implying an additive noise 
component of about 11-12ps, with a scatter in the 
determination of about 4 ps. We interpret this as a~ 
observational "floor" for the groui3 delay uncertainty. A 
corresponding analysis has not been done for the ATD da9 
set, which used the standard X-baad frequency sequence, 
because those experiments did not include a short baseline. 

Inspection of the double differexes versus time shows 
that a significant portion of the observed scatter has a 
systematic character. Likely candidates for such behavior 
are instrumental error sources that corrupt the phase 
calibration phases, such as spurious signals, receiver 
intermodulation, and receiver i m g s  [Rogers, 199 I]. The 
differential ionospheric delay batween Haystack and 
Westford could conceivably introdllce slow variations into 
the double differences. However, analysis of the S- and 
X-band phase delays on the Haystack-Westford Tbaselke 
during ERDE has shown that the rms ionospheric delay on 
this baseline is less than 1 ps, with peak fluctuations less 
than 3 ps [Herring, 19911, which is negligible. Cross 
polarization, which is the largest instrumental error source 
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Fig. 2. Doubly differenced delays (expressed in terms of degrees of phase at the reference frequency 8212.99 
MHz) for the ERDE baselines Wetford-Pie Town and Haystack-Pie Town on 25 Oct. 1989. The error bars are 
the one-sigma theoretical uncertainties based on SNR. 
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given by Rogers, would be expected to produce delay 
variations on the time scale of minutes, as the antennas 
move from one radio source to the next. Such variations 
should repeat from day to day, however, since the same 
observing schedule was followed during each ERDE 
session. 

TABLE 5. Added Noise from Double Differences * 
EmE sessions Westford. Haystack baselines tor 

11989) Pie Town Fairbanks 

15 Oct 
16 Oct 
17 Oct 
18 Oct 
22 Oct 
23 Oct 
25 Oct 

27 Oct 
28 Oct 
30 Oct 
31 Oct 

m Oct 

averages 

std. dev. 

57.9' 

27.3 
9.5 

24.4 
30.0 
32.2 
22.4 
34.1 
33.3 
35.9 
35.7 

- 41.0' 
23.4 
33.2 
33.2 
30.8 
27.5 
35.4 
34.6 
34.9 
35.9 
32.4 
49.6 

31.2' 3 4 . 3 O  
10.5 PS 11.6 ps 

11.7' 6.5' 
4.0 ps 2.2 DS 

Empirical uncertainty per baseline observation which, 
when added in quadrature to 1.27 times the rms standard 
error. gives the rmm scatter of the double differencea 

frequency 8212.99 l4Hz1 2.W' equals 1 p ~ .  The additive 
variance determined for the 16 Oct. ERDE session ueing 
Pie Tom was negative. 

( s e e  tat). DnitS AX0 degrees of phAS0 at the 

In order to investigate the nature of the observed added 
noise, we used the double differences to construct triply 
differenced delays of two sorts: (1) 3-station triple 
differences, each of which is the difference between two 
double differences from successive days, for the same 
triplet of stations and the same source at the same hour 
angle; and (2) 4-station triple differences, each of which is 
the difference between the Pie TowdHaystackWestford 
and FairbankslHaystackWestford double differences for 
the same scan on the same day. Delay errors that repeat 
from day to day will be cancelled in the 3-station 
differen-, and station-based instrumental delays 
(originating at Haystack and Westford) will be cancelled in 
the 4-station differences. Table 6 lists the noise floors 
computed from the triple differences for the complete set 
of ERDE data. 

It must be noted that the observational uncertainty is 
compounded by such successive differencing, which may 
limit the usefulness of this technique. Typical standard 
errors for the double and triple differences lie in the range 
10°-600 and 20'-80', respectively. Proper resolution of 
the phase delay ambiguities is problematical at the upper 
ends of these ranges. In order to test the sensitivity of our 
results to the range of standard errors, we repeated the 
noise floor analyses with an upper bound of 40' on the 
standard error for each differenced delay. The new data 

sets contained between onethird and; two-thirds as many 
delays as the original. The results with the truncated data 
sets am given in Table 6. Far all five differenced delay 
types, the new noise floor is higher, as expected if some of 
the differenced delays in the complete data sets had their 
phase delay ambiguities improperly resolved. The noise 
floor is also increased in all casea if the scale factor for the 
standard errors is set to unity instead of 1.27; the increase 
is only 1520% for the full sets of double differences, but 
the &tation triple difference noise floor rises threefold to 
20.6' (7.0 ps). 

TABLE 6. Added Noise h m i  Difikrenced Delays 0 

Only diff. delays 
difference t w e  all ERDE data with u (40' 

PT double diffs. 30.6' 10.3 pa 33.9' 11.5 pa 
Pb double diffs. 35.2 11.9 36.5 12.3 
PT 3-0ta. triple diffs. 21.0 7.1 29.6 10.0 
Pb 3-t.. triple diffs. 23.2 7.8 27.1 9.2 
4-eta. triple diffs. 6.9 2.3 13.8 4.7 

Empirical uncertainty per basoline observation which 
must be added in quadrature to 1.27 times the rme 
standard error to account for the observed scatter in 
the diffarenced delays of various types. Unite are 
degrees of phase at the frequancy 8212.99 MHzi 2.96' 
equals 1 pa. PT =Pie Tomr ob =Fairbanks. See text 
for a description of differanced delay types. 

DISCUSSION 

Comparison of Resulrs 

Our analysis of X-band phase residuals from the p u p  
delay fits for doubled bandwidth data implies a delay 
"noise floor" of about 8 ps. This is a substantial reduction 
from the corresponding value of 12 ps for the standard X- 
band frequency sequence although slightly greater than %e 
6 ps expected theoretically if the performance of all syskm 
elements remained unchanged using the wider spanned 
bandwidth. In fact, the phase stability is somewhat poorer 
over the broader span, increasing from 1.7" (360 MHz 
span) to 2.2" (720 MHz span) for the limiting noise figure, 
accompanied by an increase from 1.13 to 1.27 for the 
factor which scales the SNRdependent theoretical 
uncertainty. Fortunately, the poorer phase stability only 
partially offsets the improvement obtained by doubling the 
frequency span so that the observed gain is about hvo- 
thirds of the potential benefit. Results from the analysis of 
group and phase delay differences imply group delay 
uncertainties no better than about 11-12 ps for the ERDE 
data set, somewhat larger than the 8 ps floor set by the 
phase residuals. It is likely that the discrepancy is largely 
explained by the presence of delay variations within the 
Mark I11 data acquisition system that affect the group 
delays without introducing scatter in the phase residuals. 
All the error sources listed by Rozers [1991] are potential 
a@ributors of such delay variations. 
Herring [1991] has performed an analysis of the 

Westford-Haystack data from the ERDE campaign, as wdl 
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as from earlier VLBI sessions, which is similar to our 
differend delay analysis. He has explicitly resolved the 
phase cycle ambiguities to determine the geodetic 
parameters for the 1.2-km baseline. Differences between 
the group and phase delays have been fit as a function of 
SNR to give 

0,' = (1.27)2 u: + (17 ps)' for R ~ L D  X-band 

for standard X-band u,' = (1.13)' uhz + (22 ps)' 

Interestingly, the proportionality factors to scale the 
theoretical uncertainty which are determined by Hem'ng 
agree precisely with the cotresponding values found here 
from the phase residual analysis. We inteqret this to 
mean that the underlying caw of this defect in the group 
delay theoretical uncertainty is related to excess phase 
scatter and not to sources of delay variation. On the other 
hand, Herring's floor on the ERDE group delay 
uncertainty, 17 ps, which is probably dominated by delay- 
only variations, is larger than our determination from 
doubly differenced delays, 11-12 ps. The difference may 
not be significant, however, given the observed scatter of 
about 4 ps in our result. If we use an intermediate value 
of 15 ps as the X-band group delay noise floor for the 
R&D frequency sequence and compare this with the 8 ps 
value implied by the phase residual scatter, we then infer 
the existence of about 13 ps of delay-like "noise" (averaged 
over one-day periods) in excess of that expected from the 
phase residual scatter. 
Two facets of the differenced delay results point to 

station-based errors (e.g., spurious signals), and not 
baselinedependent errors (e.g., polarization impurities), as 
being the dominant source of excess scatter. First, the 
noise floors estimated from the Pie Town and Fairbanks 
double differences are consistent with each other (see Table 
5). Because the polarization purity of the VLBA Pie Town 
antenna feed is superior to that of the feeds used at 
Fairbanks, Westford, and probably Haystack, and because 
the differential feed rotation angle between Pie Town and 
HaystacklWestford varies over only a small range (about 
90') during each ERDE session, a large cross-polarization 
contribution to the Fairbanks double differences would be 
expected to make them much larger than the Pie Town 
double differences, which is contrary to what is observed. 
Second, of all of the additive noise estimates, the lowest is 
found for the 4-station triple differences (see Table 6), 
which are sensitive to baselinedependent errors. The fact 
that the additive noise values for the 3-station triple 
differences are somewhat lower than the double difference 
values could point to significant cross-polarization effects 
(which repeat daily), but it may just as well indicate that 
some portion of the station-based errors also repeats. 

Sources of Excess Phase Scatter 

Analysis of the phase residuals for the standard X-band 
frequency sequence indicates a limiting phase stability of 
about 1.7' per channel. (This result applies to a baseline 

observation involving a pair of stations so the 
corresponding phase uncertainty at a single station would 
be about 1.2' per channel, on average.) In doubling the 
X-band span, the limiting p h e  scatter increapes to about 
2.2' which indicates that the sources of phase variation 
worsen over the broader s p .  This is not sqr is ing given 
that the performance of cerhin elements of the data 
acquisition system is know co be poorer over the new 
frequency range above 8.6 GHz [Corey and Clark, 19911. 
In particular, fringe amplitude3 in this range are generally 
lower and spurious contributions at the phase calibration 
frequencies tend to be higher, although them is 
considerable variation among the stations. 

We believe the dominaut hstrumentaI error source is 
spurious signals. Rogers [ 199 1 J estimates this source to be 
of moderate importance coqared to other contributors, 
assuming that the spurious sipals am no more than 4 dB 
relative to the phase calibratiou tones. Our own inspection 
of the phase calibration phase ard amplitude behavior 
extracted from the ERDE data indicates spuriorrs signal 
levels much higher than -40 dB. At a minimum, we 
estimate the spunous signals to be as larga as -23.5 dB in 
the three highest frequency ckannels at Haystack, -30 to 
-26 dB in the lowest frequency at Fairbanks, and -35 to -30 
dB in the highest frequency at Mojave. The levels at Pie 
Town cannot be reliably estiHl;ited due to the very limited 
range of variation of the system phase at that station. Only 
Westford shows no evidence for spurious signals. The 
spurious signal level at Haystack could cause variations up 
to f4' in the measured phases of the affected channels. 
Some portion of the variation wilL be absorbed into the 
group delay estimates, especially when the outer f i q ~ e n c y  
channels are most seriously affected, with group delay 
errors up to f15 ps. The problem of spurious signals is 
'tractable and appropriate meEsures can be taken to identify 
and attenuate the offending signal sources. 

The proportionality error in the theoretical phase 
uncertainty, denoted as cy above, is well determined from 
the phase residual analysis: 1.13 for ths standard X-band 
frequency sequence and 1.21 for the R&D sequnce. 
Confidence in these values is Bolstered by Herring's 
finding of the same results h m  his comparison of group 
and phase delays for the Westfard-Haystack baseline. We 
are unable to identify a probable source for this 
proportionality error. The pcssibility of an error in the 
calculation of SNR of the necessary si= seems very 
unlikely, and the different results Cor standard and R&D 
frequency sequences would nat be explained by such a 
defect. A scale error in the value of the effective 
bandwidth span, such as could be imagined due to uneven 
amplitude distributions across the observkg band, might 
account for the proportionality error for the group delay 
scatter but cannot explain the phase residual results for 
which the fringe amplitudes were used as data weights. 

Sources of Excess Delay Scatter 

Comparison of our differecced 
phase residual analysis implies 

delay rrermlts with the 
an excess delay-like 
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variation of roughly 13 ps (see previous discussion). Our standard freqwcy sequence to about 8 ps with the douBled 
triple difference results and a check for spurious signals span. The observed group delay scatters have a higher 
iadicate that the soufces are predominantly station-based floor, about 11-12 ps based on OW analysis of group-pbase 
and not baselinedependent. Spurious contributions to the delay differences for doubled X-band bandwidth; Hem*ng 
phase calibration signals are clearly important. It appears [1991] tinds a somewhat higher floor of 17 ps for the R&D 
that they contribute more group delay scatter than expected frequency sequence. In any event, this floor, like that 
from the phase residual scatter because the outer frequency inferred from the phase scatter, is also improved over the 
channels are preferentially affected. Thus, more of the standard frequency sequence, according to Herring, who 
induced phase variation is absorbed into the group delay reports a limiting group delay scatter of about 22 ps for 
estimates than would occur if the spurious signals affected this case. We conclude, therefoJe, that the wider 
all channels equally or preferentially the intenor channels. bandwidth span demonstrated in the ERDE campaign has 

been substantially effective. However, spurious signals at 
Special Considerations for Pie Town W A  Station the phase calibration frequencies are widespread and often 

much stronger than the -40 dB specification. These are 
The phase stability of the Pie Town data in ERDE is probably the primary component of the observed phase and 

significantly poorer than for the other stations. Analysis of group delay "noise" floors. 
the Pie Town baselines found a limiting phase noise value 
of 3.3 0 channel compared with 2-20 for &e Mark 111- 
Only Converting 'Om baseline results to 
equivalent stationdependent Pie Town 
contributes about 2.9" Of phase noise per channel While the 
other stations cause only about 1.6O. several features 
distinguish pie T~~ from the network, ne 
TOW, has not been as thoroughly tested and e x e n i d  a 
the Mark I11 system which has been in widespread use for 
more than a decade. The possibility exists for subtle REFERENCES 
instrumental instabilities that have otherwise gone 
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Sensitivity of Geodetic Parameter Estimates to the Assumed DisUribution of the 
'Wet" Troposphere 

C.E. Kuehn and D.S. MacMillan 

The analysis discussed in this paper grew out of a sensitivity analysis performed in January 1991. 
In that sensitivity analysis we compared the effects of systematic errors in wet and dry mapping 
functions in VLBI atmosphere models on baseline length measurements. 

In VLBI analyses the total atmosphere propagation delay, L(E), at elevation, e, at each station 
is represented as the sum of two terms: 

In this equation, Z is the zenith delay, m is the mapping function, and the subscripts indicate the 
"dry" (hydrostatic) and "wet" components of the delay. Qpically, the dry zenith delay is calculated 
from the ground pressure [Saastamoinen, 19721 and the wet zenith delay is parameterized (either 
stochastically or with a simple deterministic function) and estimated using the VLBI group delay 
data. A typical hydrostatic mapping function used in VLBI analysis is CfA2.2 pavis et al., 19851. 
' b o  common functions that have been used for the wet mapping function are the Chao wet and 
Chao dry mapping functions [Chao, 19741. In figure 1, we have plotted these two mapping functions 
(in units of airmass) as a function of elevation. Although different models of the elevation 
dependence of propagation corrections for the wet and dry atmosphere constituents have been 
available for many years, it has often been assumed that the form of the wet mapping function, 
%(E),  did not matter to VLBI analyses because: (1) the zenith dry delay is an order of magnitude 
larger than the zenith wet delay, and (2) the zenith wet delay is dynamically estimated in the VLBI 
analysis procedure. 

The sensitivity analysis demonstrated that for R&D 90 VLBI schedules, a 2 cm dry zenith path 
delay error (Le. either a barometer pressure offset of about 10 mbar or an approximately 75 m 
error in the vertical position offset between the VLBI reference point and the barometer) would 
induce a systematic error of 3 mm in the length of 4000 km baselines assuming the atmosphere 
model of equation 1. If the wet mapping function, %(E), were replaced with m,,Je) in equation 
1, this systematic error would not occur. In that case, however, a 1-2 cm systematic error would be 
induced on 4000 km baselines assuming a nominal 10 cm zenith wet delay. 

From the sensitivity analysis, it is clear that systematic errors in baseline lengths at the 1-2 cm 
level (5-10 mm for IRIS 88 schedules) could arise from using an incorrect form af the wet mapping 
function. In figure 1, we compare two forms of the wet mapping function. Also plotted, for 
comparison, is the "mapping function" arising from a homogeneous spherical shell of height h about 
the earth (radius R): 

[2] -(E) = - ( R / h ) h e  + [(R/h)%in2E + 2.(R/h) + l]ln 

The Chao dry mapping function is close to equation 2, with h= 12 km; the Chao wet mapping 
function is close to equation 2, with h = 3 km. 

We analyzed the complete set of VLBI experiments (1374 sessions between 8/79 and 12/90) 
using the Chao dry mapping function and the Chao wet mapping function for &(e) in equation 
1. CfA2.2 was used for m,(e) in equation 1; only observations above 5" elevation were included 
in the analysis. Baseline lengths measured with the Chao wet mapping function are longer than 
those determined using the Chao dry mapping function (see figure 2). The sense of the scale error 
of 1.7 ppb is to yield better agreement between SLR and VLBI results when the Chao wet mapping 
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function is used. 
In figure 3, we have plotted the difference in the repeatability of baseline length measurements 

from the two analyses (Chao wet and Chao dry for the wet mapping function, m,(e), in equation 
1) as a function of baseline length. We define repeatability as the weighted rms scatter of the 
residuals of baseline length measurements fit to an offset and a rate. We have plotted results for 
those baselines measured at least 20 times during the period 8/79 through 12/90. We see that the 
repeatability is clearly better (smaller rms scatter) when the Chao wet form of the wet mapping 
function is used. 

We now examine in more detail the results from the two solutions for a single, well-measured 
IRIS baseline, Westford-Wettzell. In figure 4, we have plotted the difference in the Westford- 
Wettzell baseline length measurements for the two solutions as a function of time. We see a strong 
seasonal signal in this figure. Clearly the two solutions are much more alike during the winter. In 
the summer the Westford-Wettzell baseline length obtained using the Chao wet mapping function 
is longer than that determined using the Chao dry mapping function. The difference between the 
two solutions is more pronounced after 1988, when lower elevation observatioas were added to the 
IRIS schedule. In fipre 5, we again plot the baseline length difference, but in this case we have 
restricted the analysis, for the entire set of 1374 VLBI sessions, to observations above 10" elevation. 
In this case there is no enhancement of the seasonal trend after 1988. 

Returning to figure 4, we note that the baseline length evolution of the two solutions is 14.7 f 
0.3 mm/yr (Chao dry) and 16.3 f 0.3 mm/yr (Chao wet). The evolution of the difference between 
the two solutions, 1.6 mm/yr, is shown as the dashed line in figure 4 and arises from the inclusion 
of low elevation observations in IRIS schedules after 1988. 

The repeatability of the Westford-Wettzell baseline length in the two solutions is 12.2 mm (Chao 
dry) and 11.7 mm (Chao wet). The Chao dry solution has 3.5 mm more scatter (in the rss sense) 
than the Chao wet solution. The solid line in figure 4 is the weighted mean of the differenced 
baseline length measurements within a 60-day window (nominally 13 measurements). The wrms 
scatter of the differenced, smoothed (60-day mean) baseline length measurements 3 h u t  the dashed 
line is 3.4 mm. This leads us to conclude that the repeatability difference between the Chao dry 
and Chao wet solutions is due to a seasonal systematic in the baseline length measurements 
determined in the former (Chao dry) solution. 

Systematic errors in atmosphere models can also be investigated through solutions that discard 
data below some minimum elevation angle. This approach capitalizes on the idea that elevation 
dependent systematic errors in atmosphere models will have a stronger effect on solutions that 
include data at lower elevations. In figure 6, we have plotted the difference in repeatability as a 
function of baseline length for two solutions: one with a 5" low elevation limit (the Chao wet 
solution of figures 2 through 5 )  and one with a 10" low elevation limit. Both solutions used the 
Chao wet form of the wet mapping function, m,(e), in equation 1. In general, the repeatabiltiy is 
better (smaller scatter) when the low elevation observations are included in the analysis. This leads 
us to conclude that the atmosphere model used in these solutions, CfA2.2 (dry) and Chao wet (wet), 
is no worse at 5" elevation than at 10" elevation. 

In figure 7, we compare the results of elevation cut-off tests on the Westford-Wettzell baseline 
for solutions using Chao wet and Chao dry for the wet mapping function, m,(e). The solid line 
is the difference in the Westford-Wettzell baseline lengths from the 5" and IO" elevation limited 
solutions of figure 6, both of which were analyzed with the Chao wet form of the wet mapping 
function. The baseline length differences are plotted as a function of time. The dashed line is again 
the baseline length difference between 5" and 10" elevation limited solutions, but for solutions 
analyzed with the Chao dry form of the wet mapping function. It is clear from figure 7 that the 
elevation cut-off tests reveal seasonal trends in the Westford-Wettzell baseline length measurements. 
It is also clear that these seasonal effects are reduced by using the Chao wet instead of the Chao 
dry form of the wet mapping function in the VLBI analysis. The solid line (Chao wet solutions) of 
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f ipre  7 is replotted with a smaller vertical scale in figure 8. In general, the 5" elevation limit 
solution baseline lengths are shorter than the 10" elevation limit solution baseline lengths in the 
summer and longer in the winter. 

In figure 9, once more we have plotted the solid line of figure 7 (Chao wet solutions), together 
with the baseline length difference from another elevation cut-off test. In the new solutions (dashed 
line) we have used the same Chao wet form of the wet mapping function, but have modified the 
CfA2.2 dry mapping function, m*(C). In the default CfA2.2 dry mapping function, the tropopause 
height and lapse rate are 10 km and -5.6 K/km; the modified values are 12 km and -7 K/km. 
lLpical values for Westford in the summer are 12 km and -6 K/km, and in the winter 10 km and - 
5 K/km. Figure 9 suggests that the seasonal variation in the elevation cut-off tests may be further 
reduced by using parameters in the CfA2.2 dry mapping function that are "tuned" for the 
appropriate season, together with the Chao wet form of the wet mapping function. 

In conclusion, we have found that (1) better baseline length repeatabilities are obtained with 
lower (Chao wet, h = 3  km, eqn 2) rather than higher wet mapping function scale heights (Chao dry, 
h= 12 km, eqn 2). For 4000 km baselines, wrms scatter in geodetic parameters is reduced by 2.5 
mm (length) and 5.2 mm (inferred vertical). We have also found that (2) changing the scale height 
of the wet mapping function induces seasonal variations in baseline lengths that are strongly 
elevation dependent. Such elevation dependent effects will affect VLBI baseline rate 
determinations because low elevation coverage in VLBI schedules has changed over the years. 
Lowering the wet scale height (moving from Chao dry to Chao wet for the wet mapping function) 
brings VLBI Atlantic baseline rates into closer agreement with the NUVEL model. Finally, (3) 
baseline lengths are sensitive to the choice of wet mapping function. Lowering the wet scale height 
increases the scale of the VLBI reference frame, reducing the VLBI/SLR discrepancy by about 2 
PPb. 
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Vertical Change and Atmosphere Correction in VLBI 

A.E.Niel1 
Haystack Observatory, MIT 

Westford, MA 01886 

For a series of eighteen geodetic VLBI experiments spanning 1987 and 1988 correction for the 
dry atmosphere propagation delay was made two ways: 1) an analytic mapping function md 2) 
raytracing of radiosonde data. The use of raytracing to calculate ’priori’ dry delays reduced the 
annual variation of length on baseline to Alaska by reducing vertical change, compared to 
using the CfA2.2 dry mapping function. Simple simulations are used to calculate ssnsitivities 
to errors in mapping function: approximately half of the error of the estimated atmospheric 
path delay at the lowest elevation goes into the vertical. The presence of horizontal gradients in 
the atmosphere can produce errors in either the horizontal or vertical or both, depecding on 
the symmetry in azimuth of the observations. These considerations influenced the design of the 
geodetic R&D network and schedule for 1991. 

1. INTRODUCTION 

The theoretical precision of the estimate of the local vertical coordinate of a geodetic VLBI 
station improves as the minimum observed elevation angle at that station decreases. 
Unfortunately, errors in the atmosphere model increase so the repeatability may be degraded 
(Davis et al. 1985, Herring 1986); 

In order to take advantage of the better precision to be obtained from lower elevation 
observations, Lanyi (1984) and Davis et al. (1985) developed improved mappkg ?unctions for 
the dry component of the atmosphere. Lanyi’s approach offers a potentially supefior performance 
since it allows for an isothermal layer characterizing the temperature profile, If no isothermal 
layer is specified, the results agree well with the mapping function of Davis er al. (1985), 
designated CfA2.2. Both require assumptions or additional information about the lapse rate and 
tropopause height, but otherwise depend only on surface meteorology. For certain climates, 
assumed average values of the additional parameter of Lanyi may, without addition&. knowledge, 
provide better average performance than CfA2.2. Because the majority of the data of the NASA 
Crustal Dynamics Project has been analyzed with CfA2.2, it will be studied ic this paper. The 
conclusions should apply to Lanyi, used in a default mode, also. 

From elevation cut-off tests performed on the series of Low-El observations analyzed with 
CfA2.2 Davis et al. (1991) estimated that remaining vertical errors due to unmot.eled atmosphere 
(mapping function errors) were less than 19 mm rms. Furthermore, the combination of this 
mapping function with a stochastic estimation of the atmosphere wet zenith delay was shown to 
give good agreement with short-term variations in water vapor delay as measured by a Water 
Vapor Radiometer, at a level of less than 10 mm (Herring et al. 1990 (HDS), Elgered et al. 
1991). 
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Since. the time those tests were performed, the precision of the VLBI measurements has 
improved considerably and observing techniques have matured. As a consequence the accuracy 
and usage of an analytic mapping function needs to be re-examined. Davis et al. (1985) indicated 
areas in which CfA2.2, which is used for correction of the dry (or hydrostatic) component, could 
be improved, and both the dry and wet mapping functions as currently implemented suffer 
shortcomings. 1) In practice, although dictated primarily by software limitations, the lapse rate 
and troposphere height of the dry mapping function are assumed to be site-independent, or, if 
site-dependent, to be constant in time. 2) The wet mapping function normally used, Chao "wet" 
(1972), is independent of any external information, such as local, seasonal, or site-specific 
meteorological conditions. The primary effects of these problems are 1) to introduce a station 
dependent bias in the estimation of the local vertical station position and 2) to produce a seasonal 
variation in station height. The latter arises primarily from departures of the surface temperature 
from that expected by extrapolating downward from altitudes greater than a few kilometers. 
These effects can be demonstrated by comparing the results obtained using an analytic mapping 
function to results obtained with atmosphere corrections made using radiosonde data. In this 
paper I will 1) describe a simulation that indicates the sensitivities of station position estimation 
to errors in mapping functions in the absence of horizontal gradients, 2) present the difference 
between radiosonde raytrace correction and CfA2.2 mapping function for the dry atmosphere 
using data from the eighteen Analysis and Technique Development (ATD) experiments of the 
NASA Crustal Dynamics Project which were carried out in 1987-1988, and 3) describe a 
simulation that demonstrates the effect of a horizontal gradient of refractivity on station position 
estimation if the gradient is not taken into account. 

2. SENSITIVITY TO DRY MAPPING FUNCTION ERROR 

What is the sensitivity of the estimate of the local vertical at a VLBI station to an error in the 
mapping function? Does the sensitivity depend on the minimum observed elevation angle at a 
station? 

To investigate these questions I constructed a simple one-station group delay model for which 
I estimated the three local components of position, a three parameter clock model (offset, rate, 
and acceleration), and the zenith atmospheric path delay. I approximated the properties of an 
observing schedule of a current R&D program by assuming that sixteen scans could be made in 
one hour, and that these observations are well distributed in azimuth and elevation. Four 
observations were made at each azimuth of 45", 135", 225", and 315" at elevations of 80°, 40°, 
12", and either lo", 8", or 5". Nominal surface meteorology parameters were assumed, and 
CfA2.2 was used to calculate the partial derivatives for the estimation of the zenith path delay. 
No wet component was introduced. To simulate a difference between the true atmosphere and 
an imperfect model, "observed" residual delays were calculated by introducing an error of -10°C 
in the surface temperature used by the mapping function. All observations were given an 
uncertainty of 1 mm. If no errors were introduced by the imperfect model, the estimated 
correction to the input parameters (position, clocks, and atmosphere) would be zero. In this test 
the horizontal station position corrections were much less than one mm, but the departures from 
zero of the estimated vertical positions were quite large. The results are summarized in the first 
three numerical rows of Table 1. 
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Table 1. Elevation dependence of vertical error due to atmospheric model error. 

Minimum 
elevation 
(degrees) 

10.0 

8.0 
5.0 

5.0/30.0 

Excess atmospheric Vertical error %certainty in 
path at the minimum introduced I) vertical estimate 

elevation ' (mm) om 
15 9 2.6 

21 16 2.4 
79 48 1.4 

79 39*' 1.7 

(mm) 

East and north coordinates estimated to be less than one mm except as noted. 
2, East coordinate estimated to be +6 mm. 

As the minimum observed elevation is reduced from lo" to So, the uncertainty in the estimate 
of the station vertical decreases by almost 50%. However, the estimate of the vertical position 
error increases from 9 mm for a minimum elevation of lo" to 48 mm for a Immirminxm elevation 
of 5". In all of the cases the vertical position error is about 60% of the path length error at each 
of the lowest observed elevations. Thus, if this sensitivity were applicable to complete analysis 
of real data, the rule of thumb would be that approximately half of the path length error at the 
lowest observed elevation would appear as a height error. 

For baseline greater than a few hundred kilometers in length the minimum observed elevation 
may not be the same for all azimuths (depending on the location of other stations in the VLBI 
network). This will introduce an error in the station position estimate in a differmt direction than 
that for an incorrect mapping function. I have mimicked the observing patteril for the Westford 
antenna for a VLBI array which includes other stations to the west, allowing a m3nimurn 
elevation of only 30" to the east while maintaining the distribution down to 5" in the west. For 
observed elevations of So", 50", 40°, and 30" at azimuths 45" and 135" the results of the 
simulation are given in the fourth row of Table 1 and labeled '5.0/30.0'. While reducing the 
sensitivity for the vertical error (39 mm instead of 48 mm for the same excess path of 79 mm), 
an error of 6 mm is introduced into the estimate of the east coordinate. Thus, even though both 
the model atmosphere and the mapping function are independent of azimuth, the asymmetry of 
the observing sequence combined with the error in mapping function introduces both a vertical 
and a horizontal error in the estimated position. It is important to note that this error depends 
strongly on the lowest observed elevations and not some average around the horizon. 

Unfortunately, most VLBI networks do result in an azimuthally asymmet5c distribution of 
minimum elevations for most stations, due either to the lack of surrounding satians, or, as in 
the case of HRAS-085 and other similar antennas, due to the equatorial mourt LTd limited hour 
angle coverage. The impact, however, depends on the actual geometry and or. the magnitude of 
the mapping function error. The effect on the ATD experiments will be described in the next 
two sections. 
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3. THE ATD EXPERIMENTS 

Monthly in 1987 and bi-monthly in 1988, geodetic VLBI measurements were made using 
antennas of the NASA Crustal Dynamics Project at Westford, Massachusetts; Ft. Davis, Texas 
(HRAS 085); Mojave, California; and Gilmore Creek, Alaska (Gilcreek). An observing schedule 
was w s t e n  using extensive sub-netting to allow each antenna maximum sky coverage, rather 
than restricting observations to the union of sky visible to all antennas. In addition several 
successive scans were made at the lowest elevations possible in order to provide redundancy for 
the most significant observations and to increase the sensitivity of the vertical estimation. This 
latter practice followed that established by the LO-EL observations using Westford and Mojave 
(Davis, et al. 1990) to which the ATD program was a follow-on. Several improvements resulted 
from the addition of the antennas in Texas and Alaska. 1) The sky coverages at Westford and 
Mojave were improved; 2) the average delay precision of all observations was improved and 
more scans were obtained during the twenty-six hours of each experiment due to the much better 
sensitivity of the added larger antennas. . 

Of the eighteen experiments Westford and Mojave obtained data in all, Gilcreek missed one, and 
Ft. Davis missed four, leaving thirteen with data from all four stations. Typical delay precision 
was twenty picoseconds, with a range from less than ten to almost 200 picoseconds. Phase delay 
rates were used only to establish the atmosphere statistics used for the Kalman filter analysis 
(HDS). The typical formal uncertainty of the north and east components of station location was 
1 - 2 millimeters for all stations,. while the vertical uncertainties ranged from - 5  mm for 
Gilcreek to -9 mm for HRAS-085. 

4. USING RADIOSONDE DATA FOR ATMOSPHERE CORRECTION 

In order to provide a better estimate of the effect of the troposphere on the delay which might 
result from using more realistic atmospheric conditions at the time of each experiment, 
radiosonde data were obtained from sites as near as possible to each of the VLBI stations. The 
distance to the radiosonde launch site ranged from 25 km at Gilcreek to several hundred km at 
Mojave. The atmosphere was assumed to depend on height only, and a raytrace program was 
used to calculate the a priori dry and wet delays for each site, scan, and experiment. As 
mentioned above the zenith path at each station was assumed to behave as a random walk in time 
with the statistics for each station estimated from the phase delay rate data (HDS). 

In order to study the effect of changing only the dry atmosphere correction a standard solution 
was made for which all stations used the same dry and wet atmosphere model. For this 
’standard’ solution the .zenith dry delay was calculated using Saastamoinen’s formula 
(Saastamoinen 1972) and this zenith delay was mapped to the observed elevation using the 
CfA2.2 mapping function with lapse rate of -5.6 Wkm and height of tropopause of 10 km, the 
nominal values used for the analysis of all CDP data. The a priori wet delay was zero and the 
wet Chao mapping function was used (Chao 1972). To provide the comparison four more 
solutions were run, substituting each time the raytrace calculation of the dry atmosphere delay 
at one station for that used in the standard solution. In all solutions the positions of all stations 
were estimated with a five meter a priori uncertainty. For each of the eighteen experiments, on 
replacing the SaasKfA calculation with the raytrace correction, the horizontal and vertical 
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positions of those stations which used the standard atmosphere treatment, and the horizontal 
position of the station for which the atmosphere correction was altered, changed by less than a 
millimeter. The differences in local vertical obtained for this station are shown in Figure la 
through Id. 

The annual variation in local vertical is clearly seen in all stations, except possibly Westford. 
Assuming the raytrace of the radiosonde data provides a more accurate correction to the dry 
atmosphere, this seasonal height difference is to be interpreted as a spurious signal introduced 
by the use of a time-invariant mapping function. The maximum range of variation is 35 mm for 
the Alaska site (figure la), which is probably due to the very large temperature inversions which 
exist in the winter. Temperature inversions also affect Westford. For Ft. Davis and Mojave the 
variation is probably due to the combined effects of large errors in the lapse rate and tropopause 
height and of changes in surface temperature inversion with season. 

The evidence that this seasonal difference in vertical is an artifact of the CfA2.2 mapping 
function is the reduction, from 5.6 mm to 3.9 mm, of the weighted rms deviation of all 
seventeen length measurements of the Mojave-Gilcreek baseline about a constant rate when 
using the raytrace correction. This corresponds to a removal of 4.0 mm of additional "noise" 
from the Saas/CfA solutions, and is consistent with the 35 -mm annual variation of the Gilcreek 
vertical. For the Westford baseline the evaluation is not simple since the rms scatter of baseline 
lengths is dominated by two very large outliers (1987 August and 1988 March); small changes 
in these two points dominate the significance of any improvement (or degradation) of the 
majority of points. 

How does the sensitivity of vertical change for the ATD data (due to the two different methods 
of correction) compare with the results of the simulation described above? The dependence of 
vertical change on excess path at 12 hours UT at 6 degrees elevation for Gilcreek is shown in 
figure 2. The slope is -0.3, or about half that found in the simulation. 

Thus there are two differences between the simulation and the analysis of real data: the 
sensitivity of vertical change to path length error is less for the real analysis, and there is no 
apparent horizontal displacement, even though the observing schedules are far from symmetric. 

The most obvious difference between the simulation and the real data is the inclusion of 
stochastic variation of both clock and atmosphere in the ATD analysis. To check that this is 
related to the differences, the stochastic variation was turned off, leaving a clock offset and rate 
and a zenith atmosphere offset to be estimated, and a solution for the ATD data on only the 
Westford to Gilcreek baseline was made. The radiosonde data were substihted for CfA at 
Gilcreek only. For half of the experiments the horizontal dosplacements were greater than 10% 
of the vertical error and were within 20" of the azimuth direction of Westford. This confirms 
that the stochastic estimation does, indeed, absorb some of the residuals that do not fit the 
(mis)modeled atmosphere correction. This effect will also make it more difficult to estimate 
horizontal gradients from the data (see next section). 

There is a second difference between the simulation and the analysis of the real data. For the 
simulation the estimation partial derivatives are perfect for the "true atmosphere", while for the 
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real data the Chao mapping function for the wet is not correct for either CfA2.2 or for the 
raytrace correction. However, the vertical difference should depend primarily on the CfA- 
raytrace difference. 

Thus, the comparison of analysis of the ATD data using a mapping function which depends only 
on surface meteorology with that using atmosphere corrections which utilizes contemporary three 
dimensional atmospheric data demonstrates that seasonal variations of up to 35 millimeters are 
being introduced into the estimated vertical coordinates. 

5. HORIZONTAL GRADIENT OF REFRACTIVITY' 

Intuitively, horizontal gradients in the atmosphere would be expected to "move" a site in the 
direction of the gradient, since the delay would be too large in one direction and too small in 
the opposite. Gradients will exist in the dry troposphere due to large scale.weather systems, 
which change significantly in direction and magnitude over twenty-four hours, and in the wet 
troposphere due to fluctuations in water vapor density which give zenith path variations of 
greater than a few millimeters in half an hour (Treuhaft and Lanyi 1987). 

The effect of a time-invariant horizontal gradient of refractivity due to the atmosphere can be 
studied using the simulation model described above. The horizontal gradient in the atmospheric 
vertical path is modeled as an azimuth dependent elevation angle offset of the form 

elev-offset = deltael * cos(azimuth - e) 

where 0 is the azimuth direction of increasing zenith path length. This offset is added to the 
elevation angle for which the observed delay (path length) is calculated. 

I have used a "tilt" of the atmosphere (deltael in the equation above) of one arc minute to the 
west. The magnitude is not unusual for gradients in refractivity calculated from horizontal 
variations in temperature and pressure observed on weather maps. The azimuth of the gradient 
is such that observations to the west appear to pass through a lower part of the atmosphere than 
those taken at the same physical elevation angle to the east. Two cases were examined having 
the same azimuths and elevations of observation as for the previous simulations. In this test, 
however, no error was introduced into the mapping function in the form of incorrect temperature 
or other parameter. The error was in assuming azimuthal symmetry in the path delay, when, in 
fact, there was a variation with azimuth. 

As might be expected intuitively, for the symmetric observing sequence (observing the same 
elevations at the four equally spaced azimuths), the estimated displacement of the station was 
only in the horizontal direction and was due west. The extra path due to the gradient was +48 
mm to the southwest and northwest and -48 mm to the southeast and northeast at 5" elevation. 
The estimated position was 35 mm west, so - 113 of the differential path for the observed 
directions (southwest-northeast) was converted to a horizontal position change. 

The observing sequence which went down only to 30 degrees at azimuths 45" and 135" produced 
a different result. For an excess path of 48 mm at 5" elevation in azimuths 225" and 315", the 
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position error was entirely in the vertical with a displacement of + 18 mm upward. Thus, - 1/3 
of the error at 5", which was not matched by observations 180" away in azimuth, went into the 
vertical. 

6. IMPACT ON NETWORK DESIGN 

Following the ATD series of observations a research program was begun in which the VLBA 
antenna at Pie Town, New Mexico replaced the Ft. Davis antenna. Instrumental improvements 
were made in the CDP receiver systems (Corey and Clark 1991) and a new schedule was written 
to take advantage of the improved sensitivity resulting from the hardware changes and from the 
addition of Pie Town. A significant advantage to the addition of the VLBA antenna was the 
improvement in sky coverage: the VLBA antennas can obtain observations down to an elevation 
of three degrees at all azimuths. With this coverage and the location of Pie Town relative to the 
other antennas, full sky coverage could be achieved at Mojave down to its elevation limit of ten 
degrees, at Pie Town down to three degrees, and the coverage at Westford was improved to the 
southwest. These observations, known as ERDE, continued from 1989 October through the end 
of 1990. 

In order to extend the full sky coverage the 1991 R&D program was expanded to include the 
antennas at Kauai, Hawaii and Wettzell, Germany. This now provides rather uniform azimuth 
and elevation coverage for Westford and Gilcreek as well as for Mojave and for the VLBA 
antenna in New Mexico. Only the last added antennas suffer the limited azimuth coverage, and 
this can be solved only with a global array. 

7. SUMMARY 

Simulations point out the variety of situations that exist with respect to weather patterns, 
observing sequences, and mapping function errors. Errors in azimuthally symmetric mapping 
functions may produce apparent displacements in both the vertical and horizontal, though 
primarily in the vertical, while unmodeled horizontal gradients in the troposphere may produce 
apparent displacements in either the vertical, horizontal, or both. 

Seasonal variations in estimates of vertical site position are introduced by analytic mapping 
functions which do not take into account time variations in the three-dimensional structure of the 
troposphere. The use of radiosonde data to correct for the dry troposphere for eighteen VLBI 
experiments spanning two years has reduced the effect by up to 35 millimeters for the Gilcreek, 
Alaska site. After the removal of a constant rate the weighted rms deviation of the length of the 
3800 km baseline from Mojave, California to Gilcreek, Alaska is reduced from 5.6 to 3.9 mm, 
indicating a long-term precision of 1 ppb. 

Analysis of the ATD data showed that only about half of the errors predicted by the simulations 
actually materialized, due to the absorption of the larger residuals as stochastic variations in the 
clock and atmosphere. A similar problem may also occur when attempting to estimate the effects 
of horizontal gradients. This redistribution of the residuals may be allowed, however, only 
because the values assumed for the Markov properties of the clocks and atmospheres are too 
large, thus diluting the true potential accuracy of the geodetic data. The problem of ascertaining 
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the statistical properties of the clocks and atmospheres remains coupled to the correct modeling 
of the spatial variation of the troposphere. . 
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Figure captions 

Figure 1. Difference in local vertical for each station of the ATD experiments when the 
Saastamoinen zenith delay and CfA2.2 mapping function are substituted for the 
dry atmospheric path delay calculated using radiosonde data from the vicinity of 
each station. la) Gilcreek, Alaska. lb) Westford, Massachusetts. IC) Mojave, 
California. Id) Ft. Davis, Texas. 

Figure 2. Dependence of change in vertical station position on excess atmospheric path 
length at 6 degree elevation for Gilcreek. 

(August 2, 1991) 
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Modeling Antenna Effects for Millimeter-Level VbBl 

C S Jacobs (Jet Propulsion Laboratory, California Institute of 
Technology, Pasadena, CA 91109; 818-354-7490) 

As part of an effort to hnprove VLBI delay models to the mm level, 
VLBI phase delay measurements using pairs of antennas separated 
by 0.2 to 20 lun have been made. While formal delay precisions are 
approx 0.2 mm, the accuracy of the measurements has been limited 
by systematic errors in the delay model that are one or two orders 
of magnitude larger than the precision. Because short baselines 
greatly reduce sensitivity to geophysical effects, these experiments are 
particularly sensitive to antenna and instrumental systematic effects. 
In an effort to reduce these systematic errors, we have refined the 
model of VLBI antennas in two ways. First, we have modeled the 
effect of gravity deformation on the signal delay through the antenna. 
This effect ranges from 10 to 80 mm and is a function of antenna, 
subreflector configuration, and elevation. Second, for antennas with 
non-intersecting axes, we have modeled the effect of axis offsets on 
the tropospheric delay. This effect can be as large as 10 mm and is 
a function of antenna mount type, axis offset distance, and antenna 
orientation. Our investigations show that these model refinements 
change baseline parameter estimates by amounts comparable to the 
size of the refinement. 
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Comparison of Two Different Scheduling 
Philosophies for Earth Orientation 

Measurements Using Very Long Baseline 
Interferometry 

T M Eubanks, D N Matsakis, D D McCarthy, and B A Archinal (All 
at: the U.S. Naval Observatory, Washington, DC 20392-5100) 

Although Very Long Baseline Interferometry (VLBI) is perhaps the 
most powerful method of global geodetic positioning yet devised, 
obtaining the highest accuracy from VLBI observations requires that 
careful attention be given to observation scheduling. , While 
covariance analysis is a useful tool for examining different VLBI 
schedules, it is only as accurate as the models used, and it is stil l  
desirable to test different schedules using real data. The U.S. Naval 
Observatory (USNO) operates the Navy VLBI Network (NAVNET) 
program to monitor changes in the rotation of the Earth on a regular 
basis. As part of its participation in the National Earth Orientation 
Service, a test of scheduling philosophies was performed during 1990. 
Two different sets of schedules were generated for the Navy network 
and during parts of calendar year 1990 these schedules were run on 
alternating observing sessions. This paper will describe results from 
this schedule comparison. 

The NavNet program measures the Earth rotation primarily with 
weekly 24-hour-duration VLBI experiments using telescopes in 
Alaska, Hawaii, Florida, and West Virginia. ' h o  sets of schedules 
were prepared, one by the USNO and the other by the National 
Geodetic Survey (NGS). The NGS schedules used shorter scan 
lengths together with a lower nominal SNR to obtain -30% more 
observations in a 24-hour period. The USNO schedules used roughly 
twice the number of sources and concentrated on maximizing the 
return from the transverse baseline orientation component. The 
NGS schedules required, on average, 31% longer to correlate. The 
results from the two schedules were roughly equal in accuracy. Both 
schedules suffered from a seasonal variation in delay residual scatter. 
When that variation was taken into account, the USNO schedules 
tended to have slightly smaller UT1 and polar motion formal errors. 
The NGS schedules were better able to determine the local vertical 
component of station position (not directly of concern in Earth 
orientation), with formal errors and residual scatters roughly half of 
those from the USNO schedules. Conversely, the Earth orientation 
results from USNO schedules were 20% to 50% less sensitive to 
unmodeled errors in the station local vertical. 
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Applications of Sub-Milliarcsecond Astrometric 
' Techniques to Geodetic Measurements 

Stephen T. Lowe and Robert N. Treuhaft 
Jet Propulsion Laboratory 

4800 Oak Grove Drive, Pasadena CA 91109 
MS 238-700, (818/354-1042) 

This paper presents a geodetic differential VLBI technique which can result in part-per- 
billion differential baseline measurements using only a few hours of data. The technique 
is very similar to a sub-nanoradian astrometric techniqueill used to make the first mea- 
surement of planetary relativistic deflection['] As an example of this differential geodetic 
technique, the data used in the referenced deflection experiment (which were not optimized 
for geodetic work) were reanalyzed to obtain differential baseline components. 

The data set for this experiment consisted of two four-hour sessions; one taken on 
21 March 1988 and the other on 2 April 1988. Both sessions observed the same sidereal 

schedule using the DSN CaliforniiGAustralia baseline between DSS 15 and DSS 43 (DSS 
13 was also used in the experiment; the DSS 13-DSS 43 baseline could'bs added to this 
analysis in the future). S and X-band data, spanning approximately 40 and 100 MHz 
respectively, were taken with the Mark I11 data acquisition system in mode A. These data 
were correlated using the JPL/CIT Block I1 c~rrelator[~l and fringe to extract the 
BWS delay and phase delay rate observables for each scan. 

The dominant BWS delay and phase delay rate errors, white system noise and corre- 
lated tropospheric noise, were modeled.. The white system noise was calculated from tRe 
correlated amplitude and number of data samples, and was typically 10-20 picoseconds 
for the delay and 1.5-3.0 femtoseconds/second for the rate. The tropospheric delay and 
rate covariance was calculated using the Treuhaft-Lanyi An overall normalization 
to this model was calculated using the delay rate data alone because they are assumed 
to be dominated by troposphere noise. The normalization constants for the geodetic ex- 
ample presented here were taken from the referenced deflection measurement where they 
were adjusted until a rate-data fit resulted in a reduced x2 equal to one. The white system 
noise was added to the resulting troposphere covariance matrix to give the final observation 
covariance matrix. 
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Fig. I .  Differential baseline shift as a function of time. 

A linear least-squares fit was used to extract the x ,  y and z baseline components at 
10 times throughout the session; these ten partitions of the data were identical to those 
used for the referenced relativistic deflection measurement. Four additional parameters 
were extracted: two describing the difference in clock and clock rate between the two 
stations and two describing the static zenith troposphere at each site. Each of the ten 
baseline solutions was constrained so the change in baseline components pointed along a 
single direction in the sky. This was done because, for a single observation, the delay is 
only sensitive to the baseline shift in the direction of the source. The direction chosen 
pointed approximately to center of the set of observed sources, but was not optimized 
on the final result (this could be done to find the direction to which this experiment is 
most sensitive). Since each of the ten baseline solutions was constrained to point along 
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a common space-fixed vector, the baseline solutions in the earth-fixed frame rotated over 
the four hour experiment duration as the earth rotated. 

After fitting, the ten baseline shifts from the a priori positions for each of the two 
sessions were typically between 0 and 6 cm. The differences in baseline shifts between the 
two sessions are shown in Figure 1. The weighted average of these differential baseline 
shifts is -6.9 mm with a 6.6 mm standard deviation; although the rnaaning of such an 
average is complicated in the earth-tixed frame (due to each point measuring the shift 
along the same space-fixed direction), the combined measurement error shows the potential 
accuracy of this technique. The RMS about zero is 12.8 mm which indicates the accuracy 
per point. The reduced x2 is 0.45; this may indicate a problem in the normalization of 
the troposphere covariance matrix which could be due to non-tropospheric contributions 
to the rate residuals. 
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RELATIVISTIC EFFECTS ON VLBI OBSERVABLES 
AND DATA PROCESSING ALGORITHMS 

Ronald W. Hellings and Bahman Shahid-Saless 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, CA 91109 

301-150 

Neil Ashby 
Department of Physics, Campus Box 390 

University of Colorado, Boulder, CO 80309 

I. INTRODUCTION 

Einstein's General Theory of Relativity predicts that the presence of matter in the solar 
system will curve spacetime. Fig. 1 depicts a two-dimensional analog of such a curvature. 
This fact of nature creates a problem for those doing space and time measurements in the solar 
system. In Euclidian geometry, there is a simple relationship between Cartesian coordinates 
of two points and the distance between the points: 

where i labels the coordinate and the subscript labels the point. However, in curved space, 
no set of coordinates exists for which Eq. (1) is everywhere valid. The best one can do is 
to cover the space with an'arbitrary coordinate system and then relate physical distances to 
coordinate differences by the integral 

where gij is the metric tensor. Thus, in the solar system, any coordinate system one could 
use would have only indirect relationship to the results of a physical measurement, with the 
form of the metric tensor being a necessary ingredient along with the coordinates of the two 
events. 
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Figure 1. Two-dimensional analog of the curving of spacetime by  the mass of the sun. 

An example of the type of coordinate system that is regularly used is shown in Fig, (2). 
Each point of the curved space may be identified with its projection into the underlying flat 
space beneath it, but the physical distance between points in the curved space is not given 
by Eq. (1). The underlying coordinate system shown is analogous to the asympotically-flat 
post-Newtonian coordinate system that is used for relativistic solar system dynamics. 

Figure 2. Example of a coodinate system that covers the curved space. 
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In a small region of the curved space, a local patch of flat space could be attached. 
Physical distance-type coordinates could be used in this s m d  patch, but this coordinate 
system woyld not be the same as the underlying coordinate system because of the way 
the curved space slants up relative to the underlying plane. Similarly, in a s m d  region of 
spacetime around the sun, a coordinate system can be found in which the spatial coordinates 
represent physical distances and the time coordinate represents time kept by physical clocks. 
These coordinates will then have a scale difference relative to the post-Newtonian coordinates 
of the solar system, due to the curvature produced by the gravitational field of the sun. 

The sun is not the only body in the solar system, however, and the curvature of space- 
time in the solar system is more complicated than indicated by Fig. 2. In particular, the 
earth’s gravitational field produces a local perturbation in the overall solar system curvature, 
as depicted in Fig. 3. This complication creates no problem in principle. The same solar 
system coordinates can be used, but the metric tensor needed to relate coordinates to phys- 
ical measurements will simply be more complicated than it would be if the earth were not 
there. Similarly, if one wants to find a local patch of spacetime near the earth to cover with 
locally-flat coordinates, then the patch cannot be as large as it would be without the earth 
present, since the presence of the earth changes the curvature on a much smaller scale. 

Figum 9. The local curvature praluced by the earth. 

Now the problem in VLBI is that the local space and time measurements one would 
like to make cover a spatial region as large as the entire earth. At the level of accuracy where 
the earth’s gravitational field is not negligible, it is not possible to find a single coordinate 
system that will represent physical measurements. The local curvature must be taken into 
account in the algorithm and the space time coordinates will not be the same as physical 
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baselines and atomic time delays between arrival times at the two VLBI stations. What we 
will end up chosing as our VLBI coordinate system is the analog for the local regon around 
the earth of the underlying post-Newtonian coordinate system for the solar system. This 
choice, which we will call ternstrial coordinates, is depicted in Fig. 4. We emphasize that 
the relationship between the VLBI time coordinate and a difference in atomic times of arrival 
of phase at two antennas should involve a correction for the gravitational potential of the 
earth and that the VLBI coordinate baseline will differ from the physical, surveyed, distance 
between antennas by a term of the same origin. The only exception to this statement arises 
when, as we discuss in Section 111, the VLBI time coordinate is deliberately rescaled so as to 
agree with the atomic time kept at the stations. This choice simplifies the time part of the 
model at the expense of complicating the spatial part. 

Figure 4. Analog of VLBI coordinates in the field of the earth. 

It is our goal in this paper to derive a relativistic model of the VLBI observable, to 
picosecond accuracy, thus extending the original work of Hellings' as in Shallid-Saless et al.*. 
The outline of the paper is as follows. In Section 11, we discuss the transformation from solar 
system barycentric coordinates, in which the equations of motion for photons are simplest, 
to terrestrial coordinates, which are most closely related to the physical measurements that 
are made. In Section 111, we derive the picosecond-accuracy relativistic equation relating 
the observable (difference in atomic times of arrival of photons at two VLBI stations) to the 
parameters of the model (solar system barycentric coordinates of the earth and the geocentric 
coordinates of the stations). We use the standard fully conservative Parameterized Post- 
Newtoniaa (PPN) framework as described in Ref. (6). 
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11. THE LOCAL INERTIAL FRAME OF REFERENCE 

In VLBI, signals from distant sources pass through the solar system and are received 
at stations on the surface of the earth. Signal propagation is most easily described in a PPN . 
coordinate system with origin at the solar system barycenter. However barycentric coordinate 
time does not coincide with the local geocentric time measured by Earth observers. Signal 
phase measurements made by atomic clocks located in a laboratory on the geoid must be 
related to the solar system coordinates in such a way as to yield physically meaningful results. 
The problem in VLBI, as mentioned in section I, is that the local laboratory must extend 
across the entire earth. At the picosecond level of accuracy one may not ignore the curvature 
of spacetime produced by the mass of the earth, so a transformation to Minkowski coordinates 
is not possible over a large enough region of spacetime. This problem is similar to the one 
faced in the relativistic analysis of earth-orbiting satellite data. The solution which has been 
found314 is to transform to an intermediate reference frame in which the earth is the source 
of local gravitational physics in a terrestrial “laboratory.” This choice of coordinate frame is 
also to be preferred for VLBI. Not only will it produce a simply interpretable expression for 
the observable phase delays between two antennas, but it will also have the advantage that 
the baselines derived from the VLBI model and station locations derived from satellite laser 
ranging will have the same interpretation. 

The local reference frame we have chosen is an extension of Fermi normal coordinates to 
include contributions from local sources, thus approximating as closely as possible a geocentric 
Newtonian reference frame. When the local terrestrial gravitational physics is worked out in 
this frame, the metric will contain certain non-linear terms in the Sun’s potential and other 
Earth-Sun interactions which are negligibly small for our purposes. The main contributions 
to the local metric are composed of terms arising from the Earth’s potential and terms 
representing tidal forces due to distant sources. Given this metric, the local coordinates 
can be related to the physical space and time measurements via the standard techniques in 

Construction of the local inertial reference frame has been worked out for simple cases 
p rev i~us ly .~~~  We take a model of the solar system to be composed of point masses moving 
along their respective geodesics. We then attach a set of four mutually orthonormal basis vec- 
tors (a tetrad) to the center-of-mass of the Earth. These vectors will be parallel-transported 
along the Earth’s geodesic as defined by the gravitational field of other external sources in 
the solar system. The tetrad will then serve as a basis to expand the barycentric coordinates 
of an event in terms of the local inertial coordinates-the Fermi normal cdordinates. This 
expansion in local coordinates will provide the transformation between the two coordinate 
systems. 

relativity. . .  

The metric G,” representing the geometry of the solar system can be written in terms 
of PPN potentials. Given this PPN metric one can use the geodesic equations to find the 
geodesic path along which the center of the Earth moves. Next we consider an event P, in 
the neighborhood of the Earth, given by the coordinates (T ,X i )  in the barycentric frame 
and ( t , x i )  in the geocentric frame. Since the Fermi spatial coordinates are by definition 
time-orthogonal in the local frame, one can find an event PO with local coordinates’(t, xi = 0) 
and barycentric coordinates (T0,X;) which is an event at the origin of the local fr&e and 
is simultaneous with P as seen in the local frame. However, as seen by barycentric observers, 
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the two events P and PO are not simultaneous. One must account for this lack of simultaneity 
in calculating barycentric distances. This will be discussed in Section I11 in more detail. 

Following the construction of the transformations given in Ref. (4) one can write the 
barycentric coordinates (T, X i )  of P in terms of the local inertial geocentric coordirates of P 
and the barycentric coordinates of PO. We present the transformations to quadratic order in 
Fermi coordinates for completeness. The transformations are 

where To is the barycentric time coordinate of the event PO and is related to the local time 
of that event by 

TO = / (1 + U + fV'/c2)dt. 

Xi, Vk and Ak are the barycentric position, velocity, and acceleration of the Earth's center 
of mass, respectively, and U is the negative of the gravitational potential due to other bodies 
in the Solar System, divided by c2 and evaluated at the center of the Earth. GOk represents 
gravitomagnetic components of the metric. The antisymmetric matrix Qk' arises in the 
construction of the tetrad and represents the net rotation due to geodetic and gravitomagnetic 
precession of the local frame axes relative to the solar system barycentric coorahate grid. 

111. VLBI MEASUREMENTS WITH PICOSECOND ACCURACY 

Having the transformations at hand, we are ready to relate measurements made in the 
two frames by considering the arrival of signals from a distant source at two Earth based 
antennas at their respective local coordinate times. At the picosecond level of accuracy the 
transformation equations (3a) and (3b) simplify somewhat. A rough estimate of the sizes of 
the contributions are VE/C k: 1 x x k  k: 6 x 10' m, U k: 1 x lo-', (VE-X)/C? a 2 x 10" 
sec and Ak/c2 k: 3 x 10'20m'1. Thus the terms involving VE - x multiplying U, V' and 
AE x in Eq. (3a) are all of order 10'lg sec or less and may be dropped. Furthermore, GOk 
is approximately 4UV. /8 ,  where Vs is the velocity of the Sun around the barycenter, and is 
of order 10'" sec. The term GOk,l is lo4 times smaller still, and the U p 2  term is of order 
10'" sec. The quadratic terms in Eq. (3b) are less than 10"m and are negligible. With 
these simplifications the transformations are just 
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Xk = Xi(T0)  + zk(l - yU) t - 2 lv  Ekv, *x/c2 + Rk1~m61m. ( 3 4  

We consider antennas #1 and #2, located at two different sites on the geoid, receiving 
signals at local times t1  and t2 respectively. Using the spatial transformations, the barycentric 
coordinate distance between the two ground stations can be written as 

X W 2 )  - m T 1 )  = Xk(To2) - Xi(T0l) t [zzk(t2) - 4 t 1 ) 1 ( 1 -  rU) 
' (x2(t2)  - xl(tl))] t fik1&nl[$(t2) - 2?(t1)]* tsv,k[vE 1 

(4) 

In the interval TO, - Tol the center of the Earth will have traversed a coordinate distance 
given by 

XiVon 1 - xm01 1 = Vl(T0, - TOl), 
and the antennas located on the geoid will undergo a rotation such that 

4 0 2 )  - 4 l l )  = Z!(tl) - z f ( t 1 )  t (ta - t l ) W i ,  ( 5 4  

where w 2  is the velocity of the antenna #2 due to Earth's rotation relative to local inertial 
axes. We define the terrestrial baseline b as the distance between the two antennas, measured 
simultaneously with respect to observers in the local frame at the instant tl.  Thus Eq. (Sa) 
may be rewritten as 

x z ( t 2 )  - Xl(t1)  = b t (t2 - t l )W2.  

With this, Eq. (4) gives 

However, as noted earlier, the barycentric time of the event of reception T is not simultaneous 
with barycentric coordinate clocks at the origin of the local frame To. This is evident in Eq. 
(3c): 

Substituting this correction into Eq. (6) gives 

x; - x: =V,"(T2 - Tl) + [bk + W!(t2 - t1)](1- TU) 
1 (7) - ~ V W E  - (b + w2(t2  - ti))] t fik'6im[bm + w T ( t 2  - ti)]. 

170 



The above equation now includes the effects arising from relativity of simult,zr.eity. 

In the barycentric frame, electromagnetic signals undergo a relativistic time delay due 
to the field of the Sun, the Earth, and the other planets in the solar system. Dexoting k to be 
the unit. vector in the initial direction of propagation of photons, far from the solar system, 
one can show that the time interval between reception at the two antennas c m  be written as 

where AT, represents the total gravitational time delay due to the potentiah of the a d a r  
system bodies. Multiplying Eq. (7) by k and substituting the result into Eq. :8) gives 

Over the interval between the VLBI events, the earth’s velocity and the exterxd sohr system 
potential are essentially constant. Thus, the time transformation, Eq. (3c), can be written, 
with the help of Eq (5b), as 

Solving Eqs. (9) and (10) for the local time interval we get 

The above equation represents the local geocentric time interval between reception of signals 
from a distant source at the two antennas on the geoid. This includes corrections arising 
from lack of simultaneity, Lorentz contraction, local gravitational curvature, and geodetic 
precession. 

The antisymmetric matrix Rij  in Eq. (11) always appears in the combination 6ij +Qij. 
To first order, it represents the rotation between the barycentric frame, whick is nsymptoti- 
c d y  fixed with respect to points at infinity, and the local inertial frame, which :s by definition 
freely falling and therefore undergoing geodetic precession. In the case of the Earth, geodetic 
precession causes a secular rotation of the inertial frame axes with respect to distant stars 
with a magnitude of about 19 milliarcseconds per year. However, tidal a116 other effects, 
some of which are yet ill-determined in terms of fundamental physics, ca-xe much larger 
precessions of the pole. These effects are routinely measured and used in tramforming from 
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an equatorial reference frame of date to a solar system inertial reference frame. Thus the 
rotation matrix used in such transformations has implicitly corrected for geodetic precession 
as well. If we choose our geocentric coordinates to be directionally fixed with respect to the 
solar system axes, then the rotation terms should be dropped, leaving the simpler expression: 

1 1 
2 

1 - (1 t 7 ) U  - -V'/c2 - VE w2/c2 

Finally it is important to note that the expression calculated in Eq. (12) gives the 
post-Newtonian terrestrial time difference as measured by observers at the origin of the local 
frame. The time coordinate used in geocentric gravitational dynamics of local Earth satellites 
is Terrestrial Dynamical Time (TDT) which is essentially the time kept by atomic clocks on 
the Earth's geoid (TAI). The proper time T kept by a clock on the geoid is related to the 
geocentric PPN coordinate time i by 

7 = (1 - &)t, (134 

where & is the negative of Earth's potential, modified by the rotational contributions and 
evaluated at the geoid,7 

&== GME (1 t iJ2) t &  RE^)^ = 6.9694 x 

with a as the Earth's equatorial radius, f l ~  as the angular velocity of the Earth's rotation, 
and J2 as the Earth's quadrupole moment coefficient. 

Use of Eq. (13a) in the expression for the VLBI observable gives a term linear in &, in 
the final formula. However, there is good reason to want to rescale the spatial coordinates. 
This is that most dynamical analysis programs use TDT as time coordinate without modifying 
the geodesic equations of light propagation. They are therefore implicitly rescaling the spatial 
coordinates by the same amount: 

Therefore, if one desires VLBI-determined baselines to agree with Satellite Laser Rang- 
ing baselines, then one should insert both transformations into Eq. (12), resulting in a 
rescaling of both sides of Eq. (12). The final equation relating the VLBI observable to the 
parameters of the model is thus simply 
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3 { k b [1- (1 t 7)u - ,v;/c' 1 - VE *W2/C2 

In this final expression, ~2 -TI is the TAI (or UTC) time difference between the two reception 
events at the two VLBI antennas. k is a unit vector in the asymptotic inc~ming signal 
direction, It is thus the negative of a constant barycentric unit vector pointing toward the 
right ascension and declination of the source. b is the rescaled instantaneous geocentric 
coordinate baseline from point of reception to point of reception, including the constant 
antennato-antenna baseline and including antenna mechanical zenith angle corrections, tidal 
corrections, etc. U is the total solar system potential at the center-of-mass of the earth, 
excluding the earth's potential, and VE is the barycentric coordinate velocity of the earth. 
Both U and VE need to be evaluated via a planetary ephemeris at the time of reception 
(whether at t2 or tl does not matter). At the required level of accuracy, a constant rotation 
rate model for the earth suffices for w2. AT, should be calculated using the logarithmic 
version of the formulas for gravitational time delay, as given by the usual time delay formula, 

in order to maintain picosecond accuracy for rays that pass near the solar limb. It must also 
include the contribution from the earth's potential. 

To understand the meaning of the local coordinate system, we display the local metric 
after the conformal transformations given by Eqs. (13). To order v2/c2 ,  it is 

where 8 refers to the standard azimuthal angle measured from the axis of rotation. If other 
applications, such as satellite laser ranging (SLR), are to use VLBI coordinates, or if the SLR 
baselines are to be compared with VLBI baselines, then Eq. (16) is the metric that these 
applications must use. The price that must be paid for the various choices made in arriving 
at VLBI coordinates is apparent from Eq. (16). The off-diagonal components of the metric 
(the terms containing Q ; j )  appear as a result of choosing a non-inertial frame that has its 
axes point in fixed directions with respect to solar system axes.. This will then complicate 
the local dynamics.8 The 4,, arises in the dr2 term because of the choice of TDT as a time 
coordinate, and in the dx'dxj term because of the need for a coordinate speed. of light that is 
equal to c, rather than (1 4- &)c. The time coordinate is the same as the proper time read by 
clocks on the geoid. However, the spatial coordinates are not proper distances (as would be 
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measured, for example, in geophysical surveys). There is no problem in this choice of spatial 
coordinates. Both VLBI and SLR algorithms have made this choice, and will thus agree on 
their baseline measurements but will not agree with survey results unless the survey results 
are related to the coordinates via the metric of Eq. 16. 
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RELATMTY and VLBI 
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SECTION I: INTRODUCTION 

Rather than give a quantitative enumeration of the various general relativistic corrections to a 
Newtonian formulation of the VLBI observables, I provide a qualitative overview of the relevant 
issues. The point is solely to broaden the perspective of those VLBI practitioners who have not 
formally studied general relativity. 

What is wrong with Newton’s theory? The main reasons Einstein was troubled by Newton’s theory 
of gravity were: 

(1) The theory incorporates “action at a distance.” For example, if Planet X moves, the force 
experienced by Planet Y changes instantaneously, according to Newton’s theory, no matter what the 
distance between X and Y; and . 

(2) Newton’s theory is set in a space-time framework of three spatial coordinates and one temporal 
coordinate that remain separate and immutable. This separation of space and time is inconsistent 
with Einstein’s theory of special relativity as is the action-at-a-distance aspect, which violates the 
proposition that no “signals” propagate faster than the speed of light. 

To replace Newton’s theory of gravity, Einstein devised a new one that was consistent with special 
relativity. He considered space-time to be a four-dimensional continuum described by a metric. 
This metric, by definition, describes the “distance” between neighboring points in the 
(four-dimensional) space (ds’ = . . .). How is this metric to be determined? Einstein’s brilliant idea 
was to have the metric determined by the distribution of mass and energy in the system through a 
set of (non-linear) differential equations. The left sides of these (tensor) equations depend only 
on the metric and are limited to derivatives of no higher order than the second; the right sides of 
the equations depend solely on the mass and energy of the system. These so-called field equations 
are both elegant and deceptively simple. Also, being non-linear, the field equations can and here 
do imply the equations of motion. That is, the equations of motion, say of particles in the system, 
can be deduced from the field equations alone. This situation is in sharp contrast to Newton’s 
theory; in the latter, Poisson’s equation is the analog of the equations for the metric tensor in 
general relativity -- the field equations -- and determines the gravitational potential from a mass 
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distribution. But Newton’s theory requires supplementary equations of motion that cannot be 
deduced from Poisson’s equation. 

What is the connection between Newton’s theory of gravity and general relativity? The 
fundamental bases for these theories are very different, yet one can show that for a system in which 
the gravitational field is “weak” and the velocities of particles are “small” compared to the velocity 
of light, Newton’s equations of motion form a good approximation. Under general conditions, 
Einstein’s equations are extraordinarily difficult to deal with and substantial progress has been made 
in solving them only in very special cases or by use of sophisticated numerical techniques. Luckily, 
in the solar system, we are in the weak field-low velocity limit which can be handled satisfactorily 
by a “v/c” expansion of the solutions to the relevant equations. At present, the first terms after the 
Newtonian ones in this expansion -- the so-called post-Newtonian limit -- provide sufficient accuracy 
for analysis of VLBI data. 

SECTION II: OBSERVABLES 

In VLBI, time is the one and only observable: We use clocks to measure epochs at which light 
signals arrive at specific locations (space-time “events”). With one minor exception (see below), 
there is no need to introduce or to consider concepts such as “physical lengths,” i.e. meter sticks. 
These are irrelevant. Indeed, discussions of the physical length between two widely separated places 
on Earth is virtually impossible to define operationally and, in any event, would be 
“time-dependent” due to changes in a variety of effects that would occur while the measurements 
were being made. (How would one know how to place the meter sticks end-to-end to measure the 
distance between an antenna on one continent and another antenna on a different continent? And 
how long would it take to make such a measurement?) Thus, it is best to banish this concept from 
core, at least for the purposes of VLBI. The only exception would be the measurement of very 
short distances to allow ‘‘ties” between neighboring (spatial) reference points that serve to mark 
space-time events corresponding to different systems, for example side-by-side locations of 
satellite-laser-ranging and VLBI systems. 

SECTION 111: COORDINATE SYSTEMS 

The main problem we face in developing a model for VLBI measurements is the construction of 
appropriate expressions for clock readings at epochs of arrival there of light signals. These 
expressions are written in terms of specific coordinates. What coordinate frame should we use? 
The two obvious candidates are a solar-system barycentric and a geocentric (or topocentric) frame. 
It is reasonable to use the solar-system barycenter for describing the motion of solar-system bodies 
and of light rays emitted by extragalactic objects. But, for descriptions of sites on the surface of the 
rotating Earth, clearly solar-system barycentric coordinates are not the obvious choice. We can 
profit by using both of these frames. We can choose coordinates in each to express the trajectories 
of clocks and of light rays with the “intersections” of these giving us our events. The choice of 
coordinates in each frame is arbitrary and has no operational significance: the results for 
observables, i.e. clock readings, must be the same, independent of what coordinates we choose for 
carrying out our calculations. Confusion, however, often reigns because the same symbols are used 
to represent distinct sets of coordinates. The reason for this seeming absurdity is based on the fact 
that in Euclidian space we conventionally use a particular set of symbols to describe a particular 
type of coordinate system (such as Cartesian or spherical). However, in general relativity, there are 

176 



aninfinite number of coordinate systems that one can lay down, with all of them having the same 
asymptotic meaning, i.e., far from all masses the coordinates correspond to a parkular Euclidian 
system, or, more properly, to a Minkowskian (special relativity) system. 

Let us examine briefly the solar-system barycentric and geocentric frames. The former is freely 
falling in our galaxy, which, in turn, is freely falling in the Universe. It is relatively easy to show that 
as far as the position of the Earth with respect to the solar-system barycenter is concerned, tidal 
effects due to other masses in our galaxy and in the more distant parts of the Universe are quite 
negligible compared to achievable measurement accuracies. The Earth, for its part, is freely falling 
in the solar system. But tidal effects here, due to the other masses in the solar system, primarily 
thesun, are not negligible. Moreover, the Earth is rotating, which, of course, affects the trajectories 
of the clocks. Thus, in the post-Newtonian limit of general relativity, we must consider a number 
of effects of spin-orbit coupling and spatial curvature, such as geodetic precession. 

How can we connect, or transform between, coordinates in one of our two “natural” coordinate 
frames and those in the other? That is, how do we transform between two sets of coordinates, one 
each for representing solar-system bodies and for representing points on the surfrce of the Earth? 
This transformation can be carried out in the post-Newtonian limit using any one of a number of 
different approaches. The details are mostly straightforward, but some are subtle, making this 
transformation the most difficult part of the whole enterprise. Overall, transforming from the 
solar-system barycentric to the geocentric frame is, in effect, transforming to a local Lorentz frame 
(were the Earth’s mass zero). In keeping with our qualitative broad-brush approach, we will not 
discuss the nuances of this transformation and the modifications necessary to account for 
topocentric effects. 

SECTION IV: CLOCKS AND BASELINES 

How do clocks behave? It is always assumed, in tune with our best experimental understanding, 
that clock rates are unaffected by acceleration. This assumption is critical because, with rare 
exceptions, our clocks are not in free fall, they are firmly placed on the Earth’s surface and “feel” 
the ground pushing up on them. How do we describe their behavior within the theory of general 
relativity? General relativity includes a quantity called “proper time” which is Xentified with the 
time kept by an “ideal” (atomic) clock moving along a trajectory in space-the. Readings of such 
an ideal clock can be expressed as a function of the coordinates chosen for use in calculations, a 
stark contrast to Newtonian theory where time is time is time is . . .. However, even Einstein found 
no universal imperative for defining any specific event as the “origin” of time ar for defining how 
many oscillations of an atomic system ought to be identified with the unit of the .  Choices of origin 
and rate of proper time in relation, say, to those for our terrestrial atomic clocks, are therefore 
arbitrary. We may make the best use we can of this freedom! How? What do we wish to 
accomplish? Because it is a nice property, we try to keep atomic time and our cocrdinate t h e  
from diverging. Whereas the proper time for an atomic clock on the geoid is proportional to 
geocentric coordinate time, when the latter is “reasonably” defined, this proper time is nor simply 
proportional to barycentric coordinate time when the latter is “reasonably” chosen. Because of this 
fact, we use our rate freedom to limit “runaway” (the freedom of choice of time o:igin, by contrast, 
presents no particular issue). We choose a rate constant to average out as well as possible the 
differences between atomic and coordinate time. But these differences depend on planetary 
motions whose orbital periods are not commensurate; furthermore, the planetary o r b h  themselves 
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change in time due to the mutual interactions between the planets. One practical solution to this 
problem, which we incorporated some dozen years ago, is to choose an averaging time equal to 
approximately five orbital periods of Jupiter which also nearly coincides with two orbital periods 
of Saturn. 

What about other effects on our observable, such as the propagation medium through which the 
signals travel, the nonspherically symmetric parts of the Earth’s gravitational potential, the elastic 
properties of the Earth, etc.? The standard approach here is to “graft” Newtonian theory on to 
general relativity. We calculate the effects on the observable of all these other properties of the 
system, using Newtonian theory, and simply add them to the corresponding general relativistic 
representation of the observable. This procedure is adequate for VLBI at the picosecond level of 
clock measurements, but, of course, is not acceptable in principle for arbitrary accuracy. 

In general, a clock reading will be a function of the position and motion of the clock and of the 
trajectory of the light signal whose intersection with the clock defines our “events.” What about 
baselines? We can defme a baseline in a “natural” way in this description, in terms, for example, 
of differences of the geocentric coordinates of pairs of events: a light signal’s arrivals at two 
antennas. Here, too, however, there are some subtleties and “arbitrariness” which we will not 
pursue in this qualitative presentation. 

SECTION V PARAMETER ESTIMATION 

The analysis of the clock readings, the observables, involves in broad terms the comparison of the 
observed epochs with expressions for these epochs which depend on parameters that describe the 
positions of the antenna sites, the tidal breathing of the Earth, the directions to the sources, the 
properties of the propagation medium, the imperfections in the atomic clocks used, etc. Standard 
filtering techniques are then used to make estimates of these parameters from this comparison. 
This part of the process is independent of nuances of general relativity and is well known to VLBI 
practitioners. We thus end our overview here. 

178 
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1. Introduction 

All astrometric, celestial mechanical and geodetic problems, where the planetary 
system plays a role, require the use of both barycentric and geocentric coordinates. 
This is in fact the major problem for the relativistic formulation of VLBI. The 
barycentric system is usually employed to describe the motion of She planetary sys- 
tem; in VLBI it is necessary to describe the (radio) signal propagation from distant 
radio sources to the antennas. On the other hand a geocentric system is needed i r  
oder to define meaningful baselines and to study geophysical effects in a relatively 
“simple” manner. Not each geocentric coordinate system will equally well be suite6 
for these purposes and one faces the problem how to define “good local, geocentric” 
coordinates. Note, that in barycentric (or “bad” geocentric) coordinates relativistic 
effects are of the order (v@/c)’ N leading to effects of the order of 1 m for the 
Earth-Moon distance or about 10 cm for the LAGEOS orbit. In “good” geocentric 
coordinates, however, relativistic effects are one order of magnitude smaller (the 
Earth’s gravitational potential devided by ca is - lo-’) and efEects from all other 
bodies (Moon, Sun, etc.) are small and of tidal nature. 

Let us give an example concerning the solar time delay in sztelEte laser rang- 
ing (SLR). In barycentric coordinates ( t ,  x) the coordinate time difference betweer. 

t Paper presented at the Chapman Conference on Geodetic VLBI: Monitoring Global Change, 
April 22-26, 1991, Washington, D.C. Work supported by the Deutsche Forschungsgemeinschaft 
(DFG) and the Volkswagen Stiftung; M.S. kindly acknowledges the receipt of a Heisenberg fellowsh3p. 

179 



emission and absorption of a light pulse in SLR is given by 

c(ta - t e )  = (rer t ~rs) + A, t A,, 

where 
rer = Ixs(tr) - x ~ ( t e ) l  

(S refers to the satellite, T refers to the tracking station). Here, the A-terms describe 
the gravitational time delay (the Shapiro effect) caused by the Sun and the Earth. 
We have 

where b denotes the barycentric baseline vector: 

b = xs(tr) - ~ ~ ( t r )  

If now geocentric (proper) time T and a geocentric “baseline” vector B are intro- 
duced with 

and 

then at this level of approximation the time delay caused by the Sun is just canceled 
and we are left with 

c(T, - Te) 2B + A,. 
Because of the equivalence principle all external bodies only lead to (smd) tidal 
effects. This example nicely demonstrates the meaning of “good” local geocentric co- 
ordinates: effects from external bodies become strongly effaced and the local metric 
at the center of the Earth agrees with the Minkowski metric from special relativ- 
ity. To construct a “good” GRS effects from special and general relativity should 
be taken into account. We can formulate some requirements for “good” geocentric 
coordinates (T, X): 

0 T o( TDT (proper time) 

0 metric = (metric)$ + (tidal terms) 

0 (metric)$ can directly be expressed in terms of multipole moments of the Earth 

0 the relation ( t , ~ )  e, ( T , X )  should be (‘simple’’. 

From these requirements one can show that the relation between global and local 
coordinates has to be of the form 

X” = t$(T) + e t (T )X”  + <”(T,X”) 
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instead of the “bad” relation 

t = T  

zi = &(T)  -t xi  
from Newtonian physics. Here, [ f i  contains all terms which are at Least quadratic in 
the local space coordinate X”. 

Now, our problem of coordinates is contained in the basic profilsm of a consistent 
PN celestial mechanics of an N-body system, a problem which comprises at least 
the following three parts 

0 the external problem (global dynamics, center of mass motion etc.), 

0 the internal problem (local gravitational structure) 

0 and the way they fit together (relativistic theory of reference systems). 

The new Damour-Soffel-Xu scheme (1990, 91a,b) solves theses problems consis- 
tently in a new and elegant manner at the level of the first post-Newtonian approx- 
imation to Einstein’s theory of gravity. Using this DSX-formaliszn it is not difficult 
to derive expressions for the VLBI variables (Soffel et al., 1991), as will be described 
below. 

2. Post-Newtonian VLBI Theory For The Group Delay 

We consider some radio signal being emitted from some remote source at barycentric 
coordinate time t o  and position xo. We consider two “light-rays”, contained in the 
signal, which arrive at two VLBI antennas (called 1 and 2) at cooriinate time t l  

and tz .  This barycentric coordinate time t is also called TCB. Let us denote the 
“Euclidean unit vector’’ from the source to the barycenter by k: (k’lc’ = I). Then 
the barycentric coordinate arrival time difference t z *  - t l  to first pcst-Newtonian 
order is given by 

where x; ( t ; )  denotes the barycentric coordinate position of antenna e’ at coordinate 
time t;.  (At)grsv is the gravitational time delay, resulting from solving the equation 
for null geodesics (light rays) in some background metric describing the gravitational 
influence of the Sun and the planets. To sufficient accuracy (At),,, can be written 
as a sum over the contributions of the various massive bodies in the solar system. 

Now, for picosecond accuracy it is sufficient to consider the spherical part of 
the gravitational potential in (At)grav only. Taking earlier results from Richter and 
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Matzner (1983) we estimate the contribution from the quadrupole moment of the 
Sun to the time delay to be much less than a picosecond (- 8) .  The effect from 
the angular momentum of the Sun (a gravitomagnetic effect of 1.5 post-Newtonian 
order) is of the same order, while the dominant post-post Newtonian terms are ex- 
pected to be less than about 1 picosecond. t For the solar contribution we can neglect 
the motion of the Sun about the barycenter and the usual “light-time equation’’ for 
the spherical field can be written in the form (e.g. Soffel, 1989) 

where xi refers to t i  and rng E GMa/c2  = 1.48 km. The time difference Ai can be 
neglected in the In-term and writing 

we obtain (Finkelstein et al., 1983; Zeller et al., 1986): 

2mg 2 -1n 
C 

re(1- e@ - k )  + Arl (e@ - k) + (Arl)’/2re - (e@ . Ar1)’/2re [ r e ( l -  e@ - k )  + Arz - (ee - k )  + (Arz)2/2re - (e@ - Arz)z/2re 

(3) 
with 

e@ x e / r e ;  re = I X ~ I  = ( z ~ z & ) ’ / ’ .  

For baselines of - 6000 km, the (Ari)’-terms are of order 3 x 
neglected for picosec-accuracy. 

0.44 cm) 

sec and can be 

For the gravitational time delay due to the Earth one finds (me = G M e / c z  = 

if the motion of the Earth during signal propagation is neglected. Similarly, for any 
other planet A, if its motion is neglected, one obtains 

where XAi  = X i - X A .  Note that the maximal gravitational time delays due to Jupiter, 
Saturn, Uranus and Neptune are of order 1.6(Jup), .6(Sat), .2(U) and .2(N) nanosec 

t S. Klioner and V. Brumberg (see this volume) claim that the post-post Newtonian contribu- 
tion from the spherical field of the Sun can be as large as a few hundred picoseconds at the limb 
and falls off rapidly with angular separation; this effect is subject to further investigations. 
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resprectively, but these values decrease rapidly with increasing angular distance from 
the limb of the planet. E.g. 10 arcmin from the center of the planet the gravitational 
time delay amounts only to about 60 picosec for Jupiter, 9 picosec for Saturn and 
about one picosec for Uranus. To consider the barycentric moticn of the planet 
during signal propagation the position of the planet might be taken at the time of 
closest approach (e.g. Hellings, 1986); this point has been investigated by Klioner 
(this volume) in more detail. 

Let us define baselines at signal arriving time t l  at antenna 1. Let the barycen- 
tric baseline b be defined as 

then a Taylor expansion of xa(t2) about t l  yields (O(n) E O(c-")) 

1 1 1 1 1 
C C C 2c2 

At = - -(b - k) [1+ -(X2 - k) + :(X2 . k)' - -(b . k)(& . k) 

+ (At), , ,  + 0(4),  (7) 
all quantities now referring to barycentric coordinate time t l .  We call this relation 
the "VLBI-delay equation", describing the barycentric coordinate time delay At 
entirely by quantities defined in the global system. 

We will now relate the various barycentric quantities with corresponding geo- 
centric ones apart from the propagation vector k. This will remind us that the 
process of signal propagation from the source to the antennas cannot be formulated 
in the local, accelerated, geocentric system. We now write the time transformation 
in the form (Damour et al., 1990, 91a,b) 

ct = ag(T) + e:(T)X" + O(3) 
P T  

ce: dT' + e: (T)X" + O(3) 
= ]TO 

= c(T - Ti) + 1 JT (V(Z@) + :vi) dT' + -R;(T)u&(T)X" 1 + O(3). 
To C 

Here, T = TCG is the geocentric coordinate time and X" the geocentric spatial 
coordinate. u is the external gravitational potential which does not include the 
contribution from the Earth. Replacing T' by t' in the integral and considering 
that Ri is a slowly time dependent matrix we can relate At = tz - t l  with the 
corresponding local time interval AT = ATCG = T2 - TI: 
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With 

where quantities on the right hand side now refer to 2'1, we formally get the relation 

where 

and 
B' 

vj G RiVt 

AT: 3 RiX,". 
v2 is the geocentric velocity of antenna 2. Next, we will relate the barycentric base- 
line vector b(t1) appearing in the VLBI-delay equation (7), with the correaponding 
geocentric one B(T1). Using the notation of Damour et al. (1990, 91a,b) we find 

and d2 i A g ( T )  ea(T)-. =e 
dT2 

With 

and 

X,Q(Tl) - X,"(T2) 'v B'(T1) - ($Xi) AT - (&Xi) (AT)', 
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where 
1 

C2 
AT = Ai + -v@ - B + 0(3), 

(the integral in (8) is practically of order c-') the desired relation between bmycen- 
tric and geocentric baselines reads 

with 

Using equation (8), the VLBI-delay equation (7) for (At) and the relation (11) for 
the baselines we obtain the formal expression (B - IC = B'k' etc.): 

At' G ('(TI,X,") - ('(T2,Xi). 

AT= 

+ (At)grsv + O(4). ( 1 2 )  
Keeping only terms with amplitudes greater than 1 picosec for baselines of the order 
of 6000 km, we approximately find: 

AT = 
1 1 1 
C C2 C 

1 1 1 

- -(B - k) - -(B . k)k - (v@ + VZ) + - B) 

+ F(V@ - w)(B - k) - -(B - k ) [ k  - (ve + VZ)]' + 2v(xa) + 5.;) c3 

Finally, the geocentric coordinate time T can be related with proper time r as 
indicated by some (atomic) clock located at some VLBI station. Neglecting all tidal 
effects on local clock rates for clocks at rest at the Earth's surface we find 

185 



where Ue is the gravitational potential of the Earth and Sa is the angular velocity 
of the Earth’s rotation. This can be written in the form 

where Uoe, is the geopotential at the geoid, g(+) = (9.78027 + 0.05192 sin’ +) x 

the geoid. Instead of using this formula for the T c) T relation, we split it into two 
parts, defining T* = TT as proper time on the geoid: 

. loa cm/s I is the latitude dependent gravity acceleration and h is the height above 

1 
,2 6e.O 

d ~ *  = d(TT) (1 - -Uo ) dT ICO dT = ICO d(TCG) 

dT = (1 + +g($)h)  dT’. 
C 

The constant ICO relating r* with the geocentric coordinate time T has the numerical 
value 

ICO ‘V 1 - 6.9 x lo-’’. 

Finally we would like to adress the question of the orientation of spatial coordinates 
of the local geocentric system. This orientation is determined by the matrix Ri 
(remember that in eqs.(l2) and (13) B k = B’k’ with B’ = RiB”).  There are two 
preferred choices for Ri leading to geocentric coordinates which are either 

- k e d  star oriented (kinematically non-rotating) 
- or locally inertial (dynamically non-rotating). 

In the first case of kinematically non-rotating coordinates we can take Ri = 6;. Then 
the geodesic precession will be in the precession-nutation matrices as well as in the 
dynamical equations (e.g. for satellies orbiting the Earth); it will not appear in the 
group delay equations (12) or (13). On the other hand if dynamically non-rotating 
geocentric coordinates are chosen then the geodesic precession (secular and annual 
term) has to be included in the Ri matrix. In this case the precession-nutation 
matrices (and dynamical equations) do not contain the geodesic precession. 
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GENERAL RELATIVISTIC MODEL OF VLBI OBSERVABLES 

SERGE1 A. KLIONER 
Institute of Applied Astronomy, 

197042, 8, Zhdanouskaya st., 
Leningrad, USSR 

Abstract. A consistent general relativistic model of VLBI observations of quasars, pulsars, interplanetary 
stations and Earth satellites is described. The present model is accurate at  the level of 1 ps of time delay 
and 1 fs/s of delay rate. 

Our treatment is based on a relativistic hierarchy of reference systems (RS). A barycentric RS is used 
to study the light propagation from distant celestial objects as well as the motion of the bodies inside the 
Solar system. All quantities defined in the neighborhood of the Earth such as positions and velocities of 
earth-based antennas and Earth satellites are described in a local inertial geocentric RS. 

Particular attention is given to gravitational effects. We consider the influence of spherically symmetric 
fields in post-Newtonian and post-post-Newtonian approximations as well as the effects of the quadrupole 
gravitational fields of the Solar system bodies and their translational and rotational motion. 

1. Introduction 

The present accuracy of VLBI observations makes us to use a model of VLBI observables, 
which is accurate at the level of 1 ps of time delay and 1 fs/s of delay rate. There axe many 
papers devoted to relativistic models of VLBI observables [Brumberg, 1981; Finkelstein et 
al., 1983; Murray, 1983; Gubanov et al., 1983; Pavlov, 1985; Brumberg, 1986; Hellings, 1986; 
Murray, 1986; Cannon et al., 1986; Soffel et al., 1986; Zeller et al., 1986; Cannon, Lisewski, 
1987; Zhu, Groten, 1988; Soffel et al., 1990; Hellings, Shahid-Saless, 1990; Kopejkin, 1990; 
Aleksandrov et al., 19901. Although not all results of these papers coincide with each other, 
the papers published in last two or three years are in agreement. Nevertheless, some points 
of VLBI modeling have not been discussed till now. 

First, the formula, describing the delay rate with acceptable accuracy, has not been 
published. The delay rate is often modeled by numerical differentiation of time delay. The 
operation of numerical differentiation is numerically unstable. That is why the construction 
of a separate analytical model of this observable seems to be useful. 

Second, gravitational effects should be considered with more details. At the level of 
1 ps we cannot confine ourselves to the post-Newtonian effects in spherically symmetric 
gravitational field. A number of second-order contributions has to be analyzed as well. 

Third, at the present time there is no adequate relativistic model of VLBI observations 
of Earth satellites and 'near-Earth spacecrafts. 

2. Basic Concepts 

The basic problem of VLBI is shown on Fig.1. Let we have a source whose position 
relative to some reference system (RS) is 4. At the moment t o  of the coordinate time of 
this RS the source emits a signal, which arrives at two stations at the moments t l  and 1 2 .  

The coordinates of the stations at the moments of reception are c1 and c2 respectively. Each 
station has its own atomic clock, which measures proper time of the station. The moments 
of reception correspond to the clocks' reading r1 and r2. Our aim is to calculate the observed 
quantities, that is time delay AT = 72 - 71 and its derivative with respect to the proper time 
of one of the stations, on the basis of trajectories of the observers and the source, and some 
other additional information. 
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Some care must be taken in choosing RS to be used. According to the basic principle of 
General Relativity, an analysis of any process may be performed in any RS. The choice of 
RS is governed mostly by the considerations of convenience. At the present time it is widely 
accepted that in order to analyze properly VLBI observations of remote sources one need at 
least two relativistic reference systems (RS) [Kopejkin, 1990; Hellings, Shahid-Saless, 1990; 
Soffel at a1.,1990]. A barycentric RS (BRS) turns out to be convenient for the analysis of 
the light propagation from distant celestial objects its well as the motion of bodies inside the 
Solar system. A local inertial geocentric RS (GRS) is adequate for the arzalysis of processes 
occurring in the neighborhood of the Earth, that is the motion of an Earth satellite, the light 
propagation between a satellite and an earth-based observer, and the rotation of the Earth. 

0 
0 

0 ' Ra 

Fig.1. VLBI observations. 

In the construction of both BRS and GRS there is a marked degree of arbitrariness. 
Different approaches to the construction of the reference systems in question have been 
developed by a number of authors [Ashby, Bertotti, 1986; Brumberg, Kopejkin, 1989; Voinov, 
1990; Damour et al., 1990; Brumberg, 19911. The model presented in this paper is based 
on the hierarchy of relativistic reference systems developed in [Brumberg, Kopej kin, 1989; 
Brumberg, 19911. We denote barycentric coordinate time and spatial coordinates by ( t ,  x i ) ,  
and geocentric ones by (u,  wi). The details of the construction of BRS and GRS as well as the 
explicit formulas describing their metric tensors can be found in [Kopejkin, 1988; Brumberg, 
Kopejkin, 1989; Brumberg, 1991; Klioner, 19911. 

The coordinate transformation between the BRS and GRS coordinates has the form 

(2.5b) 
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where ~jl = E - zA; xA = E A / r A ;  tijr is fully antisymmetric Levi-Civita symbol; + , a , ~  
are barycentric coordinates, velocity and acceleration of the body A respectively; 9, is the 
angular momentum (spin) of that body; I t  is its trace-free quadrupole moment; and q is a 
numerical parameter. Value q = 1 corresponds to dynamically non-rotating GRS, while value 
q = 1 leads to kinematically non-rotating one [Brumberg, 19911. 

All possible sources can be divided into three groups. The first group contains remote 
sources: quasars and pulsars. When we deal with such sources, we can either neglect parallax 
and proper motion at all or confine ourselves to few leading terms describing these effects. 
Interplanetary spacecrafts belong to the second group. Here we must account for parallax 
and proper motion to the full degree. The position of the soiirce must be represented herewith 
by its rectangular coordinates directly rather than by the direction to the source. Finally, 
the third group contains the sources which are extremely near to the Earth, that is Earth 
satellites. 

As far as observers are concerned, two situations may be considered: (1) the observers 
are situated anywhere in the Solar system; (2) the observers are situated on the Earth's 
surface or on an Earth satellite. In this paper we will consider the situation when both 
observers are situated in the neighborhood of the Earth. 

Let us outline the principal steps needed to construct the model. 
1. We have to choose RS(s) to be used in each particular case. If the motions of both 

source and observers can be described adequately in BRS, we can use only this RS. If 
both source and observers are situated in the neighborhood of the Earth, we can use 
GRS only. If we have a distant source (quasar, pulsar or interplanetary station) while 
the observers axe situated near the Earth, we must use both BRS and GRS. 

2. In the chosen RS using the laws of the light propagation we have to find the formula for 
the difference of coordinate moments of reception of the signal at two stations. Here we 
take into account the influence of the motion of a source and observers as well as the 
effect of gravitational fields on the light propagation. 

3. In the case when we have a distant source while observers are situated near the Earth, 
we use BRS to describe the light propagation and the motion of the source, and GRS 
to describe the motion of the observers. In this case we must calculate barycentric 
coordinates of the observers on the basis of their geocentric coordinates. 

4. We have to convert coordinate time difference t 2  - t l  into observable time delay 72 - rl 
and perform corresponding procedure for delay rate. 

Thus, to analyze VLBI observations we must know: (1) how the light propagates in BRS 
and GRS, and (2) how proper time of an observer relates to the coordinate time of GRS. 

The proper time of an observer moving along the trajectory ~ ( u )  is defined by [Brum- 
berg, 1991 ; Klioner, 19911: 

1 W y u )  

2 4 s  
+ - G M s ~ ( 3 c o s ~ c r s ( u )  - 1) + . . .}, 

u E  being the gravitational potential of the Earth. The third and fourth terms in (2.6) 
describe the tidal influence of the Moon and Sun respectively. It should be noted that 
the tidal potential of external bodies results in the additional difference between the GRS 
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coordinate time u and the proper time r,, of an observer rigidly connected to the Earth's 
surface. This additional difference consists of the secular drift (about 2 .  lo-'') and a number 
of periodic terms. The two largest periodic terms - diurnal and semi-dixnal - have the 
amplitudes 0.3 ps and 0.2 ps respectively. The influence of these periodic terms on the 
observable time delay could in principle amount to - 1 ps, but apparently is compensated 
by the usual piecewise-quadratic clock model. 

3. Propagation of the light 

At the level of accuracy of 1 ps we have to consider not only post-Newtonian effects in 
the light propagation, but several smaller effects as well. The first effect that we investigate 
is the influence of the translational motion of gravitating bodies. It is widely accepted that 
the coordinates of a gravitating body should be evaluated at the moment of closest approach 
of the received signal to that body. But at the present time there is no theoretical proof of 
this statement. We have some considerations on this point. 

The equations of the light propagation have the form 

Here we suppose that gravitating bodies are point masses, which move along arbitrary tra- 
jectories. The right-hand side of (3.1) contains the usual post-Newtonian terms as well as the 
terms which are proportional to the velocities & of gravitating bodies. Post-post-Newtoniaa 
terms are neglected. The right-hand side of the equations depends on the positions and ve- 
locities of gravitating bodies which are complicated functions of time. To integrate the 
equations of motion analytically we must use an approximation of the functions G and iA. 
Usually the positions of the bodies are supposed to be constant. We make next step and 
suppose that the positions of bodies are linear functions of time, that is we expand the func- 
tion in Taylor series around some unknown moment t A  and limit ourselves to the first 
two terms 

= a ( t A )  + I L A ( ~ A ) ( ~  - t A )  + o ( a A ( t A ) ( t  - t A l a ) .  [3.2) 
Substituting this linear function into the equation (3.1) and using usual initial values 

&o) =a, &(-oo) = ca, = 1 

we can integrate the equation (3.1) [Klioner, 1989al: 

&) = + ca(t - t o )  + A49 

(3.3) 

A = ( g A f A  - &b)-', B = 1 n b A " A  + &b), & = -. h ( t A ) / C ,  ~ A O  = f ~ ( t 0 ) .  

The question around what moment we must perform the expansion (3.2) still remains. 
Our aim is to find moment t A  which gives minimal inaccuracy of the equation of motion of a 
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photon. Substitution of (3.2) into (3.1) enables one to see that the remainder term of (3.2) 
gives the error in the right-hand side of (3.1), which can be estimated as [Klioner, Kopejkin, 
19911 

Here 1~ = I&A) - g A ( t ~ ) I  is the distance between the body A and the photon at the mo- 
ment t A ,  and d A  is the same distance at the moment of their closest approach; & = 
- u x (bo x e). It is obvious that to minimize the error of the photon's acceleration l6il we 
must choose t A  equal to the moment of closest approach. In this case the error is estimated 
as 1621 s 1 3 c 2  EA GMAaArAl, and we can be sure that the error is of higher order of magni- 
tude than the effects we account for explicitly. Indeed, the error l6il in this case results in 
post-post-Newtonian effects. Thus we have proven that the coordinates (and velocity) of the 
gravitating body A have to be evaluated at the moment of closest approach of the photon 
to that body. 

In the case of the initial-value problem (3.3) the moment t A  can be calculated as 

( 3 4  

Besides the effect just discussed we have considered some other second-order effects in 
the light propagation. For constructing a model of VLBI observation the formula which 
describes the coordinate time for a photon to propagate from one fixed point to another one 
is essential. Let us consider a boundary-value problem 

t~ = min(t0, t*)l 

t ,  = t o  - c - l q u o  - c-'2(2(guo)(cg4) - hQ0), = b ( t 0 ) .  

&o) = a1 d t )  = 2, B(t1to) = 2-  & l  t 1 t o .  

Using the results of the papers [Brumberg, 1987; Klioner, 1989bl one gets 

- R2 r f  - rfo - R2 
4 0  

+ 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 
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'Here A&N and A h P ~  are the effects of the spherically symmetric gravitational fields in 
post: and post-post-Newtonian approximations, ARQ, ARM and ARR are the terms induced 
by the quadrupole gravitational field of the Solar system bodies and their translational and 
rotational mot ions respectively. 

written as 
In the case of the boundary-value problem (3.7) the moment of closest approach can be 

t~ = min(t,max(to,t+)), (3.13) 

t ,  being defined by (3.6). 
The equations of the light propagation in GRS are quite simple because the gravitational 

fields of all the bodies except the Earth manifest themselves only in the form of tidal terms. 
. With the accuracy sufficient for the purposes of this paper the interval of GRS coordinate 
time u-u0 for a photon to propagate from one fixed point to another one w can be written 
as [Voinov, 1990; Klioner, 19911 

(3.14) 

4. Remote sources 

4.1. VLBI IN THE SOLAR SYSTEM: GENERAL FORMULAS 

In the following calculations we assume that the distance between a source and the 
Solar system is not greater than 50 pc (this is the distance to the nearest known pulsar 
PSR1929+10). The proper motion is supposed to be less than 10"lyr. In the notations of 
Fig.1 we can write two equations relating the moments tl  and t 2  to the moment of emission 
of the signal t o  

where A& are the gravitational retardations of the light propagating from & ( t o )  to a(ti). 
Subtracting the equation corresponding to i = 2 and that corresponding to i = 1, using the 
formula z2(t2) = z2(t1) + iz(tl)(tz - t l )  + +g2(tl)(t2 - tl)', and considering 2, = I%(to)l + 00, one 
can easily obtain 

cAt = c(t2 - tl) = -kb(l - c-'ki2(tl) + ~ - ~ ( & ( t l ) ) '  

1 
. x (1 - c-lkiz(t1)) - 5c-2(kZ2(t1))(kU2, 

where k = t ( to ) / za ( to ) ,  Atgr = c-l(ARz-AR1) is gravitational time delay, b = ,(el) = &l)-zl(tl) 
is the barycentric baseline vector. When calculating Atgr we can believe that a ( t 2 )  = c2(tl - 
~-1kb). We neglect herewith terms, which are 5 0.03 ps. 

Given sufficiently long row of observations one could measure the proper motion of the 
source. Let the coordinates of the latter be 
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2 (T) = &(T*) + L(T - T*) + Z4(T 1 - T*I2. -4 

It is easy to see that 
(4.3) 

(4.4) 

where & = k(t*) = &(T*)/z8(T*), t* is the moment of observation of the signal emitted by the 
source at the moment T* (we suppose that t* is the moment at which we start to observe 
the source), t is the moment at which we observe the signal emitted at the moment T, 

1 k(t) = $ +EAT+ ?&A? + . . ., 

AT = T - T* = (1 + c-'$E)-' (t - t* + c"$(gl(t) - g,(t'))) , 
E =  2 ," t  x (L x t), 

(4.5) 

(4.6) 
= z r ' t  x ( A  x $) - zr2(t l$  x El2 + 2($15)(& x ($ x I))) ' 

To calculate the observed delay rate the formula describing d t z /d t l  is needed. By differ- 
entiating (4.2) as an implicit function Qb(tl,tP) = 0, one gets 

- 1 + C"k(i1 - i 2 )  + c-2hi2(:& - st') dt2 
dt I 
-- 

In (4.7) we suppose that t 2  has been already calculated using (4.2)-(4.6). 

4.2. GRAVITATIONAL EFFECTS 

According to the definition Atar = c-'(ARz - AR1). On the analogy of (3.8) we can write 

Atgr = AtpN + AtM + AtR + Atq + AtppN. (4.8) 
Let us analyze each term separately. 

On the basis of (3.9) one gets 
1. The post-Newtonian effects in the fields of moving bodies. 

EAi = %(ti) - a( tAi ) ,  

where the moments t A i  are defined by (3.13). .The coordinates of a gravitating body have to 
be evaluated at the moment of closest approach of the photon to that body. This is essential 
for correct modeling. For example, the evaluation of the Jupiter's coordinates at the moment 
of reception of a signal on the Earth results in the error - 0.5 ns for the baseline b = 6000 km. 
One can neglect herewith the difference between t A 2  and tAl (the maximal error resulting 
from this difference for baseline b = 50000 km is caused by Jupiter and s 0.4 ps). 
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The influence of the non-stationary gravitational field induced by the translational xno- 
tion of the masses is described by the factor ( l + ~ - ~ k ~ ( t A ~ ) )  in (3.9). It is easy to see that 
if b 5 50000 km, its magnitude is less than 0.5 ps (see Table 2). 

The magnitudes of Atgr for several bodies are given in Table 1. In each case two values 
are shown. The upper value corresponds to b = 6000 km, while the lower one correspor.ds 
to b = 50000 km. If the ratio of b and dA is sufficiently small, the magnitude of Atgr is 
proportional to b and decreases with the angular distance dA between the body's center of 
mass and the source as cot t$/2. 

46 ns 
369 ne 
11 ps 
92 ps 
2 Pa 
13 ps 
0.1 ps 

1 P8 

Table 1 

- - 

Body 

sun 

Jupit em 

Saturn 

Uran 

Heptune 

Hercury 

Venus 

HarS 

noon 

0.1 ps - 
1 PS 

0.04 ps - 
0.12 ps 
0.4 ps 0.02 ps 
3.6 ps 0.1 ps 
0.04 ps - 
0 . 3 3  ps 
0.47 ps 0.02 ps 
1.6 ps 0.2 ps 

I Earth 

- 
- 
- 
- 
- 

Angular distance from the body's center - 
;razing ray 
169 ns 
1410 ns 
1.6 ns 
10 ne 
0.6 ns 
3.4 m 
0.18 ns 
0.84 mi 
0.23 ILB 
1.1 ns 
4 PS 
10 ps 
33 ps 
107 ps 
6.6 ps 
17.6 ps 

2.6 ps 
1.1 ps 

io 300 

1.6 ns 
12 ns 

0.4 ps 
3 PS 

0.06 ps 
0.4 ps 

900 

0.4 ns 
3.3 ps 
0.1 ps 
0.8 ps 
- 

both observers on the Earth: 
one observer on a satellite: 

21 ps 
100 ps 

976' 

(4.10) 

2. The influence of auadruDole fields. 
Using (3.10) one can obtain 

AtQ = C'3G(fit - fi: I 

A 

For an axisymmetric body Atg = ~ c ' ~ G M A J ~ ( ~  - P i ( P A  + b)-'), PA being the radius of the 
body A and J t  being the coefficient of the second zonal harmonic of its gravitational field 
(see Table 2). The magnitude of Atg decreases with t$A very rapidly - as w t 3 t $ A .  

Using (3.11) one gets 
3. The influence of the rotation of the bodies. 

(4.11) 

A single body gives l A t ~ l  5 ~ c - ~ P ; ' G S A ~ / ( P A  + a) (see Table 2). The magnitude of AtR 
decreases with #A as cotat$A. The effect of the Sun's rotation given in Table 2 corresponds 
to the case of rigid rotation. Accounting for the fact that the Sun's core rotates faster than 
its surface [Hill et al., 19861 results in seven-fold increasing of the given magnitude. 
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Table 2 
Body I AtR 

0.08 ps 

0.02 pe 
0.1 ps 

0.6 ps SUn 

Jupiter 

AtQ 
0.2 ps 

21 ps 
01 ps 

1.3 pe 

Saturn 

Body 

SUn 

Jupiter 

Saturn 

Uran 

leptune 

Uran 

Angular distance from the body's center 

grazing ray 1' I 0' lo ioo 

1.6 pe 0.03 ps 0.1 i s  - - 
8.8 pa 0.2 ps 1 is 

1 i s  - - - 
1.6 ps 10 is 

P6 0.01 is 
, 0.6 ps 

Oa3 ps 0.01 is - 
1.1 ps 

307 ps - - 8 ps 0.06 p8 
2339 ps 47 pa 0.4 ps 

0.4 ps. 

- - - 
- - 

Neptune 

0.01 ps 

0.07 ps 

0.02 pe 
0.12 pa 

0.09 ps 

0.46 ps 

4. The Dost-post-Newtonian effects. 
The equation (3.12) gives 

(4.13) 

When observing a source which is close to superior conjunction with the Sun or giant 
planets, the significant effect may result from AtQ and AtppN, which change rapidly with the 
angular distance. The necessary formulas can be obtained using (4;10), (4.12). The effects 
of AtM and AtR are negligibly small (< 0.1 fs/s). 
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4.3. VLBI ON THE EARTH AND IN NEAR-EARTH SPACE 

All the quantities we have dealt with till now are BRS coordinate quantities. To use 
the formulas of the two previous Sections we must have barycentric coordinates 4, velocities 
& and accelerations & of both observers. However, it is convenient to describe earth-based 
observers and Earth ' satellites in GRS. Thus, we must calculate barycentric coordinates, 
velocities and acceleration on the basis of geocentric ones x, & and &. 

First of all, we have to derive an expression relating the barycentric baseline vector 
b = h(t1) = z(tl) - z(t1) and geocentric one & = B(ul) = w(ul) - w(ul). We suppose that the 
events which have coordinates ( t i , t ( t i ) )  in BRS and the events whose GRS coordinates are 
(ui,a(ui)) coincide. That is the GRS coordinate moments of reception of the signal at i-th 
station are ui, and the geocentric coordinates of the stations at these moments are a(ui). 

Further, the event (tl,&(tl)) in BRS corresponds to the event ( U / , ~ ( U / ) )  in GRS. The moment 
ut is not necessarily equal to u1. Here, we account for the fact that two events, which are 
simultaneous in one RS, are not necessarily simultaneous in another one. This phenomenon 
as applied to the definitions of the baseline vectors in BRS and GRS results in an additional 
relativistic effect [Kopejkin, 1990; Soffel et al., 19901. It is easy to see from (2.1) that 

Using (2;2) and (4.14) one gets 

a dot over denoting differentiation with respect to the GRS coordinate time u. All barycen- 
tric quantities - b, a, b, a, Fij - are evaluated at the moment t l ,  while the geocentric quan- 
tities - &a,& - at the moment u1. Hereafter the underlined terms is essential only in the 
case of a space-born observations. In the analysis of terrestrial observations these terms can 
be neglected. 

is described by (2.2). The relation of & and & is The transformation between 3 and 

(4.16) 

The difference of the geocentric velocity & and its Newtonian value i-b is about 3-10-* 
m/s in the case of an Earth satellite situated at the distance IgI 5 50000 lcm from the Earth, 
and - 2 . 1 0 - ~  m/s for an earth-based observer. The accuracy of (4.16) is - 1 0 - ~  m/s. Such an 
accuracy is needed only for the model of delay rate. In the model of time delay barycentric 
velocities and accelerations can be calculated using their Newtonian expressions 

(4.17) 

The final step towards the complete relativistic model of time delay is the conversion of 
the BRS coordinate time interval At = t2 - t l  into observable time delay. It is convenient to 

197 



perform this conversion in two stages. First, we convert At into Au = u2 - ul, and then we 
find an expression relating Au to immediately observable quantity. 

Considering two events - receptions of the signal at the first and second stations - and 
using (2.1)-(2.2), we get 

The observable time delay is the difference of the readings of atomic clocks situated at 
the stations. Let us suppose that at certain moment U* the clocks were synchronized with 
respect to the GRS coordinate time. Thus, we can consider that at the moment U* the 
readings of the clocks coincide: T1(u*,gl(u*)) = T2(U*,&(U*)) = 7'. The equation (2.6) enables 
us to write 

(4.19) 

For earth-based observers the coefficient of A.u in the second term is practically constant 
and equal to -6.969290.10-~~. The third, integral term is due to clocks' desynchronization at 
the moment ul. This term can be expressed &i 

(4.20) 

where hi is the height of the i-th observer relative to the geoid, g is the gravitational accel- 
eration at the geoid. We neglect herewith periodic terms induced by the tidal influence of 
the Sun and Moon. The amplitude of these terms is 5 1 ps. Thus, the term Arayn is linear 
with respect to u1. In practice this term is not distinguishable from technical difference of 
the clocks' rates, and can be accounted for by the piecewise-linear clock model. 

In the case when the second observer is situated on an Earth satellite both second and 
third terms in (4.19) must be calculated explicitly. 

The second term in (4.19) results from the difference of the mean rates of the coordinate 
time u and the proper time of the second station 72. If we use coordinate time scale ii = ku, 
where h is the constant factor chosen in such a manner that the mean rates of ii and the 
proper time of an observer situated on the geoid be equal, then the term under consideration 
becomes equal to raghzAii. This value is much less than 1 ps and can be neglected. Our 
conclusion concerning this question totally coincides with that of the paper [Hellings, Shahid- 
Saless, 19901. 

The observed delay rate can be written as 

(4.21) 

The quantities dri/dui = dTi/dulu=ui are defined by the equation (2.6). If both observers are 
situated on the Earth's surface, the influence of these two factors is negligible, because they 
result in nearly constant term r2g(h2 - hl), which is naturally accounted for by the clock 
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model. The quantities dti/dui are the derivatives of the BRS coordinate time with respect 
the GRS one, evaluated along the world line of i-th observer at the moment ui: 

(4.22) 

The derivative dta/dtl is defined by (4.7) and (4.13). 
Thus, we have the complete set of formulas enabling one to model VLBI observations of 

remote sources. In order to obtain the explicit expression for time delay one must substitute 
(4.18), (4.2), (4.15), (4.17) and (4.9)-(4.12) into (4.19). The formula for delay rate might 
be obtained by substituting (4.22), (4.7), (4.13) and (4.16) into (4.21). Ir, OK" opinion, it is 
convenient to perform these substitutions numerically. 

It should be noted that the expression for the non-gravitational part of time delay for 
an infinitely distant source as observed by an earth-based instrument coincides with the 
analogous results of the papers [Kopejkin, 1990; Soffel et al., 19901 at the level of accuracy 
of 1 ps. 

5. VLBI observations of interplanetary spacecrafts 

Let coordinates of a spacecraft moving somewhere in the Solar system be +(t) .  In this 
Section we follow the notations of Fig.1. The equations (4.1) remain to be valid, and with 
the accuracy of 1 ps time delay can be written as 

At0 = c- ' (L~ - Ll), & = % ( t o )  -%(ti), 11 = &/La.  (5.2) 
The difference - L1 can be either written as [Krivova, 19911 

(5.3) 
&+Ll 

or expanded in powers of the parallax b / L  

L' - L1 = -(& - AIL2 L - + Ll , 

L2 - L1 = -nb - zL;lln x + +2(nb)ln x !!la + 0 (b4/L3. 

h - L2 = Z2(t1) - kl(t1) = b(h) = !! 

(5.4) 

The moment of emission t o  is calculated on the basis of a preliminary theory of the 
motion of the spacecraft, observers and gravitating bodies of the Solar system. 

When calculating Atgr it is sufficient to consider that 12 = t l  + Ato. It should be noted 
that because of finite distance between observers and spacecrafts we can not calculate Atgr 
using the formulas of Section 4.2. The original definition Atgr = c-'(A& - A&) together 
with (3.8)-(3.12) should be used instead. For example, if we observe a source at the angular 
distance 30' from the Sun and at the distance 3 A.U. from the Earth, the value of Atgr is 
not 1.5 ns as indicated in Table 1, but 1.05 ns. 

The conversion of the barycentric coordinate time interval At into the observed time 
delay AT is to be performed following the scheme described in Section 4.3. 

' The observed delay rate is defined by (4.21). In the case under coiisideration the last 
factor in (4.19) can be written as 

1 1 
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'(515) 

The derivatives dti/dto are calculated from the equations (4.1) considered as implicit 
functions @i(t i ,  t o )  = -c(ti - io) + & + A& E 0: 

Using the equations of Section 3 one can derive the partial derivatives of A&. Let us 
show the explicit expressions for the spherically symmetric post-Newtonian components of 
the gravitational field: 

6. VLBI observations of Earth satellites 

Let us proceed to the observations of near-Earth sources - Earth satellites. This kind 
of observations implies that both observers and a source are situated in the neighborhood 
of the Earth. This circumstance enables one to describe all the processes involved by means 
of GRS. The following formulas and estimates are valid for any source whose distance from 
the Earth is less than lo6 km. As before, we follow the notations of Fig.1, but all coordinate 
quantities are those defined in GRS, that is we use the GRS coordinate time u instead of t ,  
and the GRS spatial coordinates wi instead of 2'. 

The coordinate time delay Au = u2 - ul is defined by 

AU = ~2 - ~1 = AUO (1 - C-'n&(ul)) + Augr, 

AUO = e"(L2 - Ll), 
AUpr = - 2 G M B I n ( ~ ~ + w . + ) ~ - & l ) ( w l + w , - I ~ i - & I )  

( W l +  W. - 1- -& I ) (W1 + w. + 1x1 - l % l ) '  

(6.1) 
& = ~ ( u o )  - ~ ( u I ) ,  = &/L2, 

. .  

c9 (6.2) 

the absolute value of AUgr being less than 21 ps. The value of Auo is to be calculated using the 
formulas which are similar t o  (5.3)-(5.4). The second term in (6.1) describes the retardation 
of the baseline and may amount to 33 ns. 

The conversion of Au into the observed time delay can be performed on the basis of the 
equations (4.19)-(4.20). In this Section we suppose that both observers are situated on the 
Earth's surface. Accounting for this circumstance the observed time delay is written as 

w, = E,(UZ), w1 = w1(u1), & = &(UO), 

AU = uz - ~1 = AUO (1 - c"E&(u~)) + AUgr . 
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If the accuracy of observations is 0.1 ns, one can neglect the second and third terms in 
(6.3). In the case when observed sources are Earth satellites it is sufficient to calculate the 
moment of the emission of the signal uo according to the formula 

uo = u 1 -  c-l I&(Ul) - W l ( u 1 ) l -  c-2 (I&!a(Ul) - Wl(Ul))&(Ul).  (6.4) 

The error which results from this approximate value of uo is less than 0.1 ps in time delay 
and 0.1 fs/s in delay rate. 

’ 

The observed delay rate can be written as 

The derivatives dqldui are defined by (2.6). The moments ui and uo are connected by the 
equation of the light propagation in GRS (3.14). The derivatives dui/duo can be calculated 
by the formulas which are quite similar to (5.6). With the accuracy of 1 fs/s one gets 

The first term in (6.6) is nearly constant and compensated by the cloclc model. The value 
of Ai,, for near-Earth satellites may amount to 50 fs/s. 

In the conclusion let us notice that VLBI observations of Earth satellites can be modeled 
in BRS as well. In this case the algorithm coincides with that for interplanetary spacecrafts. 
However, the use of GRS leads to physically more adequate model, which at the same time 
turns out to be significantly simpler. 
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A New Measurement of Solar Gravitational Deflection of Radio Signals using 
VLBI 

D.S. Robertson, W.E. Carter and W.H. Dillinger 

Laboratory for Geosciences, Office of Ocean and Earth Sciences, NOAA, 
Rockville, Maryland 20852 

Abstract: 

Modem very-long-baseline interferometry (VLBI) observations can measure the deflection of 

electromagnetic radiation in the solar gravity field with an accuracy exceeding 31 milli-arc-second 

(mas). A generalized formulation of the deflection is given by Misner et al. [1973, p. 11031 as: 

where a is the angle between the Sun and the observed object, M, is the mass of the Sun in 

geometrized units (1.477 x 10' cm) [See Misner et al., 1973, p. 361, r, is the Earth-Sun distance in 

cm, and y is a parameter whose value ranges from 1 in general relativity to -1 (no deflection). For 

y = 1 the deflection is 1750 mas at the solar limb, 4 mas at a = 90°, and 0 at 01 = 180". Our 

analysis of ten years of VLBI data, reported in Robertson et al., [1991], yielded an estimate of y 

of 1.0002, with a formal standard error of 0.00096 and an estimated standard error of 0.002. This 

determination is comparable in accuracy and in good agreement with the determination from Mars- 

Viking time delay measurements [Reasenberg et al., 19791. Here we will show h more detail how 

the observations were distributed, both in time and in Sun angle, and explore what can be done to 

improve the determination of y through the next 11-year period of the solar cycle. 
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In the late 1960’s Shapiro [1967, 19701 recognized that VLBI measurements of the relativistic 

deflection of signals from extragalactic radio sources by the gravity field of the Sun could potentially 

yield an accurate estimate of y. The National Oceanic and Atmospheric Administration’s 

POLARIS and IRIS projects [Carter et al., 19851 and the National Aeronautic and Space 

Administration’s Crustal Dynamics Project (CDP) [Gates et d., 19851 produce large sets of VLBI 

observations having the requisite angular resolution and broad distribution of Sun angles required 

to estimate y. These data were analyzed by Robertson et d. [1991], and found to yield an estimate 

of 7 of 1.0002, with a formal standard error of 0.00096 and an estimated standard error of 0.002. 

The estimated standard error was derived from a series of numerical experiments that tested the 

estimate of y for sensitivity to errors in atmospheric refraction, nutation, Earth orientation, source 

structure, Earth tides, tectonic displacement, ocean and barometric loading, and antenna 

deformation modeling errors. 

There are many ways in which this determination of y could be improved in the future. Some 

of the expected improvements in the VLBI observations can be cataloged as follows: 

Double spanned bandwidth observations (720 MHz instead of the 360 IvEh used in most of the 
observations reported here) have been tested. This roughly doubles the accuracy of each 
individual delay measurement (T.A. Clark, NASA, private communication). 

Planned order-of-magnitude increases in the bit recording rates will improve the SNR, allowing 
measurements closer to the Sun (A.R. Whitney, Haystack Observatory, private communication). 

Improvements in atmosphere modeling using increased coverage of low-elevation observations 
should improve the overall accuracy of the determinations [Davis et d., 1985; 19881. 

Improved instrumental stability, including such things as improved delay and phase calibration 
equipment, could lead to significant improvements in the VLBI measurements (A.E.E. Rogers, 
Haystack Observatory, private communication). 

Two southern hemisphere radio sources that are not currently included in our routine observing 
programs (2128-123 and 1958-179), which are strong enough to produce good data at small Sun 
angles, are being added to the IRIS observing program. 
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0 New observing stations, especially in the southern hemisphere, will increase the number of 
measurements and improve their distribution in the sky. Also, the very long north-south 
baselines that will become available with the implementation of the southern hemisphere sites 
will improve the sensitivity of the networks in declination. This is important because, for sources 
that are not actually occulted by the Sun, the maximum gravitational deflection occurs more 
nearly in the direction of declination than right ascension. 

0 The next sunspot minimum in a few years should be accompanied by reduced solar corona 
activity, allowing observations closer to the solar limb. 

o Improvements in our knowledge of the fundamental physical behavior of the Earth, particularly 
its nutations, but also its tectonic and tidal deformations and response to barometric loading, 
could reduce the need to estimate those parameters, and thereby improve the estimate of y even 
with data extant today. 

A study of the distribution of observations as a function of Sun angle reveals that, although a 

wide variety of Sun angles was observed during the decade 1980-1990, many observations at low Sun 

angles were missed. Figure 1 shows the observations that had deflections greater than about 40 

milliseconds, plotted against a single calendar year, i.e., the ten years are “stacked” as though the 

observations were taken in a single year, to highlight the coverage of individual soarces through the 

calendar (approximately solar) year. 

A large fraction of the data close to the Sun was taken on OJ287 (the spike in early August) but 

there are some curious gaps in the 05287 coverage that will be examined below. 0229+ 131 (early 

May), which passes close enough to the Sun to produce deflections as large as 300 milliseconds, was 

not observed for deflections much larger than 140 milliseconds, largely due to the weakness of this 

source at S-Band, which is more strongly corrupted by the solar corona than X-band. 1958-179 and 

2128-123 (January and February), which are in the southern hemisphere, have only recently been 

added to the IRIS observing schedules, and their observations are still sparse. 

The gaps in the 05287 coverage result from the 5-day spacing of .the IRIS-A 24-hour observing 

schedules. Figure 2 shows the coverage of 05287 for the IRIS 5-day observing sessions closest to 

occultation for the period 1984-1990. The relation of the observing sessions to the time of the 

conjunction changes from year to year because a solar year is 0.25 days longer than a multiple of 
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Figure 1. Relativistic deflection of the observed sources for the observations within lo" of the 
Sun. 

5 days. The "spike" in the deflection curve is only about 10 days wide, too narrow to completely 

sample with a 5-day window. We were fortunate in that the observing sessions happened to 

coincide closely with the maximum deflection times during the interval 1984-1988 when the solar 

activity was comparatively light. 

Figure 3 shows the same data as figure 1, but plotted against the actual observing time (that is, 

not folded into a single calendar year). It is clear that most of the large deflection observations 

were taken during the period from roughly 1984-1988, when the solar activity was at its minimum. 

Figure 4 shows the solar activity, as measured by the 10.7 cm microwave flux intensity. This solar 
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I I I 

Figure 2. Theoretical relativistic deflection of the radio source 05287, plotted on dates of the 
IRIS 5-day observing sessions close to the conjunction with the sun. 

microwave emission correlates strongly with other measures of solar activity, such as sunspot counts. 

It is clear from figure 3 that although a fair number of observations were obtained with deflections 

as large as 180 milliseconds, that considerably more could have been made with a little more 

attention to the observing schedules. 

Thus, in addition to the hardware upgrades and new stations that are anticipated during the next 

decade, certain actions should be taken particularly during the next interval of solar quiescence. 

Figure 6 shows a plot prepared by NASA in support of manned spacecraft activities that shows a 

prediction of the next solar activity cycle. The optimal period for Sun-grazing VLBI observations 
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Figure 3. Same data as figure 1, but plotted against the actual observing data, rather than folded 
into a single year. 

should commence sometime in 1993-94 and continue through about 1999. Some of the actions that 

should be taken during this period include: 

1. Optimize the epochs of observing sessions to observe maximum deflection--for observing 

2. Increase the observation durations for the Sun-grazing sources when they are close to the Sun. 

programs that are not tied to a specific observing schedule. 

3. Find new sources close to the ecliptic-this is unlikely unless a time-variable source "turns on." 

4. Upgrade the VLBI station hardware as noted above. 

5. Outfit a southern hemisphere network. 

208 



Figure 4. Solar activity for the period 1980-1990, as measured by the 10.7 cm microwave emission 
from the sun. 

6. Increase the time-density of routine Earth rotation measurements. 

7. Organize special relativity observing sessions. 

8. Make use of the VLBA. 
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Figure 5. Projection of probable solar activity for the period from 1990 to 2008. 

How much can we expect to improve the determination of y with these changes? There are 

many imponderables that preclude giving a precise estimate at the present time: what will be the 

level of solar activity, what stations will be observing, what hardware upgrades will be implemented, 

and basically, what data will we be able to obtain? We cannot determine, for example, whether we 

might be on the brink of another “Maunder Minimum” of solar activity. Of course at some point 
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systematic errors may begin to dominate the problem, and at that point taking further data may fail 

to improve the estimates of y significantly. It is not perfectly clear where this cutoff will occur. The 

only thing that is fairly clear is that we should be able to do substantidy better in estimating y in 

the next decade than we did h the last. 
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STUDIES OF THE EARTH-ATMOSPHERE-OCEAN MOMENTUM EXCHANGE: STATUS 
AND PROSPECTS 

Richard D. Rosen - Atmospheric and Environmental Research, Inc. 
840 Memorial Drive, Cambridge, MA 02139 

I. STATUS 

The past decade has seen remarkable advances in he  study of the Earth's vaA;,ble rate of rotation 
and the role of the Earths fluid envelope in exciting this variability. This progress was achieved 
because of independent breakthroughs in the geodetic and atmospheric measurements of the 
relevant geophysical parameters. It is now accepted that changes in the atmosphere's angular 
momentum explain most, if not all, of the nontidal changes in the length-of-day over a broad range 
of time scales up to the decadal, at which point core-mantle coupling assumes duminance. The 
pursuit of this result has encompassed a broad spectrum of research, including studies of 
tropospheric and stratospheric wind fields, the El Niiio/Southern Oscillation, and tropical 40-50 
day wind oscillations. Although these topics were reviewed at some length during my lecture, 

only a brief outline of them will be offered here. 

The breakthrough in atmospheric measurements alluded to above is one of the enduring legacies of 
the Global Weather Experiment of 1978-79, during which an unprecedented array of observing 
systems was used to monitor the atmosphere. In preparation for this Experiment, the operational 
weather centers in a number of countries began to develop new data analysis systtms that could 
assimilate observations not only from the traditional network of rawinsonde stations but also from 
satellites, aircraft, and other platforms. With the promise of more global coverage made by these 
newer observing systems, the analysis systems could also be designed to encompass the entire 
horizontal extent of the atmosphere. Thus, in September 1974 the first operational global data 
analysis system was introduced by the U.S. National Meteorological Center (NMC), thereby 
enabling atmospheric angular momentum (AAM) to be evaluated not only with global data but also 
on a twice-daily basis, the frequency of these analyses. Twice-daily values of the zonal wind, 
needed to evaluate relative AAM, were archived by NMC in a convenient fonn beginning January 
1,1976. From that date onward, it no longer became necessary, as in the past, to rely on monthly 
mean station-based statistics to study the relationship between relative AAM and A1 .o.d., thus 
reducing worries about temporal aliasing or lack of resolution in such studies. 
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Today, a number of meteorological centers are making values of relative AAM available on a 
routine basis, along with the pressure-related component of total AAM and other relevant 
parameters (Salstein and Kann, 1991). Comparisons of AAM from these different centers provide 
a basis (albeit not a perfect one) for assessing the accuracy of this quantity. An example is shown 
in Fig. 1, in which values of the relative angular momentum of the atmosphere between lo00 and 
50 mb from NMC and from the European Centre for Medium Range Weather Forecasts (EC) have 
been differenced for each calendar year since 1981. Although initially quite large, the mean 
difference between the two centers has diminished considerably in recent years. Perhaps more 
significant, however, is the evolution of the standard deviation of the NMC-EC relative AAM 
difference series, since this provides a measure of the random error in the atmospheric analyses. 
The figure reveals, encouragingly, that this statistic has become smaller with time, currently 
leveling off at a value near 2 ~ 1 0 ~ ~  kg m2 s-l, or about 0.034 ms in A1.o.d. units. Because of 
'certain assumptions about interpreting this statistic, however, this value should probably be 
regarded as a lower limit on the random error in relative AAM values. A number of improvements 
in data analysis techniques are expected to be implemented at the meteorological centers over the 
next 3-5 years (Kalnay et al., 1991), which hopefully will lead to still further reductions in AAM 
errors. 

The emphasis of studies relating changes in AAM to those in 1.o.d. has thus far been largely 
phenomenological. The AAM time series is characterized by a rich variety of temporal variability 

(Rosen et al., 1991), and it is convenient to separate studies of AAM fluctuations and attendant 
signals in A1.o.d. into three categories corresponding to interannual, seasonal, and intra-annual 
time scales: 

(a) On interannual time' scales, the peak in AAM and A1.o.d. during early 1983 was so marked 
that it drew' early attention (Carter et al., 1984) and was quickly related to the strong El 
Niiio/Southern Oscillation (ENSO) event over the Pacific Ocean that reached its mature 
stage at that time (Rosen et al., 1984). Upon examining data for 1972-86, Chao (1988) 

. later concludes that most of the interannual variation in 1.o.d. is caused by ENSO-related 
changes in AAM. Salstein and Rosen (1986) had demonstrated a long-term connection 
between El Niiio events and A1.o.d. using a historical record of fluctuations in 1.o.d. dating 
back to 1860, suggesting the possibility that such historical Earth rotation series might 
serve as a proxy for other interannual atmospheric signals. Chao (1989) provides evidence 
that the equatorial stratosphere's'quasi-biennial oscillation imparts a detectable interannual 
signal to the 1.o.d. series. Finally; expanding on an analysis approach used by Rosen et al. 
(1984), Dickey et al. (1991) discover that interannual variations in extratropical relative 
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AAM values appear to be coherently linked to antecedent tropical anomalies on these time 
scales, thereby yielding potentially new insights into tropical-extratropical coupling. 

(b) On seasonal time scales, it is possible, in principle, for a variety of geophysical processes 
to make contributions to the global momentum budget, which has added a multidisciplinary 
appeal to studying behavior at these periods. In addition, data constraints limited early 
studies of the momentum budget to seasonal and longer time scales, hence providing a 
historical basis for continuing to analyze seasonal budgets. More fundamentally, though, 
seasonal changes in 1.o.d. represent the largest signal in this quantity on less than decadal 
periods and are, therefore, of intrinsic importance. Rosen and Salstein (1985) show that 
imbalances previously thought to exist in the solid Earth-atmosphere momentum budget at 
annual and semiannual periods may be largely eliminated by incorporating wind data 
through as much of the height of the atmosphere, including the stratosphere, as possible. 
Naito and Kikuchi (1990) reach a somewhat different conclusion, but Rosen and Salstein 
(1991) reassert their view that if geophysical processes other than atmospheric winds are 
contributing to seasonal changes in l.o.d., then they must be doing so at levels smaller than 
the error in the wind data. As these errors decrease in the future with improved 
meteorological analyses, it will be very worthwhile to visit this subject anew. 

(c) It is on intra-annual time scales that the modern atmospheric and geodetic data sets have 
been especially important in yielding new breakthroughs. An early success involved 
linking 40-50 day variations in 1.o.d. to tropical wind field oscillations found by Madden 
and Julian (197 1) with this period (Langley et al., 198 1; Anderson and Rosen, 1983). The 
discovery of these 40-50 day fluctuations in 1.o.d. and AAM helped spur renewed interest 
in the Madden-Julian oscillation, and a large body of literature on this subject has emerged 
during the last several years. At still higher frequencies, Rosen et al. (1990) demonstrate 
that changes in 1.o.d. as short as a fortnight can be attributed almost entirely to atmospheric 
forcing. Figure 2 updates the analysis of Rosen et al. (1990), showing that coherence 
between total AAM and 1.o.d. begins to falter at around a fortnight but remains significant 
for periods down to about 10 days. The loss of coherence at very high frequencies may be 
due to errors in the atmospheric .and geodetic measurements or to the emergence of a third 
body, such as the oceans, in affecting the momentum budget at rapid time scales. 
(Shortcomings in solid body tidal models may also be a factor.) The first possibility is 
supported by the observation that the coherence between NMC and 13C series of relative 
AAM also begin to lose coherence at high frequencies, although not so severely as do M M  
and 1.o.d. in Fig. 2. The second explanation is supported by Ponte's (1990) demonstration 
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that barotropic Ocean waves are capable of transferring momentum between the atmosphere 
and solid Earth within a few days, so that changes in Earth rotation, at high frequencies at 
least, ought to be diagnosed within the framework of a coupled solid Earth-atmosphere- 
Ocean system instead of the simpler two-body solid Earth-atmosphere system that is the 
foundation for Fig. 2. 

The above synopsis has, of necessity, been cursory and regrettably has omitted reference to many 
important contributions to this subject area (see the review by Hide and Dickey, 1990, for 
example, for further perspectives on the status of Earth rotation research). Hopefully, though, it is 
sufficient to set the stage for some brief concluding comments about prospects for future efforts in 
this field. 

11. PROSPECTS 

One of the important challenges remaining in the subject is to explain the discrepancies that still 
exist in the global momentum budget, at all frequencies. The discrepancies between A1.o.d. and 
AAM at high frequencies illustrated in Fig. 2 mark a frontier in our skill at determining these 
quantities and in understanding their behavior. Efforts have already begun to obtain improved, 
high density observations of Earth rotation (Clark et al., 1990; Herring, 1990), and plans for 
additional measurement campaigns are being formulated (Dickey, 199 1). As noted earlier, 
improvements in atmospheric data sets are also anticipated in the forseeable future, which, in 
combination with expected further insights into the role of the ocean, ought to allow progress to be 
made on resolving the differences between AAM and 1.o.d. series displayed in Fig. 2. 

Another challenge that is likely to receive meaningful attention in the near future concerns the 
manner in which the various components of the Earth-atmosphere-ocean system are dynamically 
coupled on different time scales. Although a number of studies have already addressed this issue, 
at least for certain portions of the temporal domain, the relative importance of the two torques 
(mountain and surface friction) coupling the solid Earth and atmosphere as a function of frequency 
remains poorly quantified. The schematic in Fig. 3 provides a sketch of my current understanding 
of this issue, but major uncertainties still exist about the real shape of the two curves depicted in the 
figure. New data sets are becoming available (White, 1991) that can address this problem, 
however, and new sensors, such as scatterometers, will be flown aboard satellites this decade that 
also promise to contribute importantly to its solution. Hence, it appears that we are entering a new 
era in the study of Earth-atmosphere-ocean momentum exchanges in which the focus will turn 
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more and more to understanding the processes responsible for linking these com?onents of the 
global system together. 
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Fig. 1. Annual values of the mean and standard deviation of the difference series between 
NMC and EC daily estimates of the relative angular momentum of the atmosphere (the so-called 
wind term) between 10oO and 50 mb. 

COHERENCE 
TOTAL ATMOSPHERIC ANGULAR MOMENTUM WITH L.O.D. 

Fig. 2. Coherence-squared between once-daily values of A1.o.d. and total atmospheric 
angular momentum (the sum of the pressure and wind terms) determined from NMC wind field 
analyses between lo00 and 50 mb and surface pressure analyses for the period April 2, 1985, to 
December 3 1,1990. 

An estimate of the 99% statistical level of confidence is included on the plot. The 
abscissa is logarithmic in frequency but is marked in terms of period (in units of days). At the 
bottom, the phase (in units of radians along the left ordinate) by which total atmospheric angular 
momentum leads A1.o.d. as a function of period. For each period that the coherence squared 
exceeds the 99% level, the phase relationship is also indicated in units of days (right ordinate) with 
vertical bars indicating the limits of confidqt at the 99% level. 
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Fig. 3. Schematic representation of the relative importance of the mountain and friction 
torques in effecting momentum exchanges between the atmosphere and solid Earth, as a function 
of time scale. Some relevant references for the time scales indicated are cited along the top of the 
plot. 
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The mc Global Analysis and Forecast system: Where are we going? 

Eugenia Kalnay 
National Meteorological Center 

Washington DC 20233 

1. Introduction 

As reviewed in this conference, the atmospheric angular momentum 
determined from global operational analyses and forecasts, has been 
found to be usefully associated with the lengh-of-day. 
Unfortunately, it is also affected by deficiencies in the analysis 
systems, and improvements made operationally are therefore 
reflected as perceived changes in the angular momentum. 

In this paper we give an overview of current research and near term 
plans for the development of the global model and data assimilation 
system at the National Meteorological Center (NMC) . Of particular 
relevance because of their impact on the determination of 
atmospheric angular momentum are the new analysis system denoted 
Spectral Statistical Interpolation (Section 2.3) , and the plans for 
long term homogeneous re-analyses (Section 5). 

2. Global analysis and modeling 

2.1 Evolution of skill 

The development of the global system until late 1990 was reviewed 
in Kalnay et al. (1990), which also contains several statistical 
estimates of skill, indicatingthatthe forecast skill has improved 
considerably at short and medium range. Some of the highlights are 
that the current three-day forecast is now as accurate as the one- 
day forecast was ten to 15 years ago, that the well known "skill 
gap" that existed between the NMC forecasts and those of the 
European Center for Medium Range Weather Forecasts has now been 
very substantially reduced, and that the forecast skill in the 
Southern Hemisphere is comparable to the level attained in the 
Northern Hemisphere only 3-5 years ago. 

~ 

In the rest of the paper we concentrate on recent research and and 
plans. Many of the papers referred to are presented in the 
Proceedings of the American Meteorological Society Ninth Conference 
on Numerical Weather Prediction, Denver CO, 14-18 October 1991. 

2.2 Global spectral model 

NMC has been using a global spectral model since 1981 (Sela, 1988) 
for aviation and medium range forecasting. The model has undergone 
many changes, based on the idea that for global forecasting, 
especially beyond the first few days, it is important to simulate 
as realistically as possible all physical processes that take place 
in the atmosphere. For that reason, there has been not only an 
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increase in the model resolution, but also considerable 
improvements in the parameterization of sub-grid scale physical 
processes (Kanamitsu, 1989, Kalnay et al., 1990, Campana et al., 
1991, White and Campana, 1991). The result of these changes has 
been a model which, when integrated for long periods, simulates 
very realistically the observed climatology (Kanamitsu et al, 1990, 
Mo et al., 1990, Mo and Kalnay, 1991). Nevertheless, some 
problems, also generic to other advanced general circulation 
models, still remain. A new detailed diagnostic budget study 
(Kanamitsu and Saha, 1991) promises to give guidance for further 
improvement of systematic errors. 

On March 6, 1991, the model horizontal resolution was increased 
from triangular truncation T80 to T126, equivalent to a grid 
resolution change from 160 km to 105 km. Several other changes 
were also implemented, and have resulted in finer scale and more 
realistic precipitation forecasts (Iredell et al, 1991). The 
vertical resolution will be increased from the current 19 levels to 
about 28 in the fall of this year. 

Continued increased resolution may require the use of a semi- 
Lagrangian scheme for the hydrodynamics, and in this area we expect 
to test the new method of Bates et al. (1991). In the next few 
years we also plan to intensify the development of coupled global 
systems. We are undergoing tests coupl'ing the atmospheric model to 
an ocean model (A. Leetmaa, pers. comm.), a Simple Biosphere Model 
(E. Schneider, pers. comm.) , and an ocean mixed layer model (S. 
Brenner, pers. comm.) . Plans to couple the model with a sea ice 
model and to include condensed water are also underway. 

2.3 Spectral Statistical Interpolation, 4-D Variational Analysis 
and the model adjoint. 

An important advance in global analysis is the new variational 
Spectral Statistical Interpolation scheme (Parrish and Derber, 
1991, Derber et al, 1991a), which replaced the operational 01 on 
June 25 1991. The SSI, which performs global analysis directly on 
the model variables, and uses all data at once, has been found to 
have a number of important advantages over the conventional 01 
analysis: The forecasts are on the average more skillful, the data 
are generally better fit, there is much less spin-up (Saha and 
Kanamitsu, 1991), there is no need to perform normal mode 
initialization, and the fact that it is based on a variational 
formulation makes handling of non-standard data much easier. It 
should be emphasized that the SSI, although already clearly 
superior to 01, still has substantial potential for development and 
further improvements. 

Steve Cohn (1991, pers. comm.) has made theoretical advances that 
should make feasible, within a few years, the operational use of 
Kalman filtering in conjunction with the SSI .  Briefly, he has 
shown that by taking advantage of the hyperbolic nature of the 
equations of motion, it is possible to produce forecast equations 
for the model error covariances which are of the same dimension as 
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the model, rather than of dimension N times the'model, where N is 
the number of degrees of freedom. Although these equations still 
require the development of appropriate closure assumptions, very 
promising work is underway in this area, in collaboration with 
NASA/GLA . 
An alternative approach equally promising is the 4-D variational 
analysis method, which is under development at several centers 
(France, ECMWF, NMC and GLA). In order to explore this method, a 
linear and adjoint versions of the NMC model hydrodynamics were 
developed in collaboration with FSU (Zou et al., 1991). The 
adjoint of the physical parameterizations will be developed also 
within this collaboration. 

We plan to use the adiabatic version of the adjoint model in 4-D 
variational tests since for the very short range forecasts used in 
the assimilation cycle, and for the computation of increments with 
respect to the first guess, it is likely that diabatic effects are 
small (Derber, pers. comm.) . The adjoint of the model has many 
other powerful potential applications, and one of them, the optimal! 
estimation of the model systematic errors, is presented in Derber 
et al., (1991b) . 
3. Complex quality control 

The improvement of the operational quality control system at NXC 
has been a major effort in the last few years. This development 
was guided by the principle of complex quality control (CQC) 
developed by Gandin (1988), which is to make the decision to 
accept, reject, or even correct data that may contain rough errors, 
only after several independent QC checks have been completed. 
These checks can include hydrostatic checks, increment checks 
(difference of observation from first guess), and horizontal 
interpolation and vertical interpolation statistical checks. A 
Decision Making Algorithm (DMA) is executed only after all of tho 
checks have been made, using all of the available information. 

Two major developments have taken place in this area. One is 
involved mainly with the QC of rawinsondes, which are still the 
most important and highest quality source of information for the 
NH, and which can be used to check other data. An advanced 
hydrostatic CQC of rawinsondes has been in operations for two 
years, and its results are discussed In Gandin (1991) and Morone 
(1991). This CQC of heights and temperatures has been recently 
extended to involve several additional statistical interpolation 
checks (Collins, 1991). The result of this very advanced expert 
system is that the confidence of the decisions, and the percentage 
of observations corrected has increased by more than 50%.  

A second effort, which is a complex QC within the OH framework 
which does not attempt to correct the data, has been operational 
since December 1990, replacing the previous uugrossuu and Iubuddyuu 
checks (Woollen 1991, Ballish, 1991). It quality controls all 
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observations available, including satellite data. The advantages 
of performing separate cheks versus a single 01 QC check has been 
shown (Woollen, 1991). Additions planned to this system include 
checks of the static stability of the soundings within the CQC 
approach. 

A near term goal for NMC is to limit human 
to monitoring the decisions of the CQC, and 
in those cases where a confident decision 
CQC 0 

intervention in the QC 
to make decisions only 
cannot be made by the 

4 .  New observing systems 

A new llinteractivel1 analysis/forecast/retrieval system developed 
jointly by NESDIS and NMC will include the use of the 6 h model 
forecast as a first guess for the inversion of satellite radiances 
to obtain temperature and humidity soundings. Satellite sensors do 
not have high vertical resolution, and the current use of a 
climatology-based library search for first guess (Fleming et al., 
1986, 1988) implies that the unresolvedvertical scales are derived 
from climatological statistics. The use of the model first guess, 
on the other hand, will ensure that for the scales unresolved by 
satellite data, the model short range forecast, which is generally 
quite accurate, will not be changed. Preliminary results are very 
encouraging, and indicate that for 'cloudy retrievals the errors 
should be reduced near the surface by more than 1 K (Baker, 1991). 

The satellite products mentioned above will be combined with 
additional satellite data derived from other sensors: The Special 
Sensor Microwave Imager (SSM/I) provides accurate estimates of 
total precipitable water over ocean, as well as oceanic surface 
wind speed and snow and. ice cover. The forthcoming European 
Research Satellite (ERS-1) will provide surface wind and wave 
heights over the oceans. More accurate methods to retrieve cloud- 
track winds should increase their accuracy considerably. These new 
types of data will not only be used to improve model 
parameterizations, but will also be utilized during the analysis 
cycle. For example, a method of physical initialization (Mathur et 
al., 1991) is being tested for the assimilation of satellite 
estimates of tropical precipitation. 

5. Reanalysis and climate data assimilation 

Although the use of operational analyses produced by 
analysis/forecast systems has become an important tool for climate 
research, the frequent changes and improvements of the NWP systems 
have produced large spurious apparent climate changes. NMC is 
involved in two complementary projects (CDAS and Reanalysis, see 
Fig. 1) that address the need for long analysis records with a 
frozen system (Kistler et al, 1991, Kalnay and Jenne, 1991). 
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CDAS and Reanalysis 

Basic concept: 

1979 1992 

Execution (xxx) 

2000 

xxxxxxxxxxxx> 
CDAS 

35 year "pocket" reanalysis i xxxx 
I 

I 

I 
I 

I 

I 
I 
I 

.' I 
I 

I . . . . . . . . . . . . . . . . . . . . . . . .  xxxxxxx 
I "full" (CDAS) reanalysis 

I 
I I 

. .  
I 

and then start again with the CDAS 2000! 

Fig.- 1: Schematic of the proposed strategy for CDAS and Re- 
analysis. 

The Climate Data Assimilation System (CDAS), due to become 
operational in 1993, will be a a high resolution T126-28 levels 
"post-analysistl, performed a week after real time, coupled with 
an ocean data assimilation system (Leetmaa and Ji, 1989), and 
with the use of delayed data, and a time interpolation component 
of the complex quality control. 

The CDAS, developed in collaboration with GFDL, will provide a 
frozen analysis for climate use starting in 1993. A Reanalysis 
Project, in collaboration with NCAR, will provide a longer 
climate record. Two reanalyses are planned: one performed with a 
fast T62 system, starting in 1958, will produce 35 years of 
reanalysis, and will be executed-between 1993 and 1993 if the 
computer and other resources are available. 
reanalysis, performed with a system identical to the CDAS, will 
perform a reanalysis from 1979 to the beginning of the 
operational CDAS. This reanalysis/CDAS will be executed during 
1996-1999, and will provide a coupled ocean-atmosphere frozen 
analysis for almost 20 years. 

I 

I 

The second 

6. Conclusions 

The use of global atmospheric analyses to estimate variations of 
angular momentum, and hence the length of the day, has had 
remarkably successful results, as discussed in this conference. 
However, the quality of the estimation has been impaired to some 
extent by deficiencies in the global analysis and forecast 
systems. Especially important is the fact that improvements in 
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the models and methods of analysis have resulted in perceived 
changes of the angular momentum as well as other parameters. 
addition, the problem of spin-up affects quite seriously the 
operational analyses, since.the model is constantly making 6-hour 
.forecasts. 

In 

Two programs of the National Meteorological Center should make 
major contributions to solving these problems: a) the 
implementation of a variational analysis (Spectral Statistical 
Interpolation, SSI) has improved the tropical analysis, 
eliminated the need for normal mode initialization, and reduced 
substantially the spin-up. b) The NMC Reanalysis/CDAS project, 
which includes a very long (35 years) homogeneous reanalysis with 
a state-of-the-art system, should provide a substantial solution 
to the problem of spurious perceived changes. 
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DEVELOPMENTS AT THE SUB-BUREAU FOR ATMOSPHERIC ANGULAR MOMENTUM 
OF THE ERS 

David A. Salstein - Atmospheric and Environmental Research, Inc. 
840 Memorial Drive, Cambridge, MA 02139 

Deirdre M. Kann - Climate Analysis Center, National Meteorological 
Center, Washington, DC 20233 

I. INTRODUCTION 

It is widely accepted that the atmosphere plays a vital role in exciting small but measurable changes 
in the earth's rotation because of exchanges of angular momentum within the earth-atmosphere 
system. Variations in the earth orientation vector are detected by VLBI and other techniques, and 
are reckoned as changes in the length of day (its axial component) and in the wobble, or motions of 
the pole (its equatorial components). Given the importance of the changes in length of day and 
polar motion to understanding earth dynamics and precise deep-space and terrestrial navigation, the 
geodesy community needs to monitor series of atmospheric angular momentum values and their 
forecasts. Because such data are routineiy available only from the large meteorological centers, the 
International Earth Rotation Service (IERS) invited the U.S. National Meteorological Center 
(NMC) to organize a Sub-bureau for Atmospheric Angular Momentum (SBAAM). The SBAAM 
has been formally operating under the direction of A. J. Miller of NOAA/National Meteorological 
CenterKlimate Analysis Center since October 1989. The organizational structure of the SBAAM 
within the ERS, and operations of the Sub-bureau are highlighted in Figs. 1 and 2. 

The functions of the SBAAM are to collect, distribute, archive, and analyze earth orientation- 
related atmospheric data from a number of weather centers. Participating meteorological centers 

besides NMC are the United Kingdom Meteorological office (UKMO), the European Centre for 
Medium-Range Weather Forecasts (ECMWF), and the Japan Meteorological Agency (JMA). The 
SBAAM has designed a system for retrieving data in as near real time as possible to permit their 
use for purposes requiring rapid access. The NMC data are produced on site, and are available 
quickly, and the UKMO data are rapidly transmitted to the SBAAM on the Global 
Telecommunications System (GTS). For the ECMWF and the M A ,  the centers that are not yet 
contributing data to the SBAAM by rapid access, we are in the process of arranging that transmittal 
on the GTS. 
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Routine access to Sub-bureau files through a dial-up system at NMC is available to thc scientific 
community. A set of user notes to support this service is available from the Sub-bureau. 

Several research mas are undenvay at the SBAAM as related to the time series of earth orientabion- 
related quantities. First, we actively compare the analysis quantities from the several weathzr 
centers, and note disagreements, discontinuities, and other problems. Secondly, we ars assessifig 
the skill of forecasts of the atmospheric excitation parameters. Also, we are coniparicg different 
definitions of the world ocean for the purpose of defining the oceanic response to amospheric 
pressure loading, often known as the inverted barometer (IB) response. 

In the next section, we discuss the parameters that are archived by the Sub-bureau. Cornparisax 
and forecast assessments are presented in section III. 

II. SBAAM PARAMETERS 

Effective atmospheric angular momentum (EAAM) functions are described by Barnes et al. (1983), 
who related atmospheric motions and mass distribution to earth rotation and polar motion. (Fig. 3) 
The first two functions, X I  and X2, the equatorial components, are associated with the excitation of 
polar motion. The axial component, X 3 ,  is involved with changes in the length of day. The 
functions can be further partitioned into contributions by wind (W) and pressure (P). The 
calculation of wind contributions involves the computation of integrals over the depth of the 
atmosphere, which varies in the global models. Therefore, wind contributions to a set pressure, 
the 100 millibar level, as well as to the top of each meteorological model, werc desired SQ that 
values from the various centers could be compared.more accurately. Changes in the mass 
distribution, and hence the moment of inertia, of the atmosphere, are closely related to its EWO- 

dimensional surface pressure field. The pressure-related components from the centers can be 
compared without regard to the vertical construction of the model. A key issue is the extent to 

which an equilibrium response of the ocean modifies the changes in the pressure distribution felt 
by the solid earth. At certain time scales, this IB response acts to reduce the equivalent angular 
momentum fluctuations of the atmosphere. Because the IB exists to at least a certain extent, 
calculations with this IB c m t i o n  are performed in parallel to the regular pressure terns. 

Other meteorological parameters are included in the Sub-bureau files. Zonal mean mnd wind, 
from which the X3 term can be calculated, and zonal mean temperatures, whose gradients are 
related to overall zonal winds, are SBAAM analysis fields. Routine specification of the mass 
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distribution of the atmosphere, expressed in a low-order spherical harmonic expansion, is 
important in the study of various problems in geodynamics and geodesy, including the effects of 
mass redistribution on satellite orbits. Therefore, these coefficients are also SBAAM fields. 

Two files, an analysis file and a forecast file, were specified by the Sub-bureau for archiving. A 
complete list of Sub-bureau files is given in Fig. 4. The analysis file is calculated twice daily (00 
hr and 12 hr UTC). Additional files are being prepared at the Sub-bureau for research purposes. 
Forecasts of zonal mean zonal winds out to the longest lead times forms one such file. Analyses 
using several definitions of the world Ocean for the purpose of calculating the IB correction forms 
two other files. 

III. Research results from the SBAAM 

Fig. 5 shows the analysis values of EAAM components for the period since October 1989 from 
NMC and JMA, the two meteorological centers that supply the full set of SBAAM quantities. We 
note some salient features here. The wind terms are integrated to the top model level of each 
center; therefore, they can be somewhat different. This differem can be noticed - -  the strength of 
the seasonal cycle in some components, especially the X3-wind term. Despite these differences, 
general agreement exists among the values from the centers. Such agreement can be analyzed by 
an empirical orthogonal function analysis (e.g., Salstein et al., 1983), which picks out the common 
variability present in a number of series. Also the mean values in some pressuredated terms vary 
with center due to the different orography models used by each center. A jump in the NMC 
pressure terms in March 1991 due to model changes is clearly evident, and should be removed 
when using these results. 

An example of foxxast enms computed Erom the ECMWF system for 3- 5- and lo-day lead times 
is shown in Fig. 6. Comparisons with a persistence based fmcast are also depicted. For the X3- 
wind term, a notable bias in the earlier part of the period exists. This is apparently related to 
excessive forecasts of tropical easterly zonal winds within the ECMWF model, whose errors were 
reduced with the introduction of evaporative terms in May 1990. Similar results with the NMC 
system showed a negative bias as well (Rosen et al, 1991). Assessment of forecast skills (Rosen 
et al., 1987) is given in Fig. 7 for selected terms for the three centers that provide forecasts. The 
measure of skill, S, which can range fmm any negative value to a relatively perfect 100%, involves 
a comparison of the mean-square errors from both the forecast model and persistence-based 
forecasts. The presence of the bias in the X3-wind term, was accounted for by its removal. The 
skills are positive out to ten days (with one minor exception) for all three centers. 
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At present, we have compared some versions of the inverted barometer formulation. The issue we 
are testing is what difference the definition of the world ocean makes on the magnitude of the IB 
response. As one motivation for the study, Ponte et al. (1991) have demonstrated that parts of the 
ocean farthest from the center of the open ocean obey the IB response the least. Therefore, parallel 
runs to create the Sub-bureau parameters were performed for an Ocean without the Arctic, and 
without the Arctic and the inland seas. Results for the X i  and X2 parameters are given in Fig. 8. 

There is some some difference among the IB versions, but of lesser magnitude than the difference 
between any IB formulation and the non-IB model. This is an ongoing effort, and the optimal 
representation of the ocean for the IB formulation in an operational setting has not yet beerr. 
resolved. 
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Fig. 1. ORGANIZATION OF THE IERS. The International Earth Rotation 
Service, whose Cent& Bureau is housed at the Observatory of Paris, is concerned With the 
earth's orientation and reference frames. It combines and analyzes earth rotation data from 
coordinating centers which develop data from VLBI and other advanced techniques. The 
Rapid Service Sub-bmau provides some of these data to users who need it quickly. The 
Sub-bureau for Atmospheric Angular Momentum (SBAAM), housed at NMC, collects and 
supplies Rlevant atmospheric data to the Central Bmau. 

Central Bureau w 

Fig. 2. The SBAAM receives data in either 
real-time or delayed mode from participating meteorological centers and supplies it to 
interested users. Additional analyses and evaluations of the Sub-bureau data are taking 
place at Atmospheric and Environmental Research, Inc., (AER) in Cambridge, 
Massachusetts. 

OPERATIONS OF THE SBAAM. 
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xy = ,(c-A)B -1 0 0 ~ ~  J ps sin 4 cos2 4 cos X dX d& 

xi = - 1 . 0 0 ~ ~  (c-A)g s s p s  sin 4 cos2 4 sin X dX d~$ 

xy = n ~ g  -1.43 R3 JJJ  (us in4cos4  cosX-v cos4 sinX) dAd4dp 

xr = Sl(C-A)g -1.43R3 JJs (u sin4 cos4 sinX + v  cos4 cos A) &A d4dp 

Q 7QR4 < = cg JJPS cos3# dXd4 

x r  = & JJJucos2$ dhd$dp 

R = radius of eaRh g = acceleration of gravity 
C = axial moment of inertia of e8Rh u = zonal wind 
A = equatorial moment of inertia of earth v = meridional wind 
f l  = mean rotation rate of earth p, = surface pressure 

Fig. 3. Formulas for the X i ,  X2, and X 3  components according to Barnes et d. 
(1983). The X i  and X2 terms ~UE dependent on wavenumber-1 harmonizs of winds and 
pressures, whereas X 3  depends on their zonal means. 

p = pmsure 
4 = htitude 
A = longitude 

AAM Equatorial Xi, X2 
I AAM Axial X 
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~~ 

Global forecast values at 12.-h 
intervals to 10 days for 
wind, pressure, pressure + i.b. 

Fig. 4. Parameters that are collected, archived, and distributed by the Sxb-bureau. 
The three components of atmospheric angular momentum are related to wirds and surface 
pressure. The pressure terms may be modified by the oceanic inverted barometer (IB) 
effect, and so two forms are independently computed. Both analysis and forecast 
quantities are collected. Related parameters include the zonal mean winds and 
temperatures, and mean values and spectral coefficients of the surface presswe field 
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NMC Analyses 
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Fig. 5a. Values of the global effective atmospheric angular momentum functions X i ,  X2, and X3 for wind, pressure, and 
pressure (IB) from the NMC analysis system since the start of SBAAM operations. Units are non dimensional, multiplied by 
10-7. 



JMA Analyses 
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ECMWF X :  Forecast Errors (To 10 mb) 
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Fig. 6. 
model- and persistence-based forecasts from ECMWF. 

Forecast errors of X3w at 3,5, and 10 days in non-dimensional units for 

Forecast Skills, Oct. 89 - Jan. 91 
(1 - 10 Days) 
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FiB 7. A comparison of skills from model-based forecasts, out to 10 days, for XlP, 
X2 and X3w, the terms most responsible for their respective component's earth rotation 
excitation, from NMC, UKMO, and ECMWF. The skill, S of these pressure and wind 
terms, is defined by the formula above where op and of are the rms errors of the 
persistence and model forecasts respectively. Biases have been removed from the XsW 
terns in the lower right hand panel. Skill of a consensus farecast, defined as the mean of 
the centers' forecasts, is given for the X3w term. 
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IMPACT O F  INVERTED BAROMETER DEFlNlTlON 

6 

5 

4 

3 

2 
1 

0 

- 1  

-2 

Fig. 8. Values of the global Xi  and X2 pressure terms resulting from three world 
Ocean definitions, as described in text, for the inverted barometer (IB), and for the pressure 
terms without the inverted barometer model, for 1990. Units are non-dimensional, 
multiplied by 10-7. 

237 



Proceedings, AGU Chapman Conference on Geudetic VLBI: Monitoring Global Change April 22-26, 1991 Washington, D.C. 

THE RUNNING RMS DIFFERENCE BETWEEN LENGTH-OF-DAY AND 
VARIOUS MEASURES OF ATMOSPHERIC ANGULAR MOMENTUM 

R. S. Gross, J. A. Steppe, and J. 0. Dickey 
Jet Propulsion Laboratory 
California Institute of Technology 
4800 Oak Grove Drive 
Pasadena, CA 91 109-8099 
USA 

ABSTRACT. The axial component of the Earth's atmospheric angular momentum (AAM) has 
been shown, in general, to be highly correlated with changes in the length-of-day (lod). Estimates 
of the atmosphere's angular momentum are currently produced by the National Meteorological 
Center (NMC) in the United States, the European Centre for Medium-Range Weather Forecasts 
(ECMWF) in the United Kingdom, the United Kingdom Meteorological Office (UKMO), and the 
Japanese Meteorological Agency (MA). Even though each center has access to the same raw 
meteorological data, the subsequent data selection, processing and assimilation procedures 
followed by each center are different. Furthermore, each center produces a number of estimates of 
the AAM under different procedures and assumptions (such as with and without the inverted 
barometer correction). Thus, there are a variety of measures of the AAM available, not only from 
different centers, but also from each center. This study individually compares the available AAM 
series to the lod as a means of determining which series most closely represents (in an rms sense) 
the lod at any given time. 

The length-of-day data set used in this study is one produced at JPL resulting from a 
Kalman filter-based approach to combining and analyzing independent observations of UT1. The 
AAM and lod data sets are first pre-processed, removing (when necessary) step-like offsets from 
the AAM data sets caused by model changes, and removing a two year running average from the 
lod data set as a means of removing the long-term, decadal, lod variations of (presumably) non- 
atmospheric origin. The root-mean-square (rms) difference between the lod and some AAM data 
set is then computed within a sliding window having fixed length of 365 days. These results 
indicate that the rms difference between the lod and any of the measures of the AAM (no matter 
how the data sets are processed) is time variable, and that the particular AAM series that is closest 
to the lod at any given time changes with time. But, in general, the JMA "analysis" and ECMWF 
"zero hour forecast" results are closer to the lod than similarly determined results from the other 
centers. This finding may result from the fact that the JMA "analysis" and ECMWF "zero hour 
forecast" results are computed by integrating the atmospheric wind term to a greater height than is 
done for the other results. 

1 .  Introduction 

On time scales of less than a few years, fluctuations in the axial component of the atmosphere's 
angular momentum have been shown to be highly correlated with variations in the Earth's length- 
of-day [e.g., Barnes et al., 1983; Rosen and Salstein, 1983, 1985; Rosen et al., 1984; Eubanks et 
al., 1985; Morgan et al., 1985; Hide and Dickey, 19911. Estimates of the atmosphere's angular 
momentum are produced from the output of atmospheric general circulation models operated for 
weather prediction purposes [Hide, 1989b; Arpe, 1990; Kann and Salstein, 1990; Naito et al., 
19901. Since the atmospheric angular momentum (AAM) is so highly correlated with the length- 
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of-day (lod), we are presented with the opportunity of using the lod as a reference series against 
which the various AAM series currently available can be compared. This is u2dertaken here as z, 
means of evaluating the available AAM series in order to determine which is closest (in an ms 
sense) to the lod. This is done by computing the square root of the mean of the squares (rms) of 
the difference between an individual AAM series and the length-of-day within a sliding window of 
length 365 days. The questions to which answers are sought in a study such as this are: 1) Which 
center is producing AAM values closest to the lad? 2) Are AAM values valid at midnight closer to 
midnight lod values, or are noon AAM values closer to noon lod values? 3) Are AAM "analysis" 
or "zero hour forecast" values closer to the lod? 4) Does including the pressure term in the AAM 
computation yield values closer to the lod than just including the wind term? If so, does making 
the inverted barometer approximation yield values closer to the lod than not making this 
assump tion? 

2 .  Data Sets and Pre-Processing 

The length-of-day data set used in this study is that produced at the Jet Propulsion Laboratory from 
a Kalman filter-based combination, smoothing, and interpolation of independent observations of 
the Earth's orientation [Eubanks, 1988; Morabito et al., 1988; Gross and Sregpe, 299Pa, 199Ibl. 
In order to be able to compare midnight and noon AAM series to the length-of-day without needing 
to interpolate the AAM values, two lod series were generated, one containing daily values (without 
gaps) at midnight spanning June 21.0, 1976 to January .18.0,1991, and the other containing daily 
values (without gaps) at noon spanning June 20.5, 1976 to January 17.5, 1991. Using the tidal 
model of Yoder et al. [1981], both long and short period tidal influences were removed from the 
UT1 observations prior to Kalman filtering, thereby removing these tidal effects from the resulting 
lod series. The length-of-day exhibits fluctuations on decadal time scales that are thought to be 
caused by interactions between the Earth's core and mantle [e.g., Munk and MacDonald, 1960; 
Lambeck, 19801. Since these long-period lod variations are not thought to be caused by the 
atmosphere, they were removed from the lod series by forming, and then removing, a two-year 
moving average of the lod series. 

The atmospheric angular momentum data sets used in this study are listed in Tables 1 and 
2. Table 1 gives some information about the "analysis" AAM data sets derived from the weather 
prediction models of the Japanese Meteorological Agency (JMA), the National Meteorological 
Center (NMC), the European Centre for Medium-Range Weather Forecasts (ECMWF), and the 
United Kingdom Meteorological Office (UKMO). Table 2 gives the same hformation for the 
"zero hour forecast" data sets derived from the NMC, ECMWF, and UKMO models (AAM, 

. forecasts are not currently available from the JMA model). In computing the atmospheric anguiar 
momentum, two integrals must be evaluated [e.g., Barnes et al., 19831: 1) a wind :erm involving 
an integral of the atmospheric winds to some cutoff height, and 2) a pressure term involving a~ 
integral of the surface pressure field. In computing the pressure term, an assumption needs to be 
made as to the response of the oceans to changes in atmospheric pressure. The assumptions 
usually made are: 1) that the oceans respond as an inverted barometer wherein the height of the 
Ocean varies with the atmospheric pressure such that the pressure on the crust at the bottom of the 
Ocean is constant, and 2) that the oceans respond as a rigid body fully transmittisg the atmospheric 
pressure variations to the oceanic crust. The entries in the column labelled "inverted barometer" in 
Tables 1 and 2 indicate whether the pressure term is computed assuming the inverted barometer 
approximation, assuming rigid oceans, or under both assumptions. The entries in the column 
labelled "wind cutoff height" in Tables 1 and 2 give the height (expressed as an atmospheric 
pressure level) to which the wind term is integrated for each data set. 

Prior to comparing these AAM data sets to the length-of-day, they were pre-processed in 
order to place them in a uniform format having the same units. The ECMWF "analysis" data sets 
valid at 9 UT were linearly interpolated to noon (12 UT) and the JMA "analysis" data sets valid at 6 
UT were linearly interpolated to both midnight (0 UT) and noon. Gaps in the AAM data sets were 
neither filled nor interpolated across. A scale factor of 9.80D.8 1 was applied to the JMA values in 
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TABLE 1. "ANALYSIS" AAM DATA SETS 

ANALYSIS DATA DATA WIND CUTOFF INVERTED 
CENTER SPAN EPOCH HEIGHT BAROMETER 
\ .. 

JMA 28SEP8344DEC83 0&12UT 10 mb with & without 
JMA 12DEC83-3OJUN86 6UT 10 mb with & without 
JMA OlJUL86-30JUN90 0&12UT 10 mb with & without 

, NMC 0 lJUL76-29AUG83 OUT 50 mb with & without 
NMC 30AUG83-28FEB91 0&12uT 50 mb with &without 

ECMWF 01DEC79-3ONOV80 12 UT 50 mb without 
ECMWF 01DEC80-1SMAR82 O U T  50 mb without 
ECMWF 16MAR8229FEB84 12 UT 50 mb without 
ECMWF 01MARW15MAR84 OUT 50 mb without 
ECMWF 16MAR84-31MAY87 12 UT 50 mb without 
ECMWF 01JUN87-3 1 JAN88 9UT 50 mb without 

UKMO OlMAY83-01NOV86 O U T  30 mb without 

TABLE 2. "ZERO HOUR FORECAST AAM DATA SETS 
.. 

ANALYSIS DATA DATA WIND CUTOFF INVERTED 
CENTER SPAN EPOCH HEIGHT BAROMETER 

NMC lONOV8S-OlAPR9 1 O U T  100 mb wind only 
NMC 02OCT8941APR91 OUT 50 mb with & without 

ECMWF 01 JAN86-3 1DEC87 12 UT near 10 mb without 
ECMWF OlJAN88-31JAN91 0&12UT near 10 mb without 

UKMO 27NOVSM7FEB91 0&12UT near 25 mb without 

der to change the value of the gravitational acceleration used in determining the JMA AAM values 
to be the same as that used in computing the AAM values from the other weather prediction models 
[Nuito et ul., 19871. Finally, obvious model-induced step-like changes in the AAM series were 
rem10ved. 

Atmospheric models are developed at the JMA, NMC, ECMWF, and UKMO for the 
purposes of weather prediction. Modifications a~ being continually made to these mdFls in order 
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to improve their weather prediction ability. Some of these improvements may affect the resulting 
AAM values, introducing steplike changes in the AAM series at the time the model modification is 
implemented. These step-like changes in the AAM series need to be removed prior to comparing 
the AAM series to the lod. Step-like changes were found by differencing an individual AAM series 
with a simple average of all other, similarly computed AAM series, thereby forming a residua:. 
series. If no other AAM series was available (such as prior to 1979), then the residual series was 
formed by differencing the AAM series with the lod. 'In this manner, obvious step-like changes 
were found in the ECMWF "analysis" series at March 31.5, 1981, April 21.0, 1983, February 
1.0, 1984, and May 1.0, 1985, and in the NMC "analysis" series at May 28.25, 1986 and August 
12.25, 1987. These dates correspond to dates of known changes to the models I t  these centers 
[Sulstein, 1988; Hide, 1989al. The step-like offsets were removed from the AAM series by fitting 
separate smoothing splines [Reinsch, 1967, 19711 to the AAM residual on either side of the step. 
The offset of the smoothing splines at the time of the model change yields the estimate of the step 
amplitude which was then added to the AAM values prior to the time of the step. For the purposes 
of the spline fit, the AAM uncertainty was assumed to be 0.03 ms and the s3lines were fit to the 
AAM residual values such that the reduced chi-square of the fit was one. 

3 .  Approach 

Each available AAM data set is compared, individually, to the length-of-day. Midnight AAM data 
sets are compared to the midnight lod series, and noon AAM data sets are compared to the noon 
lod series. The comparison is done in the time domain by forming the root-mean-square (nns) of 
the difference of the AAM and lod data sets within a window of length 365 days. The rms is 
computed only if the total number of missing data points within the window is less than 10% of the 
window's length. A window length of 365 days was chosen as a compromise between forming a 
localized estimate (i.e., having a small window length) and producing a reasor.ably smooth result 
(Le., having a large window length). The resulting rms value is time-tagged at the nid-point Of the 
window. By sliding the window down the time series one day at a time, repeating the rms 
computation at each window position, a time history is obtained of the rms difference between the 
AAM series and the length-of-day. 

The mean of the differenced series within the window was removed prior to fonning the 
rms, so that the standard deviation of the AAM-lod difference is actually being calculated. The 
window was demeaned in order to localize the effects on the nns calculation of step-like changes in 
the AAM series induced by changes to the weather prediction models used to produce the AAM 
estimates. Visibly obvious step-like changes in the AAM series were detected xnd removed as 
described above. However, there may be additional step-like changes which escaped detection and 
were therefore not removed from the AAM series. This possibility was accounted for here by 
demeaning the differenced series within the window at each window position. In this manner, the 
effect of any step-like changes in the AAM values is localized to the windows within which that 
step-like change occurs, and does not affect the rms computation at previous or subsequent times. 
Note that only the mean has been removed from within each window. No seasonal terms have 
been removed, either from within each individual window, or from the series as a whole. 

0 

4 .  Results, Discussion and Conclusions 

Figures 1-6 show plots of the resulting running ms difference between the atmospheric angular 
momentum and the length-of-day. Figures 1, 2, 3, and 4 show the results for the UKMO, 
ECMWF, NMC, and JMA "analysis" AAM values, respectively, and Figures 5 and 6 show the 
results for the UKMO and ECMWF "zero hour forecast" AAM values, respectively. There are no 
UKMO "analysis" AAM values at noon (Table 2) and the overlap of the filtered lod series (long 
period terns removed) with the NMC "zero hour forecast" AAM series computed by including the 
pressure texm is less than the window length of 365 days (results for the 100 mb wind only tern?. 
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UKMO ANALYSIS - LOD RMS (365, DEMEANED) 

~~ 

1983 1984 1985 1986 1987 

Fig. 1. Running rms of the difference between the length-of-day and AAM "analysis" results from 
the United Kingdom Meteorological Ofice. 

are shown in Figure 10). Each figure shows results for the running rms of the AAM-lod difference 
in which, where available, the AAM has been computed under different assumptions (wind term 
only, wind term plus pressure term computed without the inverted barometer approximation, wind 
term plus pressure term computed with the inverted barometer approximation). 

For the UKMO AAM "analysis" results (Figure l), it is clear that computing the AAM by 
including the pressure term without the inverted barometer approximation results in an AAM series 
that is closer to the length-of-day (in an rms sense) than by computing it from the wind term only. 
For most of the time, this is also true for the ECMWF "analysis" results ,(Figure 2). But there are 
periods of time (e.g., mid-1986) wherein computing the ECMWF "analysis" AAM from only the 
wind term results in AAM values closer to the length-of-day. The situation is less clear for the 
NMC and JMA "analysis" results (Figures 3 and 4, respectively). For a good part of the time it 
appears that computing the AAM from only the wind term yields values furthest from the lod, but 
there are periods of time (e.g., mid-1988 for the NMC, Figure 3; mid-1985 for the JMA, Figure 4) 
where this is not true. As for the question about whether or not computing the pressure term with 
the inverted barometer approximation yields AAM values closer to the lod, this appears to be true 
for only part of the time for the NMC (Figure 3) and JMA (Figure 4) "analysis" results. Finally, 
for the most part, the midnight and noon "analysis" results are identical (Figures 3 and 4). There is 
virrually no difference between the midnight and noon wind only results for both the NMC and 
JMA, but there appear to be some differences between the midnight and noon results in which the 
AAM is calculated by including the pressure term ,(whether or not the inverted barometer 
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ECMWF ANALYSIS - LOD RMS (365, DEMEANED) 

Fig. 2. Running rms of the difference between the length-of-day and AAM "analysis" results h m  
the European Centre for Medium-Range Weather Forecasts. 
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Fig. 3. a Running rms of the difference between the length-ofday and AAM "analysis" results from 
the National Metearological Center. 
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JMA ANALYSIS - LOD RMS (365, DEMEANED) 
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Fig. 4. Running MU of the difference between the length-ofday and AAM "analysis" results from 
the Japanese Meteorological Agency. 
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Fig. 5. Running rms of the difference between the length-of-day and AAM "zero hour forecast" 
results from the United Kingdom Meteorological Office. 

246 



Praceedings, AGU Chapman Confcretue on Geodetic VLBI: Monitoring Global Change April 2236. 1991 Washington. D.C 

ECMWF 0 HR FORECAST - LOD RMS (365, DEMEANED) 
c 

0 
c -  

0 
- 

0, - 8 -  

8 -  

8 -  

(D 

b 

-.-.-.- WIND ONLY 

NO I.B. 

Io I I I 

1987 1988 1989 1990 
? 
e986 

Fig. 6. Running rms of the difference between the length-of-day and AAM "zero hour forecast" 
results h m  the European Centre for Medium-Range Weather Forecasts. 
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Fig. 7. Running rms of the difference between the length-of-day and AAM "analysis" results 
computed by including only the wind team. 
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Fig. 8. Running rms of the difference between the length-of-day and AAM "analysis" results 
computed by including the wind and pressure (without the inverted barometer approximation) 
terms. 
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Fig. 9. Running rms of the difference between the length-of-day and AAM "analysis" results 
computed by including the wind and pressure (with the inverted barometer approximation) teyms. 
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Fig. 10. Running rms of the difference between the length-of-day and AAM "zem hour forecast" 
results computed by including only the wind term. 
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Fig. 1 1. Running rms of the difference between the length-of-day and AAM "zero hour forecast" 
results computed by including the wind and pressure (without the inverted barometer 
approximation) terms. 
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Fig. 12. Running rms of the difference between the length-of-day and selected AAM "analysis" 
and "zero hour forecast" results computed by including only the wind term. 
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Fig. 13. Running rms of the difference between the length-of-day and selected AAM "analysis" 
and "zero hour farecast" results computed by including the wind and pressure (without the inverted 
barometer approximation) terms. 
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Fig. 14. Running rms of the difference between the length-of-day and selected AAM "analysis" 
and "zero hour forecast" results. 
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approximation is made; e.g., during 1987 for the NMC, Figure 3; during 1987 for the JMA, 
Figure 4). For the most recent time period (post-1989) for both the NMC and JMA "analysis" 
results, computing the AAM by including the pressure term with the inverted barometer 
approximation yields values closer to the lod than computing it by including the pressure term 
without the inverted barometer approximation, which is in turn closer than computing it from only 
the wind term. 

For the UKMO "zero hour forecast" results (Figure 5), the midnight and noon results are 
virtually identical, and no conclusion can be reached about whether or not including the pressure 
term in the AAM calculation results in values closer to the length-of-day. For about half of the time 
this seems to be the case, but not for the rest of the time. The situation with the ECMWF "zero 
hour forecast" results (Figure 6) is very similar to that of the UKMO "zero hour forecast" results. 

The rest of the figures show the same results, but in different combinations in order to 
facilitate their intercomparison for purposes of determining which AAM series is closest to the lod. 
Figures 7-11 show plots of the running rms of the AAM-lod difference in which the AAM is 
computed from only the wind term (Figure 7 for "analysis" results, Figure 10 for "zero hour 
forecast" results), the wind term plus the pressure term without the inverted barometer 
approximation (Figure 8 for "analysis" results, Figure 11 for "zero hour forecast" results), and the 
wind term plus the pressure term with the inverted barometer approximation (Figure 9 for 
lhnalysisll results). In general, for the llanalysisl' results (Figures 7-9), it appears that the JMA 
results are closer to&e lod than the others (although there are periods of time when results from 
other weather prediction centers are closer), and for the "zero hour forecast" results (Figures 10- 
11) it is clear that the ECMWF values are closest to the lod. 

In Figures 12 and 13, the ECMWF "zero hour forecast" results are compared to similarly 
computed "analysis" results. Figure 12 compares the results when the AAM is computed from 
only the wind term, and it is seen that for most of the time the ECMWF "zero hour forecast" results 
are closer to the lod than are the JMA or NMC "analysis" results. Figure 13 compares the results 
when the AAM is computed by also including the pressure term without the inverted barometer 
approximation, and it is seen that in the later time period (post-mid-1988), the ECMWF "zero hour 
forecast" results are again closest to the lod, although before this the JMA "analysis" results seem 
to be (in general) closest to the lod. 

From Figures 7-9 it appears to be generally true that the JMA "analysis" results are closer 
to the lod than similarly computed "analysis" results from the other weather prediction centers, and 
from Figure 9 this is clearly seen to be the case when the AAM values are computed by including 
the pressure term with the inverted barometer approximation. From Figure 4, since 1987 it is clear 
that the JMA "analysis" results computed by including the pressure term with the inverted 
barometer approximation yields results closer to the length-of-day than by computing it with only 
the wind term, or without the inverted barometer approximation. From Figures 10 and 11 it is 
clear that the ECMWF "zero hour forecast" results are closer to the lod than similarly computed 
"zero hour forecast" results from the other weather prediction centers [from Figure 6 it is not clear 
whether including the pressure term (without the inverted barometer approximation) yields 
ECMWF "zero hour forecast" results that are closer to the lod than not including it]. As an attempt 
to compare the "best" "analysis" results with the "best" "zero hour forecast" results, Figure 14 
plots the running rms of the AAM-lod difference for the JMA "analysis" results computed by 
including the pressure term with the inverted barometer approximation, along with the ECMWF 
''zero hour forecast" results computed by including the pressure term without the inverted 
barometer approximation (note that for this purpose the ECMWF "zero hour forecast" wind only 
results could just as well have been plotted instead). As can be seen, during the later time period 
(post-mid-l988), the ECMWF results are closest to the lod, but the JMA results are closer at earlier 
time periods. 

In summary, these results indicate that the AAM "analysis" series closest to the length-of- 
day (in an rms sense) are the JMA results, and the AAM "zero hour forecast" series closest to the 
lod are the ECMWF results. From Tables 1 and 2 it is seen that these two AAM results are 
computed by integrating the atmospheric wind term to a greater height than is done for the other 
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results. Thus, it is likely that these two results are the closest to the lod since they are computed by 
including more of the atmospheric winds than are included in the other results. 
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High Time Resolution Measurements of Earth Rotation 

J. 0. Dickey 

Jet Propulsion Laboratory 
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Pasadena, CA 91109-8099 USA 

ABSTRACT 

High time resolution measurements of Earth rotation and atmospheric angular momentum 
(AAM) and their interpretation have been proposed as a mjor research thrust for the 1990s. 
A campaign is planned to obtain these measurements utilizing all space geodetic techniques 
and to collect the best available complementary geophysical, oceanographic and 
atmospheric data. This paper highlights its motivation and scientific benefits and briefly 
discusses its plans. 

INTRODUCTION 

High time resolution measurements of Earth rotation and atmospheric angular momentum 
(AAM) and their interpretation has been proposed as a major research area for the 199Os, 
both by the workshop held at Erice in 1988 on the “Interdisciplinary Role of Space 
Geodesy” (Mueller a d  Zerbini, 1989) and by the NASA Workshop on Geodynamics and 
Geology held in July 1989 to plan NASA Solid Earth Science Programs for the coming 
decade (Dickey et al., 1991). The NASA Crustal Dynamics Project VLBI group at 
Goddard Space Flight Center conducted a first Extended Research and Development 
Experiment (ERDE) in October, 1989 designed to obtain high-time resolution 
measurements of the Earth‘s orientation by the VLBI technique and to test iqmvements in 
the VLBI measurement system (Clark et al., 1990). These special sessions were 
coordinated with the normal IRIS-A measurements. A campaign has been proposed to 
involve all space geodetic techniques and obtain the best available complementary 
geophysical, oceanographic and atmospheric data. The coordination will be effected 
through the International Earth Rotation Service. 

MOTIVATION AND SCIENTIFIC BENEFITS 

The scientific benefits to be obtained from this campaign include increased understanding 
of the properties and origin of short-period fluctuations in the Earth‘s orientation, 
improvements to the tidal model at sub-monthly periods, and improved ability to predict 
changes in the Earth‘s rotation up to a month in advance. A goal here is to observe and 
understand the interactions of the atmosphere and ocean with the rotational dynamics of the 
Earth, and their contributions to the excitation of Earth rotation variations over time scales 
of hours to months. At these frequencies, a number of geophysical processes are thought 
to be capable of affecting the Earth‘s rotation, including atmospheric wind and pressure 
changes, oceanic current and sea level changes, oceanic and solid Earth tidal motions, and 
seismic motions. High-frequency measurements, and complementary analyses, can be 
expected to lead to delineation of short-period tidal, atmospheric, oceanic, and seismic 
effects on length-of-day (LOD) and polar motion. These in turn will improve our 
understanding of broad-band wobble excitation processes, fluid-core resonance 
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characteristics, and mechanisms of oceanic/atmospheric coupling to the solid Earth. 

In particular, the Earth's angular momentum budget (both axial and non-axial) can be 
examined at high frequencies. Recent studies have found significant coherence between 
modem estimates of LOD and AAM down to about 14 days (Dickey et al., 1989; Rosen et 
al., 1990). The high-frequency limit of the relationship between LOD and AAM is an area 
of current active research and is central to our understanding of the Earth's angular 
momentum budget, No significant lags or leads at the few day level have been established, 
indicating little or no non-tidal contribution from the oceans. However, the ocean via the 
mechanism of bmtropic waves could contribute on time scales of a few days to the Earth's 
angular momentum budget (Ponte, 1990). Hence, a comparison of AAM and LOD at these 
high frequencies could uncover the ocean's role and further elucidate our understanding of 
the interaction between the solid Earth and the atmosphere. This would allow the role of 
atmosphere and Oceans in the Earth orientation variations at high frequencies to be 
quantified. The appropriateness of the inverted barometer approximation at high 
frequencies could be investigated, and the respective roles of mountain torque and wind 
stress in solid Earth-atmosphere interaction could be examined. 

In addition, the International Earth Rotation Service (IERS) is interested in evaluating the 
ability of the Global Positioning System (GPS) to recover Earth rotation parameters. Since 
the GPS technique is thought to be able to ~ecover accurate Earth rotation parameters at 
sub-daily sampling intervals, this campaign should focus on high-time resolution 
measurements of Earth orientation. In order to facilitate intercomparisons of results 
obtained by the GPS technique and the other spacegeodetic techniques it is important for 
the Very Long Baseline Interferometry (VLBI) and satellite/lunar laser ranging (SLR and 
LLR) systems to be major participants in this campaign and that measurements be 
coordinated. 

PLANS 

Two types of campaigns are proposed: two short duration campaigns in 1991 and a main 
campaign in 1992. The first short campaign coincides with the large GPS experiment, 
known variously as U S A  DOS or GIG '91, which was conducted from Jpmary 22,1991 
through February 13,1991. A global network of over 140 GPS receivers was deployed, 
many of which were collocated at VLBI and SLR sites. The second short campaign takes 
place in May or June, 1991. This would allow for observing sessions in both Northern 
Hemisphere Winter and Summer, analogous to those of FGGE [First GARP (Global 
Atmospheric Research Program) Global Experiment]. During these short campaigns in 
1991, no special measurements were requested of the space-geodetic techniques, but the 
metieorological centers have been requested to produce their AAM results at intervals of six 
hours and, in addition, to provih estimates of the surface torques. It should be noted that 
a high density of Earth rotation measurements are already planned through the existing 
NAVNET and IRISPOLARIS scheduling. After the analysis of results from these short 
campaigns of 1991, measurement needs for 'the major campaign will be assessed as well. 

The main campaign should be held in 1992; coordination will be sought with the GPS 
experiment planned for Summer 1992 by the IERS and the proposed IGS (International 
GPS Service) as well as with the international laser tracking network. During the main 
campaign both the UARS (Upper Atmosphere Research Satellite) and the ERS-1 should be 
providing complementary atmospheric information; sea-surface stresses should be available 
from the ERS- 1 scatterometer. 
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MOUNTAIN AND SURFACE STRESS T~RQUES 
ZN NMC ANALYSES 

. .  . _  
. Glenn H.. White 

Development Division 
National Meteorological Center 
National Weather Service/NOAA 

Washington, D.C. 20233 

This study examines the exchange of angular momentum 
between the atmosphere and the earth's surface. Torques 
exerted on the atmosphere by pressure differences across 
mountains and by friction with 'the.earth's surface are 
calculated from global atmospheric analyses produced 4 times 
a day at NMC as initial states for numerical weather 
forecasts. The approach here follows that of Swinbank 
(1985) and Boer (1990). 

Atmospheric angular momentum, m, can be written as: 

wherefi is the earth's rotation rate, u is zonal wind, a is 
the radius of the earth, 4 latitude and longitude. The 
rate of change of angular momentum is given by: 

where is geopotential, p pressure, g .the acceleration of 
gravity and ?the zonal' component of shearing stress. 
Vertically integrating and zonally averaging ( 2 )  yields: 

where Z is geopotential height, is surface pressure, Z X  
surface height, v meridional wind and T*the zonal component 
of surface friction. 

262 



Mountain torque for a given latitude belt&+ is 
calculated as: 

where the sum in (4a) is over longitude and the second sum 
in (4b) is over the model's vertical layers, The NMC model 
uses a sigma (e= p\&) vertical . . . coordinate. . . . . . TJ~ is the 
temperature of the kth sigma layer. 
mountain torque is: 

The total global 
. .  

where <> indicates a global average value. A positive 
torque indicates a loss of westerly angular momentum by the 
atmosphere to the earth.' 

Surface stress torque for a latitude belt f i+  is- 

Qp= 2 c a s ' +  * Q zT& o'> 
The total torque on the atmosphere 

4 
by surface stress is: 

The NMC global spectral model had triangular truncation 
to wavenumber-80 in Jan. 1991 (MRF89); this increased to 
126 in early March (MRF91). The model has parameterizations 
of gravity wave drag, deep and shallow convection, long and 
short wave radiation, and model diagnosed clouds. The model 
is more fully described in Kanamitsu (1989). The MRF89 used 
enhanced mountains in Jan. 1991; MFtF91 forecasts have mean 
mountains. 

Mountain torques were calculated from initialized sigma 
analyses. The zonal derivative is taken in'spectral space; 
the product of surface pressure and the derivative is 
calculated on the Gaussian grid appropriate for the spectral 
resolution (243 x 122 for T80, 384 x 190 for T126) and then 
transformed to a regular grid of the same dimensions where 
the zonal and global means were calculated. Calculation of 
mountain torque in the exact formulation of the model was 
.found to be essential. 

Equations (4a) and (4b) give two different methods of 
calculating mountain torque. Previous studies have found 
substantial differences in mountain torque calculated by the 
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. . - . . .. . 

two methods. Fig. 1 compares the latitudinal distribution of 
mountain torque calculated by the two methods from 000 GMT 
analyses for Jan. 1-20. The first method (left) uses 
orography and is given by (4a); the second (right) uses 
heights and temperatures from each sigma layer and is given 
by (4b). The two methods give nearly identical results, 
indicating a high degree of precision in the procedure and 
analyses used here. Results below are from the method in .. .. . . . .. 
equation (4a). 
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Fig. 1 Latitudinal distribution of mountain torque in .01 
Hadleys (10'' Newton-meters) /1.5O latitude from 000 GMT 
analyses for Jan. 1-20, 1991 calculated from (left) surface 
height and (right) geopotential heights on sigma levels. . 

NMC. analyses contain realistic diurnal and, semidiurnal 
tides. Fig. 2 contrasts the zonal distribution of mountain 
.torque for Jan. 1991 as calculated from analyses for 000 GMT 
(dotted) and 1200 GMT (solid). The two are equivalent in 
the Northern Hemisphere, but are quite different in the 
Southern Hemisphere where considerably more torque occurs at 
000 GMT. This could reflect a diurnal fluctuation in 
surface pressure over South America east of the Andes during 
the Southern Hemisphere summer. As a result most of the ' 

figures below are calculated from analyses every 6 hours. 

The effect of the March model change on mountain torque 
is shown in Fig. 3 where mountain torque for Jan. 20-29, 
1991 was calculated from 000 GMT analyses by the T80 MRF89 
with enhanced mountains (solid) and from.OOO GMT analyses by 
the T126 MRF91 with mean mountains (dashed). The 
replacement of enhanced mountains by mean mountains lowered 
surface heights by as much as 400 m in the Andes and 
substantially reduced mountain torque. 
torque are similar. The model change had much less effect. 
on surface stress, as can be seen in Fig. 4. 

The patterns of 
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The surface stresses used here were calculated during 
the last half of a six-hour forecast used to generate a 
"first guess" which is then merged with observed data to 
form an analysis. Surface stress in,the NMC model generally 
resembles the climatology of Helleman and Rosenstein (1983) 
over the oceans, although stresses associated with the 
tropical tradewinds may be slightly weak. Surface stress 
near 50s exceed climatological estimates in a region where 
the lack of data reduces confidence in both analyses and 
climatologies. 
included in surface stress. 

Over land the effect of gravity wave drag is 

Fig. 5 displays the latitudinal distribution of 
mountain and surface stress torques during Jan. 1-15, Apr. 
6-19, and June 14-24, 1991. Values for January are from T80 
analyses and correspond to approximately 1.5 degree latitude 
belts; values for April and June from T126 analyses cover 1 
degree latitude belts. 
in Fig. 5 for April and June one-third less than values for 
January. Fig. 5 is generally similar to earlier results by 
Swinbank (19851, Boer (1990), Wahr and Oort (19841, and 
Newton (1971). 

This difference alone makes values 

' Strong positive mountain torques appear in the Northern 

A substantial negative torque 

Hemisphere midlatitudes in January and April, but are 
substantially weaker in June, when the Northern Hemisphere 
midlatitude winds are weaker. 
appears between 30N and the equator in January; it is much 
weaker in April and is replaced by a positive torque in. . 
June. 
eastern hemisphere north of the'equator, in association with 
the summertime south Asian monsoon. In the Southern , 
Hemisphere the Andes appear to make a substantial 
contribution to mountain torque, producing a positive torque 
nearly everywhere in January and negative torques in low 
latitudes in April and June. 
positive torque in all 3 months; during June their torque 
is as strong as Northern Hemisphere values. 

During June low-level westerlies appear in the 

The midlatitude Andes force a 

Peak values of the torque due to surface stress exceed 
peak values of mountain torque in all 3 periods; however, 
cosiderable cancellation occurs between low and high 
latitudes. The Southern Hemisphere exhibits much less 
seasonal change than the Northern Hemisphere, where strong 
positive stress torques in midlatitudes during winter 'are 
much weaker in summer and quite strong negative stress 
torques in the northern tropics in winter are replaced by 
weak positive torques in summer. 

Fig. 6 shows daily global torques for Jan. 1991 and 
March 27-June 24 ,  1991. Global values of.mountain torques 
vary strongly from day to day, reflecting the passage of 
.individual strong synoptic systems across mountain ranges, 
and tends to dominate day to day variations in the total 
torque. 
frequency variability, but can be as strong as mountain 
torque. 

Surface stress torque is dominated by lower 
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Fig. 5 Latitudinal distribution of mountain torque (left) 
and surface stress torque (right) from 4 analyses/day for 
(top) Jan. 1-15, 1991, (middle) Apr. 6-19, 1991, and 
(bottom) June 14-24, 1991. Torques are in (torbleft) .01 
Hadleys/l.So latitude, (top rightb Hadleys/l.5 latitude, 
(middle and bottom) .01 Hadle s/l latitude. 
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Fig. 6 Daily values of global surface stress (solid), 
mountain (short dashes), and total torques (long dashes) for 
Jan. 1991 and Mar. 27-June 24, 1991. 

CONCLUSIONS 

Calculation of mountain torque from NMC analyses 
appears to give very precise results; however, the 
calculation needs to be done as consistently as possible 
with the NMC model's formulation and should use analyses 
every 6 hours. The results suggest that calculating the 
entire angular momentum balance in the exact framework of 
the NMC model may produce a more accurate angular momentum 
balance. However, the torques shown here need to be checked 
by comparison with changes in angular momentum. NMC sigma 
analyses and surface stresses are now being archived at the 
National Center for Atmospheric Research. . .  ... . .  

.Mountain torque varies substantially from day to day 
and 'tends to dominate variations in total torque. Surface 
stress 'torque varies more slowly, but can contribute 
substantially to total torque. 
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Angular momentum in the ocean and mechanisms of exchange 
with the atmosphere and solid Earth 

Rui M. Ponte 
Atmospheric and Environmental Research, Inc. 

840 Memorial Dr.,'Cambridge, MA 02139 

1. Introduction 

The role of the ocean in contributing to variations in the earth's rotation about its polar 

axis is explored. We review the nature of the various torques acting on the ocean and their 

relative importance in inducing variability in oceanic angular momentum M. The wind 

stress torque at the ocean surface is important for angular momentum transfers with the 

atmosphere, while pressure torques at continental boundaries are the main mechanism for 

angular momentum exchanges between the ocean and the solid earth. Numerical results 

from a constant density ocean model suggest a balance between the wind and pressure 

torques, resulting in a small net torque on the ocean and consequently small fluctuations in 

M. Very small sea level differences across continental boundaries are sufficient to balance 

applied wind torques. The implications of this finding are discussed in relation to the 

observed large zonal &e. longitudinal) tilts in sea level across oceanic basins. 

In the case where a nonzero net torque acts on the ocean, variations in oceanic angular 

momentum and hence residuals in the solid Earth-atmosphere angular momentum budget 

are expected. In this regard, contributions of El Niiio oceanic signals to the global momen- 

tum budget at interannual time scales have been suggested recently. The plausibility of 

this hypothesis is briefly examined to illustrate the relative roles of zonal currents and mass 

redistribution (in latitude) in causing fluctuations in M. The importance of accounting for 

subsurface effects when interpreting sea level and surface current variability is addressed. 
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2. The angular momentum equation 

The time rate of change of oceanic angular momentum about the polar axis (Ad) is governed. 

by the following general equation 

where 

is the angular momentum per unit mass, X and 4 denote longitude and latitude, V is the 

volume of the global ocean, u, p and p denote zonal velocity, density m d  pressure, 92 is 

the Earth’s angular velocity taken to be constant, a is the mean radius of the Earth, mcl 

Y, represent viscous forces. 

Fluctuations in M(= prndV) can be caused by variability in either the zonal velocity 

field, the density structure ( p ) ,  which contributes mainly to changes in the oceanic moment 

of inertia, and sea level (q) .  Fluctuations in sea level only affect the moment of inertia if 

they are associated with redistribution of mass in latitude. 

V 

.- 

The quantities on the right hand side of (1) represent the extesnd torques acting 

on the ocean. The first term which involves the pressure field p can be expressed using 

integration by parts as 

where H is the ocean depth and the integral is over the bottom surface S. This term 

represents exchanges of momentum between the ocean and solid earth through pressure 

torques acting on the solid boundaries. The other tern associated with viscous forces 

represents exchanges with both the atmosphere (through surface wind stresses) and the 

solid Earth (through normal and tangential stresses at the boundaries). 

Evaluation of (1) in its most general form is complicated and involves in principle 

solving for the global ocean circulation using a primitive equation numerical model forced 

27 1 



by momentum, heat and mass fluxesat the ocean-atmosphere interface. However, a number 

of simplifications can be applied to make the problem more tractable. Simple scale analysis 

using typical values of wind stress, oceanic boundary layer widths, and viscosity c d c i e n t s  

suggests that, to a first approximation, pressure and wind torques are the largest torques 

acting on the ocean. One can thus neglect viscous stresses acting at the bottom and at side 

walls. Similarly, the most important topographic features capable of sustaining largescale 

zonal pressure torques are the continental walls. Thus, a flat-bottom ocean with vertical 

side walls can be used to study the pressure torque. 

A further simplification in the dynamics is discussed by Ponte (1990). For linear, invis- 

cid motions on a horizontally homogeneous, flat-bot tom ocean, the vertically independent 

(barotropic) and dependent (baroclinic) regimes of circulation decouple in general. As 

explained in detail by Ponte, the barotropic regime is the most relevant for purposes of 

angular momentum calculations, since the baroclinic component contributes little to the 

vertically integrated quantities involved in the momentum budget, and can be studied by 

letting the density p = constant. 

3. Angular momentum in a barotropic ocean 

Given the simplifications just discussed, we will consider the angular momentum balance 

in an ocean with constant density and constant depth, bounded by straight coasts at 

longitudes AI, A2 and latitudes 41, 4 2 ,  and forced at the surface by a zonal wind stress T .  

The only other frictional process included is a simple linear bottom drag with codcient 

b. These assumptions lead to the simplified angular momentum equation (Ponte 1990) 

where 
42 
r 
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T, = / 70 cos 4dS 

J 
(6) 

(7) Tb = -bpH uacos ddS 

Here, variability in A4 is due to changes in zonal currents and sea level only. T, denotes 

the continental torque (to use the terminology of Oort [1985] ) and depends only on the 

difference in sea level q across the ocean basin. T, and Tb represent the wind and bottom 

friction torques , respectively. 
Given a wind stress field, the angular momentum balance in (4) can be studied by 

solving for the u and 9 oceanic fields using an appropriate numerical model of the ocear, 

circulation. Such calculations have been done by Ponte (1990) and more recently by Ponte 

and Gutzler (1991) in the context of the 40-50 day variability in the tropical regions. Fig. 

1 shows the results obtained by Ponte and Gutzler (1991) using an oscillatory wind stress 

(period of 45 days), which acts over an area confined to the middle of the model basin, 

and is turned on at t = 0. A balance between Tc and Tw is quickly established after 

less than half a day after the wind is switched on; this balance holds at all times, with 

Tb << T,,T,. Thus, the net torque on the ocean is much smaller than the applied wind 

torque and fluctuations in M are relatively small. The angular momentum exchanged 

between the ocean and atmosphere through T, is rapidly conveyed to and exchanged with 

the solid Earth through T,. 

At a time of maximum eastward winds, the largest Aq across the basin is roughly 

0.4 cm. In general, very small signals in sea level can balance the wind torques. For 

example, to balance the wind torque provided by a zonal mean wind stress of amplitude 

r = 0.1 N m-* (a typical value for mean stress over the ocean) acting over an ocean 5000 

km wide and 5000 m deep, a A9 .., 1 cm is sufficient. Now, observed d u e s  of A9 across 

basins are an order of magnitude larger (see, e.g., Oort 1985). However, most of this sea 

level signal is related with baroclinic processes and does not provide a net pressure torque 

on the wall (e.g., Ponte 1990). 
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Fig. 1. Torques for days 0-5 (upper panel) and 45-90 (lower panel) of the numerical 
integration described in Ponte and Gutzler (1991) showing the rapid establishment of a 
dominant balance between the wind and continental torques, which holds throughout the 
integration. 
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For the purposes of understanding this effect, one can think of the pressure anomaly 

on the wall aa composed of two modes depicted in Fig. 2. The barotropic anomaly has 

a relatively small amplitude (Le. small signal) but is constant with depth and does not 

involve any changes in the subsurface density levels. The baroclinic anomaly has a large 

surface amplitude (i.e., large signal) but oscillates in sign with depth due to correlated 

changes in the depth of.subsurface density levels. The vertical integral of the baroclinic 

pressure anomaly is generally much smaller than the barotropic component (e.g., Ponte 

1990), and thus the lwge sea level signal related to baroclinic processes does not contribute 

much to the torque'on the walls. 
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Fig. 2. Schematic representation of the vertical structure of barotropic (dashed line) and 
batotropic (dotted line) pressure anomalies. Units are arbitrary. 
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4. El Niiio and oceanic angular momentum 

When the s u m  of the torques acting on the ocean is not zero and changes in M are SI&- 

ciently large, discrepancies in the angular momentum budget of the atmosphere and solid 

Earth should occur. Such discrepancies have been documented by &sen et al. (1990) 

for interannual time scales. Although a plausible explanation involves core-mantle inter- 

actions, the discrepancies seem to roughly coincide with El Niiio events. Rosen et al. 

raise the question of whether changes in M during El Niiio could account for the missing 

variability. The unexplained signal in the atmosphere-solid Earth momentum budget of 

order 0.1 ms implies a corresponding AM - 6 x kg m s - ~  using Rmen et al.'s (1990) 

conversion formula. 

The discussion of this subject here is only qualitative, but serves to illustrate the need 

to account for baroclinic effects when interpreting sea level and surface current variability. 

For simplicity, the discussion focuses only on the magnitude (not the sign) of anomalies in 

M during El Niiio. 

a. Zonal velocity changes' during El Nirio 

In general, zonal velocity anomalies in the ocean can be taken to represent fluctuations 

in M. An anomalous upper layer eastward flux of 40 x 10' m3/s in the tropical Pacific 

has been reported by Wyrtki (1985) during El Niiio. Given any reasonable zonal structure 

to this volume flux, the angular momentum anomalies implied are of the right order of 

magnitude to account for the Rosen et al. discrepancy. However, for our purposes, it 

is important to realize that there must be a westward return flow either in the deeper 

layers or in off-equatorial regions, otherwise the eastward flux of 40 x 10' m3/s would 

imply unrealistic sea level changes in the eastern Pacific. For example, to accommodate 

40 x 10' m3/s of water flowing into a region 80" by 20" wide (roughly half the area of the 

equatorial Pacific) would require changes in sea level larger than 10 cm/day over the whole 

area. 
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The westward flux needs to be of the same order of magnitude as the upper layer, near- 

equatorial eastward flux, if one does not want to have unrealistic horizontal convergence of 

mass and associated sea level changes. The anomalies in oceanic angular momentum are 

thus much smaller than when calculations are based on Wyrtki’s (1985) eastward flows. 

In fact, the sea level in the tropical Pacific is observed to be lower by about 10 cm after 

El Niiio (Wyrtki 1985). These changes occur over many months and, even if all this water 

piled up in the eastern Pacific with no return flows westward, the implied zonal velocities 

and corresponding angular momentum anomalies would be negligible compared to the 

values needed to account for the unexplained variability in Rosen et al.’s records. 

b. Changes in oceanic moment of inertia during El Niiio 

Large-scale mass redistributions are known to occur during El Niiio in the Pacific 

ocean. Observations analyzed by Wyrtki (1985) indicate that after an E?, Nifio event sea 

level Over the equatorial Pacific is lower by roughly 10 cm, with compensating rises in the 

extra-equatorial regions. Such changes, if taken to represent red mass redistribution in 

latitude, could imply a change in oceanic momentum of inertia of suffficient magnitude to 

c 

explain the Rosen et al.’s results. However, one has to account again for the changes in 

the subsurface mass field that accompany those in sea level. 

To a reasonable approximation, one can think of the tropical ocean as a medium con- 

sisting of two layers of different constant densities (Wyrtki 1985). In this limit, a deeper 

(shallower) sea level implies a lower (higher) interface between the two layers in such a 

manner that the vertically integrated mass anomalies are essentially zero. Thus, in a strat- 

ified ocean, the vertically integrated mass anomalies are much smaller than expected from 

q measurements alone. For example, if the two-layer approximation is valid to within 20%, 

sea level changes of 10 cm during El Niiio may correspond to mass redistribution equivalent 

to shifting 2 cm of water between the equator and higher latitudes. The corresponding 
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changes in M would be much smaller than what is needed to account for discrepancy in 

the atmosphere-solid Earth angular momentum budget (order of 0.1 ms). 

The above qualitative discussion sheds some doubts on the hypothesis that El Niiio sig- 

nals in the ocean can explain discrepancies found by h e n  et al. (1990) in the atmosphere- 

solid Earth momentum budget at interannual time scales. 

5. Summary 

Some aspects of the oceanic angular momentum problem and the ocean’s role in the plan- 

etary angular momentum budget were briefly discussed. We have suggested that pressure 

and wind torques are the most important external torques acting on the ocean, and that 

angular momentum exchanged between atmosphere and ocean through wind stresses can 

be quickly transported to the solid boundaries via barotropic processes and transferred 

to the solid Earth through pressure (or continental) torques. In addition, fairly small sea 

level differences across basins (order of 1 cm) are sufficient to balance observed wind stress 

torques. We have also illustrated the importance of including variability in subsurface 

oceanic fields when interpreting oceanic records with regard to fluctuations in angular 

momentum. 
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Summary 
To enable precise real-time tracking and navigation of interplanetary spacecraft, a 

JPL-developed K h a n  Earth Orientation Filter (KEOF) is being used to estimate and 
predict polar motion and Universal Time (UT1). KEOF employs a diverse set of geodetic 
and atmospheric data to optimize its solutions. Geodetic observations of UT1 or its time 
derivative, length of day GOD), are by themselves currently insufficient to gunantee the 
real-time UT1 accuracy required for spacecraft applications, due to the relatively long 
turnaround time required to process them. Hence KEOF utilizes a meteorological proxy 
for LOD: the axial atmospheric angular momentum (AAM) and AAM fonxast data gen- 
erated in a rapid-turnaround mode by the U.S. National Meteorological Center (NMC) as 
a byproduct of its operational weather forecasting models. 

We have investigated the effect that AAM and AAM 5-day forecast data have on 
KEOF’s ability to predict UT1 up to 10 days in the future. We demonstrate that AAM 
data as a whole are very useful, and, in fact, essential, for meeting the required goals for 
real-time UT1 estimation. AAM forecast data are beneficial in improving UT1 predic- 
tions beyond a few days. We show that, of the various geodetic data se:s used opera- 
tionally, the most critical for near-real-time estimation is that of TEMPO VLBI, produced 
by JPL using NASA’s Deep Space Network. 

We also examine the effects of using different AAM and AAM forecast data sets, and 
compare results obtained with AAM data from the NMC to those obtained with AAM 
data from the European Centre for Medium-Range Weather Forecasting (IECMWF) and 
the United Kingdom Meteorological Office (UKMO). We consider the effects of the 
wind and pressure terms, both with and without the inverted barometer approximation, 
and of integrating the winds to different heights in the atmosphere. 

Introduction 
Precise knowledge of real-time Earth orientation is required for accurate tracking and 

navigation of deep-space and interplanetary spacecraft. The most problematic component 
of Earth orientation is UT1, Earth’s angle of rotation, as it is highly variable over time 
and rather unpredictable. Current geodetic measurements of UT1 are by themselves 
inadequate for navigational purposes, not due to their level of accuracy (which is excep- 

P 
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tionally good), but rather to their extensive data reduction requirements which can delay 
the Earth orientation solutions by more than two weeks. Even the quickest typical 
turnaround times for current techniques (two or three days for TEMPO VLBI) are not 
sufficient during many periods when UT1 is varying particularly rapidly. 

New geodetic techniques that can make measurements frequently and reduce them 
rapidly promise to ameliorate this problem in the future, but for the present, other solu- 
tions must be found. One involves the use of axial atmospheric angular momentum 
(AAM) as a proxy data set for the rate of rotation (Le., the time derivative of UTl), also 
known as length of day &OD). Numerous studies have shown that, at periods from a 
few years down to at least 10 day, LOD and AAM are highly correlated (see Hide and 
Dickey [1991] for a recent review of this literature). AAM estimates are available daily 
from a number of operational weather farecasting centers. In addition, three centers also 
generate forecasts of AAM, providing a prediction of LOD variability based on physical, 

’ rather than stochastic, models. 
At the Jet Propulsion Laboratory, California Institute of Technology (JPL), our group 

has implemented a Kalman filter for assimilating, interpolating, smoothing, and extrapo- 
lating geodetic Earth orientation and AAM data [Morabito et al., 1988; Dickey et 
a1.,1988; Freedman et al., 19911. This filter, known as the Kalman Earth Orientation 
Filter (KEOF), combines geodetic data of diverse types to solve for both UT and polar 
motion, as well as their respective excitation functions [Barnes et al., 19831. It also has 

’ the ability to use AAM and AAM forecast data as modeled foxms of LOD, hence, to use 
them to estimate up-to-theminute values of UT1 as well as predictions of UT1 a number 
of days into the future. 

The relationship betwan UT1 (U) and LOD (A) as modeled within the filter is: 
U L - A  
dt 

A corresponds to the excess length-of-day with all  tidal terms fkom two weeks to 18 years 
removed, while U is UT1-UTC also corrected for tidal effects. represents a white- 
noise stochastic process; thus, LOD is modeled as a random walk (integrated white noise) 
while UT1 is modeled as an integrated random walk. The AAM (A) component is 
described by: 

where AAM differs from LOD by a difference term, PA, that also behaves as a random 
walk (with a much smaller variance, however). AAM forecast values (F) are modeled 
by: 
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Hence, the AAM forecasts are treated as the sum of the true AAM, a constmt bias term 6, 
and an exponentially decaying term C(F with long-term random walk behavior, The 
exponential time constant is m, the forecast lead time (see Freedman et d. [ 19911 for a 
justification of these models). 

The goal of this study is to evaluate the effectiveness of utilizing AAM and AAM 
forecast data in the estimation and prediction of UT1. How does our ability to interpolate 
and extrapolate UT1 with geodetic data alone compare with that when geodetic data are 
combined with AAM and AAM forecast data? In addition, there are a variety of AAM 
options available, including AAM from three different forecast centers, AAM generated 
using different meteorological quantities, and AAM forecasts with different lead times; 
which AAM series is best for our purposes? 

To answer these questions, we have constructed a version of KEOF that is automated 
to do numerous sequential case studies. We use these case-study results to generate 
statistical measures of the filtering accuracy. The automated filtering strategy is shown in 
Figure la First, a reference UT1 time series is created by filtering all geodetic data with- 
out AAM. This filtering is done in an optimal smoothing mode [Morabito et 0Z., 19881 
and requires a complete, long-term time series. 

Data going Into smoothed timet serles (Reference Series) 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  ........ I . . . . . . . . . .  
A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A  

........................................................................................... 

30 60 90 
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Geodearcdata Data going into prediction time series (Test Series) 
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Fig. 1 Schematic descriptions of the multiple sequential case-study filtering tool. 
a) Filtering strategies for the Reference Series (above) and the Test Series (below). 
b) Time Series of errors in the filter estimates and predictions. 
c) Definition of terms used in describing a filtering cycle (see text). 
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The automated portion of this multiple case-study filter is then run to generate a set of 
consecutive time series (the "test series") that closely correspond to the results of a series 
of operational filter runs. These differ from the reference run in that not all geodetic data 
are available up to the assumed filtering epoch, AAM and'AAM forecast data are in- 
cluded along with the geodetic data, and UT1 is extrapolated beyond the filtering epoch. 
The test series are differenced with the reference series' smoothed values at each time 
point, and the resulting emrs in the UT1 estimates and predictions are examined for 
overall behavior and trends (see Fig. lb). 

The test series consists of a number of consecutive simulations of operational KEOF 
runs. Each simulation is run over a specified time span, referred to as a cycle (see Fig. 
IC). The filter initiates each cycle with the full state and covariance matrices generated 
by a normal KEOF run using all data prior to that point in time, equivalent to commenc- 
ing the filter operation well before the beginning of the cycle. Within each cycle is a ref- 

Error in Filter Estimate (Test Series Minus Reference Series) 

Upperboundon . 

E w 
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Lower bound on 

Figure lb 

Filter plcks up full state and marlance matrices 
(which contain all prior information) 
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erence time point corresponding to the simulated filtering epoch. Each drta type is 
available within a cycle for a specified length of time known as the window for that data 
type. For example, in the 30 day cycles that follow, the reference epoch Is at day 20 in 
the cycle, TEMPO VLBI data are available in a window extending from the beginning of 
the cycle to three days before the reference time (Le., day 17 of the cycle), and AAM 5- 
day forecast data fill a window from day 0 to day 24 (Le., the AAM data mailable at the 
filtering epoch on day 20 are the processed AAM zero-hour data up to day 19 and the 5- 
day AAM forecasts up to day 24). 

A key indicator of filtering accuracy is the RMS error at each day in the cycle, 
obtained by summing over all the cycles. Thus the RMS m r  is 

Type Parameters Frequency b Name 

TEMPO C VLBI UT0 / var.-1at.d twice / week 
IRIS multibaseline VLBI PM, UT1 once / 5 days 
IRIS intensive VLBI UT1 daily 
U. Texas, CSR SLR PM once / 3 days 
NMC 0-hour AAM AAMAnalysis daily 
NMC 5-day AAMF AAM Forecast daily 

where i is the day number of the cycle (i = 1, ..., N) for cycles of N days, j is the cycle 
number (j = 1, ..., M) with the test series consisting of M cycles, and Ej,i is the difference 
between the simulated operational (test) filter value and the reference filter value on day i 
of cycle j .  These RMS errors will be illustrated in the following sections. Statistics are 
also available for the mean m r ,  mean absolute error, standard deviation abou: the mean, 
etc., but these other statistical quantities all yield results consistent with those shown by 
the RMS error. 

Typical Rapid 
Delay Turnaround 

3 days 1 day 
14 days , 10 days 
10 days ' 7 days 
5 days 3 days 
1 day lday 
1 day lday 

The Operational Data 
A variety of data sets are used in operational KEOF processing. These data are sum- 

marized in Table 1. There are four sets of geodetic data, three obtained with very-long- 
baseline interferometry (VLBI) and one with satellite laser ranging (SLIP). The TEMPO 

Table 1. Operational data sets employed a 
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VLBI data are the most timely, with data turnaround times of one to three days. SLR 
data, from the Center for Space Research (CSR), U. Texas at Austin, are also processed 
fairly rapidly-within three to five days. Note that only polar motion (PM) data from SLR 
are used, since the UT1 values from SLR are sometimes corrupted by long-period nodal 
errors [IERS, 19891. VLBI measurements from the National Geodetic Survey provide the 
bulk of the geodetic data through the IRIS multiple-baseline (UT1 and PM) and IRIS 
intensive (UT1 only) programs. These are the most precise and accurate data, but they 
take the longest to process-sometimes two weeks or more. Recently, U.S. Naval 
Observatory NAVNET VLBI data have also been used operationally. These data have 
characteristics very similar to those of the IRIS multibaseline data. 

Two.AAM data sets are used operationally: zero-hour forecasts (also known as anal- 
ysis values) and five-day forecasts. These data are obtained from the NMC daily, with 
one-to-two day turnaround. For historical continuity, a specific AAM quantity provided 
by the NMC, derived from atmospheric wind variations up to a level of 100 mbar in the 
atmosphere, is currently being used. This does not yield quite as accurate a picture of 
true atmospheric angular momentum variations as it would if the stratosphere and atmo- 
spheric pressure variations were also considered, but these quantities have only become 
available fiom the NMC datively recently (see below). 

The first issue we address is how beneficial AAM and AAM forecast data are in pre- 
dicting UT1. Three prediction time series were genemted in which (1) only geodetic data 
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Fig. 2 Errors in the UT1 filter estimate for a one-year period. Three data series am shown. . 
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were used to predict UT1, (2) AAM analysis data were used along with the geodetic data 
to predict UT1, and (3) both AAM analysis and 5day forecast data were ssxl to augnena 
the geodetic data. Approximately 3 years of data were used, sufficiemt to form 45 
consecutive cycles each with a length of 30 days. Each series was diffexnced with E 

reference “true” UT1 series created by filtering and smoothing only the geodetic data 
shown in Table 1 in a non-real-time mode. Figure 2 shows a one-year section of the four- 
year time series. Note that the UT1 errors are highly time variable, and that no one series 
always possesses the smallest errors. However, it seems clear that geodetic data by them- 
selves generally yield larger errors than the series incorporating atmospheric data. 

These trends are quantified in Figure 3, which shows the RMS prediction error for 
these three time series. The geodetic-data-only series errors begin to grow well before d1 
the geodetic data are exhausted, diverging from the geodetic-plus-AAM CULIWCS five or 
more days before the epoch when the filter is run. By the filtering epoch, the geodetic- 
plus-AAM series exhibits errors about 0.4 ms smaller than those of the geodetic-data- 
only series. The effect of including AAM forecast data is much less pranoumed, and 
only becomes significant a few days after the filtering epoch. 

Figure 4 illustrates the ability to predict LOD for the same three data sets. Here, the 
differences between the various curves are even more pronounced, and the behavior of 
the curves reveals more about the processes that influence the filtering. F Q ~  example, 
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errors in all the curves begin to grow as the high-precision IRIS multibaseline data drop 
out of the picture (day 6 in cycle). After the daily IRIS intensive data drop out (day 10 in 
cycle), the effect of daily AAM data can be seen. The geodetic-data-only curve grows to 
a level governed by the ability of TEMPO data to monitor LOD. After the TEMPO data 
end (day 17 in cycle), the LOD errors continue to grow at a rate consistent with the ran- 
dom-walk model for LOD behavior. The curves incorporating AAM data show much 
smaller errors due to the constraints provided by daily AAM. As the geodetic-plus-AAM 
analysis data curve loses its data (at day 19 in cycle), its errors begin to grow in parallel 
with the geodetic-data-only error cuxve. In this case, including AAM forecast data signif- 
icantly helps LOD prediction from the filtering epoch onwards. 

The effect of neglecting various geodetic data types has also been studied and is illus- 
trated in Figure 5. The most influential data types for UT1 prediction in our operational 
mode are the TEMPO VLBI data and the IRIS intensive data. In Fig. 5, these data sets 
have respectively been deleted (but all AAM data have been retained). Clearly, TEMPO 
data are important for estimating UT1 errors after the IRIS data become unavailable, 
whereas the IRIS intensive data are most critical for constraining the e m  of the higher- 
precision UT1 estimates generated when all data types are available. This plot illustrates 
well the need for a rapid-turnaround TEMPO-like technique in real-time UT1 estimation. 

The significance of turnaround time in processing the data is illustrated further in 
Figure 6. In Table 1, the shortest turnaround times that are sometimes achieved are listed 
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next to the typical turnaround times for each series. The predicted UTI errors achieved 
with these rapid-turnaround geodetic data are shown side-by-side with the emrs resulting 
from typical data turnaround times in Fig. 6, both with and without AAM and AAM fore- 
cast data. Rapid geodetic data turnaround makes a substantial difference in UT1 predic- 
tion accuracy: in the absence of AAM data, the improvement is more than 0.3 ms from 
about day 17 onwards. With AAM analysis and forecast data, timely geodetic data again 
improve the UT1 estimates, but the level of improvement is a smaller 0.2 ms. 
Furthermore, from about day 19, the estimates with standard turnaround and AAM are 
superior to those with rapid turnaround but no AAM. Hence, the urgency of the need for 
the most timely geodetic data is somewhat alleviated by the use of AAM data. 

One caveat should be mentioned regarding the multiple case-study tool and the inter- 
pretation of Figs. 3 to 6. The case-study tool assumes fixed epochs when running the fil- 
ter to generate operational UT1 predictions, regardless of the data actually available at 
that epoch. In reality, the operator may choose to run KEOF only when a new TEMPO 
measurement has just become available. Thus, in our series of case studies, the last avail- 
able TEMPO point usually lies between days 13 and 17 of the cycle, whereas in true filter 
operation, a TEMPO point usually lies in day 16 or 17 of the cycle. This may partially 
explain the apparent superiority of the AAM-but-no-TEMPO curve (Fig. 5 )  over the 
TEMPO-but-no-AAM curve of Fig. 3 around the filtering epoch (day 283. Note that the 
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rapid-turnaround TEMPO-but-no-AAM curve (Fig. 6) in fact does better near day 20 than 
the AAM-but-no-TEMPO curve. 

AAh4 quantities are evaluated every 12 or 'U hours, depending on the service, hence 
they provide valuable information concerning the high-frequency component of Earth 
rotation. This is especially important dter the daily IRIS intensive data are no longer 
available. These daily AAM measurements are a useful complement to the TEMPO 
geodetic data, which are available every three or four days. Furthermore, the TEMPO 
data do not directly reveal UT1, rather, they monitor UT0 and variation of latitude; hence 
they need to be combined with other information within the filter to yield UTI. For all 
these reasons, utilizing AAM data significantly improves estimates of UT1 both prior to 
and following the prediction epoch, even when TEMPO data with their rapid turnaround 
times are available. 

Intercomparing AAM Data Sets 
As discussed above, the AAM data sets currently in operational use are those pro- 

duced by the NMC. They are zemhour and five-day AAM forecast series that have been 
released daily for over five years. Since October 1989, the NMC hasbeen releasing in 
real time AAM data sets that are more complete with regard to atmospheric components 
that affect AAM. In addition, other meteorological centers around the globe produce 
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routine estimates of AAM quantities. We have studied how these other AAM data sets 
affect the prediction of UTI, and have compared them to the series now in use. 

These AAM data sets are summarized in Table 2. The NMC produces forecasts from 
0 out to 10 days, while the United Kingdom Meteorological Office (UKMO) produces 
daily forecasts from 0 out to 6 days. The European Centre for Medium-Range Weather 
Forecasting (ECMWF) produces forecasts at 0,3,5, and 10 days. In the results shown 
below, only the 0-hour and 5-day forecasts, common to all three centers, are compared. 
The NMC and UKMO data are currently available in real time, with plans for the 
ECMWF data soon to be available also. Although they are not, or have not for very long, 
been available in real time, both the UKMO and the ECMWF data have, for a number of 
years, been provided on a quarterly basis; it is these longer time spans of data that are 
used in this study. All three centers generate estimates of AAM based on the zonally 
averaged zonal winds up to the tops of their model atmospheres (with these model tops 
varying as shown in Table 2). They also compute the effect on AAM of pressure varia- 
tions in the atmosphere. In addition, the NMC computes the effect of presswe variations 
modified by the inverted barometer approximation [e.g., Munk and Macdoruzld, 19601, 
wherein the ocean is assumed to respond as a fluid to atmospheric pressure variations, 
resulting in no net pressure variation or torque on the ocean floor. 

The NMC data set in operational use is the AAM term computed from atmospheric 
winds up to the 100 mbar level of the atmosphere. This quantity ignores winds in the 
stratosphere, know to play a significant role in the angular momentum budget of the 
Earth [Rosen and Salstein, 19851, and also ignores the effects of pressure variations. As a 
rule, however, pressure variations tend to produce smaU changes in AAM, hence they 
have a relatively minor effect on short-term AAM variability [Barnes et al., 1983; Rosen 
et al., 19901. Ignoring the stratosphere has the effect of reducing the amplitude of varia- 
tions in AAM, hence underestimating the variability of LOD somewhat. 

An important fact to keep in mind when interpreting the results shown below cornpar- 

Table 2. AAM data sets under study 

Name 

NMC 

UKMO 

ECMWF 

Forecasts 
used 

0-hour 
S-day 
0-hour 
5day 
0-hour 
S-daY 

Real-time? Meteorological 
Quantities ab 

WlOO, WT(50), 
P, IBP 
W T W ,  p 

Time Span 

WlOO -4years 
wT,P,IlBP -1 yrc 
- 4 Y m  

-4 yem 

a Meteorological quantities are: winds 0, pressure (P), and pressure assuming the i c v d  barometer 
approximation to be valid (IBP). 

Winds can be integrated through the top of the model (WT(I0.25, or 50 mbar), d e p h g  on center), ot 
cut off at 100 mbar as the NMC does (W100). Height in the atmosphere is denoted by pressure level, 
where the surface is at -lo00 mbar and 100 mbar corresponds to the bottom of the suatosphere. 

Prior to late 1989, NMC only reteased forecasts of AAM based on winds to 100 mbar. 
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ing the presently used AAM time series with other AAM series, is that the analysis and 
modeling used to incorporate AAM into the Kalman filter was performed with the opera- 
tional AAM data set. Since the filter model is optimized for this quantity, any other 
AAM quantity; whether including more of the stratosphere or the pressure term, or from 
another center, may not be utilized by the filter in an optimal fashion. 

In Figure 7, we compare UT1 predictions incorporating the AAM series from the two 
other meteorological centers to predictions made using the current operational AAM 
series. Both the UKMO and the ECMWF data appear to do a somewhat better job than 
the current NMC AAM, with the ECMWF time series showing the best performance. 
This result, is consistent with those from a number of other studies intercomparing the 
various AAM data sets [Gross et al., 1991; Bell et al., 1990; Rosen et al., 19911, and may 
be attributable to the ECMWF's integration of the atmosphere up to the highest level of 
the services considered (see Table 2), thus including a considerable portion of the strato- 
sphere in estimates of AAM. The performance of the UKMO data is intermediate 
between that of the other two seMces between day 15 and day 25 of the cycle, which is 
consistent with the fact that the UKMO integrates the atmosphere to an intermediate 
value of 25 mbar. The increase in error after day 25 may be a nsult of larger errors in the 
UKMO forecast data set prior to 1988 which Rosen et al. [ 19911 have noted. 

Incorporating the pressure terms improves the performance of the AAM Erom about 
day 13 of the cycle to about day 23, after which point the pressure terms appear to have a 

-r-  ~ t -  
- NMC 100 mb winds 1.81 

- - - UKMO winds only - - UKMO winds + pressure 
.-...-. ECMWFwindsonly' 

-11-111 ECMWF winds + pressure 
44 Of 30 days 

ECMWF data not available operationally 

i! 1.2 
c .- 
s a  

b 
5 0.8- 

0.6- 

r 
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0 5 10 15 20 .25 30 
Day in Cycle . 

Fig. 7 RMS of filtered UT1 e m ,  comparing the AJW data provided by different centers. 
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detrimental effect on the UT1 predictions. Preliminary research, however, indicates that 
this behavioi is time dependent, and that the pressure term has a uniformly beneficial 
effect on UT1 estimates and forecasts during the last year of the data time span, Le., from 
the end of 1989 onwards. 

The NMC now generates AAM forecast series based on winds up to 50 mbar, to- 
gether with the pressure tem with and without the inverted barometer approximation. 
Unfortunately, these have only been available since the end of 1989, so the long time 
series of predictions essential for an accurate statistical evaluation of these series' effec- 
tiveness do not exist. We have, however, taken a shorter time span of data, consisting of 
11 cycles, to examine. Although these results are not as reliable as those obtained with a 
much longer time series, nevertheless they are valid over the time span considered and 
serve to illuminate the relative merits and disadvantages of the respective time series. 

The UT1 predictions stemming from these AAM time series are shown in Figure 8. 
As expected, the inclusion of the atmosphere up to the 50 mbar level does improve pre- 
dictions. In addition, incorporating the pressure term without the inverted barometer 
approximation shows a dramatically beneficial effect. Work is ongoing to ascertain 
whether this large improvement due to the pressure term is truly as robust as it appears. 
The substantial difference in the effect of adding the pressure term seen in Figs. 7 and 8 
appears to be a result of the epoch under study, rather than a function of the meteorologi- 
cal center producing the pressure estimate. (Recall that Fig. 7 addresses the period from 
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1987 through 1990, while Fig. 8 includes data only since the end of 1989). 

Conclusions 
For purposes of near-real-time estimation and short-term prediction of UT1 varia- 

tions, meteorological1 y-determined atmospheric angular momentum information is an 
important adjunct to geodetic measurements of Earth orientation. Both zero-hour and 
five-day AAM forecasts have a significant impact on predicting UT1, with the zero-hour 
data showing great benefit after daily geodetic UT1 estimates become unavailable, and 
the five-day forecast data improving the prediction of UT1 beyond a few days in the 
future. 

It is clear that TEMPO data are! a critical geodetic data set for real-time knowledge of 
UT1 due to their rapid turnaround time. Also evident is the need to expedite the data 
processing of dl techniques to achieve the shortest turnaround times possible. Even with 
rapid-turnaround geodetic data, however, AAM data are still of great benefit. 

Our studies indicate that improvements can be made to the current operational KEOF 
procedures. Intercomparisons between the data from various centers indicate that the 
ECMWF data are the best to use as a proxy LOD data type. This is due, at least in part, 
to its integration of the atmosphere to the highest level (10 mbar) of any of the considered 
series. However, these data are not yet available in a rapid-turnaround mode. It is also 
not yet clear whether incorporating the AAM pressure term is the best procedure, but 
research is ongoing to clarify this issue. At least until the ECMWF data become avail- 
able rapidly, the best data to use appear to be those from the NMC incorporating as much 
of the stratosphere as possible together with the AAM pressure term. 
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Atmospheric Excitation of the Earth's Annual Wobble: 1980- 1988 
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Global meteorological analyses from the European Centre for Medium Range 
Weather Forecasts (ECMWF) are employed to compute the atmospheric excitation 
x of the polar motion for the nine year period of 1980-1988. Both the matter- 
component X(matter) and the motion-component %(motion) are computed; the 
former with and without the oceanic inverted barometer (IB) effect. It is found that 
X(motion) contributes significantly to the total excitation x overall and non- 
negligibly to the annual signal in x, or the annual wobble excitation, in particular. 
Our results for the annual wobble excitation, in terms of the prograde component 
x+ and the retrograde component x- for January 1, are x+ = (16.8 mas, -93") 
and x -  = (15.6 mas, -98") with IB, and x+ = (17.3 mas, -101") and x -  = (28.1 
mas, -112") without IB. These results are within the rather large) range of 

1- is considerable. The (better determined) prograde components x +  are then 
compared with the Kalman-filter combined solution from space geodetic 
observations: (17.3 mas, -61"). Although the amplitudes are nearly equal, large 
phase discrepancies exist between the. atmospheric and the observed value. The 
resolution of this discrepancy awaits a better knowledge of the seasonal angular- 
momentum budget of the Earth's surface fluid elements. 

previous estimates. The IB effect has a small impact on !i whereas its impact on 

. 

1. Introduction 

The rotation of the Earth varies with time. Its equatorial component in a geographic reference 
frame is known as the polar motion. Apart from a slow drift, the polar motion is observed to consist 
mainly of the Chandler wobble and an annual wobble. The Chandler wobble is a 14-month free 
oscillation of the Earth, continually excited by geophysical source(s) yet to be identified. The annual 
wobble, on the other hand, is a forced oscillation with a period of 12 months. It has long been 
recognized that changes in the atmospheric angular momentum (AAM), with power concentrated 
at seasonal periods, are a primary cause for the annual wobble [e.g., Mink and MacDonald, 19601. 
Under the conservation of angular momentum, any AAM change is reflected in the (solid) Earth's 
rotation. Several authors in the past have calculated AAM time series, expressed in terms of the 
polar-motion excitation function x, using meteorological data available at the time [Mink and 
Hassan, 1961; Sidorenkov, 1973; Wilson and Haubrich, 1976; Daillet, 1981; Menium, 1982; Wahr, 
19831. The present paper is a revisit of the subject using modern meteorological data; the bulk of 
the results has been published in Chao and Au [1991a]. 

The main motivation is the following. Many of the previous estimates mentioned above for the 
atmospheric excitation of the annual wobble, when combined with Van Hylckama's [1970] estimate 
of the contribution from the continental surface-water storage to x, were found to account roughly 
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for the observed x within (rather large) data uncertainties. This has led to the suggestion that the 
annual-wobble forcing mechanisms have been identified [e.g., Wilson and Haubrich, 297% Vondrdk 
and Pejovid, 19881. 

However, two problems ought to be recognized: 
(a) As summarized in Table 1 (symbols will be explained in Section 2), the previous estimates 

are in considerable discord. This is generally attributed to the large differences in the data sets that 
were analyzed. No post-1973 data have been used in these studies, and most of them relied heavily 
on data gathered during the first half of the century in the form of monthly means or seasonal 
differences. The inadequacy of these data has been repeatedly pointed out [Wilson and Haubrich, 
1976; Daillet, 1981; Meniam, 1982; Wahr, 1983; Gao and Sun, 19871, and all authors agree in saying 
that more comprehensive data are necessary. In particular, lacking pertinent wind data at the time, 
most previous studies of the atmospheric excitation of the annual wobble only computed the 
"matter" term, %(matter), while neglecting the "motion" term, %(motion) (see below). Studies that 
did include %(motion) did so by estimating an equivalent torque [e.g., W&on and Haubrich, 1976; 
Wuhr, 19821 and declared it to be small. 

(b) In an analysis combining snow accumulation data from satellite remote sensing techniques 
and conventional data for rainfall, Chao and O'Connor [1988] have recently argued that Van 
HyZchma's [ 19701 estimate is grossly inaccurate. The key consideration is the double-cancellation 
effect that is inherent in the continental surface-water excitation of the Earth's polar motion (a 
surface harmonic function of degree 2 and order 1) - namely, that between the Eastern- and 
Western-hemispheric components and that between the snow and rain compancnts. As a result, a 
seemingly benign error in the hydrological data can be greatly magnified in x. The fact that a data 
set appears reasonable in its seasonal and latitudinal dependence by no means guarantees a realistic 
x estimate. Chao a d  O'Connor [1988] concluded from their computation that the continental 
surface-water storage plays only a rather minor role in the annual-wobble excita",on. Recently, 
Kuehne and Wilson [1991] reached the same conclusion by way of a different aparoach and an 
independent hydrological data set. 
This paper will use the meteorological data analyzed by the European Centre for Medium-Range 

Weather Forecasts (ECMWF) for the period of 1980-1988. The ECMWF and similar data sets 
have quickly found wide usage in geodynamics studies. For example, they have been used to link 
AAM fluctuations unequivocally with length-ofday variations on a wide range of time scales [e.g., 
Rosen and Safstein, 1983; Eubankr et at!, 1985; and many others]. They have explained some of the 
"rapid" polar motion [Barnes et aL, 1983; Eubankr et aL, 19881, which contributes to the excitation 
of the Chandler wobble. Cho andAu [1991b] have also used them to study variations in the Earth's 
gravitational field caused by the atmospheric mass redistribution. 

2. Theory 

The modern theory of polar motion excitation was developed by Munk and MacDonald [1960]. 
Subsequently, Wahr [1982] and Barnes et at! [1983] have given complete formulas for the excitation 
due to AAM. A review was given in C h o  and Au [1991a]. 

The polar motion excitation is given in terms of the complex-valued, dimexionless excitation 
function x E Xx + i x ,  in the geographical coordinates measured in radians, where the x, y, and z 
axes point to the Greenwich Meridian, WOE Longitude, and the North Pole, respectively. The 
observed polar motion m is governed by: 

rh = i 0 (m - 2 )  (1) 

where o is the free Chandler frequency 2rc1435 day-'. For convenience and to conform to geodetic 
convention, we will convert x into milliarcseconds (mas): 1 mas = 4.847 x lo-' radian, 
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corresponding to a distance of -3 cm on the Earth's surface. Our analysis will consist of the 
following. We will solve for the "observed" x from the observed rn based on equation (1). This is 
a procedure of numerical deconvolution. The observed x will next be compared with the 
atmospheric x computed from global meteorological data. The importance of the AAM in the polar 
motion excitation can then be determined quantitatively, and the discrepancy can be assessed in 
terms of other possible geophysical causes. 

For the atmospheric variations, x consists of two physical terms: a "matter" term arising from 
thexz and yt products of inertia of the atmosphere, and a "motion1' term from the relative angular 
momentum of the atmosphere [Barns et aL, 19831. Explicitly, in spherical coordinates, 

x = %(matter) +X(motion) 

where l?, g, and Q are respectively the Earth's mean radius, mean surface gravity, and mean angular 
spin rate; C and A are the Earth's polar and equatorial moments of inertia; P is the surface air 
pressure; u and v are the eastward and northward components of the wind velocity. The integration 
for X(matter) is over the unit sphere with surface element do = sine de d1 (e and 1 being the co- 
latitude and east longitude), while that for %(motion) also includes the integration over vertical 
height in terms of the air pressure p. A hydrostatic profile for p has been assumed, and vertical 
motions are ignored. The factor 1.43 accounts for the Earth's rotational deformation, whereas the 
factor 1.00 allows additionally for the Earth's elastic yielding under surface loading [Munk and 
MacDonald, 19601. 

function [Munk and 
MucDonuld, 19601. 'P differs from the x function by terms involving the time derivatives of 
X(matter) and X(motion). Gross [1991] has shown that while 'P is indeed with respect to the 
geographical reference frame, geodetic measurement of polar motion refers to x. In other words, 
it is x that is exciting the observed polar motion as expressed in equation (1). In the case of the 
atmosphere, the difference between 'P and x is rather small numerically, and its evaluation is 
susceptible to data noise. In fact, Chao and Au [lWla] neglected this. difference, so that their I 
function became identical to the x function. 

The response of the fluid ocean to the overlying atmospheric loading/unloading should be 
properly treated in evaluating (2). The measured P over the ocealis applies directly only if the 
oceans'were rigid. Otherwise it needs to be modified. In the extreme case where the ocean can react 
completely isostatically as an inverted barometer (IB), the effective P will be uniform over the 
ocean, varying only with time in accordance with the total mass change over the ocean. The 
implications of the IB hypothesis have been discussed at length by, e.g., Merriarn [1982] and Wahr 
[1982]. Here, without sufficient knowledge about the behavior of the real oceans on the time scale 
of interest, we will do the computation both ways: with and without the IB effect. 

Note that traditionally the polar motion excitation is given in term of the 

3. Data and Computation 

The ECMWF database that we use spans 9 years: 1980-1988. It consists of the geopotential 
height and wind velocity at seven sampling altitudes corresponding to pressure levels of 1O00,850, 
700,500,300, 200, and 100 mb. The data are given twice daily at 00UT (Greenwich midnight) and 
12UT (Greenwich noon) on a global grid of 2.5" latitude by 2.5" longitude. They have been p r e  
processed and interpolated onto a 2" latitude by 2.5" longitude grid [Schubert et al., 19901. Surface 
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pressure values have been derived at the mean elevation (0 m at the sea level) for each grid point, 
and the nominal wind velocity at altitudes lower than the mean elevation is set to zero. 

The computation of X(matter) only requires surface pressure data. That of X(motion) involves 
an integration in altitude (see equation 2). The discretization of the altitude levels entails some 
numerical interpolation scheme, €or which we simply choose a linear one (ie., a trapezoidal 
integration). The integration is cut off at the altitude level of 100 mb as givea, leaving out the 
stratospheric contribution (this will be discussed later). The horizontal integration over the 
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Fig. 1. (a) T h e x  components of the atmospheric excitation of the polar motion for 1980-1988: 
X(matter) (without and with the inverted barometer (IB) effect), X(motion), and their sum x 
(without and with IB effect). (b) Same as (a) but for they components. 
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Figure 2. (a) Daily x and y values of the polar motion rn (in arcsands) obtained from a Kalman- 
filter combination of space geodetic obsetvations, for the period of 1976/6/21.0 to 1991/1/18.0. (b) 
The kcitation function x obtained from (a) through numerical deconvolution. 

geographical grid is also done with the trapezoidal rule. 
Our results will be those computed for "mean daily" values obtained simply by averaging the 

OOUT and 12UT values. For %(matter), the OOUT series and the 12UT series differ only slightly. 
There are, however, notable differences between the OOUT and the 12UT series for X(motion): not 
only do the high-frequency fluctuations appear uncorrelated [as previously pointed out by, e.g., 
Eubanh et af., 19881, the annual phases are found to be almost opposite in sign with the annual 
amplitude for OOUT larger than that for 12UT by only about 30 per cent. This leads to a much 
reduced meandaily %(motion) contribution to the annual-wobble excitation than either series 
individually. Bell et al. [1991] has given a lengthy discussion of this phenomenon and its probable 
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cause. How realistic our mean-daily series is with respect to the annual-wobble excitation depends 
on the amount of aliasing error in the twicedaily sampling. If the actual fluctuation is primarily 
diurnal, as appears to be the case [BeZZ et aL, 1991; see also Vondrdk and Pejovic, 19881, then the 
error should not be serious. Given the present data, this is the best one can hoFe to achieve [see 
also Bnezihki, 19871. 

Figure 1 shows our computed atmospheric excitation series for 1980-1988. The mean values have 
been removed. Several sets are shown in both x- and y-components: %(matter) -non-IB (without 
the IB effect) and X(matter) -IB (with the IB effect), %(motion), and their suns x -non-IB and 
x-IB. Notice the significant contribution of X(motion) to the total excitation x overall (but subject 
to the above caveat in high-frequency X(motion) estimate). 

' We have also computed the series for the individual Northern and Southern hemispheres (results 
not shown). In general the seasonal phases of the hemispheric components are rather different. The 
most notable hemispheric difference is in x (matter): unlike the Northern Hemisphere, the South- 
e m  Hemisphere shows little seasonality and a much smaller amplitude (especially in the IB case), 
evidently because of the large area of the southern oceans. 

The above computed x series will be compared with those derived from observed polar motion. 
The polar motion has been observed by a variety of space geodetic techniques. Here we choose 
those obtained by lunar laser ranging, satellite laser ranging to Lageos, and Very-long-baseline 
interferometry (including IRIS, NAVNET and DSN). The measurements are combined by means 
of a Kalman filter into daily (averaged or interpolated) pole positions [courtesy of R. S. Gross]. The 
complete data set is displayed in Figures 2(a) and 3. The excitation series x were obtained through 
a deconvolution of the polar motion data with a free (prograde) Chandler wobble having a natural 
period of 435 days and a Q value'of 100. They are displayed in Figures 2(b) and 3. Note that the 
observations prior to about 1980 are much noisier and less dense. Figure 4 shows the power spectra, 
where the positive frequency gives the prograde component and the negative frequency gives the 
retrograde component. 
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Figure 3. The solid curve shows polar motion rn in units of arcsecond (same as Figure 2a but 
plotted as a 2-dimensional path). The cluster of points correspond to the excitation function x given 
in Figure 2(b). N indicates the nominal North Pole, and x and y give the coordinate axes. 
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Figure 4. (a) Power spectrum of the atmospheric excitation of the polar motion, 1980-1988: without 
and with the inverted barometer (IB) effect (Figure 1). (b) Same as (a) but for the observed 
excitation function x (Figure 2b). 
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4. Results and Discussion 

This section concentrates on the strong seasonal signals, which are especially prominent in the 
y-components. Interannual variations are also evident, and a study of them with respect to El Niio 
episodes and the Chandler wobble excitation will be reported elsewhere. 

Our task now is to extract the annual signals from the excitation series. Thus, for a given series, 
a composite "mean year'' is first generated by a straight averaging of the nine years. Then a linear 
combination of an annual and a semi-annual sinusoid is fitted to the mean year series in a least- 
squares sense. The annual signals thus obtained are our results for the atmospheric excitation of 
the annual wobble. As is customary, they are converted from their x- and y-components into 
prograde and retrograde components, expressed in terms of their respective values x+ and x -  for 
January 1 [Mmk and MacDonald, 19601. We do this for %(matter) and %(motion) individually as 
well. 

Table 1 summarizes previous as well as our present estimates for the atmos3heric x+ and x- .  
(Note that WaWs [1983] values have been reduced by a factor of 1.12 in order tc be consistent with 
the others and so facilitate comparison. The factor 1.12 in Wuhr was meant to account for the non- 
participation of the fluid core in the polar motion excitation). The estimates are given in the polar 
form: (Amplitude, Phase), where Amplitude is in units of milliarcseconds and Phase in degrees of 
east longitude for January 1. 

Corresponding x+  and x -  values from space geodetic observations (Figures 3 and 4) for the 
same period (1980-1988) are obtained following an identical procedure as above. "he results are 
given at the bottom of Table 1 for comparison. For completeness, we also present our 
corresponding estimates with respect to the semi-annual terms in Table 2. However, it should be 
noted that only the prograde annual component, being close in frequency to the Chandler 
resonance, is well determined in the observations owing to its relatively high signal-to-noise ratio 
[Wilson and Haubrich, 19761. The observed values for the retrograde annual term and the semi- 
annual terms may not be sufficiently accurate. Hence we shall focus here on %+ for comparisons. 

The following facts from Table 1 are noted: 
(a) Our present %(matter) estimates, presumably the most reliable to date, fall within the (rather 

large) range of previous values despite large differences in the meteorological data sets that have 
been employed. 

(b) Although smaller than %(matter), the contribution of %(motion) is not insignificant, 
particularly in x+. This provides the first quantitative qualification of the previous belief that 
%(motion) only plays a minor role in the annual-wobble excitation. 

(c) While its impact on the retrograde and the semi-annual components [fcr %(matter)] is large, 
the IB effect has little impact on the prograde component x+. This fortuitous fact, presumably 
owing to the Earth's particular continent-ocean geography, makes comparisons of x+ practically 
free from our lack of knowledge about the true behavior of the oceans with respect to the IB 
response. 

(d) Rather large discrepancies exist between the computed excitations and those observed. The 
discrepancy for x+, call it AX+, can be seen from Figure 5: it is somewhat larger than 10 mas with 
a phase an le (for January 1) of about 10". Since the computed and observed amplitudes are nearly 

to about 40 days in the annual cycle). Little of the latter can be attributed to uncertainties in the 
atmospheric phase estimates judging from the robustness (within a few degrees) evident in Table 
1. Rather, it indicates the presence of other important, seasonal excitation sources at work. 

the polar motion: it gives rise. to an excitation of no more than a fraction of 'i mas [e.g., Lambeck, 
19881. It does so through the oceanic tidal response; the solid Earth's response s t q s  zonal and is 
orthogonal to, and hence has no effect on, the polar motion. 

equal, Ax 0 arises solely from the large phase lead of the observed x+  of about 40" (corresponding 

The solar annual Sa tide, being zonal in its potential, does not have any appreciable impact on , 
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Table 1. A survey of previous along with our present estimates of the atmospheric excitation of the 
annual wobble, compared with those observed. Quantities are given in polar form: (Amplitude, 
Phase), where Amplitude refers to I x+  I (for the prograde component) or I x -  I (for the retrograde 
component) in units of milliarcseconds, and Phase is in degrees of east longitude for January 1. 

Author Type X +  X -  

x(matter) only 
Munk & Hassan [1%1] IB (13.8, -102") (13.1, -94") 
S i d o ~ h v  [1973] IB (19.2, -102") (19.2, -102") 
Wilson h a u b r i c h  [1976] IB (11.4, -108") (11.2, -105") 

DadZef [1981] 

Meniam [1982] 
Wuhr [1983] 
This study [1991] 

This study 

This study 

This study 

non-IB (17.3, -103") 
IB (14.1, -104") 
non-U3 (18.4, -109") 
IB (11.5, -98") 
IB (19.9, -103") 
IB (13.3, -10") 
non-IB (14.0, -110") 

%(motion) only 
- ( 4.0, -70") 

%(matter) + x(motion) 
IB (16.8, -93") 
non-IB (17.3, -101") 

Observed (17.3, -61") 

(27.4, - 120") 
(15.5, - 107") 
(23.9, -118") 
(11.5, -111") 
(18.6, -93") 
(14.4, -104") 
(27.2, - 116") 

( 2.0, -51") 

(15.6, -98") 
(28.1, -112") 

( 7.1, -103") 

Table 2. Same as Table 1, but for our results with respect to the semi-annual components. 

Type X +  x -  

%(matter) only 
IB (2.1, 54") ( 4.4, 96") 
non-IB ( 7.7, 143") (5.1 135") 

x(motion) only 
( 1.8, 104") ( 2.2, 166") - 

x(matter) + x(m0tion) 
IB ( 3.6, 77") ( 5.6, 118") 
non-IB ( 9.2, 136") ( 7.1, 144") 

Observed ( 7.3, 93") ( 5.9, 123") 
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Fig. 5. The prograde component %+ of the atmospheric excitation of the annual wobble, 1980-1988, 
with and without the inverted barometer (IB) effect, compared with the observed. The vector 
pointing is for January 1 and the unit is milliarcsecond. 

Among sources of meteorological origin that have been examined in the past, continental 
surface-water storage has been demonstrated to be insignificant (cf. Section L): both Chao and 
OConnor [1988] and Kirehne and Whon [1991] obtained a x+ of less than 2 mas. The wind stressed 
sea-level excitation is on the same order of magnitude [O'Connor, 19801, whe:eas major lakes 
contribute even less [Chuo, 19881. These, by themselves, are all too small to account for AX'. 

The result of Chao and O%onnor [1988] excluded Greenland and Antarctica, simply because 
their water balances are virtually unknown on either seasonal or secular time scales [cf. Douglas et 
al., 19901. Their contribution to the annual wobble, although potentially important as far as the total 

' continental surface-water excitation is concerned, is probably insignificant with respxt to Ax+ 
judging from the polar location of Antarctica and the relatively small area of Greenland. The conti- 
nental underground-water storage undoubtedly fluctuates seasonally but was also left out in the 
budget of the surface-water storage because of the lack of any global observations. This contribution, 
again, may not be significant for Ax+, being a subset of the surface-water budget subject to the 
same cancellation effects (cf. Section 1). 

As mentioned in Section 3, our result leaves out X(motion) due to the stratosphere. The 
stratospheric winds have been shown to contribute significantly to the seasonal as welU as 
interannual variations in LOD [Taylor et aL, 1985; Rosen and SaZsfein, 1985; Chao, 19891. Their 
contribution to the annual wobble excitation is potentially significant although unlikely to be any 
larger than its tropospheric counterpart and therefore unlikely to account for Ax+ in itself. This, 
however, remains to be determined [I. Naito, personal communication, 19901. Finally, possible 
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contributions from seasonal variations in the ocean circulation have not been considered. Such 
global data are unavailable at the present time. 

It may be that the combination of all the above can account for the observed AX+; but until 
future observations (on ground as well as from space) can provide the necessary data, the problem 
of the source of the annual-wobble excitation will remain only partially solved. 

Acknowledgments. We are grateful to ECMWF for providing the meteorological data, and R. S. 
Gross . .  for the polar motion data used in this analysis. 
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CURRENT AND FUTURE ACCURACY OF EARTH ROTATION 
MEASUREMENTS 

. Thomas A. Herring and Danan Dong 
Massachusetts Institute of Technology, Cambridge, Massachusetts, 021 39 

ABSTRACT 

The development of s & W  geodetic techniques (very-long-baseline inkrfemmetq (VLBI), 
satellite laser ranging (SLR) and the global positioning system (GPS)) has allowed the complete 
rotational motion of the Earth to be measured with unprecedeslted accuracy and time resolution. 
With VLBI the full complement of orientation'pmmeters of the Earth rotation i.e., the position 
of the rotation axis with respect to the crust in inertial space, and changes in the rate of 
rotation can be measured with sub-milliarcsecond precision and with one-day (and at times less 
than orie day) temporal resolutim. W e  discuss the current stamf-the-ait of these measurements 
and the likely improvements ova the next 3 to 5 years. We wil l  consider the effects of tidally- 
driven ocean currents on diurnal and semidiurnal Earth rotation changes; and the long-term 
definition and maintenance of a terreshial reference frame in the presence on non-secular motions 
of the sites used to realize the frame. We also examine results from the recent International 
Earth Rotation Service (IERS) Global Positioning System (GPS) experiment to evaluate the 
possibility that GPS can provide a complementary system capable of monitoring Earth rotation 
(specifically polar motion) with accuracy and rime resolution comparable to VLBI. 

1. INTRODUCTION 

During the last decade the introduction of space-based geodetic methods for the 
determination the rotation parameters of the Earth has lead to a dramatic 
improvement in both the accuracy and time resolution of these types of measurements 
over that offered by conventional astronomical measurements. Space geodetic 
methods are now sufficiently accurate that detailed geophysical studies can be carried 
with out these data (see, for review, Wahr [1988]). These data have been used to 
study the details of the angular momentum exchanges between the atmosphere and 
the solid Earth [Eubunks et al., 1988; Rosen et ul., 19901, and to provide estimates of 
such geophysical quantities as the flattening of the core-mantle boundary [Gwinn et 
al., 1986; Herring et al., 19861. Studies of the balance of angular momentum between 
the atmosphere and solid Earth have shown coherence between atmospheric angular, 
momentum (AAM) changes and Earth rotation changes for periods between two 
weeks and two years with no detectable lag (< 3 days) between the time series. In 
order to better understand the nature of the coupling between the solid-Earth and the 
atmosphere, much higher temporal resolution is needed to determine if a lag exists or 
if some thud component of the Earth system (such as the weans) play a significant 
role in the angular momentum balance. 

At the longer time scales appropriate for global change studies, stability of Earth 
rotation measurements becomes critical. For these studies, a well defined and stable 
coordinate system is needed for measuring the small signals expected to be generated 
by global warming, and measurable as changes in mean sea level and as crustal 
loading signals generated by water redistributions and changing ice-sheet loads. 
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Despite the current accuracy of Earth rotation measurements, there is a need for 
continued studies of alternative techniques for measuring Earth rotation and 
improvements to existing techniques. Some part of the loss of coherence between 
AAM and Earth rotation is due to the noise in the geudetic measurements. For long 
period studies, “noise” from local deformations of the sites in geodetic measurements 
will become the limiting error source. In the absence of detailed models for these local 
deformations, this latter class of problems can only be minimized by determining Earth 
rotations from a large number of stations distributed around the Earth. 

In this paper we address some aspects of the issues raised above. In section 2, high 
frequency Earth rotation variations are discussed, and we examine the effeazs of ocean 
tidal currents which introduce diumal and semidiurnal variations in the rotation of the 
Earth-a result predicted by Yoder [1981] and accurately computed for the M2 tide by 
Baader et d. [ 19831 and for the major diumal and semidiurnal tides by Broshe et d. 
[1989]. High frequency variations in UT1 (after correction for Ocean c m n t  effects) 
are also examined. In section 3, stability of Earth rotation measurements are 
examined firstly by considering the stability of radio telescopes themselves, and then 
by examining the stability of some specific baselines which have been measured 
numerous times over the last 10 years. In section 4, we consider new techniques for 
measurement Earth rotation by examining the data from the International Earth 
Rotation Service (IERS) intensive Global Positioning System (GPS) measurement 
program carried out in January and February, 1991 (GIG-91). We conclude by 
summarizing the current accuracy of Earth rotation measurements, and by speculating 
on future prospects for improvements. 

2. HIGH FREQUENCY EARTH RoTAnoN MEASUREMENTS 

Over recent years as studies of high frequency Earth rotation studies have been 
canied out it has become apparent that strong diurnal and semidiurnal signals exist in 
the sub-daily frequency range [Dong and Herring, 19901. Analysis of these changes 
also indicates that these signals should be expected from the angular momentum 
associated with tidally induced ocean cufients [Buuder et al., 19&3; Broshe et al., 
19891. The topics addressed here are discussed in more detail in Herring and Dong 
[1991], but we briefly outline the problem and show. some the results from these 
studies. 

In the presence of tidally driven variations, UTI can be written as 

n (1) 
+ (ut)i COS (ei-fi + (ui)i sin (Oj-fl 

id - 
where UTI is the slowlyvarying part of UT1 and the terns inside the summations 
are the semidiurnal and diurnal variations with ydenoting Greenwich Sidereal Time 
(CST) plus z (the z is added for consistency with Doodson’s tidal arguments), 8i is 
the slowly varying part of the tidal argument that depends on the lunar and solar orbits 
(here we choose to express 8i as functions of Brown’s fundamental arguments in the 
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same way as used for the nutation series), and the coefficients (g)i, and 
(u:)~ are the cosine and sine terms (subscripts) of the semidiurnal and diurnal 
(superscripts) contributions to UT1 from the ith term in the series. The summation 
extends of over terms in the periodic expansion of the Moon's and Sun's motions. In 
practice, it appears that only a small number of the terms are needed to account for all 
diurnal and semidiurnal variations with amplitudes greater than 1 ps. 

The arguments 8i are grouped such that for each 8i with a positive time derivative 
there is also an argument with the oppositely signed derivative (see, for example, 
Melchior [1978]). By denoting such pairs of arguments by 8j and 8-j, equation (1) 
can be manipulated to the form 

where the coefficients Z$, Q', e, and flare given by 

These are the quantities determined when the amplitudes of UT1 signals with periods 
of one and two cycles per sidereal day (cpsd) are estimated from single 24-hour VLBI 
observing sessions. Figure 1 shows the estimates of the semidiurnal cosine and sine 
coefficients (cand g,) from the analysis of 6 years of VLBI data. Initially it appears 
that these signals are purely noise; however, this impression is an artifact of the 
spacing of the VLBI observing sessions (approximately once every 5-days) and the 
dominant signal being associated with the M2 tide, which in this analysis scheme 
aliases to a period of 13.66 days. If instead of using 2 cpsd as the reference frequency 
for the estimating the quadrature components of the semidiurnal UT1 variations, we 

. choose a frequency closer to that of the M2 tide, the period of the alias signal will be 
increased. (If the M2 tidal frequency itself were used then the resultant coefficients 
would be constant. There would be still some time variation due to signals at n0n-M~ 
tidal frequencies.) The result of such a "re-mixing" of the results shown in Figure 1 
are shown in Figure 2. Now it is apparent that there is a strong signal present. (The 
remixing aliased 13.66 day period terms to approximately annual periods). 
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F i u n  1. Observed values of the cosine and sine amplitudes of s e m i d i d  UT1 variations discussed in 
the text. These &IS were obtained fnwn the analysis of 5 years of IRIS VLBI data. 

Alternative approaches to assessing the nature of the signals imbedded in the time 
domain results are the computation of the power spectral density function (PSD) or 
the estimation of the quadrature components of the signals at the aliased frequencies 
associated with the major tides. The advantage of the PSD approach is that the 
presence of other signals in the tidal bands can be determined. As examples, Figures 
3 and 4 show the PSDs of the semidiurnal and diurnal variations in UTI. Based on the 
99.5% confidence intervals for these results, there are no significana signals at non- 
tidal frequencies indicating that estimation of coefficients at the tidal frequencies is 
consistent with the observed values. In Table 1, the amplitudes of the UT1 variations 
at the major tidal frequencies are given. (These results arc based on the analysis of a 
larger data set than that used used to compute the PSDs in Figures 3 and 4, and 
therefore the uncertainty of these estimates is less than that implied by the PSDs.) 
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Figure 2. Esimates of the cosine and sine amplitudes of s q n i d i d  UT1 variations after remixiig the 
signals 80 that the M2 tide would appear with approximately an annual signam. The remixed signals 
are given by uc = A(t) cos(#t)-lre Aft) and'u, = A(r) sin(#(r)-lre A f r ) .  where A(f) and #((I) me the 
amplitude and phase of the signal shown in Elgure 1 (oslepairperexperiment), r is time since an arbirary 
epoch, and #is the remixing fi'equency given approximately by (1/13.66 - v365.25) cycles per day. 

In addition to estimation of near diurnal and semidiurnal signal using the spectral 
techniques just discussed, high frequency Earth rotation variations can studied 
through the use of intensive measurement programs which run continuously over 
extended intervals of time. One such session, the Extended Research and 
Development Experiment (ERDE) was carried out by NASNGSFC in cooperation 
with NOAA/LES and Haystack Observatory in October 1989. This series of 
experiments which was originally scheduled to run continuously for about three w a k s  
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but was intempted by the Loma %eta earthquake. Nevertheless, it produced some 
the best VLBI data ever collected. To analyze the subdaily variations in UT1 from 
these data, we modeled UT1 as a stochastic process and its time variation was 
estimated using the VLBI Kalman filter described in Herring et al. [1990]. Figure 5 
shows the resultant differences between the Kalman filter estimates of UT1 and an a 
priori of table of values (IERS bulletin B) plus the tidal contributions to UT1 given in 
Table 1. No continuity conditions have been placed on the estimates between 
successive days of data and yet the sequence is continuous within the estimated 
uncertainties of about 20 jis. More surprising is that these results still show diurnal 
signals. The reason far the existence of these variations is still under investigation, 
but they could be related to unmodeled tidal displacements (presumably due to Ocean 
loading) or to diurnal signals in atmaspheric delay modeling emrs. 

Table 1. Estimates of the amplitudes of the tidally induced UT1 variations. 

Doodson Code (hrs) (solar days) I I’ F D GI 7 cos sin 
Tide Period Alias period Fundamental Argumentt UT1 amplitude 

(mas) (mas) 
165.555 (K1) 23.94 00 0 0 0 0 0 -1 0.15 0.24 

. 163.555 (Pi) 24.07 182.62 0 0 2 -2 2 -1 0.02 -0.13 
145.555 (01) 25.82 13.66 0 0 2 0 2 -1 -0.20 -0.38 
135.655 (Q1) 26.88 9.13 1 0 2 0 2 -1 -0.85 -0.07 

275.555 (K2) 11.97 00 0 0 0 0 0 -2 -0.83 0.04 
273.555 (S2) 12.00 182.62 0 0 2 -2 2 -2 0.03 0.19 
255.555 (M2) 12.42 13.66 0 0 2 0 2 -2 -0.13 0.39 
245.655 (N2) 12.66 9.13 1 0 2 0 2 -2 -0.04 0.08 

tThe fundamental arguments are given by Brown’s lunar theory and y is Greenwich sidereal time 
(GS?‘)+%. (The addition of n here is for consistency with the conventional definitions of tidal 
arguments.) The alias period refers to the period of the signals as seen in the VLBI analysis. These results 
were obtained from the analysis of 1171 VLBI experiments. The sulndard deviation of the estimates is 
0.03 mas for all components. 

From our studies of the high-frequency spectrum of the Earth’s rotation, we conclude 
that much of the variation in the diurnal and semidiurnal bands is tidally driven, 
although there are still signals in the diurnal band which do not appear to be 
consistent with this explanation. We have shown that day-to-day continuity of UT1 
can be determined with 20 ps uncertainties using existing (although probably the 
best) VLBI data. The coefficients of the tidally coherent variations in UT1 and polar 
motion can be determined with standard deviations of 0.03 mas, and these estimates 
can be obtained from the complete VLBI data set by determining the coefficients of the 
signals with precisely 1 and 2 cpsd and analyzing the spectral content of these 
signals. 
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3. STABILITY OF EARTH ROTATION MEASUREMEWS 

For studying the slowly varying processes of global change, stability of the coordinate 
system in use becomes critical. We address here two issues associated with this 
stability: (1) the structural integrity of radio telescopes, and (2) the implied stability of 
the Earth itself inferred from variations in the chord distances between sites (this 
latter quantity is chosen since it is independent of the stability of current realization of 
the terrestrial coordinate system). 

Over the past 15 years, the relative locations of two radiotelescopes in Westford, 
Massachusetts, have been determined 36 times using the very precise VLBI phase- 
delay observable [Rogers et d., 1976; Curter et al., 19801. The results for the relative 
positions of the two telescopes are shown in Figure 6. The resolution of the phase 
delay ambiguities for the Mark 111 VLBI experiments (those results after 1980) was 
achieved by selecting the number of phase delay delay ambiguities that would bring 
the phase delay within one ambiguity of the group delay. Any remaining ambiguities 
(usually due to low signal-to-noise ratio group delays) were resolved visually. The 
analysis of the 15-year data set yields weighted root-mean-squares (WRMS) 
scatters about the mean locally-horizontal coordinates of 1.0 and 2.0 mm in the North 
and East directions, respectively. The vertical coordinate scatter over this same 
duration is 3.2 mm. The measurements made during the last decade yield W R M S  
scatters of 0.7, 0.8, and 2.3 mm, for the north, east and vertical coordinates, 
respectively. The estimates rates of change of the Coordinates of the baselines are 
-0.12fo.04, -0.oMo.07, and -0.26iO.11 mm/yr for the 15 year analysis, and -0.11fo.05, 
0.08fo.06, -0.15fo.15 mdyr for the last decade. From these results, the maximum 
admissible rate of change of this baseline, either from geophysical causes or from 
telescope deformation, can be bounded to be less than 0.5 mdyr  (95% confidence 
interval) in all coordinate directions. We conclude from these studies that VLBI 
antennas, of at least of the structural quality of the pair in Westford, satisfy the 
necessary but not sufficient condition for being able to maintain a global reference 
system with submillimeter per year accuracy for intervals in excess of a decade. The 
results presented here are discussed in more detail in Herring [1991]. 

Long term stability of a global reference frame may be assessed by the examination of 
the time evolution of the baseline lengths. This quantity has the advantage of being 
essentially independent of the coordinate system used to analyze the data and is thus 
not affected by any existing problems in maintaining a stable global reference frame. 
In any well defined reference frame, the evolution of baseline lengths must be a known 
function of time, and therefore the correct prediction of the evolution of baseline 
lengths is a necessary, but not sufficient, condition for defining a global reference 
frame. The disadvantage of using length is that the contributions of each of the 
components of the baseline (Le., the locally horizontal and vertical coordinates at each 
site in the baseline) can not be separately determined. We show in Figures 7 and 8 
the evolution of two frequently measured baselines--Westford, Ma to Ft. Davis, Tx, 
and Westford, Ma to We.ttzel1, Germany. The first of these clearly shows large 
amounts of not-understood variations which at times deviate by as much as 40 mm 
from the mean. Analysis of these data (for example, by estimating the position of Ft. 
Davis in a reference frame defined by all of the other sites in the network) indicates 
that these variations are due mainly to height changes at Ft. Davis. Errors in 
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Figure 6. DevWons from the mean of the north, east and height components of thb Westford antenna 
position relative to the Haystack antenna for the past 15 years (small closed circles). The large open circle 
is the wnventional survey results given in Curter et d. [1981]. These results were obeained from the anal- 
ysis of VLBI phase delay measurements. Group delay results for the Mark 111 experiments (those after 
1980). show about twice the amount of scam in the horizcmtal directions and about the same sc8uer in 
the vertical. The results in the 1970's used the Mark I VLBI system, and are taken from Rogers et al. 
[1978]. Differences are from the values detennined Erom the combined analysis of the Mark I11 phase 
delay data in an analysis in which no data below ISo elevation angle were used and no differential 
atmospheric delay parameters were estimated. W resultant coordinates for Westford from this analysis 
were in a righted-handed camstun ' , approximatley g-tric coodinate system, X = 1 ,492,208.5497 m, Y 
5: -4,458,131.3288 m, and Z = 4,296,015.8751 m. In this system, the a priori adopted position of the 
Haystack antema were X = 1.492406.6910 m, Y = 4,457,%7.3300 m and Z = 4,2%,882.1020 m. The chord 
difference between the reference points of the two telescopes (see Curter et d. [1980]) is 1,239.3962 m. 

3 15 



100. 

80. 

60. 

40. 

20. 

0. 

-20. 

-40. 

-60. 

-80. 

1 

A 

I I I I 

I I I I I I I I I I I 

1981 1982 1883 1984 108IeJ:86 1987 1988 1989 1990 1991 

Pin 7. Evolution of the Westford-Ft. Davis baseline length shown as differences, with one standard 
deviation e m r  bars, from the mean length. We have combined the measurements using the Haystack and 
Westford radio telescopes in this plot, with the Haystack values shown with open circles and horizontal 
tics on the ermr bars. The differential position of Haystack and Westford is known to the sub-millimeter 
level from phasedelay measurements between these two telescopes. The gap in the sequence between 1989 
and 1990 occuts because the International Radio Interferometric Surveying (IRIS) Earth orientation 
service shifted its operation from Ft. Davis to Mojave (Ca) in mid-1989. In the summer of 1990, a mobile 
VLBI system was moved to Ft. Davis and its electronics van used (with the Ft. Davis antenna) to amduct 
the sequence of experiments shown. It is expected that these summer measurements will be continued 
until the Very Long Baseline Array (VLBA) antenna at the same location becomes operational within the 
next few years. For this baseline, about 25% of height changes project into the baseline length. 

3 16 



80. 

60. 

40. 

20. 
fi 
U 

d 
0. 

B 
Y E -20. 

8 
a# 

Q) 
& -40. 
Q ) .  

R 

LI 
u .d 

-60. 

-80. 

-100. 

1 

t I I 1 I I I I 

I '  

I I I I I I 1 I 

1985 1986 1087 1988 ' 1088 1990 199 
Year 

Figure 8. Evolution of the Westld-Wettzell baseline length shown as difkmces. with one srandard 
deviation errorbam. Pnrm the mean length. Thedark solid squares with horizontal bm on ?he error bars 
pjvethe independent9(May averagesof thebaseline lengths. The l i t  sloping line is theaverage rateof 
change of the baseline length based on 548 determinations (17.ofo.3 mm/yr). Ihe weighted root mean 
sqm (WRMS) sca~ter about this best-fit rare is 12 nun. 'Ihe two dark solid lines (me between 1984 and 
1988.5. and the other between 1988.5 and 1991) show the estimates of the rates of change for these two 
inmvals of data. For the fmt interval the rate is 13.4fo.6 mm/yr (346 measurements, WRMS scatter 13 
mm); for the second interval the rate is 2O.W.9 mm/yr (202 measurements. WRMS scatter 10 mm). No 
continuity condition has been applied across the division of data. The discontinuity is 1.2 mm. The 
NUVELrl estimate of the rate of change of this hseline is 18.8 mm/yr. 

3 17 



modeling atmospheric delays seem an unlikely cause for the variations because of the 
long duration of the variations and the absent of any strong annual signature in the 
results. 

The other baseline (Figure 8) shows more subtle changes. Careful analysis of these 
data indicates that in about 1988 the rate of increase of the baseline length increased 
from 13.4 f 0.6 mm/yr (346 measurements) to 20.6 f 0.9 mm/yr (202 measurements), 
where the standard deviations are computed assuming independent data samples. In 
this case, we cannot easily rule out a possible atmospheric delay modeling error as 
the cause of the change in rate. After 1988, a distinct annual signal appears in the 
results, suggesting a deficiency in modeling the atmospheric delay. (The development 
of this annual signal is not unique to our analysis of this data. Similar signals are seen 
in both the NOM Laboratory for Earth Sciences (LES) and NASA Goddard Space 
Flight Center (GSFC) analyses [D. S. Robertson and J. W. Ryan, private 
communications, 19911.) The growth of this annual signal may be related to the 
inclusion at about this time of more low-elevation angle observations. With lower- 
elevation angle observations included, the VLBX height estimates are more sensitive 
to atmospheric modeling errors (see e.g., Herring [1986b]), and the variations in 
Figure 8 may be due to the changing “projection” of atmospheric delay errors into 
baseline length. However, until the origin of the annual signal is isolated, it will not be 
known whether or not the change in rate is real or an artifact. 

The analysis of both of the indicates that there may be unmodeled variations of station 
positions on times scales of decades which will complicate the definition of a stable 
global reference system. At this time it is not clear how much of the variations is local 
(i.e., coherent over distances of about 10 km) and how much represents much longer 
wavelength features. One method for addressing these issues by densifying the 
global network is addressed in the next section. Until such variations are understood 
it will be necessary to maintain the global reference frame with a relatively large 
number of stations so that no one site greatly affects the reference frame. 

4. ANALYSIS OF THE IERs GIG91 DATA 

In January and February 1991, the International Earth Rotation Service (IERS) canied 
out a trial experiment to test the utility of the Global Positioning System (GPS) for 
determining variations in the Earth’s rotation [Freedman et al., 19901. The 
experiment lasted 23 days and included over 80 stations. We present here a 
preliminary analysis of results obtained using data from collected at twenty globally 
distributed sites equipped with Rogue receivers [Thomas, 19881. Rapid analysis of 
the Rogue data was possible for three primary reasons: (1) the data were collected 
and distributed in RINEX format [Gurtner et al., 19891 within 50 days of the 
experiment by the coordination team at the Jet Propulsion Laboratory. [Yunck and 
Lockhart, 19911; (2) the Rogue measures precise pseudorange at both GPS 
frequencies, allowing nearly automatic removal of cycle slips from the canier phase 
observations [Blewitt, 19901; and (3) by processing carrier phase data from individual 
days and then combining in the geodetic results from the indivuals days in a sequential 
fashion, our processing software could handle efficiently a network of this size. 
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We carried out our analysis in two steps. In the first step we performed a least 
squares solution of the carrier phase observations for each of the 23 days separately 
using the MIT GPS Analysis Program (GAMIT). Tables (ephemerides) for the 
motions of the satellites were generated by numerical integation of initial conditions 
for two 8-day and one 7-day arcs, using as a force model lunar and solar perturbations, 
the GEM L2 gravity model truncated to degree and order eight, and a three-parameter 
model for non-gravitational forces. At the same time, we numericdly integrated the 
partial derivatives (variational equations) for the satellites’ positions and velocities 
with respect to the initial conditions and non-gravitational force parameters [Ash 
1972). Because we used a common orbital arc for each week of observations, we 
were able, at a later stage in the analysis, to allow stochastic variations of the 
satellites’ motions from day to day or to constrain initial conditions such that one set 
of initial conditions was used for each satellite in each of the weekly orbital arcs. 
Using these satellite ephemerides, along with nominal values for the site coordinates, 
values of Earth rotation parameters interpolated from IERS Bulletin B, and standard 
expressions for the precession and nutation, we computed theoretical values for the 
carrier phase observations at both the L1 and L2 frequencies and formed residuals 
(observed - computed) for each station-satellite combination. We then combined 
these “one-way” residuals as double differences (between satellites and between 
sites) in a least squares analysis using the algorithm described by S c w i n  and Bock 
[1988]. Our “observable” was the linear combination (LC) of L1 and L2 that 
eliminates the inverse-squared-frequency part of the dispersive delay due to the 
ionosphere. The least squares analysis of each day’s data was performed with weak 
constraints on all of the estimated parameters in order that the adjusted values of the 
parameters along with their full variance-covariance matrix could be used as input for 
the second step in our processing. 

In the second step we combined the adjustments and variance-covariance matrices 
fiom all 23 days using GLOBK, a Kalman filter developed for the combination of VLBI 
experiments (see Herring et al. [1990] for description of the basic algorithms used). 
At the time of’the analysis, we did not know precisely where the GPS receivers were 
located and therefore we estimated all  site positions except for the longitude of the 
receiver located at Algonquin, Ontario. To define the orientation of the coordinate 
system, we held the pole position and UTI-AT on the first day fixed at the IERS 
Bulletin B value. For succesive days, we estimated the pole position and UT1 
variations as random walk stochastic processes with the power spectral density of the 
white noise driving the random walk (see Herring et al. [ 19901) set such that changes 
in the orientation parameters were constrained to f10 mas per day (one standard 
deviation). Since these parameters were determined. to less than 0.5 mas for each day 
of data, the weak constraint .imposed by the random walk effectively allowed 
independent estimates of the orientation parameters from each day of data. During 
the IERS campaign, five of the GPS satellites were being eclipsed by the Earth 
(PRN’s 6, 12, 15, 17, 19). For these satellites, we treated the satellite state vector 
(initial Cartesian position and velocity) as a random walk with the stochastic process 
noise set such that the position and velocity were allowed to change each day by f10 
m and fl mm/sec respectively. These constraints were sufficiently weak that these 
orbits were effectively treated as single-day arcs. The orbits of the remaining 
satellites were treated in two different ways. In one analysis, we treated the state 
vector of each satellite orbit as a deterministic parameter, and estimated one state 
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vector, along with a direct radiation pressure scaling factor and a Y-bias scaling factor, 
for each of the near weekly arcs. In the other analysis, we allowed the state vector of 
all non-eclipsing satellitesm vary as a random walk during each of the weekly arcs 
such that the state vector (referred to a common epoch) could change by 100 mm/day 
and the velocity by 0.1 &day. Figures 9 and 10 give the estimates of the 
differences, relative to IERS Bulletin-B, of the pole position and UT1-AT obtained from 
these two analyses. For comparison, we also show our estimates of the Earth 
orientation parameters obtained from the analysis of the IRIS VLBI data collected 
during this intend. (IERS Bulletin-B is constructed from a smooth combination of 
IRIS VLBI data and Satellite Laser Ranging results with approximately equal 
weights, and therefore does not perfectly track the VLBI results). 

Overall the agreement between the VLBI estimates and the GPS estimates of the 
pole position variations is impressive. For both of the analyses, the root-mean-square 
(RMS) difference between the VLBI pole position estimates and the GPS results 
interpolated to the epoch of the VLBI.determination is less than 1 mas after a mean 
difference is removed. (The mean difference arises because we have made no attempt 
to align the GPS and VLBI coordinate systems.) The analysis which allowed 
stochastic variations in all orbital parameters agrees best with the VLBI solution, and 
also shows the smoothest variation of the pole position estimates, suggesting that 
even for the non-eclipsing satellites the dynamic models are not adequate for 
accurately representing the orbits of the GPS satellites. This conclusion is similar to 
that reached by Lichen and Bertiger [1989]. The comparison of UT1 between VLBI 
and GPS is far less satisfactory. While there are some hints that both systems are 
seeing similar signals (i.e., each have local minimum and maximum at the same time), 
the GPS results appear to be dominated by long-period (relative to a few days) effects 
which cause large drifts between the VLBI and GPS results. The comparison is 
further complicated by the “resetting” of the UT1 origin at the beginning of each 
orbital arc; since the arcs are 7-8 days long, there are only one or two VLBI 
determinations per orbital arc. Unlike the compaiisons of pole position estimates, for 
UT1 the more constrained orbital solution seems to agree better with VLBI. It is clear 
that more analysis is needed to understand, the effects of orbit modeling errors on the 
determination of UT1 and pole position from GPS data. 

5. CONCLUSIONS: CURRENT ACCURACY AND FUTURE PROSPECTS. 

Comparison of recent Earth-rotation data sets shows agreement between independent 
estimates of -1 mas for pole position and -0.1 rns for UT1 (although more strictly 
usually length of day is compared). Recent comparisons of Earth rotation parameters 
from simultaneously running, but independent, VLBI networks have shown RMS 
differences of -0.3 mas for pole position and -0.02 ms for UT1 determinations 
[Eubanks, 19911. The recent results we have presented here show RMS differences 
between pole position estimates obtained from the analysis of VLBI and GPS data of 
less than 1 mas. The results from research and development VLBI experiments have 
yielded statistically determined standard deviations for pole position estimates of 0.1 
mas and for UT1 of 0.01 ms; however the accuracy of such determinations is difficult to 
assess since there are no other techniques yet available of comparable precision. The 
tidally-coherent signals in Earth rotation parameters are determined extremely 
accurately by VLBI with typical uncertainties for the amplitudes of the coherent 
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signals of 0.03 mas for nutations and other polar motion signals, and 0.002 ms for the 
variations in UT1 induced mainly by ocean currents. 

Indications are that’ routine determination of Earth-rotation parameters with 0.1 mas 
precision for pole position (equivalent pole displacement of 3 mm) and 0.01 ms for UT1 
with daily resolution should be technically possible. Analysis of a long time history of 
accurate VLBI measurements indicates that radiotelescopes should be sufficiently 
stable to support long-term (decades or more) maintenance of such precision. It is not 
clear at this time that the Earth itself is stable enough to maintain such precision. 
However, the preliminary results from global GPS experiments indicate that this 
technique may be accurate enough (at least for pole position detemhations) to allow 
global densification of a primary VLBI system and thus distributt the uncertain 
contributions for local site motions over large number of sites and therefore minimize 
their impact on the determination of global reference system. For studies of long-term 
variations in either UT1 or the nutations of the Earth, there is currently no alternative 
to VLBI since this is the only technique whose inertial reference frame is stable. 
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The Superfluid Helium Gyroscope; 
An emerging technology for Earth rotation studies 

James C. Davis and Richard E. Packard, 
Ultra Low Temperature Laboratory, 
Physics Department, 
University of California, Berkeley CA 94720 

Introduction 
Superfluid Helium is a system described by a macroscopic 

quantum mechanical wavefunction1 of the form Y=(Y(ei@. The phase 4 
of this wavefunction can be modified by the absolute rotation of a 
container containing the superfluid. It has been recognizzd for some 
time that the observation of the rotationally induced changes in the 
wavefunction could lead to the development of a sensitive detector 
of rotation2. The purpose of this report is to describe the basic 
principles of the superfluid Helium gyroscope3 (SHEG) and to report 
progress toward developing demonstration devices at the University 
of California at Berkeley. Our research programs are investigating 
the rotation induced effects in both superfluid 4He ant  3He. Our 
ultimate goal is to see if the technology can be extended to a limit 
useful for the study of variations in the Earth's rotation rate. The 
first section of the paper contains a discussion of the development of 
the 4He based device while the second section relates to the 3H e 
gyroscope. 

Superfluid 4H e 
We consider below an N turn, superfluid 4He filled, toroidal 

container, partitioned at some point by a thin wall containing a small 
hole. The temperature of the device is below 2.2K where 4H e 
becomes a superfluid. If the torus is at rest, the flaid velocity 
everywhere is zero and the wavefunction of the superfluid has its 
phase constant in space. However if the torus is now rotated slowly, 
velocity fields will be established throughout the container. 

The superfluid velocity, V S ,  is related to the phase gradient 
through the relation, 

where h is Plank's constant and is the atomic mass of 4He. Since 
the wavefunction must be single valued at a given point, vs is 



restricted to values which will quantize the fluid circulation4 
~ q = h / m 4  round the torus. state with n (integer) 
quanta of circulation when the torus is at rest, a subsequent slow 
rotation forces the velocity within the hole Vh to have the value 
given by3, 

If the fluid is in a 

where N is the number of turns in the torus, R is the torus radius, r is 
the radius of the small hole, Q is the cross sectional area of the torus, 
0 is the angular velocity vector characterizing the rotation and a is a 
unit vector perpendicular to the plane of the torus. Inspection of the 
numerator of Eq. 2 shows that the flow velocity within the orifice can 
be substantial even for very slow rotation rates. For instance if n=O, 
r=lO-7m, N = 10 and R = 0.5m the velocity within the hole is on the 
order of 0.01 ms-1 when Q = 1 0 - 6 R ~ .  (Here and in the following we 
will use the rotation rate of the Earth, R E = ~ X ~ O - ~ S - ~ ,  as a basic unit of 
rotational angular velocity.) 

It has been known for many years that when the superfluid 
velocity reaches a critical value VC, energy dissipation will commence 
in the otherwise frictionless flow. The fundamental dissipation 
process was analyzed by Andersons. He predicted that when the 
fluid reaches the critical velocity, V C ,  it would be energetically 
favorable for a quantized vortex line to move across the orifice, 
removing an amount of energy E=plc4vcs (where s is the orifice area, 
and p the density of the superfluid) from the flow. Such a discrete 
process changes the quantum phase difference across the orifice by 
2A. 

These so called 21~: phase slip events were first seen by Avenel 
and Varoquaux6 using an oscillator technique invented by W. 
Zimmerman. In a pioneering series of experiments they have 
demonstrated many of the fundamental features of the phase slip 
events. Their apparatus possesses the same topology as the divided 
torus which we have been discussing. Figure 1, below, shows the 
torus connected in parallel to a diaphragm pump, of area S, which 
can force fluid, in a transient fashion through the torus. The restoring 
force of the diaphragm coupled to the inertia of the fluid in the toms 
create a simple harmo.nic oscillator (we call it a ZAV oscillator) whose 
resonant frequency o is given by, 
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where k is the stiffness of the diaphragm, 2r is the kydrodynmnic 
area to length ratio of the phase slip weak link and d2xR is the area 
to length ratio of the torus . 

Figure 
to a diaphragm superfluid pump and a pressure/current transdmea. 

1 .  A torus which is interrupted by a phase slip weak link is connected 

AV have demonstrated that when the oscillator is ciivem zt 
resonance, if the hole is characterized by only 21c phase slip 
processes, a graph of oscillation amplitude vs. drivirg amplitude 
displays a characteristic staircase pattern7. The velocity amplitude of 
the first step corresponds to the hole's critical velocity, vc. They also 
demonstrated that if a persistent current is trapped W i R h  the torus 
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the level of the first step can be modulated. 
A steady rotation of the ZAV oscillator will create a 

persistent current in the torus. For small rotation rates the velocity 
within the orifice will change by the amount given in Eq. 2. This 
rotation induced current will shift the levels of the staircase pattern 
and lead to a measurement of the rotational state of the torus. 

Our laboratory has been progressing toward a demonstration of 
this phenomenon, The essential requirement for the experiment is to 
develop a small orifice which exhibits only 27t phase slip events. Our 
approach has been to construct an apparatus which has the 
sensitivity needed to detect the individual phase slip events and 
then to use it to characterize the behavior of various microfabricated 
orifices. 

We fabricate the micro-holes using electron beam lithography on 
Silicon Nitride (SiN). Presently we can produce holes of 1OOnm 
radius in membranes of 1OOnm thicknessa. Figure 2a shows an SEM 
photograph of a typical orifice; this one was nominally intended to be 
rectangular, and has the general shape as that used by AV. 

To study the phase slip events in the orifice we place it in a 
diaphragm driven oscillator which does not have a parallel flow path 
(i.e. the torus is blocked on the right hand side in Figure 1). This 
renders the critical velocity insensitive to rotation or to spuriously 
trapped persistent currents. When the oscillator is driven at 
resonance, the amplitude develops in time as shown in Figure 3. One 
clearly sees here the phase slip events. This is the first experiment 
to confirm this feature of the AV results. The quality of this data and 
the repeatability of the phase slips are very encouraging steps 
forward in the development of the 4He SHEG. 

In experiments thus far conducted9 , we find that the slips are 27t 
when the flow is in one direction but are of larger size (although still 
quantized) when the flow is in the opposite direction. These multiple 
phase slip events will cause the AV staircase pattern to "washout" 
and cannot be used in a rotation sensor. 

The microscopic physics which determines whether or not a given 
slip is 2~ has not yet been determined. However the insight gained 
from our experiments thus far leads us to believe that smaller holes 
inhibit multiple phase slips. We are following an empirical approach 
by using orifices of various shapes and sizes to determine what are 
the relevant parameters for the simplest slip events. 

When we secure an orifice characterized by 2~ slips in both 
directions, we will install a parallel flow path to make the apparatus 
sensitive to the Earth's rotation. The entire apparatus can be 
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I 

F i g u r e  2a. A scanning electon micrograph (SEM) picture c?f the orifice used 
in 4He experiments described in this paper. It has  lcnFth  -. 5 L'rn and width -. 
0.4 p. 

Figure  2b. A SEM picturc o f  an orifice in n 0.1 ~ i r n  Si'V r v e m l - r m i r  \ \ h o c :  sidc is 
about 0.4 pm. This type of hole i c  used for  r cwnrch  i n  ' T q r - F .  
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Figure 3. The amplitude of motion as a function of time for our ZAV oscillator 
containing the orifice shown in Fig. 2a. The critical amplitude for the onset of 
phase slips and the 21e slips themselves are clearly seen. 

reoriented with respect to the Earth's rotation vector. The 
experiment is designed so that reorientation of the apparatus by 900 
will cause the apparent critical velocity (i.e. the level of the first 
"step") to cycle between minimum and maximum levels about three 
times. 

The rotation resolution (6i2)min of the 4He SHEG is given by3 

where AV, is the spread in the measurements of the critical velocity, 
f=o/275 is the frequency at which the device is operated and z is the 
time for which a measurement is taken. 
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The ultimate rotation resolution of the 4He SHEG depends in a 
fundamental way on statistical fluctuations in  the phase slip critical 
velocity. The information which we now have about this process 
comes from the data of AV and from that in our own laboratory. The 
AV data suggests that the phase slip events are triggered by a 
thermally activated process which creates a finite spread in the 
measured value of V C .  Their analysis suggests that the vc 
distribution function should be on the order of T/Eo where T is the 
absolute temperature and Eo characterizes an energy barrier which 
appears empirically to be about 106K. The physics underlying the 
magnitude of this barrier is unknown at present. 

In our own preliminary data the statistical width of observed vc 
is about 1% (about the same as seen by AV) but a simple 
temperature dependence is not yet apparent. Only future research 
will reveal the processes underlying the precision of the phase slip 
critical velocity. 

Eq. 4 implies that the sensitivity of the SHEG is affected by 
the frequency of the ZAV oscillator. Since only one oscillator (that of 
AV) has thus far displayed the staircase pattern it is not yet known 
what factors put an upper limit on a. 

Superfluid 3H e 
In the second program we have developed an apparatus for 

superfluid 3He-B, which will allow us to study phase slip processes, 
and also the details of the current phase relationship, in  a very 
different type of superfluid. 3He-B, which exists at temperature near 
10-3 K, has long been thought to be described by a macroscopic 
quantum wavefunction whose phase varies with position as 

w h e r e  m 3 is the mass of the 3He atom. We have recently 
demonstrated10 , for the first time, that circulation is quantized in 
this superfluid in the units predicted by Eq. 5 .  This circulation 
quantization is a feature that is a necessary condition for the creation 
of a SHEG. 

The properties of 3He-B are believed to be such that a hole, 
of radius r and length 1 ,where both r and 1 are of the sazne order as 
the coherence length 6 (= 70 nm at P= O), forms a Josephson junction 
for this superfluidll. This means that the current through the hole I 
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is related to the phase difference across it, A$, by the equation 

where IC is the critical current of the junction. Holes of this size are 
again made by e-beam lithography on SiN and an example is shown 
above in Figure 2b. 

torus containing two of these superfluid 
Josephson junctions whose topology is shown below in Figure 4. This 
torus is again connected with a diaphragm pump and the effect of 
rotation on this whole apparatus is measured. 

Consider an N turn 

J.' Superfluid 3He 

A p u m p  

Figure Josephson 
Junctions is connected to a diaphragm superfluid pump and a 
pressure/current transducer. 

4. A torus which is interrupted at two points by 3 H e  

It can be shown3 that the maximum current through the 
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two junctions in parallel, IO, 
gyroscope by 

Io = 21, cos 

is related to the rotation speed of the 

. K3 11 (7) 

where ~ g = h / 2 m 3  is the circulation quantum in 3He and the other 
symbols are as before. Thus a measurement of IO provides 
information on SZ. 

The operation of such a device requires temperatures 
below 1 mK, holes with size r= 0.1 pm and a very sensitive 
current/pressure transducer. We have constructed, at Berkeley, a 
reorientable millikelvin cryostat12 for the purpose of testing the 3H t 
SHEG by modulating the Earth's rotation field threading the sensing 
area. This machine is one of only two of its type in the world. A 
current/pressure transducer of the type used for the ZAV 
oscillators~3 has also been constructed for this experiment. 

The fundamental sensitivity limits of this device are as yet 
unknown. However, Eq.7 indicates that3 

where (6I)min is the minimum resolvable current. Both the value of 
IC for a 3He Josephson junction and the limits on (6I)min remain 
unmeasured. Earlier work14 at our laboratory has given indications 
that thermal processes dominate the measurement of very small 
mass currents in narrow channels containing superfluid 3H e .  
Experiments are now under way at Berkeley to characterize single 
Josephson junctions and to find the sensitivity limits for 
measurement of current through them before fabrication of the 
complete 3He-SHEG. 

Conclusion. 
The potential of devices, based on the macroscopic 

quantum properties of the Helium superfluids, to allow a new type of 
extemely sensitive absolute rotation measurement, is now recognised 
in a number of laboratories around the world. Efforts to develop this 
idea into a system which can be used by geodesists, geophysicists 
and also physicists interested in general relativistic effects are under 
way at Berkeley. This effort is based on our long history of research 
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into the macroscopic quantum properties of these superfluids and 
over the last two years we have seen steady progress towards the 
realization of a demonstration device. 
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FROM EARTH ORIENTATION SERIES 

R. S. Gross and J. A. Steppe 
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ABSTRACT. A terrestrial reference frame (TRF) is defined in practice by the specification of the 
coordinates of a set of observing stations located on the Earth's surface. Thesc station locations 
are currently determined from observations by the modem, space-geodetic techriques of very long 
baseline interferometry (VLBI), satellite laser ranging (SLR), and lunar laser ranging (LLR). Each 
determination defines, in general, its own TZF, although analysis centers attempt to place their 
results within a common TRF by imposing constraints during their data reduction prucedures. 
Besides station locations, observations by these techniques are also able to determine ~e Earth's 
orientation in space, the results being given within the TRF defined by the station location results. 
Comparisons of Earth orientation series determined by independent techniques and/or observations 
are undertaken in this study in order to infer the level of agreement (in bias and rate) of the TWs 
within which the Earth orientation results are given. 

The Earth orientation data sets studied were specifically chosen as having been determined 
by use of the same plate tectonic motion model, without adjustment. Corrections for bias and rate 
were determined by an iterative, round-robin scheme in which each data set is compared to a 
combination of all others. The data's stated uncertainties were adjusted at the same time by a factor 
such that the residual, upon differencing with a combination of all other data sets, has a reduced 
chi-square of one. After convergence of this iterative scheme, the relative corrections and 
uncertainty scale factors that have been determined (making the data sets agree with each other in 
bias, rate, and uncertainty) are applied to the data sets prior to forming a com3ination of them all. 
This combination was then compared to a UTPM series [EOP(IERS) 90 C 021 derived by the 
International Earth Rotation Service (IERS) in order to obtain the additional bias-rate correction that 
must be applied to each data set in order to place it within the same IERS reference frame in which 
this IERS UTPM series is given. The scatter in the rate corrections that must be applied to the dzta 
sets so that they agree with each other (in rate) is about 0.3 mas&, or about I cm/yr. This value, 
although representing the scatter in the rate corrections that must be applied to independent 
determinations of Earth orientation series in order for them to agree with each other, should also 
represent the scatter in the rate at which the underlying TRFs are drifting away from each other, 
regardless of the direction of that drift, and can therefore be taken as a measure of the stability of 
the terrestrial reference frame as it is capable of being currently defined. 

1.  Introduction 

One consequence of global change is a possible rise in s a  level, either due to thermal expansion of 
water, or to the addition of new water to the ocean basins from melting of continental glaciers and 
ice sheets (e.g., DOE, 1985; JOI, 1990; NRC, 1990). The level of the stas has been, and 
continues to be, monitored by tide gauges which measure the sea level relative to a benchmark 
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located on land (e.g., Pugh, 1987). Thus, the change in sea level recorded by a tide gauge can be 
caused not only by a changing water level, but also by vertical crustal motions due to, for example, 
tectonic motions or postglacial rebound. If the location and motion of the tide gauge benchmarks 
were accurately determined within a stable terrestrial reference f-rame (TRF), then the absolute 
change in sea level within that TRF could be recovered. For long-term monitoring of sea level 
change from tide gauge data it therefore becomes important to know how accurately a terrestrial 
reference frame can be defined, particularly in terms of its long-term stability. 

A terrestrial reference frame is a right-handed Cartesian reference frame that is attached to 
the solid Earth in some prescribed manner so that the motion in inertial space of the TRF represents 
the spatial motion of the solid Earth (in some globally averaged sense depending upon the details of 
how the TRF is actually tied to the solid Earth). A terrestrial reference frame is realized in practice 
by specifying the coordinates and secular motions of a globally distributed set of observing stations 
that are located on the surface of the Earth (e.g., Kovafevsky et af., 1989). For purposes of 
terrestrial reference frame definition, these station locations and secular motions are currently 
determined by the modem space-geodetic techniques of very long baseline interferometry (VLBI), 
satellite laser ranging (SLR), and lunar laser ranging (LLR). Each solution for the station locations 
and secular motions determined by these modern space-geodetic techniques defines its own unique 
TRF, and TRFs defined by different solutions will, in general, differ from each other by being 
offset from each other and/or drifting away from each other. 

In addition to determining the locations and secular motions of observing stations (e.g., 
Lambeck, 1988), the modern techniques of VLBI, SLR, and LLR are also able to determine 
(among other parameters) the orientation of the terrestrial reference frame with respect to either a 
space-fixed, celestial reference frame (defined by the locations of radio sources in the case of 
VLBI), or a quasi-inertial reference frame defined by the orbital motions of the Moon (in the case 
of LLR) or of artificial satellites (in the case of SLR). Each solution for the Earth orientation 
parameters is given in a unique terrestrial reference frame defined by the station locations and 
secular motions used in obtaining that solution. Different Earth orientation solutions will, in 
general, be given within different*TRFs, although analysis centers attempt to place their results 
within a common TRF by imposing constraints during their data reduction procedures. The 
different Earth orientation solutions can be offset from each other (exhibit differences in bias) and 
can drift away from each other (exhibit differences in rate) reflecting differences between the TRFs 
within which the Earth orientation solutions are given. 

The topic of this paper is the accuracy with which terrestrial reference frames are currently 
being defined. As a measure of this accuracy, differences in bias and rate between independent 
solutions of the Earth's orientation are determined. These bias-rate differences of the Earth 
orientation series reflect offset-drift rate differences between the TRFs within which the Earth 
orientation series are given, and can therefore be used as a measure of the stability of the 
underlying TRF. In order to interpret bias-rate differences of independently determined Earth 
orientation series in terms of the stability of the underlying TRF, it is important to study only Earth 
orientation series that have been determined as similarly as possible. In particular, only Earth 
orientation series have been studied herein that were determined by applying without adjustment 
the plate tectonic motion model AMO-2 of Minster and Jordan (1978) as a model for the secular 
motions of the observing stations. 

2 .  Data Sets and Approach 

The data sets that have been used in this study are identified in Table 1. In order to directly 
interpret observed bias-rate differences between Earth orientation series in terms of TRF stability, it 
is important that the Earth orientation series be given within the same TRF, or at least in TRFs that 
are as similarly defined as possible. In particular, in order to address the question of the long-term 
staoility of the TRF, it is important that each Earth orientation series he determined by a solution 
technique that accounts in the same way for the secular motions of the stations. At the time that 
this study was undertaken, most Earth orientation solutions available to us were solely determined 
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TABLE 1. DATA SETS STUDIED 

DATA SET DATA ANALYSIS DATA ' NUMBER PLATE 
NAME TYPE CENTER SPAN POINTS MODEL 

CERGA 
Haleakala 

TEMPO (90 R 01; T, V) 
CA (12) - Spain (63) 
CA (14) - Spain (61) 
CA (14) - Spain (63) 
CA (15) - Spain (63) 
CA (12) - Australia (43) 
CA (14) - Australia (42) 
CA (14) - Australia (43) 
CA (15) - Australia (43) 

Multi-Baseline 
Westford - Ft. Davis 

Multi-Baseline 

CDP (EOP.629) 

NAVNET (NAVY 1990-2) 

CSR (89 L 02; PMX, PMY) 
UGEOS 

LLR (L1707; A@, Un>) 
McDonald 2.7m LLR JPL 4/15/70- 6/29/85 
McDonald LRS LLR JPL 3/2/85- 1/27/88 
McDonald LRS (New Site) LLR JPL 3/28/88- 12/9/89 

LLR JPL w/84-12/20/89 
LLR JPL 11/14/84 - 12/17/89 

VLBI ... JPL 7/18/82- 8/25/84 
VLBI JPL 9/19/82- 8/1/87 
VLBI JPL 11/26/79 - 12/10/89 
VLBI JPL 10/4/87- 7/8/90 
VLBI JPL 7/2/82- 7/22/84 
VLBI JPL 2J15/83- 9/20/87 
VLBI JPL 10/28/78- 3/3/90 
VLBI a JPL 11/8/87- 7/9/90 

VLBI GSFC 8/4/79 - 12/29/89 
VLBI GSFC 6/25/81- 1/1/84 

VLBI USNO 9/11/88- 2/21/90 

SLR U. Texas 5/15/76- 1/3/89 

820 
35 
20 
27 1 
105 

57 
42 
142 
42 
58 
34 
170 
36 

700 
103 

38 

970 

AMO-2 
AMO-2 
AMO-2 
AMO-2 
AMO-2 

AMO-2 
AMO-2 
AMO-2 
AMO-2 
AMO-2 
AMO-2 
AMO-2 
AMO-2 

AMO-2 
AMO-2 

AMO-2 

AM1-2 

IRIS (28SEP90) 
Multi-Baseline VLBI NGS 9/27/80- 9/15/90 558 Adjusted 
Intensive (UT1 Only) VLBI NGS 4/2/84- 8/10/90 1357 Adjusted 

by applying without adjustment a plate tectonic motion model as a model for the secular motions of 
the stations. It was therefore decided to study only those Earth orientation series that had been 
determined in this manner, namely, by applying without adjustment the plate tectonic motion model 
AMO-2 of Minster and Jordan [1978]. As it was also desirable to only study independently 
determined Earth orientation series, only one LLR series was chosen, namely, that determined at 
the Jet Propulsion Laboratpry (JPL) by Newhull et al. [1990], and only one SLR series was 
chosen, namely, that determined at the Center for Space Research (CSR) at the University of Texas 
at Austin by Schutz et al.[1989]. Three different data sets derived from independent VLBI 
observations were chosen, namely, that determined from the approximately twice-a-week single 
baseline observations made using the radio telescopes of the Deep Space Ketwork (DSN) of 
NASA [Steppe et al., 19901, that determined from the approximately weekly multi-baseline 
observations made using the U.S. Naval Observatory's VLBI network (NAVNET; Eubunks et ul., 

337 



1990), and that determined by the VLBI group of NASA's Crustal Dynamics Project (CDP) at 
Goddard Space Flight Center (GSFC) from both their own VLBI observations, and from their 
reduction of the multi-baseline observations made under the auspices of the International Radio 
Interferometric Surveying (IRIS) subcommission [Ma et al., 19901. Note that the particular CDP 
VLBI solution chosen (EOP.629) was determined by applying the plate tectonic motion model 
AMO-2 without adjustment IC. Mu, personal communication, 19901. 

Also listed in Table 1 as having been studied are an IRIS multi-baseline solution, and an 
IRIS "Intensive" (UT1 only) solution [IRIS Earth Orientation Bulletin No. 80, October, 19901. 
Bias-rate corrections have been determined and will be presented for these IRIS series, although 
these corrections were determined separately and in a different manner from how they were 
determined for the other series listed in Table 1. The IRIS multi-baseline solution is not completely 
independent of the CDP solution since the same raw VLBI observing data were used in 
determining both solutions, at least through the end of 1989 which is the terminating date of the 
CDP series. The IRIS "Intensive" series is independent of the other series listed in Table 1, but it 
was determined by a technique in which the station velocities were adjusted, and hence the IRIS 
"Intensive" UT1 values are likely to be given within a TRF that is very different from that within 
which the other series are given. Thus, neither IRIS series was included in the iterative, round- 
robin technique (see below) that was employed in determining the bias-rate corrections of the other 
series. 

Prior to computing the bias-rate corrections that must be applied to each series in order for 
them to agree with each other, the SLR-derived series (the CSR entry in Table 1) was first 
analytically corrected to be in the AMO-2 frame (from the AM1-2 frame) by applying a rate 
adjustment of -0.52 mas& to the x-component of polar motion (PMX), and of -0.24 madyr to 
the y-component of polar motion (PMY; IERS Annual Report for 1989, pp. 11-26). Note that the 
SLR-derived UT1 values were not used in this study due to problems separating the UT1 
component from effects of unmodelled forces acting upon the satellite causing the node of its orbit 
to drift. 

The approach used in this study to determine the bias-rate corrections that must be applied 
to the series in order for them to agree with each other (in bias and rate), and hence to be within the 
same terrestrial reference frame, was designed to be as free as possible of the need to make any 
subjective decisions during the process. It was decided not to use a reference series for 
comparison purposes since a subjective decision would need to be made as to what series to use 
for the reference series. Each series was specifically chosen to be independent of the others so that 
no set of observations would be given undue weight. Each series was also treated in the same 
manner so that no series would be given preferential treatment. The approach that was finally 
chosen for purposes of determining the bias-rate corrections was an iterative, round-robin 
approach wherein each series was compared to a combination of all others. The combination was 
obtained by use of a Kalman filter that was developed at JPL for the express purpose of combining 
Earth orientation series [Eubanks, 1988; Morabito et al., 1988; Gross and Steppe, 1990, 19911. 
At each iterative step, each series was differenced with a combination of all other series in order to 
determine the incremental bias-rate corrections that must be applied to that series in order for it to 
have the same bias and rate as the combination to which it is being compared. At the same time, 
the stated uncertainties of each component of each series were adjusted by determining and 
applying an uncertainty scale factor such that the residual (Le., the differenced series) had a 
reduced chi-square of one. After this had been done for each series during a given iterative step, 
the incremental bias-rate corrections and uncertainty scale factors thus determined for each series 
were applied to each series and the process repeated until convergence was attained (convergence 
being indicated by the incremental bias-rate corrections approaching zero, and the incremental 
uncertainty scale factors approaching one). After this process converged, all the incremental bias- 
rate corrections for each series were summed, and all the incremental uncertainty scale factors were 
multiplied, in order to obtain the final values for the bias-rate corrections and uncertainty scale 
fackors that must be applied to the original series in order for them to be consistent with each other 
in bias, rate, and uncertainty. 
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TABLE 2. ADJUSTMENTS TO DATA SETS (RELATIVE) 

DATA SET 
NAME . 

BIAS 
(mas) 

RATE UNCERTAJNTY (a) 
(WF) SCALE FACTOR 

LLR (L1707; A#, UTO) 
McDonald 2.7m 

McDonald LRS 
McDonald LRS (New Site) 
CERGA 

Haleakala 

TEMPO (90 R 01; T, V) 
CA (12) - Spain (63) 

CA (14) - Spain (61) 

CA (14) - Spain (63) 

CA (15) - Spain (63) 

CA (12) - Australia (43) 

CA (14) - Australia (42) 

CA (14) - Australia (43) 

CA (1 5) - Australia (43) 

CDP (EOP.629) 
Westfd - Ft. Davis 

CDP (EOP.629) 
Multi-Baline 

NAVNET (NAVY 1 W 2 )  
Multi-Baline 

CSR (89 L 02, PMX, PMY) 
Satellite Laser Ranging 

A# 
-1.954 
f0.601 

0.170 
k0.482 
-0.260 
f0.44 1 

0.479 
f0.201 
-1.308 
f0.400 

T 
-1.877 
f0.553 
-0.123 
f0.549 
-0.344 
fo.151 
-0.879 
f0.23 1 
-2.495 
f0.222 
-1.842 
90.250 
-1.767 
f0.113 
-1.085 
f0.184 

T 
-0.947 
f0.329 

UT0 
3.994 
M.751 

0.634 
k0.869 

3.822 
f0.495 

2.998 
f0.138 

3.262 
f0.276 

V 
4.293 

f0.876 
2.827 

f1.024 
2.109 

f0.377 
1.193 

f0.744 
-4.004 
f0.744 
-3.651 
f0.872 
-2.529 
f0.273 
-4.028 
f0.409 

V 
-4.687 
k0.558 

PMX PMY UT1 
1.402 -1.465 -1.616 

f0.051 f0.047 k0.099 

PMX PMY UT1 
0.971 -0.569 -1.475 

f0.168 f0.187 f0.204 

PMX PMY UT1 
-2.176 3.512 - 
fO.059 f0.055 

A# - 
- 
- 

0.328 

0.801 
f0.279 

' .  T 

. k0.125 

- 
- 

0.258 
f0.073 - 
- 
- 

0.103 
f0.042 - 

T - 

UT0 - 
-- 
-- 

0.650 
f0.086 

0.269 
f0.202 

V -- 
-- 

-0.524 
f0.133 -- 

-- 
-- 

-0.014 
fO.l10 -- 

V _- 

PMX PMY UT1 
0.009 0.775 0.559 

f0.027 f0.025 fO.060 

PMX PMY UT1 - - - 

PMX PMY UT1 
-0.025 0.412 - 
f0.032 f0.029 

REFERENCE TIME FOR RATE ADJUSTMENT IS 1988.0 

A@ UT0 
1.086 1.199 

0.917 1.687 

0.716 1.001 

1.204 1.104 

1.204 1.192 

T V 
1.240 1.181 

1.196 0.991 

1.295 1.144 

1.021 1.130 

1.142 1.160 

1.168 1.143 

1.456 1.114 

1.139 0.852 

T v 
1.649 1.021 

I'MX PMY UT1 
1.567 1.540 2.181 

PMX PMY UT1 
0.838 0.835 - 

3 .  Results 

The bias-rate corrections and uncertainty scale factors that have been detennined by the above 
iterative, round-robin approach are given in Table 2. These are labelled "relative" corrections since 
they are the corrections that must be applied to each series in order for them to be in agreement 
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TABJX 3. ADJUSTMENTS TO IRIS DATA SETS (RELATIVE) 

DATA SET 
NAME 

UNCERTAINTY (0) 
SCALE FACTOR 

IRIS (28SEp90) PMX PMY UT1 PMX PMY UT1 PMX PMY UT1 
Multi-Baseline -7.421 4.442 -2.821 0.161 0.840 0.331 1.357 1.250 1.913 

- 1.308 
H.030 H.028 H.038 f0.016 f0.016 f0.020 

H.037 H.025 
Intensive (UT1 Only) - - . -2.857 - - 0.445 - 

REFERENCZ TIME FOR RATE ADJUSTMENT IS 1988.0 

relative to each other. The values for the bias-rate corrections in Table 2 are the sum of all the 
incremental corrections for each series, and the values for the uncertainty scale factors are the 
products of all the incremental scale factors for each series. The errors for the bias-rate corrections 
given in Table 2 are the formal errors in determining the incremental correction during the last 
iterative step. For each series, these results have been determined and reported in the natural 
reference frame for that series. For single baseline VLBI observations this is the transverse (T), 
vertical (V), degenerate (D) frame [Eubanks and Steppe, 19881, for single station LLR 
observations this is the variation of latitude (A@), UTO;.degenerate frame, and for SLR and multi- 
baseline VLBI observations this is the usual PMX, PMY, UT1 frame. There are no entries in 
Table 2 for components that were either not used (in the case of the CSR UT1 values) or whose 
overlap with the other series was not sufficiently long that a reliable rate correction could be 
determined. As can be seen, the bias corrections range from -4.687 mas to 4.293 mas with a 
mean value of 4.262 mas, a median value of -0.724 mas, and a standard deviation of 2.430 mas. 
The rate corrections range from -0.524 mas/yr to 0.801 mas/yr with a mean value of 0.277 
mas&, a median value of 0.269 mas&, and a standard deviation of 0.374 madyr. 

The IRIS data sets listed in Table 1 were not included in the above iterative, round-robin 
scheme since they were either not independent of the other series, or had been determined in a 
different manner from the other series. However, it is still of interest to know how well the bias 
and rate of the IRIS series agree with those of the other series. This was determined by comparing 
the IRIS series to a combination of all the other series after the bias-rate corrections and uncertainty 
scale factors listed in Table 2 for the other series had been applied to them. The "relative" 
corrections listed in Table 3 for the IRIS series are therefore the corrections that must be applied to 
them in order for them to agree (in bias, rate, and uncertainty) with a combination of all the other 
series listed in Table 1 (after the other series had been corrected to agree with each other by 
applying to them the corrections listed in Table 2). The errors listed in Table 3 for the bias-rate 
corrections are simply the formal errors in determining those corrections. Note that in determining 
the corrections for the IRIS series, the bias-rate corrections were determined frst, and then the 
uncertainty scale factors were determined. Thus, the bias-rate corrections were determined before 
the uncertainties had been adjusted. This probably has little effect upon the values for the bias-rate 
corrections, but is likely to have a larger effect upon the.formal errors of those corrections. This is 
probably one reason why the bias-rate errors given in Table 3 for the IRIS series are less than the 
corresponding errors given for the CDP series in Table 2. 

The International Earth Rotation Service (IERS) is responsible for, among other things, 
defining and maintaining a terrestrial reference kame based upon the modem, space-geodetic 
observing techniques of VLBI, SLR, and LLR [e.g., IERS Annual Report for 1989, 1990, pp. 
1-11. It is of interest to know how well a terrestrial reference frame determined by some individual 
solution agrees with that maintained by the IERS. This is studied herein by comparing the Earth 
orientation series identified in Table 1 with the Earth orientation combination EOP(IERS) 90 C 021 
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TABLE 4. COMMON BIAS-RATE CORRECTION APPLIED TO EACH SERIES IN 
ORDER TO PLACE IT WITHIN AN IERS REFERENCE FRAMEi 

PMX PMY UT1, PMX PMY UT1 
-2.627 -0.59 1 4.244 -0.044 -0.588 -0.439 
fo.03 1 f0.029 fl.040 fo.017 f0.016 fo.C25 

REFERENCE TIME FOR RATE ADJUSTMENT IS 1988.0 

determined by the IERS. It is accomplished by determining an additional bias-race correction, 
common to all series, that when added to those given in Tables 2 and 3 makes each series not only 
agree with each other in bias and rate, but also be in the same TRF within which the IERS 
combination [EOP(ERS) 90 C 021 is given. This additional, common, bias-rate correction is 
obtained by first combining all of the series given in Table 1, including the independent IRIS series 
(consisting of the "Intensive" series and the post- 1989 multi-baseline values), after applying to 
them the corrections given in Tables 2 and 3 for them. This combination is then compared to the 
IERS combination in order to obtain the additional, common, bias-rate correction that must be 
applied to the series so that they not only agree with each other in bias, rate, and uncertainty, but 
are also in the same TRF as the IERS combination. The additional, common, bias-rate correction 
thus determined is given in Table 4. The error listed in Table 4 for this comction is simply the 
fonnal error in its determination. 

By adding the common correction given in Table 4 to the relative corrections given in Table 
2 for each series, the absolute corrections given in Table 5 are obtained. These corrections are 
termed "absolute" since they are the corrections that must be applied to the original series in order 
for them to not only agree with each other in bias, rate, and uncertainty, but also be in that 
particular TRF within which the IERS combination EOP(IERS) 90 C 021 is given. The values in 
Table 5 are the sum of the values in Tables 2 and 4, but given in the natural derence frame for 
each series. No entry is given for the CSR UT1 values as these were not used in this study. If no 
relative rate correction is given in Table 2 for some series, then the carresponding en? in Table 5 
for that series is just the common rate correction (but given, of course, in the natural reference 
frame for that series). The errors listed in Table 5 are the square root of the scm of the squares 
(rss) of the errors given in Tables 2 and 4 (but determined and given in the natud reference frame 
for each series). As can be seen, the absolute bias corrections range in value from -4.802 mas to 
9.017 mas, with an average value of 0.626 mas, a median value of 0.263 mas, and a standard 
deviation of 3.388 mas. The absolute rate corrections range in value from 4.474 mas& to 0.605 
mas&, with an average value of 0.005 mas&, a median value of -0.035 mas/yr, and a standard 
deviation of 0.286 mas&. Note that the rate statistics given here were computed by excluding 
those rate entries in Table 5 for series for which no relative rate corrections were Cetermined. 

Table 6 gives the absolute corrections for the IRIS series which are obtained by summing 
the entries in Tables 3 and 4. The errors given in Table 6 are the rss of the errors given in Tables 3 
and 4. 
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TABLE 5. ADJUSTMENTS TO DATA SETS (ABSOLUTE) 

DATA SET 
NAME 

LLR (L1707; A@, UTO) 
McDonald 2.7m 

McDonald LRS 

McDonald LRS (New Site) 

CERGA 

TEMPO (90 R 01; T, V) 
CA (12) - Spain (63) 

CA (14) - Spain (61) 

CA (14) - Spain (63) 

CA (15) - Spain (63) 

CA (12) - Australia (43) 
CA (14) - Australia (42) 

CA (14) - Australia (43) 

. CA (15) - Australia (43) 

CDP (EOP.629) 
Westford - Ft. Davis 

CDP (EiOP.629) 
Multi-Baseline 

NAVNET (NAVY 1990-2) 
Multi-Baseline 

CSR (89 L 02; PMX, PMY) 
Satellite Laser Ranging 

A@ 
-1.891 
f0.602 

0.232 
50.483 
-0.197 
f0.442 

f0.203 
0.858 

f0.401 

T 
0.349 

*OX4 
2.1 10 
f0.550 

1.889 
fO. 155 

1.354 
f0.234 
-3.799 
f0.224 
-3.134 
f0.25 1 
-3.060 
f0:117 
-2.378 
fO. 186 

T 
-0.429 

-2.057 

f0.331 

UT0 
9.017 

f0.752 
5.657 

f0.870 
8.845 

f0.496 
5.450 
fO. 142 

7.797 
f0.279 

V 
0.294 

k0.876 
-1.172 
f 1.024 
-1.890 
f0.379 
-2.806 
f0.745 
0.689 

f0.745 
1.043 

f0.873 
2.165 

f0.275 
0.666 

f0.411 

V 
-0.482 
f0.559 

PMX PMY 
-1.225 -2.056 
M.060 f0.055 

PMX PMY 
-1.656 -1.161 
fo.171 fO.190 

PMX PMY 
-4.802 2.921 
fo.067 f0.062 

UT1 
2.628 
fo. 107 

UT1 
2.769 

fo.208 

UT1 ---- 

.. 

A@ 
-0.559 
fO.0 16 
-0.559 
fo.016 
-0.559 
fo.016 

0.355 
fO. 127 

0.605 
f0.279 

T 
-0.226 
f0.022 
-0.227 
f0.022 

0.03 1 
f0.076 
-0.227 
f0.022 
-0.576 
f0.016 
-0.577 
fO.0 16 
-0.474 
f0.045 
-0.577 
f0.016 

T 
-0.294 
f0.020 

UT0 
-0.284 
f0.023 
-0.284 
f0.023 
-0.284 
f0.023 
-0.074 
f0.088 

0.053 
f0.203 

V 
0.486 

f0.020 
0.484 

f0.020 
-0.039 
20.135 

0.484 
f0.020 
-0.401 
f0.021 
-0.399 
f0.021 
-0.4 13 
f O .  112 
-0.399 
f0.02 1 

-0.548 
f0.02 1 

V 

PMX PMY UT1 
-0.035 0.187 0.120 
fo.032 f0.030 M.065 

PMX PMY UT1 
-0.044 -0.588 -0.439 
fo.017 fO.016 fo.025 

PMX PMY UT1 
-0.069 -0.176 ---- 
M.036 f0.033 

REFERENCE TIME FOR RATE ADJUSTMENT IS 1988.0 
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TABLE 6. ADJUSTMENTS TO IRIS DATA SETS (ABSOLUTE) 

DATA SET 
NAME 

IRIS (28SEF90) PMX PMY UT1 PMX P W  UT1 
Multi-Baseline -10.048 3.851 1.423 0.117 0.252 -0.188 

20.043 rt0.040 M.055 20.023 rt0.023 39.032 
---- 0.006 

f0.054 M.035 
Intensive (UT1 Only) ---- ---- 1.387 ---- 

REFERENCE TIME FOR RATE ADJUSTMENT IS 1988.0 

4 .  Conclusions 

The fesults given in Tables 2 and 5 are the main results of this study. For the question of the long- 
term stability of the terrestrial reference frame, the rate correction results are the most important. If 
the standard deviation of these rate corrqxions is used as a measure of how stably the terrestrial 
reference frame can be currently determined, then it is seen that it can be determined to within about 
0.3 mas& to 0.4 mas/yr, or about 1 cm/yr. This value, although representing the scatter in the 
rate corrections that must be applied to independent determinations of Earth orientation series in 
order for them to agree with each other in rate, should also represent the scatter in the rate at which 
the underlying TRFs are drifting away from each other, regardless of the directim of that drift. As 
planned improvements to the hardware and software of the observing systems are implemented, 
these rate discrepancies should diminish, with concomitant improvement in the determination of the 
terrestrial reference frame. 
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POLAR MOTION OBSERVED BY DAILY VLBI MEASUREMENTS 
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ABSTRACT. In 1986 and 1987 the Hartebeesthoek Radio Astronomy 
Observatory in South Africa and the Wettzell Geodetic Fundamental 
Station in Bavaria, FRG, performed two short series of daily VLBI 
experiments for polar motion monitoring. The two serLes were 
scheduled for periods of about 35 days with each session lasting 
only 2 hours. The purpose of these short daily sessions was to 
demonstrate the potential of the VLBI technique to monitor polar 
motion by relatively short and inexpensive experiments on a long 
north-south baseline. Furthermore, this first daily pole pos;ltion 
monitoring project should allow to investigate short period 
fluctuations of the pole. 

Here we present the final results of the two series. Small 
scale fluctuations in ,the path of the pole are discernible and 
were analysed with spectral analysis techniques. The raw data 
shows accuracies of about 1 mas for each pole component. 
Considering the reduced observing requirements compared with 
present day earth orientation monitoring networks, these results 
demonstrate the high sensitivity of north-south baselines for 
both components of polar motion. 

1. INTRODUCTION 

InJanuary and February 1986 and 1987 the Hartebeesthoek Radio Astronomy 
Observatory (HartRAO) in South Africa was temporarily equipped with a Mark 
111 data acquisition terminal and a wide band dual frequency receiver on loan 
from the US National Geodetic Survey (NGS), National Oceanographic and Atmos- 
pheric Administration of the U S Department of Commerce ( N O M ) .  The instal- 
lation of this equipment for the first time permitted measurements of highest 
accuracy with a station in the southern hemisphere . 

With the Hartebeesthoek Radio Astronomy Observatory and the Wettzell 
Geodetic Fundamental Station in the Federal Republic of Germany a long 
north-south baseline was formed which is almost equally sensitive to changes 
in both components of polar motion as compared to a single east-west baseline 
which - with restrictions - can only be sensitive to one component. The base- 
line between the Wettzell Geodetic Fundamental Station and HartRAO has a z 
component of 7580 km. This is about eight times its x componen? and five 
times its y component which results in large values for the partial deriva- 
tives of.the pole components and thus a high sensitivity for changes in these 
parameters. 

In order to exploit the sensitivity of this baseline, daily pular motion 
measurements of short duration were initiated in 1986, complementary to those 
routinely observed in the IRIS-Intensive project for UT1 determinations 
(Robertson et al., 1985). Two series of daily measurements spmning periods 
of 30 to 36 days were prepared using any day where the stations were not 
occupied by multi-station measurements. The main purpose of the daily 
sessions was to demonstrate the potential of the VLBI technique to monitor 
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polar motion by relatively short and inexpensive measurements on a long 
north-south baseline. Furthermore, the first daily pole position measurements 
would allow a search for short period fluctuations of the pole. 

2. OBSERVATIONS 

In 1986 25 sessions were scheduled in the period of January 12 to 
February 11. Most of them took place at the same sidereal time in the morning 
(7h UT) while six measurements had to be shifted to the evening hours (20h 
UT) because the Wettzellobservatory was occupiedby other commitments in the 
morning. In 1987 only 24 sessions but all at the same sidereal time were 
scheduled between Januray 21 and February 27. 

For practical reasons the sessions of the single baseline observations 
were restricted to use no more than two magnetic tapes for data recording per 
station in 1986 and three magnetic tapes in 1987. About 200 to 400 seconds 
integration time were used to receive signals from the radio sources for each 
delay observable resulting in 10 to 15 observations for a single session. 

The small number of individual delay observables in a session puts 
severe restraints on the geometric configuration of the observations. Unlike 
short term UT1 determinations, for example the IRIS Intensive series, short 
polar motion measurements are strongly affected by intrinsic high correla- 
tions between one polar motion component and the clock offset between the two 
stations. In order to reduce correlations and achieve well conditioned normal 
equations it is important to use a distinct configuration of observations 
relative to the baseline which we shall discuss later. 

Figure 1. Location and Orientation of Baseline Reference System 
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Conventional scheduling programs, like SKED, display the instantaneous 
source positions relative to each station and do not disclose any information 
about the position of the source relative to the baseline. In order to select 
the observations according to special requirements a procedure was developed 
which graphically displays the geometric configuration of each observation 
relative to a fictitious baseline reference point. This reference point is 
defined as the projection of the baseline midpoint onto the ellipsoid and 
serves as the origin of a topocentric system with the tangential plane being 
the equatorial plane of this system (Figure 1). 

Station A \ Station B 

Figure 2. Geometry of Baseline Reference System and Horizon Mask 

In a different projection the baseline system can be interpreted as a 
hemisphere put on top of the ellipsoid at the baseline reference point. 
Figure 2 gives an impression how the sky available for observations is limi- 
ted depending on the baseline length. Perpendicular to the baseline, how- 
ever, the areas are narrowed but the depth of these valleys remains un- 
changed. Both, the horizon limits of the two stations and the observations 
are best displayed in a stereographic projection (Figure 3). The solid line 
is the natural horizon while the dashed line is a 10" elevation limit. 

The observing schedule of 1986 consisted of 11 observations with a 
maximum hour angle separation of 126' and a minimum elevation of 10". Simu- 
lations have shown that part of the observations should span as wide an hour 
angle as possible and part of them should be placed in the zenith of the 
baseline reference point in order to reduce correlations and to increase the 
accuracy of the pole position results (Nothnagel et.al., 1988). In 1987 the 
schedule was prepared using the display method explained above and provided 
15 observations with a maximum hour angle separation of 139" and an elevation 
cut-off of 20' to reduce atmospheric refraction effects. 

It should be emphasised here that the observations in the valleys per- 
pendicular to the baseline are most important for a good constitution of the 
normal equations for all types of experiments. Independent of the purpose of 
the experiment the angular separation of these observations affects the 
degree of correlation between the clock offset and the vertical component in 
this system and thus the overall accuracy. 
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Figure 3. Stereographic Projection of Baseline Reference System 
(Observing Schedule of 1987 with 20" Elevation Limit) 

3 .  DATA ANALYSIS 

The analysis of short duration measurements for the estimation of the 
components of polar motion has to rely on externally determined terrestrial 
and celestial reference frames as well as on the precession, nutation and 
spin matrices to be able to establish the relationship between the reference 
frames. For the final analysis of the daily polar motion observations all 
necessary information to define the reference frames was taken from the NASA 
CDP627 global VLBI solution (Ma et al., 1990). This data set contains the 
data of all available Mark I11 network measurements between 1980 and 1989 
including 24 IRIS-S network observing sessions of 24-hour duration in which 
HartRAO participated for the last four years. This time span was necessary to 
gather enough data to ensure that this solution provides an adequate foun- 
dation for the HartRAO station coordinates relative to Wettzell. 

All sessions of the intensive polar motion campaign were individually 
reduced using the CALC 7.O/SOLVE software system. The use of the terrestrial 
and celestial reference frames from the global solution CDP627 for our ana- 
lysis made it necessary to also apply the respective nutation corrections. 
Therefore, we performed spectral analyses of the nutation offset results of 
CDP627 similar to the technique used by Herring et al. (1986). In the reduc- 
tion of the daily polar motion measurements we then introduced nutation cor- 
rections which we computed analytically from the coefficients of the spectral 
analyses. For the tropospheric corrections we used the CfA 2.2 model (Davis 
et al., 1985) based on surface meteorological data. The ionospheric refrac- 
tion was calibrated by dual frequency observations. 

In the least squares adjustments only the two polar motion components 
xp ,  yp, and the offset and rate between the two station clocks were estimated. 
Higher order clock terms were neglected in these short observing sessions as 
were estimates for atmospheric excess path delays. 

The formal errors of the pole coordinates were based on observation 
weights adjusted so that the Chi-s uare (2) per degree of freedom ratio are 

348 



close to unity. In 1986 an average of about 100 psec was added quadratically 
to each a priori sigma of the delay observables. These contributions to the 
a priori variances should account for unmodelled effects in the data reduc- 
tion (Herring et al., 1986). As has been mentioned the observing schedules of 
1987 were prepared with a more sophisticated strategy which further reduced 
the sensitivity of the observations to atmospheric modelling errors. This 
resulted in a reduced scatter of the residuals and thus a 2 of about 1 was 
achieved by adding only about 50 psec to each a priori sigma. 
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Figures 4 and 5 depict the pole paths of early 1986 and 1987 according 
to the daily measurements together with the results from 5-daily multi- 
station IRIS experiments. The average formal errors of the 1986 results are 
0.73 mas for the x component and 0.38 mas for the y component while in 1987 
the formal errors are 0.43 mas and 0.27 mas, respectively. Since the error 
bars are too small t o  be seen in this scale the data points are depicted as 
crosses of a fixed size, The daily pole position results show a smooth path 
within the pole positions fixed by the results of the 24 hour IRIS-A measure- 
ments. Differences between an interpolated pole path of the IRIS-A results 
and the actual measurements do not exceed five sigma. There may, however, be 
a small offset in the y component of about 1 mas between the IRIS-A and the 
intensive series. This offset may be due to inconsistent MartRAO station 
coordinates of the order of 3 cm. 
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Figure 5 

5. ERROR ANALYSIS 

The analysis.of the daily VLBI measurements may be affected by several 
systematic error sources. In order to estimate the influence of these pos- 
sible systematic error sources calculations were performed changing the mag- 
nitude of these effects and comparing the results, The most uncertain part in 
the analysis of VLBI measurements is the tropospheric correction. The influ- 
ence of the tropospheric corrections is dependent on the schedule and thus 
changes between 1986 and 1987 owing to the change in the elevation limit from 
10" to 20". 

The imperfections in the analytical model for the nutation corrections 
introduces small errors in the pole positions as well. In UT1 there are small 
differences between the values interpolated from the 5-daily IRIS-A 
measurements and results of daily UT1 measurements performed within the 
IRIS-Intensive campaign (Robertson et al., 1985). The combined effect of 
these systematic error sources is determined by forming the root sum squared 
(RSS) of the errors. 

The results indicate that in 1986 the major contribution to the error 
budget is the tropospheric refraction. A comparisonbetween the RSS error and 
the standard deviation of this year shows that the formal errors of the pole 
position results may be too optimistic. In 1987 the influence of the tropos- 
pheric refraction has been reduced considerably and possible systematic 
errors are at the same level as the measurement noise. In both years the 
scatter of the results about a mean pole path which can also be interpreted 
as a measure of repeatability seems to confirm the validity of this estimate. 
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Estimate of Systematic Errors 

ERROR SOURCE 

~~ 

Troposphere 1986 I 0.80 I 0.60 
1987 0.12 0.09 

RSS 1986 I k.! 1 0.5 
1987 0.3 

Av. Standard 1986 0.38 
Deviation 1987 I i::; I 0.27 

Table 1 

6. SPECTRAL ANALYSIS 

One of the goals of the polar motion intensive series was to investigate 
possible short period fluctuations of the pole path which are hardly to be 
detected by 5-daily observing intervals. Therefore, a spectral analysis was 
performed with the data. The two data sets with x and y components were first 
transformed into along-track (tangential) and cross-track (radial) components 
as described by Schuh (1989) .This was achieved by fitting circles to the data 
(Figure 6) and subsequently calculating residuals to the average radii and 
angles. Equally spaced data is required for the spectral analysis andmissing 
data points were interpolated linearly. 

Table 2 contains the results of our analysis. The signal-to-noise-ratio 
(SNR) is calculated by dividing the amplitudes through the respective sigma. 
The spectral analyses of the polar motion data of both years yielded several 
periods with significant amplitudes exceeding the 3-sigma threshold. More 
periods are found in the 1987 data owing to the improved observing strategy 
and thus smaller standard deviations in the polar motion results. 

In 1987 the 13.7 day period has the largest amplitude and the highest 
signal-to-noise-ratio of all periods detected. In 1986 the only period which 
may correspond to this is a 12.3 day period. However, this deviation may 
result from the observing schedule which was somewhat worse in 1986 than that 
in 1987. The period found is very close to the theoretical earth tide 
frequency of 13.66 days which is a sound indication of real detection. A 
similar degree of agreement between the data of the two years can be found in 
the 23.1 day period in the radial component of 1986 and the one uf 20.2 days 
in the 1987 data which have similar amplitudes in the range of about 1 mas. 

There are a. few periods with cycles shorter than the 10 day Nyquist 
frequency detectable by the regular 5-daily IRIS-A observations. Although 
their signal-to-noise-ratios seem to confirm a high probability of real 
existence some of the amplitudes of the short periods are at the same level 
as possible systematic effects. Therefore, much longer observing periods with 
daily observations are required to make full use of the high temporal 
resolution and to achieve doubtless detections. 
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Figure 6. Pole Positions with Fitted Circles 

Data set 

1986 

1987 

Results of the Spectral Analysis 

Component 

radial 

tangential 

radial 

tangential 

Period 
[days I 
4.2 
8.5 
12.3 
23.1 

6.3 
7.4 

2.9 
7.2 
9.6 
13.3 
20.2 

3.8 
5.1 
6.5 
14.9 

Amplitude 
[mas 1 

0..32 f 0.08 
0.49 f 0.08 
0.65 f 0.08 
1.39 f 0.08 

1.46 f 0.61 
1.71 f 0.60 

0.21 f: 0.07 
0.59 f 0.07 
0.33 f: 0.08 
1.15 f 0.08 
0.80 f 0.09 

0.06 f 0.02 
0.11 f 0.02 
0.08 f 0.02 
0.12 f 0.02 

SNR 

4.2 
6.4 
8.2 
17.4 

2.5 
2.8 

3.1 
8.3 
4.4 
14.4 
9.1 

2.7 
5.0 
3.4 
5.5 

300.0 

Table 2 
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CONCLUSION AND OUTLOOK 

This series of short daily pole position measurements on a single base- 
line has shown that the technique of geodetic VLBI is capable of monitoring 
polar motion with very high temporal resolution. The basis for the success of 
this project was the north-south baseline between Hartebeesthoek in South 
Africa and Wettzell in the Federal Republic of Germany which is particularly 
sensitive to polar motion. The design of the observing schedules plays an 
important role in achieving these remarkable results. 

In the polar motion data presented here significant periods shorter 
than 30 days were identified. A period of 13.7 days was found in both the 
1986 and 1987 intensive series with a high degree of reliability. However, 
signal- to-noise-ratios of most other periods are comparably small and thus 
need further confirmation through longer observing periods. In addition, some 
of the amplitudes of the short periods detected in this analysis are at the 
same level as possible systematic effects.. 

The internal accuracy of these 2 - 3-hour measurements is only slightly 
worse than the 24h sessions using the 4 or 5 station IRIS-A network. Never- 
theless, observations with networks of stations and observing sessions of 24- 
hour duration will always be necessary to provide the required information 
about the terrestrial and celestial reference frames. 

The ideal setup for checking the absolute accuracy of sech polar motion 
observations is a configuration with two parallel north-south baselines. This 
idea was partly realised by a network of four stations (Wettzell, HartRAO, 
Kashima and Hobart) which performed short daily observations for a period of 
1 month from February 13 to March 13, 1991. The schedules were prepared so 
that two independent solutions with either the triangle Wettzell - HartIPAO - 
Kashima or the triangle Kashima - HartRAO - Hobart will be possible in 
addition to a combined solution. The total observing time was roughly three 
hours and each station recorded three full passes. We anticipate that these 
observations will allow a rigorous determination of the absolute accuracy of 
such short term observations. 
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ON THE DAMPING OF THE NEARLY DIURNAL FREE WOBBLE 
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The spectral analysis of modern VLBI measurements allows us, first, to 
obtain reliable data concerning the period, amplitude and attenuation 
of the nearly diurnal free wobble (NDFW). The value of the period of 
NDFW gives mainly information about the flattening of the core-mantle 
boundary, whereas the value of the quality factor Q is connected with 
(1) the anelastic properties of the mantle, (2) dissipation of tidal 
enery in the ocean as well as with (3) the viscous and electromagnetic 
dissipation in the liquid core. We consider here the influence of the 
first two effects. It is. foufid, that the dissipation of the tidal en- 
ergy in the anelastic mantle and in the ocean results in the attenua- 
tion of the NDFW with the value of Q - 1. 5*105, which corresponds to 
the time of attenuation of the order of 150 years. This means, that 
the amplitude and phase of NDFV may preserve some invariable values 
during the time intervals, which are comparable or even essentially 
longer than all the time where modern VLBI-measurements are available. 
The comparison of the theoretical values of Q with the results of VLBI 
- as well as of modern tidal gravity measurements gives us the new 
possibilities to estimate the upper bounds of the mantle's anelastic 
properties, liquid core's viscosity and core-mantle electromagnetic 
coupling at the range of diurnal frequencies. 

1. INTROCUCTION 

Modern' VLBI-measurements allow us, first, to obtain reliable data for 
period. amplitude and attenuation of free core nutation ( F C N ) .  After 
the spectral analysis of 234 series of measurements which were perfor- 
med during - 4 years, Herring, Gwinn and Shapiro (1986) have disco- 
vered FCN with an amplitude of (5,1+1,8)*10-4 mas and'with a period of 
432,2 mean solar days in space. The simple analysis of these new data 
(Gwinn, Herring, Shapiro, 1986) led to the important coiiclusion that 
the agreement between the results of measurements and Wahr's (1981) 
theory may be reached after rep.lacing the hydrostatic value of the 
core-mantle flattening eh - (2,53 to 2,56)*10-3 by 
The different possible explanations of new VLBI-data (including the 
new values of the forced nutation amplitudes) were considered in a 
number of papers. Wahr & Bergen (1986) and Dehant (1986; 1988; 1989; 
1990) have compared the effects of the mantle's inelasticity which 
were calculated based on the Anderson & Minster (1979) and Zschau & 
Wang (1985) rheological models with discrepancies between observed and 
theoretical (Wahr, 1981) nutation amplitudes. They concluded, that 
these effects are too small and that they cannot explain the main dis- 

= 1,67*10-3. 
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crepancies. They used rheological models for the mantle which were 
mainly based on the extrapolation of the comparatively well-known 
inelastic properties of the mantle in the range of the periods r of 
the Earth's free oscillations (from a few seconds to one hour) and the 
insufficient and perhaps not very reliable data, of the mantle's 
inelasticity at Chandler's period (r-14 month) up to the significantly 
different nutation periods r=l day. Obviously, such extrapolation may 
not be exact and reliable enough. Moreover, it is possible that the 
superposition of different perturbing factors (such as uncertainties 
of our knowledge of the mantle's inelastic properties, core-mantle 
boundary flattening e, the value of the moment of inertia C of the 
liquid core etc.) can give some alternative explanations of th; afore- 
.mentioned disagreement. To exclude these uncertainties Molodenski & 
Kramer (1987) have calculated the nutation amplitudes for a large num- 
ber (-10000) of Earth's models with different values of e,C and with 
different mantle's rheological properties, which were described by an 
arbitrary frequency-dependent function f(o), varying iti a sufficiently 
wide range. As a result, the region of the possible values of the pa- 
rameters (e,C ,f) was constructed for which the nutation amplitudes 
and the period of FCN are in sufficient agreement with their theoreti- 
cal values. 

It was found that there is a closed region of possible values of e 
within a comparatively short interval 

2,63*10-3 e 2,68*10m3 

which is practically independent of the adopted values of C,. At the 
same time, the possible values of f are strongly dependent on C . Thus 
for C /C - 0,ll; 0,115 and 0,12 (where C is the total moment oh iner- 
tia ok the Earth) the limitations of f are 

-18 I f I -4,s; -3 I f < 9 , s  and 13,s < f 5 24, 

respectively. In case of the model of inelasticity, adopted by Wahr 6r 
Bergen (1986) and described by the relation 

(where u is the frequency, r is the radius, Qp(u,r) are the parameters 
of the mantle's mechanical quality and Q,(r) is the known distribu- 
tion of Qp with depth at the frequencies of the Earth's free oscilla- 
tions u o )  the limitations (3) are reduced to the conditions 

2n 

uO 

l a  n < 0,2 for T - - - 
2n 

uO 

and n < 0.5 for To - - - loos. 
These restrictions are not as rigid as those which follow from the 
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analysis of the Chandler wobble; nevertheless, they are of interest 
because they correspond to the essentially different range of frequen- 
cies. 

Moreover, some effects were considered which may be connected with the 
existence of a rigid inner core, core-mantle topography and with the 
.possible influence of small errors in the adopted system of nutation 
constants for a rigid Earth. 

Vries & Wahr (1990) and Buffett, Herring & Shapiro (1990) have estima- 
ted that the influence of the rigid inner core on the arnplltut5.e of the 
retro rade annual nutation is extremely weak (of the order of (3 to 4) . 10' arc seconds only) and that it can, consequently, not explain 
the disagreement between measurements and theory. 

0 

Kinoshita & Souchay (1988) and Zhu & Groten (1989) have recalculated 
the nutation amplitudes of the rigid Earth, taking into account the 
higher order effects in the motion of Moon and Sun. It was found, that 
these effects, too, are comparatively small. 

The influence of the core-mantle boundary (CMB) topography or: the am- 
plitudes of the forced nutations was considered by Dehant (1990) and 
Bykova (1991). Dehant (1990) has estimated that the nutation amplitu- 
des are sensitive enough to the CMB topography. Bykova (1991) has ob- 
tained the possible values of the corresponding effects, by taking 
into account modern results (Morelli & Dziewonski, 1987), of the core- 
mantle boundary. It was shown, that the influence of CMB on the nuta- 
tion amplitudes depends mainly on the resonant excitation of the iner- 
tial waves in the liquid core. From a formal view point this effect 
may be large enough even for the very small amplitudes of CMB topogra- 
phy, provided that the CMB is close enough to some "resonant" forms 
(which are described by a single spherical harmonic T(B,X) with 
different values of n,m, which depend on the frequency). 

But a more detailed analysis shows that the probability of such coin- 
cidence is extremely low. Using the assumption about Gaussian distri- 
bution of the CMB coefficients in the spherical harmonics expansion 
and taking into account the limitation of (Morelli & Dziewonski, 1987) 
on the total amplitude of the CMB topography, Bykova has estimated 
that this probability is only equal to Thus, the discrepancy 
between theoretical and observed nutation amplitudes can certainly not 
be attributed to the influence of CMB topography. 

Summarizing we may conclude that all sets of modern data of forced nu- 
tation amplitudes give mainly (1) information on the flattening of the 
core-mantle boundary and (2) not very rigid restrictions on the possl- 
ble rheological properties of the mantle for-the nearly-diurnal range 
of frequencies. 

The situation is quite different for the data interpolation in the 
damping of FCN. The main sources of the FCN energy dissipation should 
be (1) in the ocean; (2) in the inelastic mantle and (3) in the liquid 
core. In the last case, the dissipation may be caused by two possible 
sources: (a) viscous friction on the core-mantle boundary or (b) elec- 
tromagnetic dissipation. 
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The modern information on the Earth's core viscosity and lower 
mantle's electroconductivity is very poor and is mainly based on some 
physical limitations. Frenkel (1950) has estimated that the viscosity 
u of melted metals for temperatures and pressures which exist in the 
Earth's liquid core, is of the order of 0.1 Poise, while the viscosity 
of the silicates is of the order of 1010-1013 Poises under the same 
conditions. The estimation v-0,l Poise was confirmed by Gans (1972). 
Up to now this value of viscosity is usually considered as most pro- 
bable. The data for the attenuation of seismic waves which penetrate 
the liquid core result in the restriction u 5 log Poise (Zharkov, Tru- 
bitzin, 1980); the attenuation of the Earth's free oscillations prac- 
tically does not depend on the value u (MacDonald, Ness, 1961). Thus, 
up to now the estimates of the Earth's core viscosity which are based 
on physical considerations, have not yet found an experimental geophy- 
sical confirmation. Obviously, if the main cause of the FCN attenua- 
tion is the dissipation in the liquid core, then the data of the FCN 
damping can fill in this gap. At the same time, if the attenuation of 
FCN is mainly connected with the dissipation in the inelastic mantle, 
then the measurements of the quality factor QFcN will permit us to 
certainly obtain essentially more rigid restrictions for the possible 
values Q . The basic aim of this report is the consideration of the 
effects p1) and (2), i.e. the estimation of the influence of the dis- 
sipation in the real ocean and in the inelastic mantle on the attenua- 
tion of free core nutation. 

2. THE GOVERNING EQUATIONS 

The influence of the real ocean on free and forced nutations of the 
Earth was earlier considered in (Wahr, Sasao, 1981; Molodenski, 1981) 
and the effects of the mantle's inelasticity were considered in 
(Molodenski, 1981; Wahr & Bergen, 1986; Dehant, 1986, 1988, 1989, 
1990). We shall use here the system of governing equations of Molo- 
denski (1981), which give the possibility to take into account the in- 
fluence of both the inelastic mantle and the real ocean on the forced 
nutation as well as FCN in a similar way, in terms of the effective 
rigidity coefficients X ... A, of the mantle which describe the reac- 
tion of the system (ineiastic mantle plus real ocean) on the action of 
the volume forces and surface loads on the core-mantle boundary. 

We shall use here the system of Cartesian coordinates (x,y,z), which 
are described by the following system of conditions: 

(1) At some initial moment of time to the axes (x,y,z) coincide with 
the principal axes of the Earth's ellipsoid of inertia A and C, 
(including mantle, liquid core and ocean), correspondingly; and 

(2) the motion of this reference frame at any subsequent time is de- 
scribed by the condition 
- -  

p rxu dr2 - 0 
?2 ( 5 )  

where r 2  is the volume which is occupied by the system of mantle plus 
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- 
ocean only, u is the velocity of the mass element pdr2 with respect 
to the mobile reference frame (x,y,z), p is density and is the ra- 
dius vector. 

In this system of coordinates the relation between the components of 
the Earth's angular momentum vector M and the vector of our reference - 

w reads as folfows: frame angular velocity 

Mi - (Ii~1)+Ii~2')uk + 

( 2 )  where I,, ( l )  and I,, 
and the system mantle 
the relations : 

m m  jyj- P r x u dr,, 
( 6 )  

are the inertia tensors of the liquid core 
plus ocean, respectively, which are defined by 

where (A,, C,) and (A2 ,C2)  are the principal moments of inertia of the 
liquid core and of the system (mantle plus ocean), respectively. 

Let us suppose here that the liquid core is incompressible and homoge- 
neous. In this case it is possible to use the well known Poincare's 
solution for the liquid core which describes the spatial destzibution 
of the pressure P and displacements as follows: 

U+w 
P - p t * ,  - -  a, - v,-vi [ "  

2w 
(a2 -4w2)  ii = vt + - T; xv* + 

2 U 

where u is the angular frequency in the mobile - reference frame, w is 
the angular velocity of the Earth's rotation, k is a unit vector, 
which is oriented along the axis z, 

2 w *, - - (x2+y2) 
2 
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is the potential of the centripetal force for the case of the Earth's 
uniform rotation, 

1 i (ut-A 
r2 

a2 
- - -  sin d cos 8 Re(ce 

is the variation of a,,, which is connected with the nutational motion; 
a is the Earth's mean radius; 8 is colatitude; X is the longitude; e 
is a complex number which defines the amplitude and phase of nutatio- 
nal motion of 

wx + iw - wee , . 

Vt is the tide generating potential 

with respect to the mobile reference frame: 

(11) iut. 
Y 

r2 
V, - ut - sin B cos 8 cos(at-A); 

a2 

is the amplitude of Vt; Vi is the variation of the potential, which 
is associated with the redistribution of masses inside the Earth; in 
case of a laterally homogeneous inelastic mantle Vi, may be given in 
the form: 

ut 

r2 

a2 
1, i(ut-A) Vi - - sin B cos 8 Re(uie 

where vi is the complex value which determines the amplitude and phase 
of Vi; is the complex-valued function, which, in accordance with 
(a), determines the distributions of velocities and pressure in the 
liquid core. 
has a simple 

r2 

a2 
i # - -  sin B 

where 3 is a 
of 8. 

In case of a homogeneous and incompressibie liquid core 8 
analytical form, which is totally similar to (13): 

1 ,  (14) i(ut-A) cos B Re($e 

complex constant which determines the amplitude and phase 

-. The relations (8-14) connect the unknown: functions P, u as well as 
the unknown components wx w with the values of three complex parame- 
ters e ,  $ vi. To determine their values, it is necessary to take into 
account the mechanical properties of the inelastic mantle and real 
ocean and to consider then the system of some additional conditions. 
These last conditions read as follows: 

Y 

(1) the eauation of the anmlar momentum. 

Substituting (8b) in ( 6 ) ,  we get: 
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E - C w z z  + Re[(zx-iG Y ) (A ~r+Ii+12)eiut] + 

+ JJl p ? x dr, 
r1 

and 

SJl p 3 x u dr, - Re[m(<x-izy) eiut], 
where A-A1+A2, C-Cl+C2 are the principal moments of inertia of the 
whole Earth, 

r1 

a2 3 
m - c, [ a3d - ew] + (C1-A,) -; 

0 (0+2w)  0+2w 

I,, I are two complex parameters, which are connected with 
( ' by the relations : 1x2, y o  

Substituting (15) in Euler's equation for the angular momentun 

C-A 
A - 0  

M + w x M - -  ue (fsin ut-Gycos ut), 
a2 

we get the first relation between our complex parameters: ' 

C-A 

2 2  
U8 = 0 

w a w  

(2) The boundarv condition on the core-mantle boundary. 

The continuity condition at the core-mantle boundary has the form: 

where Go is the outer normal of the elliptical core-mantle boundary; 
0 

r 
- + 2eit cos e;  
r 

0 

"0 

e, as before, is the flattening of the core-mantle boundary, H(b) is 
the normal component of the core-mantle boundary displacements. 

By caking into account that the dependence of H on the angular va- 
riables 8 , X  has a form similar to (18) 
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H(b) - sin 8 cos 8 Re(h ei(ut-A)), 

(where h is a new complex constant) , it is easy to connect the'values 
of h and I,. For the case of incompressible homogeneous liquid core it 
has the form: . .  . 

h - 21JC1. (24) 

Substituting the expressions (23), (24) in (21) and using the repre- 
sentation of in terms of e, $, ut ,  vi (8b-14), we get: 

- -  
(u,no) - H(b) - b sin 28 Re 

W 

From (25), it follows that the expression in straight brackets, is 
equal to zero, too. 

(3) The eauation for the aneular momentum of the svstem (mantle Dlus 
ocean). 

This equation is reduced to the relation 

O+O C-A O+O 

- (A2e+12) - eC2 + - 2 Z V t  + F 1 - k l 1 ]  [$ - e ] + I, - 0. (26)  
W a w  

It is easy to show that this equation is not independent of (24), 
(25). Multiplying the expression in straight brackets (25) of (1-2e) 
and subtracting (20) from it we get the equation which coincides ex- 
actly with (26). Thus, the equations (20, (25), (26) give only two re- 
strictions on five unknown parameters e ,  $, v i ,  I,, I,. 

To determine all unknown values uniquely, it is necessary to take into 
account the mechanical properties of the inelastic mantle and the ac- 
tual ocean. To carry this out, we note that the tidal displacements in 
the liquid core and in the system (mantle plus ocean) are caused by 
two mechanisms: (1) the action of the volume tidal forces and (2) the 
action of the hydrodynamic pressure at the core-mantle boundary. Con- 
sequently, we may write the values I,, I, in the form: 
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where Al, ... A, are dimensionless complex constants, of the "effective 
rigidity" which characterize the displacements of the core-mantle 
boundary and the tidal displacements in the system (mantle plus ocean) 
under the action of hydrodynamic pressure at the core-mantle boundary 
(A1 , A  ) and of the volume tidal forces (A2  , A  ); g is the mean gravita- 
tional acceleration at the Earth's surface which is introduced in (27) 
in order to reduce the values A,, , , .A, to the dimensionless form. 

If the mechanical system (mantle plus ocean) is linear, the values 
A , . . :A, don't depend on pb and ue , but only on the mechanical proper- 
ties of mantle and ocean. Thus, we can assume that these values are 
known. By substituting (27) in ( 2 4 ) ,  (25) and solving the system of 
algebraic equations obtained in such a way with respect to e ,  we ob- 
tain, after neglecting some small terms, (Molodenski, 1981): 

c fz  c o  

where 

C 

Cl - (1+crX2) 
C U+o 

1 +  + -  aA, 
W " A2 

(e+A,) - + - 
u+o A 

ao2 
a - - - - 1,057 

c-A g 

and 

C-A "e 
c o  - - -  

. a2 WA+W~(A-C) 

is the nutation amplitude for the rigid Earth without liquid core and 
ocean. In case A,- ... A, - 0 the relation (28) coincides with the 
well known Poincare's so1ution;'for the dissipationless models all the 
values Ai are real, and relation (28) describes the influence of the 
mantle's elasticity at the period of FCN and on the amplitudes of for- 
ced nutation; the substitution of the complex values A, in (28) deter- 
mines also the effects of dissipation both in the inelastic mantle and 
in oceans on the phase lag of the forced nutation and on the damping 
of FCN. 

The frequency of FCN with respect to the mobile reference frame is de- 
scribed by using the condition that the denominator of (28) equals 
zero. This condition is valid if 

A 
u - u o  - -  

Using the well known definition of the mechanical quality parameter 
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IRe 001 

2 Im uo 
QPCN - 
and taking into account )e+A, 1<<1, we get: 

Thus the value of the mechanical quality of FCN is connected only with 
Im A,. One realizes from (27) that Im A, defines the phase of the ' 

core-mantle boundary displacements under the action of the pressure on 
it, which has the unit amplitude and is distributed proportionally to 
the second-order spherical harmonic sin B cos B cos(at-A). 

3. THE NUMERICAL ESTIMATIONS 

3.1 The effect of mantle elasticity and inelastisity 

Using the well-known MacCullagh's formula, it is easy to show that 

where G is the gravitational constant and k is the Love Number. Taking 
into account that for the real models of the elastic Earth without 
ocean k - 0,30, we have 
A, - - 0,302. (31) 

Correspondingly, the corrections to A 4 ,  which take into account the 
mantle's inelastisity, have the imaginary part 

Im 6A, - - 1,Ol Im k. 
As it was mentioned above, the values Im k for the inelastic Earth mo- 
dels may be calculated only by applying some extrapolation of the 
known inelastic properties of the mantle at the periods of the Earth's 
free oscillations to the essentially lower nearly diurnal periods. Mo- 
reover, it is necessary to take into account the distributions of the 
mantle's inelastic properties and the shear energy densities inside 
the Earth. Using the method of perturbations, we can present the ge- 
neral relation between the variation of Love Number 6k and the varia- 
tions of the Lame's parameters 6 A ,  6p in the mantle as follows: 

where r is the radius, (b,a) are the radii of the liquid core and of 
the Earth, respectively, k and kx are the known realfunctions of r, 
which depend only on the dlistribution of the mechanical parameters in 
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the elastic (unperturbed) model of the Earth. In case of the purely 
imaginary variations 6 p ,  61 the variations 6k are imaginary, too, and 
the relations (32) determine the connections between Im k and the va- 
lues 

and 61, where po(r) is the unperturbed distribution of the shear modu- 
lus and Q$r) is the distribution of the parameters of the mechanical 
quality in the mantle. 

It is usually assumed that the dissipation in the mantle is mainly 
connected with the shear and not with the variation of the volume. 
With this approximation 

and.the relation (32) is consequently reduced to 

The numerical values of the functions k (r), k,(r) for the real 
Earth's model were calculated in (Molodenskt, 1976). If we shaX sup- 
pose that the values Q (r) are independent of the periods not only for 
the range of the Earti's free oscillations frequencies, but also for 
the wider region of periods, including nearly diurnal periods, then 
the relation (33) results in . 

Im 6k - (0,6 .L 0,8) 
(34) 

and, in accordance with (32), we have 

Im 61, - - ( 0 , 6  + 0,8) 
(35) 

The valuees A , ,  1, for the elastic and oceanless Earth entering in 
(28) were calculated by us for the model No 508 of Gilbert & Dzie- 
wonski (1975). Their numerical values are as follows: 

1, - -0~61 . A, - - 0,57. (36) 

The corrections to these values due to mantle inelasticity were calcu- 
lated .by a method of perturbation which is in full length similar to 
the procedure described by us above. For the same rheological model 
the influence of mantle inelasticity leads to the corrections 

Im 61, - ( -0 ,6  .L -1,l) lom6, 

Im 61, - (-0,7 + -1,4) lom3. 

Substituting (37) in (30), we get: 

(37) 
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( m )  - (5,5f1,5) lo5. QFClo 

It is easy to recalculate this value for rheological models which are 
arbitrary by dependent on frequency. Thus, in case of the dependence 
Q,(u) described by ( 3 )  and for To - 1 hour we get: 
Q F c i m )  - (4,0+,1,0) lo5 

( m )  - (2,9+0,7) lo5 

(m) - (2,1+0,5) lo5 

Q p c A m )  - (1,5+0,4) lo5 
( m )  - (l,lfr0,3) lo5 

if n - 0,l; 
if n - 0,2; 
if n - 0,3; 
i f  n - 0,4; 
if n = 0,5; 

QFC" 

QFCN 

QFC" 

(39) 

3.2 The influence of the oceans 

It is easy to show that the influence of the oceans on both forced and 
free nutation is only dependent on the values of the second order 
coefficients in the expansions of the ocean tides in the spherical 
harmonics. Indeed, using the spherical system of coordinates we have 

I - - JJJ pr2 sin COS e COS x dr,: 
X E  

1 
T 

IY e - - sss pr2 sin 8 cos 8 sin X drl. 
1 

r 

The functions sin B cos 8 cos A ,  sin 8 cos 8 sin X are proportional to 
the second-order spherical harmonics Yi ( 8 ,  A )  , Y- (4, A )  . Taking 
into account the orthogonality conditions for the spherical harmonics, 
we may conclude that only second order dis lacements -Yi ( 8  , A ) ,  
Y-: (8 , A )  can perturb the values 
it is known that, in case of a laterafly homogeneous (elastic or 
inelastic) mantle, the outer surface loading which is proportional to 

( 0 ,  A )  implies desplacements of the core-mantle boundary which are 
proportional to the same spherical harmonic P. Thus, only the se- 
cond-order coefficients in the expansions of the oceanic tides in 
spherical harmonics must be taken into consideration by us. 

, Iypl' . At the same time, 

The damping of FCN is determined by the imaginary parts of the effec- 
tive rigidity parameters A, of the mantle with respect to the action 
of the pressure P (8a) for the model of a deformable mantle with the 
real ocean. Insofar as the value X does not enter in (28) and the va- 
lue A, enters only with a very small coefficient 

a* 1 - - -  
o 400 

the damping of FCN does not depend on the phase of the non-diagonal 
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components of the ocean inertia tensor but on the phase of the core- 
mantle boundary oscillations. The mechanism of the damping is reduced 
to the following: 

(1) The pressure P causes the elastic deformation of the core-mantle 
boundary. 

(2) The elastic deformations are transmitted to the Earth's outer sur 
face. 

(3) Displacements of this surface affect, in turn, the oceat currents, 
which have the same nearly diurnal period, as the period of FCN 
with respect to the mobile reference frame. These currents are ac- 
companied by the vertical displacements of the level of the ocean 
and the corresponding variations of the oceanic loads at the 
Earth's surface. Insofar as the real ocean at the nearly diurnal 
periods is described by a comparatively low values of Q, the phase 
of these loads lag essentially behind the phase of the pressure p 
and the phase of the initial displacements of the Earth's outer 
surface which cause the currents in the ocean. 

(4) The oceanic loads cause a secondary elastic deformation of the 
Earth's surface, which are transmitted back to the core-mantle 
boundary. The phase of these secondary deformations coincides with 
the phase of the oceanic load and, consequently, it lags essenti- 
ally behind the phase of the initial displacements. The phase lag 
of the second order spherical harmonics in the resulting displace- 
ments (which represent the sum of the initial displacements of the 
core-mantle .boundary due to pressure P and the seccndary dis- 
placements of the same boundary due to the oceanic loads) determi- 
nes the imaginary part of A, and the value Q of FCN. 

The numerical calculation of this effect for the Earth's model No 508 
of Gilbert 6 Dziewonski (1975) leads to the following results: 

1. If the amplitude of the core-mantle boundary h(b) is 1 centimeter, 
then the amplitude of the Earth's outer surface displaceinents h(a) - 
0,739 cm and the amplitude of this surface displacements with respect 
to the equipotential surface is equal to 

L(a) - 0,388 cm. 
The oceanic currents caused by these displacements are equivalent to 
the currents which arise under the action of the tide gemrating po- 
tential with the frequency u and with the amplitude 

gh(a) - 380 cm2/s2. w 

The second order spherical harmonic in the expansion of the correspon- 
ding gravitational potential variation is determined by the expression 

- 
V - sin 8 cos 8 Re(; ei(ut-x) 1, 
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N N -  

where u-kgh(a) and L is the correction to the Love Number k, which ta 
kes into account the influence of the ocean. The potential t is ge- 
nerated by a layer of water, of desity p, and of depth h,. Expressing 
p,h, in terms of 5,  we get: 

where G is the gravitational constant. 

The pressure at the Earth's outer surface due to this layer of water 
is equal to 

The pressure and the gravitational interaction between the layer 
(40) and the Earth result in the radial displacements of the core- 
mantle boundary 

6H(b) - sin I9 cos I9 Re(Sh(b) ei(ut-x) 1, 

where 

6h(b) - 0,24  kh(b). 

Comparing this expression with (24), (27) ,  we get: 

Using relations (31), (24), and the solutions of the elastic equili- 
brium equatfons for the second order spherical harmonic in the real 
Earth it is easy to calculate also the corrections to the values A,, 
A 4 ,  which are connected with the influence of the ocean. Their values 
are 

6A, - 0,61 L. (41~) 

dubstitution of (41a) in (28) yields the correction to the FCN period 
with respect to the mobile reference frame due to ocean: 
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6u 
Re - - 1 , 6 0 1 0 ~ ~  Re i .  

w 

Correspondingly, the correction to the period T of FCN ir. space is 
equl t o  

T 6U 
6 T - - -  Re - - 0 , O S  Re i T. 

u* 0 
(43) 

By substituting now (41a) in (30) we get: 

Thus, we see that both 6T and Q P C ~ o c )  are uniquely determined by the 
value of the correction to the Love number E. 

Taking into account that the frequency of FCN with respect to the mo- 
bile reference frame is extremely close to the frequency of the tidal 
Luni-Solar wave K,; we can estimate the value E from the known roti- 
dal maps for this wave. 

The values H for the cotidal maps of Bogdanov & Magarik (1969) and 
Schwiderski (1980) were calculated by Pertzev (1987). The results for 
the wave K, are as follows: 

Bogdanov & Magarik (1969) Schwiderski (1980) 

Re i; - - 0,0171 
Im i; - 0,0078 

- 0,0236 
0,0237. 

(45) 

One sees that the values Re E for the different cotidal maps are in 
a relatively good agreement; however, the difference of the values Im 
E is significant. 

Substituting these vales in (42-44) we find 

3,9010~ 

2,3010~ 

for the cotidal map B & M (1969) 

for the map Schwiderski (1980) 
Q ( O C )  I { 

P C U  

and 

6T - (-0,8 f 0,l) days. (47) 

Comparing these values with (38) and (39), we may conclude that the 
influence of the inelastic mantle and the ocean in these effects is of 
the same orders of magnitude. 

To obtain the more rigorous restrictions on the possible values of 
Q p c u ,  it is necessary to use some analytical interpolation of the 
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mantle's rheological properties in the range of periods from - 1 hr to 
Chandler's period TcE - 14 months. Such interpolation involves some 
information on the damping of Chandler wobble. It is known, that mo- 
dern measurements of quality parameter Qc of the Chandler wobble lead 
to the conclusion, that their most probabfe value is of the order of 

%E o b r .  - 50 to 100 (48) 

(see, for example, Currie, 1974, 1975; Yatskiv, 1973; Groten, 1984; 
Dickman, 1986). At the same time, if we use Lomnitz's rheological law 
as adopted in the theory of the Earth's free oscillation with the va- 
lues Qp(r) which are independent of the frequency satisfying the at- 
tenuation data of the Earth's free oscillations, then the theoretical 
value of is equal to 

= 500 % E  t h e o r .  (49) 

(Zharkov, Molodenski, 1977). Moreover, the influence of the mantle 
inelasticity leads to a lengthening of the Chandler period, which is 
equal to 

6T - 2,9 days (50) 

for the same rheological model (Zharkov, Molodenski, ,1979). The 
disagreement between (48) and (49) may only be related to two possible 
reasons: (1) the dissipation of the tidal energy in the ocean and (2) 
some possibly weak dependence of Q,(u)  in the range of periods between - 1 hour and 14 months. It was shown by Smith & Dahlen (1981), that if 
one puts in (3) n = 0,15 f0,04, then the theoretical values of Q and 
6T are equal to 

- 
%a t h e o r .  = 50 + 100 

and 

- 8 days. . (51b) 

These values are in good agreement with (50) and with Dahlen's (1976) 
calculation of the real ocean influence on the Chandler's period, 
which was found in hydrostatical approximation. 

The problems associated with the validity of the hydrostatical appro- 
ximation in the real ocean were considered in a large number of papers . 

(see, for example, Carton & Wahr, 1986; Dickmen, et a l . ,  1985, 1986, 
1988; Groten et al., 1990; Molodenski, 1989; O'Connor, Starr, 1983; 
O'Connor, 1986a, 1986b; Okubo, 1982). From our point of view (see Gro- 
ten, Lenhardt, Molodenski, 1990; Groten, Molodenski, Zwielich, 1990) 
there are up to now some significant difficulties in the dynamical 
theory of pole tides, which don't permit us to consider this problem 
as completely solved. That is why we shall not exclude here the case, 
for which the deviation of the pole tides from the equilibrium surface 
is great enough and most part of Chandler wobble is absorbed in the 
ocean. Correspondingly, we shall consider the simplest dependence 
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Q ( u )  in the form (3) with the parameter n, which is bounded by the 
1Ymi ts 

0 n 5 0,2. 

Using our estimations (38), (39) and (45), we may concluce that in 
case n-0 

2,3 lo5 

1,l . lo5 
for the cotidal map B & M (1969) 

for the cotidal map Schwiderski (1980) 

and for n - 0,2 
2,O lo5 

1,0 lo5 (Schwiderski, 1980) 

(B & M, 1969) 
QPC" - { 
4. DISCUSSION AND CONCLUSIONS 

It is interesting to note that the influence of dissipation in the 
inelastic mantle and in the ocean leads to extremely high values of 
QpcN. The time of FCN damping is 

7 - - Q - 100 2 
200 years. 

101 

This means that the amplitude and phase of FCN may preserve some inva- 
riable values during time intervals which are comparable :o or even 
essentially longer than all the time where modern VLBI-measurements 
are available. 

Up to now the measurements of the parameter QFCN were based mainly on 
the tidal measurements. Using superconducting gravimeters series (Ziirn 
et al. (1985)) have estimated, for four different data sets at Bad 
Homburg : 

Qpcl - 3281 f 479; 3120 f 323; 3692 f 7662; 3804 f 7633; 

Neuberg et al. have found QFcN - 2305 f 673 at Brussels and Q,,, = 
3131 f 826 at Frankfurt with mean value 2767 f 529 (Melchior, et al., 
1988); Sat0 (1990), using the measurements of tidal strains, found 
Qpcl - 5200 f 2500. 
All these values are essentially less than the results of the calcula- 
tions, given above which were based on the model fo the Earth with an 
inviscid liquid core, anelastic mantle and the actual ocear.. From our 
point of view, this may be explained by two possible causes: 
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1 .) the experimental determinations of QPCN were based on the compari- 
son of observed tidal waves amplitudes (such as K,, 9 6 , )  close to 
the resonance with their theoretical values. If this comparison 
was performed only for the Earth's model with the hydrostatical 
value of the core-mantle flattening e .. (2,53+2,56) , then 
the disagreement between theoretical and observed values may 
rather be connected with 'the influence of non-hydrostatic value of 
this flattening, than with the .influence of the dissipation. Ob- 
viously, in this case all estimations of QPCN must be reconside- 
red. 

(2) it is possible, that the influence of the Earth's core viscosity 
and the electromagnetic core-mantle coupling are essential too and 
that these effects must be taken into account. 

As it was mentioned above, in this case the determination of FCN dam- 
ping can give a very important' new information concerning the liquid 
core's viscosity and (or) the mantle's electroconductivity. Obviously, 
all these problems need additional consideration. 

Sumniing up, we can conclude, that modern VLBI-measurements give a new 
and very valuable information concerning the problem of the Earth's 
mechanical properties in the range of the very low frequencies which 
cannot be obtained from any other sources of geophysical data. 
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Through the end of 1990 geodetic VLBI measurements have been acquired 
from 36 fued stations and 52 mobile sites (including several locations with 
multiple measurement points) connected by 480 baselines. The terrestrial 
reference frame constructed using the Goddard GLOBL VLBI analysis system 
from the -688,OOO observations has horizontal formal errors typically <4 mm 
and vertical errors typically <20 mm at 1988.0 including the adjustment of 
velocities for the 56 sites with sufficient data. The positions of other sites are 
propagated to the reference epoch, without additional covariances, using a 
plate motion model. Typical formal errors for horizontal velocities are <2 
mm/yr while typical vertical rate uncertainties are <2 mm/yr for well- 
observed fixed stations and -10 mm/yr for mobile sites. Data from both 
geodetic and astrometric observing programs have contributed to the 354 
extragalactic radio sources forming the celestial reference frame with typical 
formal errors < 1 milliarcsecond and negligible observed proper motion. 

1. Observations 

The geodetic and astrometric Mark I11 VLBI data used to create a unified terrestrial/celestial reference system 
have been acquired through a multi-agency, multinational cooperative effort spanning more than a decade. The 
primary geodetic contributors have been NASA's Crustal Dynamics Project (CDP), the Earth orientation 
monitoring programs initially organized by the N O M S  National Geodetic Survey (NGS) starting with the two- 
station POLARIS network and continuing with IRIS, and the U.S. Naval Observatory Navnet program, also for 
Earth orientation. IRIS has three regular networks - A (Atlantic), S (South Africa), and P (Pacific, sponsored 
by.the Japanese National Astronomical Observatory at Mhsawa). Table 1 shows the distribution of 
observations and observing sessions by program. The mobile category includes both CDP and NGS mobile 
campaigns in North America, Hawaii, and Europe, while Japan comprises mobile observations by the 
Geographical Survey Institute in cooperation with the Communications Research Laboratory. Two special 
Eurasian sessions organized by the Geodetic Institute of Bonn University form the FRG (Germany) category. 

Table 1. Geodetic data distribution by program 

Observation counts by year 

CDP 
POLAR 1.S 
nobile 
I R I S - A  
Japan 
I R I S - S  
IRIS-P 
Navnet 
FRG 
Total 

1979 
77s 

0 
0 
0 
0 
0 
0 
0 
0 

m 

1980 
10667 

591 
0 
0 
0 
0 
0 
0 
0 

11258 

1981 1982 1983 
3168 4584 1938 
4410 7560 12537 

0 1081 5458 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 

7578 13225 19933 

1 984 
12184 

0 
7157 

22065 
39 

0 
0 
0 
0 

41445 

1985 
24195 

0 
15001 
25274 

96 
0 
0 
0 
0 

64566 

1986 
28909 

0 
17603 
24522 

155 
1622 

0 
0 
0 

7281 1 

1987 
34708 

0 
19194 
23838 

325 
2777 
2746 

0 
0 

83588 

1988 1989 1990 Total 
29688 39870 33480 224166 

0 0 0 25098 
28072 40747 23659 157972 
29958 28666 53219 207542 

353 180 123 1271 
1489 2060 6920 14868 
3026 3376 6621 15769 
1671 13983 25017 40671 

0 0 0 6 6 8 6 6  
94257 128882 149905 688223 
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S e s s i o n  counts by year 

CDP 
POLAR I S 
M o b i l e  
I R I S - A  
J a p a n  
I R I S - S  
I R I S - ?  
N a v n e t  
FRG 
T o t a l  

1979 1980 1981 1982 
2 17 3 8 
0 3 29 47 
0 0 0 4 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
2 20 32 59 

1 983 
8 
58 
16 
0 
0 
0 
0 
0 
0 
82 

1984 1985 
24 31 
0 0 
18 25 
7 2 7 3  
1 1 
0 0 
0 0 
0 0 
0 0 

115 130 

1986 
40 
0 
29 
73 
2 
6 
0 
0 
0 

150 

1987 
41 
0 
40 
73 
3 
8 
8 
0 
0 

173 

1988 
38 
0 
45 
73 
4 
4 
12 
16 
0 

192 

1989 
34 
0 
77 
63 
2 
6 
11 
33 
0 

226 

lW0 Totel 
34 280 
0 137 
39 293 
73 500 
1 14 

11 35 
16 47 
55 104 
2 2 

231 1412 

Table 2 shows the distribution of observations and observing sessions by site. The total obscrvation count by 
site is twice that by program since each observation involves two sites. . Fixed stations are marked F and mobile 
sites are marked M. In several places, notably the Goldstone tracking complex in California, Fort Davis in 
Texas, and the Haystack Observatory in Massachusetts, there are multiple measuremerit points close together. 
It can be seen that the distribution of data is extremely varied in number and time. For example, the National 
Crustal Motion Network sites except for Seattle (marked MN) and the European mobile sites (marked ME) have 
only been occupied once, although the latter had several days at each location. At the other extreme the stations 
of POLARIS/IRIS (HRAS, Westford, Wettzell, Richmond and Mojave) and the CDP station at Gilmore Creek 
have over 400 sessions each. The velocity of sites with data of little or no time span cannot be estimated, and 
the propagation of their positions to other epochs is dependent on the accuracy of plate motion models. Since 
there are significant differences between modeled and measured velocities, the reliability of such positions can 

' degrade rapidly away from the epoch of observation. 

Table 2. Geodetic data distribution by site 

O b s e r v  tion counts by year / 
t 
I 1979 

HAYSTACK F 490 
NRAO 140 F 507 
W R O  130 F 456 
EFLSBERG F 97 
HRAS 085 F 0 
ONSALA60 F 0 
CHLBOLTN F 0 
UESTFORD F 0 
GOLDVENU F 0 
MARPOINT F 0 
JPL MVl  M 0 
MON PEAK M 0 
PUINCY M 0 
PBLOSSW M 0 
ROBLED32 F 0 
HATCREEK F 0 
PLATTVJL II 0 
MOJAVElZ F 0 
MAMMO HL M 0 
VNDN RG F 0 

PRESIDIO M 0 
PT REYES M 0 
SANPAULA M 0 
PINFLATS M ' 0 
YUMA M\ 0 
BLKBUTTE M D 
PVERDES M 0 
UETTZELL F 0 
RICHMOND F 0 
KASHIUA F 0 
DEADMANL M 0 
OCOTILLO M 0 
FLAGSTAF H 0 

FORT d RD M 0 

1980 
5549 
60 1 
4462 
1395 
4838 
3742 
1929 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1981 
2100 
903 
1256 

0 
5364 
591 
0 

4786 
156 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1982 
1120 
365 
2562 

0 
9006 
1824 

0 
9507 
544 
804 
155 
299 
264 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1983 
969 
0 

2463 
298 

12412 
2085 

0 
11309 
259 
123 
590 
54 1 
152 
1 74 
97 
728 
137 
4777 
112 
927 
1 63 
283 
185 
135 
244 
221 
161 
100 
221 
0 
0 
0 
0 
0 

1984 
2232 

0 
2375 

0 
13419 
2087 

0 
14592 
227 
0 

299 
284 
200 
296 
0 

1703 
673 
7892 
221 
2657 
80 
0 

110 
31 
347 
109 
103 
0 

9797 
775 1 
2224 
72 
47 
83 

1985 
1537 

0 
481 7 

0 
17450 
5963 

0 
19644 

0 
0 

605 
1556 
845 
365 
0 

3865 
987 

14862 
0 

71 96 
460 
71 0 
376 
140 
494 
667 
304 
150 

15569 
9461 
3940 
64 
376 
265 

1986 1987 1988 
1173 0 233 

0 0 420 
4733 2620 2746 

0 0 0 
18261 21470 24670 
5961 6121 5519 

0 0 0 
24793 29036 28270 

0 346 316 
0 305 895 

794 387 543 
2254 903 1002 
607 594 1119 
0 505 121 
0 0 0 

3648 5318 5039 
871 554 1032 

16285 20727 22678 
232 0 0 
8242 6623 7416 

0 495 691 
0 616 1012 
0 557 695 
0 322 78 

1319 506 326 
1726 949 1032 
512 593 519 
0 318 165 

15053 15527 16770 
10147 12285 15200 
6195 7133 5624 

0 350 143 
0 0 0 

158 173 266 

1989 
9525 

0 
0 
0 

13244 
5015 

0 
39402 

0 
2865 

0 
1115 
688 
0 
0 

7774 
497 

38437 
0 

8706 
0 

944 
993 
462 
0 
0 
0 

394 
20402 
20856 
5935 

0 
0 
0 

1990 
556 
325 
0 
0 

4120 
7709 

0 
48501 
530 
0 
0 

373 
322 
0 
0 

6502 
556 

53604 
0 

3985 
0 

305 
270 
360 
346 
0 
0 

374 
28287 
34392 
3798 

0 
0 

293 

T o t a l  
25484 
3121 
28490 
1790 

144254 
46617 
1929 

229840 
2378 
4992 
3373 
8327 
4791 
1461 
97 

34577 
5307 

179262 
565 

45752 
1889 
3868 
3186 
1528 
3582 
4704 
2192 
1501 

121626 
110092 
34849 
629 
423 
1238 
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E L I  M O  0 0 0 0 
KAUAI F 0 0 0 0 0 
GILCREEK F 0 0 0 0 0 
KUAJAL26 F 0 0 0 0 0 
NOHE M 0 0 0 0 0 
SNDPOINT M 0 0 0 0 0 
TSUKUEA M 0 0 0 0 0 
KODIAK M 0 0 0 0 0 
SWRDOGHM 0 0 0 0 0 
YAKATAGA M 0 0 0 0 0 
UHTHORSE M 0 0 0 0 0 
ALGOPARK F 0 0 0 0 0 
YELLOYKN M 0 0 0 0 0 
PENTICTN M 0 0 0 0 0 
HARTRAO F 0 0 0 0 0 
VERNAL M 0 0 0 0 0 
SHANGHAI F 0 0 0 0 0 
SEATTLE1 HN 0 0 0 0 0 
M I Y A U K I  M 0 0 0 0 0 
MEDICINA F 0 0 0 0 0 
AUSTINTX MN 0 0 0 0 0 
CARROLGA MN 0 0 0 0 0 
BERMUDA H 0 0 0 0 0 
BLOOnlND MN 0 0 0 0 0 
LEONRDOK HN 0 0 0 0 0 
HOJ 7288 M 0 0 0 '  0 0 
OVR 7853 M 0 0 0 0 0 
DSSl5 F 0 0 0 0 0 
T IT IJ IHA H 0 0 0 0 0 
SESHAN25 F 0 0 0 0 0 
MILESHON MN 0 0 0 0 0 
DSS45 F 0 0 0 0 0 
HALEAKAL M 0 0 0 0 0 
DSS65 F 0 0 0 .  0 0 
PIETOUN F 0 0 0 0 0 
HCD 7850 M 0 0 0 0 0 
FTD 7900 M 0 0 0 0 0 
FORTORDS M 0 0 0 0 0 
NRAOBS 3 F 0 0 0 0 0 
GORF7102 M 0 0 0 0 0 
NOT0 F 0 0 0 0 0 
HOHENFRC ME 0 0 0 ' 0  0 
HETSHWI ME 0 0 0 0 0 
TROnSONOME 0 0 0 0 0 
CARNUSTY ME 0 0 0 0 0 
EREST ME 0 0 0 0 0 
CRASSE ME 0 0 0 0 0 
HOBART26 F 0 0 0 0 0 
NOEEY 611 F 0 0 0 0 0 
KASHIH34 F 0 0 0 0 0 
SEST F 0 0 0 0 0 
MARCUS F 0 0 0 '  0 0 
VICTORIA M 0 0 0 0 0 
MATERA F 0 0 0 0 0 
Total 1550 22516 15156 26450 39866 

Session counts by year 

1979 1980 
HAY STACK 2 20 
NRAO 140 2 1 
OVRO 130 2 16 
EFLSBERG 1 5 
HRAS 085 0 20 
ONSALA60 0 18 
CHLBOLTN 0 7 
UESTFORD 0 '  0 
GOLDVENU 0 0 
HARPOINT 0 0 
JPL MVl  0 0 

1981 
9 
2 
3 
0 

32 
6 
0 

27 
1 
0 
0 

1982 1983 
3 6 
2 0 

13 13 
0 1 

55 65 
13 17 
0 0 

55 61 
3 1 
3 1 
2 5 

126 204 
2458 2922 
5827 7924 
1419 1379 
475 393 
49 244 
39 96 

111 161 
537 616 
215 317 
89 0 

904 1268 
412 416 
318 524 

0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 

82890 129132 

1984 198s 
10 4 
0 0 

12 18 
0 0 

79 89 
13 22 
0 0 

72 89 
2 0 
0 0 
4 4 

202 
5317 

11275 
1819 
493 
218 
93 

43 1 
798 
359 
369 

0 
0 
0 

625 
202 
137 
258 
62 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

145622 

1 986 
3 
0 

20 
0 

96 
22 
0 

106 
0 
0 
4 

169 
5203 

1881 1 
0 
0 

44 
128 
755 
387 
800 

0 
0 
0 
0 

1535 
198 

0 
0 
0 

773 
225 
117 
788 

249 
537 
560 
289 
197 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

167176 

78 

1987 
0 
0 

12 
0 

108 
22 
0 

116 
1 
3 
2 

933 388 
5901 7717 

20851 34034 
1198 0 

0 0 
708 704 
185 114 
869 637 
822 912 
709 804 
754 723 

0 0 
0 0 
0 0 

838 767 
411 407 

0 0 
0 0 

168 0 
2716 727 

0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 

267 246 
0 6 6  

1296 1071 
156 0 
678 1039 
674 0 

1161 905 
1290 9715 
602 0 
438 0 
349 2361 

0 8294 
0 878 
0 3225 
0 1024 
0 575 
0 729 
0 404 
0 720 
0 616 
0 643 
0 65 
0 0 
0 0 
0 0 
0 0 
0 0 

188514 257764 

1988 1989 
1 17 
1 0 

11 0 
0 0 

113 59 
19 20 
0 0 

109 129 
1 0 

13 13 
3 0 

23 1 
15288 
39567 

0 
373 
443 

0 
435 

0 
321 

0 
5527 

0 
473 

2485 
369 

0 
291 

0 
3452 

0 
0 
0 
0 
0 
0 

* o  
0 
0 

1882 
0 

893 
0 

2093 
4068 

0 
0 

344 
12732 

0 
2753 

0 
0 
0 
0 
0 
0 

261 1 
522 

4127 
353 
461 
521 

1689 
299810 

1990 
1 
1 
0 
0 

11 
19 
0 

133 
1 
0 
0 

2253 
44806 

138289 
5815 
1734 
2410 
655 

3399 
4072 
3525 
1935 
7699 
828 

1315 
6250 
1587 
137 
549 
230 

7668 
225 
117 
788 
78 

249 
537 
560 
802 
263 

4249 
156 

2610 
674 

4159 
15073 

602 
438 

3054 
21026 

878 
5978 
1024 
575 
729 
404 
720 
616 

3254 
587 

4127 
353 
461 
521 

1689 
1376446 

Total 
76 
9 

120 
7 

727 
191 

7 
897 

10 
33 
24 
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PEAK 
QUINCY 
PBLOSSOn 
ROBLE032 
HATCREEK 
PLATTVIL 
MOJAVE 12 
MAMMOTHL 
VNDNBERG 
FORT OR0 
PRES10 1 0  
PT REYES 
SANPAULA 
PINFLATS 
YUMA 
BLKBUTTE 
PVERDES 
UETTZELL 
RICHMOND 
KASHIMA 
DEAOMANL 
OCOT I110 
ELY 
KAUA I 
GILCREEK 
KUAJAL26 
N W E  
SNDPOINT 
TSUKUBA 
KOOIAK 
SOURDOGH 
YAKATAGA 
UHTHORSE 
ALGOPARK 
YELLOUKN 
PENT I CTN 
HARTRAO 
VERNAL 
SHANGHAI 
SEATTLE1 
MIYAZAKI 
ME0 I CINA 
AUST I NTX 
CARROLGA 
BERMUDA 
BLOOH I NO 
LEONRDOK 
MOJ 7288 
OVR 7853 
DSS 15 
T I T I J I M A  
SESHAN25 
M I  LESMON 
DSS45 
HALE AKAL 
DSS65 
PIETOYN 
MCD 7850 
FTD 7900 
FORTORDS 
NRA085 3 
GOR F7102 
NOT0 
HOHENFRG 
METSHOV I 
TRfflSONO 
CARNUSTY 
BREST 
GRASSE 
HOBART26 
NOBEY 6M 

FLAGSTAF 

0 0 0 2 3 1 7 10 5 4 4 2 
0 0 0 2 1 1 3 2 3 4 4 2 
0 0 0 0 2 2 2 0 3 1 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 5 7 13 15 26 24 34 24 
0 0 0 0 2 4 3 4 2 4 2 2 
0 0 0 0 22 32 45 49 55 69 li8 161 
0 0 0 0 1 2 0 1 0 0 0 0 
0 0 0 0 9 17 27 26 26 27 34 13 
0 0 0 0 1 1 2 0 3 4 0 0 
0 0 0 0 2 0 3 0 3 4 6 2 
0 0 0 0 1 1 2 0 3 3 6 2 
0 0 0 0 1 1 1 0 2 1 2 2 
0 0 0 0 2 2 3 7 3 2 0 2 
0 0 0 0 2 1 3 6 5 4 0 0 
0 0 0 0 2 1 2 2 3 2 0 0 
0 0 0 0 1 0 1 0 2 1 2 2 
0 0 0 0 2 69 84 88 89 85 96 88 
0 0 0 0 0 55 60 73 79 87 96 112 
0 0 0 0 0 9 9 16 27 28 27 16 
0 0 0 0 0 1 1 0 2 1 0 0 

2 0 0 0 0 0  
0 0 0 0 0 1 1 1 2 0 2 1 
0 0 0 0 0  

0 0 0 0 0 1 1 1 1 4 2 2 
0 0 0 0 0 7 6 12 14 23 32 63 
0 0 0 0 0 15 15 23 47 77 101 126 
0 0 0 0 0 7 4 4 0 5 0 0 
0 0 0 0 0 2 . z  3 0 0 0 3 
0 0 0 0 0 1 1 1 1 3 3 3 
0 0 0 0 0 1 1 1 1 2 1 0 
0 0 0 0 0 1 1 2 2 3 3 3 
0 0 0 0 0 2 2 4 2 3 3 0 
0 0 0 0 0 1 1 2 3 3 3 3 
0 0 0 0 0 1 0 2 0 3 3 0 
0 0 0 0 0 2 3 0 0 0 0 22 
0 0 0 0 0 1 1 0 0 0 0 0 
0 0 0 0 0 1 2 0 0 0 0 3 

0 6 8 4 6 15 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 2 2 2 
0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 2 
0 0 0 0 0 0 0 1 0 2 0 0 
0 0 0 0 0 0 0 0 5 12 3 5 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 4 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 1 1 0 
0 0 0 0 0 0 0 0 2 0 1 0 
0 0 0 0 0 0 0 0 0 5 4 7 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 5 4 3 
0 0 0 0 0 0 0 0 0 3 0 0 
0 0 0 0 0 0 0 0 0 4 2 3 
0 0 0 0 0 0 0 0 0 3 14 10 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 2 13 2 
0 0 0 0 0 0 0 0 0 0 32 51 
0 0 0 0 0 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 15 4 
0 0 0 0 0 0 0 0 0 0 5 0 
0 0 0 0 0 0 0 0 0 0 5 0 
0 0 0 0 0 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 4 15 
0 0 0 0 0 0 0 0 0 0 1 5 

1 

38 
22 
10 
1 

148 
23 
55 1 
4 

179 
11 
20 
18 
10 
21 
21 
12 
9 

60 1 
562 
132 
5 
3 
8 
12 
157 
404 

20 
10 
13 
7 
15 
16 
16 
9 
27 
2 
6 
39 
8 
1 
3 
3 
25 
1 
1 
4 
1 
1 
1 
1 
3 
3 
16 
1 
12 
3 
9 

27 
1 
1 
17 
83 
4 
19 
5 
5 
4 
4 
4 
4 
19 
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KASHln34 0 0 0 0 0 0 0 0 0 0 0 16 16 
SEST 0 0 0 0 0 0 0 0 0 0 0 3 3 
MARCUS 0 0 0 0 0 0 0 0 0 0 0 1 1 
VICTORIA 0 0 0 0 0 0 0 0 0 0 0 3 3 
MATERA 0 0 0 0 0 0 0 0 0 0 0 5 5 
Total 7 87 80 153 230 444 540 616 704 800 952 978 5591 

Table 3 shows the distribution of astrometric data by observing program. The CDP has astrometric and survey 
sessions to find and monitor sources suitable for geodesy. The Naval Research Laboratory (NRL) has a program 
to develop a radio/optical catalog of -400 sources for fundamental astronomy. Observations are scheduled on 
a regular basis for the northern hemisphere and as antenna time permits in the south. Not all the NRL data 
acquired to date are included in Table 3. The NGS has a monthly observing program of southern hemisphere 
sources. 

Table 3. Astrometric observations and sessions by program 

1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 Total 
CD P 0 0 1322 1680 0 473 0 555 2452 1634 2155 2729 113 13113 
NRL 0 0 0 0 136 0 0 0 749 2149 2415 218 0 5667 
NGS 0 0 0 0 0 0 0 0 0 0 102 1316 245 1663 
Total 0 0 1322 1680 136 473 0 555 3201 3783 4672 4263 358 20443 

1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 Total 
CD P 0 0 2 3 0 2 0 1 5 5 4 5 1 28 
NRL 0 0 0 0 1 0 0 0 . 5  11 9 1 0 27 

2 14 NGS 0 0 0 0 0 0 0 0 0 0 
Total 0 0 2 3 1 2 0 1 10 16 14 17 3 69 

1 '11 

2. Geodetic Results 

All the geodetic data have been analyzed using the Goddard CALC/SOLVE/GLOBL analysis system to produce 
a set of positions and velocities to define the terrestrial reference frame at any epoch. The general method is 
described in Ma et ul. (1990) and Caprette ef al. (1990). First, each observing session is analyzed separately, and 
calibration, editing and parametrization of station clocks and atmospheres are set. In the second step a multiyear 
solution is sequentially incremented using data from fued station networks and selected long baseline mobile 
networks. Arc parameter elimination reduces the size of the matrices that need to be manipulated at each stage. 
Three-dimensional station positions and velocities are estimated as well as five Earth orientation parameters for 
each day. The reference frame is anchored by furing.the position and velocity of one station, the direction to 
another station, and the vertical rate of a third station. The third step applies the VLBI terrestrial orientation 
parameters and covariances as aprion information as the solution is incremented with the remaining mobile data. 

Figure 1 shows the sites in the northern hemisphere. It can be seen that most of Eurasia is not covered, a 
condition that can be remedied with the QUASAR network now under construction by the Institute for Applied 
Astronomy in Leningrad. This network will include stations in both the European and Asian parts of the Soviet 
Union as well as possible collaborative efforts in China and India. Figure 2 shows the actual and prospective 
stations in the southern hemisphere. Mark 111 data have been acquired in South Africa (HARTRAO), in 
Australia (DSS45 and HOBART26) and in Chile (SEST), and a K-4 test was done at the Japanese Antarctic 
Syowa station. Sanitago, Chile and OHiggins on the Antarctic Peninsula are being equipped for Mark 111 VLBI 
while the station at McMurdo is under discussion. 

figure 3 shows the distribution of 1u formal errors in position for the 36 fued stations and 52 mobile sites and 
in rate for the 26 fued stations and 30 mobile sites with sufficient data. It can be seen that the formal errors 
are generally better for fued stations, particularly in the vertical components. This difference arises from the 
higher sensitivity of the large, futed antennas and the inability of the mobile systems to observe at the low 
elevations needed for good separation of the troposphere from the site vertical component. 
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Figure 1. 

NORTHERN HEMISPHERE VLBI SITES 
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SOUTHERN HEMISPHERE VLBI SITES 
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Figure 4. Figure 5. 

Source observation counts Source Position Formal Errors 

............................... . .... 

100 .... - .. .. 

........ 

0.6 t o  l.6 2.0 2.6 9.0 a.6 4.0 4.6 6.0 *6. 

mllllarceecondo 

Right kceniion Declination 

3. Astrometric Results 

The celestial reference frame is derived from both astrometric and selected geodetic data. The 354 extragalactic 
radio sources so far observed are quite uniformly distributed in right ascension and declination. There are, 
however, small areas in the.galactic plane where S-band observations are not possible. The distribution of 
observations by source is uneven. As can be seen in Figure 4, only a few sources have been extensively observed, 
by their use in the geodetic observing programs. These sources provide the core of the celestial reference frame. 
Most sources have fewer than 100 observations and a significant number have fewer than 10 observations. 
Nonetheless, as shown in Figure 5, the distribution of formal position errors peaks below 1 milliarcsecond for 
both right ascension and declination. The NRL astrometric program is planning to make repeated measurements 
of all sources over the next few years to improve the reliability and precision of the positions. 

4. Sources of Error 

The chief sources of error in the terrestrial reference frame are the modeling of the troposphere and possible 
nonuniform motion of the sites. The troposphere model enters in two ways. Long term, largely seasonal errors 
cause both periodic biases and random noise in the determination of the geodetic parameters. Since the 
temporal distribution of data for most sites is not uniform within or between years, these can lead to biased 
estimates of site velocities. In addition, to the extent that troposphere model errors are elevation-dependent, 
a systematic change of elevation distribution in the observing schedules over time can have a systematic effect 
on baseline lengths and consequently on the inferred site velocities. Such a change in elevation distribution has 
occurred in the IRIS-A schedules. See Kuehn et ul. (this volume). 

Figure 6 shows the evolution of the Fort Davis (HRAS) - Westford baseline. Both length and vertical clearly 
show nonuniform rates of change. Modeling the motion of Fort Davis as uniform causes a complex parceling 
of its real motion among the other sites depending on the observing networks and temporal distribution of data. 
The proper geodynamic model for Fort Davis remains to be determined. One extreme is to treat its position 
as an arc parameter estimated for each day, a choice that should cause the least distortion of the rest of the 
frame. The resulting velocities are systematically affected in some regions, notably in the northward rate of the 
western U.S. sites. Giving Fort Davis so many degrees of freedom also significantly weakens the Earth 
orientation parameters derived from the POLARIS/IRIS programs. A similar but smaller nonuniformity may 
be present at Wettzell. 

The celestial reference frame is probably less subject to systematic errors although the troposphere model may 
have some effect on source declinations. The primary weaknesses are structure in some of the stronger sources 
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figure 6. Fort Davis - Westford baseline components 
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and uneven distribution of data. No significant (cSrnas/century) proper motion has been detected for the few 
sources with long histories and many observations (Ma, in press). 

The authors wish to thank Dave Gordon for Figures 1 and 2. 
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COMPARISON OF VLBI OBSERVATIONS 

. Dennis D. McCarthy 
Brian J. Luzum 

U. S. Naval Observatory 
Washington, DC 20392 USA 

Different series of Very Long Baseline Interferometry observations of Earth 
orientation were compared. The results show that the different series, in general, 
agree with each other at the millisecond-of-arc level. There are a few individual 
differences which are noteworthy because they appear to be caused by differences 
in models and possible errors in reduction. 

1. INTRODUCTION 

Very Long Baseline Interferometry (VLBI) is one of the most accurate techniques used for 
determining Earth orientation. However, it is suspected that VLBI observations, like other 
techniques, may be subject to systematic errors which degrade its true accuracy to many times that 
of its formal errors (McCarthy and Luzum, 1991). A simple way to check this, is to compare 
solutions produced by different analysis centers currently reducing VLBI observations. The series 
chosen for this comparison are the International Radio Interferometric Survey (XRXS) 5-day and 1- 
day values, the Crustal Dynamics Project (CDP) data, and the Navy Network (NAVNET) data. The 
IRIS data are provided by the National Geodetic Survey, the CDP data by the National Aeronautics 
and Space Administration (NASA), and the NAVNET data by the U. S. Naval Observatory. Each 
analysis center does independent solutions of their VLBI data although the stations, sources, and 
reduction software are similar. 

The comparisons of the different solutions were performed by interpolating one series to 
match the epochs of the another series, when necessary, and then differencing the two Earth 
orientation values. After some preliminary analysis, it became apparent that a linear interpolation 
is not sufficient to represent the high- frequency variations found in the data. Stirling’s method was 
then used instead to provide interpolation based on higher order terms. The interpolated series 
were compared with one another and differences computed and plotted. 

Amplitude spectra of the differences were calculated to determine if there were any 
systematic errors which were consistent across all data sets. AU amplitude spectra for a particular 
Earth orientation parameter (e.g. x, y, UT1-UTC) were plotted together.. 

2. VLBI OBSERVATIONS 

Different VLBI solutions provide different sets of parameters. The IRIS data provide both 
a 5-day and a l-day intensive series (NEOS Annual Report for 1989). The 5-day series provides 
a full complement of Earth orientation data (x, y, UTI-UTC, dq, and de) while the l-day data 
provide only UT1-UTC. The IRIS 5-day series started on 27 September 1980 (MJD 44509) and 
continues to the present. The l-day values start on 2 April 1984 (MJD 45792) and continue to the 
present. The system of observing site motions used by NGS is an internal system. 
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The CDP solution GLB716 is very similar to that of the IRIS series since many of the raw 
data come from the same experiments. As a result, many of the points occur at the same epoch. 
However, the reduction process is different from that of the NGS. The CDI? data provide all 5 
Earth orientation parameters (x, y, UT1-UTC, d9, and de) with the data set beginning in 4 August 
1979 (MJD 44089) (IERS Annual Report for 1990). The CDP data set has recently included the 
observations made by NAVNET. Once again, the reduction of the CDP and the NAVNET are 
different thereby providing an alternate time series that can be used in this comparison. The CDP 
provided two versions of their data set. In the "free" solution, the station coordinates are treated 
as a "solve-for" parameter. The "fixed" solution constrains the station coordinates to follow the 
-0-2 no-net-rotation model. 

The NAVNET experiments started as "GNU?" experiments. The first %-hour experiment 
was held on 11 September 1988 (MJD 47415). Since then, the NAVNET experiments have been 
run on a weekly basis. They provide a full set of Earth orientation parameters (x, y, UT1-UTC, d f ,  
and de). The NAVNETs use the AMO-2 model to describe station motions (NEOS Annual Report 
for 1989). 

3. INTERPOLATION METHOD 

Initially, it was thought that a simple linear interpolation might be sufficient to compare 
various VLBI solutions. However, after preliminary analyses, it was focnd that a h e a r  
interpolation would not suffice to account for the effects seen at high frequencies which are found 
in VLBI. With this in mind, a higher order interpolation method was chosen to model more 
completely the high frequency variations found in VLBI data. Stirling's method was chosen because 
it could provide as high an order term as required to interpolate. Tests showed that all terms 
beyond the quadratic were insignificant. 

4. ANALYSIS 

Each VLBI solution was compared to all other solutions for the various Earth orientation 
parameters. This was done by interpolating the VLBI series that had the smaLest spacing between 
the data points to minimize the interpolation error. For example, in the comparison between the 
NAVNET weekly data and the IRIS 5-day data, the IRIS points were interpolated. 

A simple difference between the two VLBI solutions was made for each epoch. 
Comparisons were compiled between the NAVNET and IRIS data sets, the N A W T  and CDP 
data sets, the IRIS and CDP data sets, the NAVNET and intensive data sets, and the CDP and 
intensive data sets. Differences were plotted to determine if any systematic differences could be 
detected. 

Some plots show differences with a distinct slope, particularly in polar motion (Figures 1-6). 
A plot of the difference between the CDP and the intensives in UT1-UTC shows a noticeable bump 
(Figure 7). 

387 



2 
\c 0.012.- 
0 

0 

0.0074 - .  I 
500 1000 1500 2000 2500 3000 3500 4000 

MJD - 44000 
Figure 1. Plot of the differences between IRIS 
and the CDP fixed solution in x. 

- 
I average 9.5e msec. of arc 

' a .  

standard deviation = 1.17 msec. of arc 

I *  

a 
a 

IRIS - CDP(Fixed) in y 
average - -5.16 msec of arc 
standard deviatiorb= 1.61 msec. of arc 

- 0.000 
0 

0 
~ 0.011- 

\c-0.002+.1 0 a I 

average = 9.32 msec. of arc 
standard deviatig = .91 msec. of arc 

a a *  

rr -0.010 

Figure3. Plot of the differences between IRIS 
and the CDP fixed solution in y. 

500 1000 1500 2000 2500 3000 3500 4000 
MJD - 44000 

L 
0 

0 
+ o.ooo--a 

n a, IRIS - CDP(Fixed) in UTI-UTC 

average = -4.88 msec. of arc 
standard deviation = 1.29 msec. of arc 

0 
a 

average = -.133 msec. of time 
standard deviation = .094 msec. of time I .- -+ 

w- 0 0.100 

.- + 
0.300-- 

ci 
a, -0.100 -2 
v) c 

average = -.122 msec. of time 
standard deviation = .076 msec. of time 

a 

U -0.5001 c 
- .- 
v) a 
Q) -0.700 
CY 500 1000 1500 2000 2500 3000 3500 4000 

MJD - 44000 
Figure 5. Plot of the differences between IRIS 
and the CDP fixed solution in UT1-UTC. 

500 1000 1500 2000 2500 3000 3500 4000 

MJD - 44000 
Figure 2. Plot of the differences between IRIS 
and the CDP ftee solution in x. 

-0.008 4 I 
500 1000 1500 2000 2500 3000 3500 4000 

MJD - 44000 
Figure 4. Plot of the differences between IRIS 
and the CDP free solution in y. 

n a, IRIS - CDP in UTI-UTC 

X n - n n l  a I w V. IVY 

m 
E 

--0.100 

5 -0.300 I 
U 
m 
CY 500 1000 1500 2000 2500 3000 3500 4000 

.- a 
-0.500 

MJD - 44000 
Figure 6. Plot of the differences between IRIS 
and the CDP free solution in UT1-UTC. 

388 



n CDP - Intensives in UTI-UTC 

.- 
-c1 

9- 

0 0.15.- 

Y- 
O 

2 
u) 0.000 

W 

In - 

- NAVNET - IRIS -- NAVNET - CDP 
.-.... IRIS - CDP 
---. CDP - lntensves 

0 
3 
-0 
In 
P) 

.- 
-0.001 

1700 2000 2300 2600 2900 3200 3500 3800 4100 4400 

MJD - 44000 
Figure 7. Plot of the differences between CDP 
free and the intensive solution in UT1-UTC. 

Amplitude spectra were constructed to examine the possible periodic nature of the 
differences between the solutions. 

The amplitude spectra showed no significant signature. The most noticeable feature of the 
amplitude spectra was that the spectra with the highest noise level were the spectra which involved 
solutions requiring the most interpolation Figure 8). 
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Figure 8. Spectra of the differences in the VLBI 
solutions in UT1-UTC. 

5. DISCUSSION 

The slopes that are apparent in the residual plots may be caused by a difference in the 
models of the station motion used by the various analysis centers. The slopes change depending 
on the station motion model used (e.g. the CDP fixed and free plate motion). 

The "spike" that is present in the plot of the differences between the CDP and. the intensive 
data in UT1-UTC has been traced to a previous error in the intensive reduction. 
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The difference in noise levels in the amplitude spectra appears to be a problem associated 
with the interpolation of the data. For instance, between the CDP and the IRIS data, which have 
the lowest noise level, there is little or no need for interpolation since most of the observations fall 
at the same epoch. Conversely, in most instances when a NAVNET is compared to an IRIS or a 
CDP point, an interpolated point must be calculated in order to provide a difference. 

6. CONCLUSION 

Systematic differences do exist between different -1 solutions. Most of the differences 
appear to be based on the different plate motion models that are being used by the analysis centers. 
Other systematic differences are caused by reduction errors. The VLBI estimata of Earth 
orientation are accurate to approximately fl millisecond of arc. 

It is important to note that estimates of the level of accuracy are limited by the interpolation 
schemes used to intercompare data. Higher frequency observations may be required to evaluate 
more fully the true accuracy of the VLBI technique. 
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MONITOR OF OCEANIC ACTIVITIES FROM OBSERVATIONS OF EARTH ROTATION 

Dawei Zheng and Shifang Luo (Both at Shanghai Observatory, Chinese 

Zhiren Xie (Department of Geo and Ocean Science, Nanjing University, 
Academy of Sciences, 80 Nandan Road, Shanghai 200030, P.R. China) 

Nan j ing 210008, P. R. China) 

The interannual variation of the length of day is derived in the analysis 

of the data of Earth rotation from 1962 through 1988 by using 'the new 

techniques in time series analysis. Comparing the series of length 

of day with the data of departures of the sea surface temperature in 

the equatorial area of eastern Pacific (18Oo-80OW, SOS-SON), we found 
that' the deceleration and acceleration of the interannual rete of Earth 

rotation are consistent with the warming up and down of sea surface 
temperature in the equatorial area very well. It is shown in our analysis 
that the minimum of the interannual LOD series, which is deduced from 

the observations of Earth rotation, can predict the occurrence of E1 
Nino events for long range forecast about one year. In addiaion, the 

relationship between the sea level changes and LOD series from the 

historical data is preliminarily dram in this paper. 

'Since last stronger El Nino event in 1982-83, which was characterized 
by the anomalous warming up of the sea surface water in the equatorial 

area of the eastern Pscific, the study on the relationship between 

the var.iation of the rate of Earth rotation and the El Nino events 

has got, significant progress1'8- At first, the evidence of 1982-83 

El Nino event from the change of the Length Of Day (ALOD) was revealed 

by Carter et a1.l and Rosen et a1.2, the correlation between the EP 

Nino event and ALOD has been presented by Chao3, Ren et aL4, Enbanks 

et al.5 and Zheng et a1.6 by using the various analyois methods, 

respectively. The possibility of predicting El Nino events from ALOD 

was suggested successively by Eubanks et al.5 and Zheng et ~il?-~.The 

dynamical analysis on the interannual variation in ALOD has been 

preliminarily made by Song et a1.8= 

When the El Nino event happens, the destructive climate with the 

global scale will cause serious damage to human being. In this study, 

391 



the approach to forecast the El Nino event from ALOD data analysis 

is explored further. 

By adopting the data of UT1-UTC from 1962 through 1988 observed with 

astronomical techniques a series of &OD in a 5-day interval could 

be reduced According to the theoretical expression provided by 

Yoder et a1.12, the influence of all. zonal tidal terms upon the ALOD 

is ,removed. Then the series obtained by averaging over'each span of 

30-day is adopted as the fundamental one in our analysis of the 

interannual variation of Earth rotation.' 

The variation of Earth rotation is influenced by many factors both 

astronomically and geophysicallyL3s 14. It is very' important question 

in the analysis of data how to remove from the series of ALOD what 

does not relate to the El Nino event. The new techniques of Multi- 

Stage Filter(MSF) and Leap-Step Aut'oregression(LSAR) provided by Zheng 
Dawei e t  al.I5 have been applied. Not only is the MSF a narrower 
truncation band in frequency response function, but also it significantly 
reduces the error Induced by the separation of instantaneous signals 
in the series of ALOD on the various frequency bands. In the process 

of filtering the LSAR could weaken or eliminate the end effects of 

the series of output signals and enhance the reliability of prediction. 

According to the frequency band scale (from 2 yr. through 7 yr.) 

of seven El Nino events since' 1962, the series of ALOD is processed 
with the band-pass filtering by adopting the MSF and LSAR. The results 

are shown at the top of Fig.1 and the monthly departures of the sea 
surface temperature (SST) in the equatorial eastern Pacific (1800- 
8OoW, SOS-SON) from 1962 through 1988 are shown at the bottom of Fig.1. 

The plot of ALOD after filtering clearly shows that the interannual 
variation of Earth rotation, which is in the time scale' of several 
years but not quasi-periodic terms, exists in the long term fluctuations. 

The interannual variations of Earth rotation and the departures of 
the sea surface temperature in the equatorial eastern Pacific area 
are well consistent with each other. The interannual rate of Earth 
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ratation decelerates when the sea water warms up (referred to as the 

duration forming the El Nino events), while the interannual rate of 

Earth rotation accelerates when the sea water cools down (referred 

to as the duration of non-El Nino events). It means that every El Nino 

event .usually occurs a€ter the acceleration of the interannual rate 

of Earth ratation turns to deceleration. It is also found in Fig.1 

that the amplitudes of the interannual change in ALOD are correlated 

. with the strength of El Nino events. Since 1962, the two stronger El 
Nino events, i.e., the higher warming. up of sea water, occurred in 
1972 and in 1982-83, and the amplitude8 of interannual variation 

in ALOD were bigger in the periods mentioned above. In the two durations, 

the increase in the length of day was close to 0.3ms, i.e., the variation 

in the rate of Earth rotation was about -2.5xlO-l3 rad/s* 

As the interval between the El Nino events in 1963 and 1965 is vqry 

close to the truncation frequency band of the filter used in the data 
analysis, the differences between the epochs of maximum in warming 

up of the equatorial sea surface water in 1969, 1972, 1976, 1982, 1987 

and epochs of minimum' in interannual variation of ALOD series in 1968, 

1970, 1974, 1981, 1985, respectively, are used, by which the average 

of 25-month lead of the minimum in. ALOD is estimated. The curve of 

crosscorrelation between the interannual ALOD and SST series is given 

in' Fig.2. The correlation coefficient at 'zero lag is derived to be 

0.65. Howeversthe maximum negative correlation is 0.69 when the 

interannual ALOD is shifted by 24 months forward relative to SST. 

The results derived above have substantiated and provided the 

possibility and way to forecast the El Nino events by using the 

observations of Earth rotation. As data UT1-UTC can be reduced in time 

' (abou't within one month) from determination with several techniques 

globally, such as VLBI, SLR, and LLR, it is feasible to predict the 

El Nino events'by deriving and monitoring the extremes of the interannual 

variation in the series ALOD. If the delay in collecting and processing 
data is taken into account, the prediction could be made one year before, 

which belongs to the long range forecast in meteorology. 
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In addition, the relationship between. the sea level changes and ALOD 

series is preliminarily analysed from the historical data in this paper. 
In order to investigate into the sea level changes in different 

latitudes, 162 series of annual mean heights of sea level was selected 

from the gauge records of more than six hundreds tidal stations all 

over the world during 1900 to 1970. They were divided into 12 groups 

by an interval of 10 degrees latitude. The result of preliminary analyses 

revealed that in the sea level fluctuations at the decade time scale 

there has been a certain mirror image. relationship between high and 
low latitudes since the present century. It €8 most interesting that 
the phase of sea level fluctuations has correlated closely with the 
phase of the variation of Earth rotation. As shown in Fig.3, when the 

Earth rotation was accelerated, the sea level rose in low latitudes 

and fell in high latitudes. Conversely, .as the Earth rotation was 

decelerated, the sea level fell in low latitudes and rose in high. 

Therefore it might be infered from the recent observations of Earth 

rotation that the sea level is rosing in low latitudes and felling 

i n  high latitudes since the beginning of 1970's. 

We sincerely thank Drs. Z.Q.Ren and J.Y.Chen of the Academy of 

Meteorological Science, State Meteorological Administration, China 
for sending SST data. Cordial thanks are expressed by us to Prof. S.H.Ye, 
Director of Shanghai Observatory, for her support to this work. 

394 



References: 

1. Carter',W.E..et el., Science, 224, 957-961(1984). 

2. Rosen,R.D.et al. , Science, 225, 411-414(1.984). 
3. Chao,B.F., Geophya.Res.Lett., 11, 541-544(1984). 
4. Ren,Z.Q. and Zhang,S.G., Kexue Tongbao, 6, 444-447(1985). 
5. Eubanks,T.M.et al., Earth Rotation: Solved and Unsolved Problems, 

D.Reide1 Publishing Company,163-187(1986). 
6. Zheng,D.W. ,Luo,S.F.Bnd Song,G.X., 'Science in China(series B), 32,6, 

729-736( 1989). 
7. Zheng,D.W. ,Song,G.X., and Luo,S.F., Nature,348, 119(8 November, 1990). 

8. Song,G.X.,Zheng,D.W. and Luo,S.F., Acta Aetronomica Sinica, 30,3, 

310-314(1989). 

9. Li,Z.X., in Annual Report for 1984, D31-63, Bureau international 

de 1 'Heure ( 1985 1. 
10. BIH Annual Report for 1982-1987, Observatoire de Paris(1983-1988). 
11. IERS Annual Report for 1988, Observatoire de Paris(1989). 
12. Yoder,C.F.et al., J.Geophys.Res., 86, 881-891(1981). 
13. Lambeck,K., The Earth's Variable Rotation, Cambridge University 

Press, New York(1980). 
14. Lu0,S.F. et el., Acta Astronomica Sinica, 15, 1, 79-84(1974). 
15. Zheng,D.W.,and Dong,D.N., Acta Astronomica Sinica,27,4,368-375(1986). 

395 



1962 1964 I966 1968 1970 1972 1974 1976 1978 1080 1982'1984 1986 ID88 

Fig.1. The interannual variationa of LOD (in the top part) 
and the monthly departures od sea surface temperature 
in the equtorial eastern Pacific .area (in the bottom 
part) during 1962 to 1988. 

F i g .  2. Cross-correlation between the interannual LOD and SST. 
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Fig.3. The relationship between the sea level changes and LOD. 
(a). The LOD curve' of annual mean variation.. ( b ) .  The 
change of mean sea leve l  in 60°-700N. ( c ) .  The change 
of mean sea level in 10°-200N. 
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Abstract: 

For more than a decade the international geodetic community has been working cooperatively 
to develop a global network of very long baseline interferometry (VLBI) observatories. The 

. purposes of the network include the regular monitoring of Earth orientation (precession, nutation, 
polar motion, and Universal Time) and the measurement of contemporary plate motion and glacial 
rebound, to learn about the structure and dynamics of the Earth. Recent concerns about the effects 
of global warming have raised questions about the current rate of rise of sea level and the possibility 
of a dramatic increase in the rate caused by melting of the Greenland and Antarctic ice caps. 
Geodetic VLBI can contribute to the monitoring of global sea level by providing a terrestrial 
reference frame accurate to the sub-centimeter level to which the positions of tide gauge can be 
referred, by accurately mapping glacial rebound and other vertical crustal motions, by placing 
bounds on changes in the building or destruction of the Greenland and Antarctic ice caps (inferred 
from the secular polar motion), and by providing the fundamental reference frame for generating 
accurate orbits of artificial satellites, including the Global Positioning System (GPS) and altimetric 
satellites. The current status of the global VLBI network, initial results, and goals for the next 3 
to 5 years will be discussed. 

Introduction 

The role of Very Long Baseline Interferometry (VLBI) in monitoring Climate and Global Change 
(C&GC) may not be immediately apparent. The end product of VLBI measurements is a set of 
accurately determined baseline vectors between radio telescopes (fmed or mobile) around the world, 
at the times of the observations. The key phrase of course is “at the times of the observations.” 
The changes in the solid earth, oceans, atmosphere system that are collectively referred to as 
C&GC’essentially all involve movements of mass that result in deformations of the Earth and 
changes in the vectors observed with VLBI. For example, on an interannual time scale the El NSo 
- Southern Oscillation which strongly affects climate along the western coastal regions of both North 
and South America, involves an exchange of angular momentum between the atmosphere and solid 
earth that modulates the rotation of the Earth, changing the orientation of the VLBI vectors with 
time. On much longer time scales the melting of glaciers and polar ice caps and the redistribution 
of the mass over the oceans causes shifts in the location of the pole, changes in the length-of-day 
(lod), and crustal deformations that affect the components of VLBI interstation vectors. These 
changes can be all detected by a series of VLBI observations. Detecting and separating the 
different effects of C&GC will require long uninterrupted time series from a global network of 
properly distributed observatories. 

Separating the causes of observed changes in the vectors measured with VLBI may prove extremely 
difficult or even impossible without independent information from other observing techniques such 
dense networks of vectors determined from Global Positioning System (GPS) satellite observations, 
airborne and satellite altimetry profiles of the oceans and ice masses, and vertical crustal motions 
and mass relqcations obtained from absolute gravimetry. Appropriately for this conference, this 
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paper will focus primarily on the role of VLBI in monitoring C&GC but dozs address other 
techniques both from the points of view of the support they derive from VLBI and how the 
information obtained from them may improve the interpretation of VLBI measwements. 

Major goals of the NOAA C&GC program are to determine the long term trends of h a t e  change, 
to determine the causes of those changes (particularly the possible effects of human activities such 
as atmospheric pollution), to explore techniques that might be used to mitigate the undesirable 
consequences of climate change, and to provide the best possible information to those officials 
responsible for setting national policy. One of the predicted effects of global wdrming is a general 
rise in global sea level. The early detection of an increase in the rate of rise of sei level would 
confirm the predictions from computer climate models and provide important infarmation for 
coastal planning activities. VLBI, along with other geodetic measurements, can contribctc to the 
measurement of the change in global absolute sea level. l b o  approaches to the problem have been 
identified: the direct monitoring of sea level, and the indirect approach of mol*orhg ice masses 
that contain the water that could cause sea level to increase rapidly. Certain VLBI observations, 
such as the establishment and maintenance of an accurate global terrestrial reference frame, are 
fundamental to the success of both approaches. 

Background Information 

In 1977 the National Oceanic and Atmospheric Administration (NOAA) began to develop a three 
station network of Very Long Baseline Interferometry (VLBI) observatories. This was several years 
before the term Climate and Global Change came into common usage, and the immediate scientific 
goal of the project [Carter, 1978; Carter and Strange, 19791 was to replace the antiquated optical 
observatories that NOAA had operated since the turn of the century, as part of the International 
Latitude Service, with a more accurate Earth orientation monitoring system to support modern 
global geodetic measurements. A second important goal of the N O M  project was to demonstrate 
the feasibility of using VLBI operationally. By 1984 NOAA and a consortium af German geodetic 
organizations, led by the Institute for Applied Geodesy (IFAG), had joined efforts and the 
International Radio Interferometric Surveying (IRIS) network consisting of the three NOAA 
observatories and the newly built Wettzell Observatory, in Germany, was routinely producing polar 
motion, UT1 and nutation determinations at 5 day intervals. The VLBI results were two orders of 
magnitude more accurate than those of the classical optical networks. The success of the IRIS 
observations stimulated several other nations to develop geodetic VLBI facilities. Today there are 
more than 20 observatories around the world that regularly participate in geodetiz VLBI observing 
programs and several more, most notably in the USSR and the southern hemisphere, are under 
construction or planned. See Figure 1. 

The Hartebeesthoek, South Africa, and Hobart, Australia observatories utilize VLBI 
instrumentation loaned by N O M  explicitly for joint C&GC monitoring. The station planned for 
Natal, Brazil, is also being developed jointly by NOAA and a consortium of Brazilian scientific 
organizations led by the University of Sao Paulo for C&GC monitoring. The mure tentative plans 
for a station at McMurdo, Antarctica, are based on a project currently under consideration by the 
National Science Foundation and the National Aeronautics and Space Administratian (NASA) to 
develop a synthetic aperture radar (SAR) station. The Japanese and German statiuns at Syowa and 
O'Higgins are designed for both SAR and VLBI operations. The station at Santiago is being 
funded by IFAG, with technical assistance by NASA. The station planned for Tahiti, will be 
developed by French space research and geodetic organizations. 
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Figure 1. Map showing the locations of southern hemisphere geodetic VLBI stations. 
Distances are in kilometers. 

Monitoring Global Sea Level 

NOM, along with other agencies from around the world, has operated tide gauges in most harbors 
for many decades. Some tide gauge records are more than 100 years long and a few exceed 150 
years. These records show a global increase in sea level of 10 to 25 centimeters over the past 
century. The uncertainty is large because the rates observed at the various gages disagree markedly, 
even in sign, and different researchers have taken different approaches in attempting to get the 
“best” estimate of global sea level change. It has long been recognized that the apparent change 
in sea level in certain regions seen in the tide gauge records is caused by vertical crustal motion at 
the tide gauge rather than by an increase or decrease in the volume of water in the oceans. In the 
Hudson Bay region of Canada and along the Baltic Sea coastline of Fennoscandia, glacial rebound 
causes a drop of relative sea level by about one centimeter per year. It is now known that the 
isostatic readjustments associated with the melting of the Laurentide and Fennoscandian ice sheets 
causes positive or negative vertical crustal motions of a good fraction of a millimeter per year over 
the entire planet. All tide gauge measurements are corrupted to some extent by glacial rebound 
effects. 

The direct approach to measuring sea level change is to use modern geodetic techniques (VLBI, 
GPS, absolute gravity) to establish and maintain a global terrestrial reference frame accurate to the 
subcentimeter level, and then to regularly resurvey to tide gauge stations to determine the rate of 
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vertical motions of the gauges. To be useful the crustal rates need to be accurate to no worse than 
a fraction of a millimeter per year. This is a very challenging geodetic problem at sites with 
constant rates and currently not possible at sites with frequent episodic motions. NOAA has 
established two networks, in Hawaii and along the Atlantic Coast of the U.S. (including a station 
in Bermuda) to develop and test the techniques for surveying the tide gauge stations. The results 
of the initial surveys have been reported by Carter et d., [1988] and will not be repeated here. 
However, it was clear from the first tests that all three techniques (VLBI, GPS, and absolute 
gravity) had to be improved about one order of magnitude before the required accuracies could be 
achieved. 

Progress on VLBI has been dramatic. NASA and Haystack Observatory have already performed 
engineering experiments with improved instrumentation that achieved one millimeter repeatability 
in the horizontal and three millimeters in the vertical on baselines of 800 kilometers and longer 
FA. Herring, private communication, 19901. Haystack Observatory has recen':ly completed the 
specifications and preliminary designs for a new generation, Mark 4, VLBI system that will be 
initially capable of recording at 10 times the data rate of the Mark 3, with upgrade capability to 20 
times [Rogers, 19911. .The increased recording bandwidth and other calibration and observing 
techniques should achieve the few millimeter level in a routine operational mode about 1994. 

A major breakthrough was made in absolute gravimetry in 1990, when Hopping et d., [1991] 
developed data collection, reduction and analysis techniques to remove the largest known systematic 
error in the Joint Institute for Laboratory Astrophysics (JIT..A) absolute gravimeter. Comparison 
of determinations from absolute and cryogenic gravity meters at the Richmond VLBI observatory 
show agreement within one microgal in measuring a change of 11 microgals in the gravity caused 
by changes in the water table and soil moisture content. A joint gravity monitoring program in 
North America, concentrated in Canada where the glacial rebound rates are the largest has been 
initiated by NOAA and the Canadian Bureau of Energy and Mines. NOAA C&GC program funds 
are being used to fund a joint NOM-National Institutes of Science and Technology-JILA-private 
industry transfer of technology and manufacture of a new generation absolute gravimeter. Absolute 
gravity may provide a relatively inexpensive alternative method with different error sources with 
which to check VLBI vertical motion results. 

Progress on GPS has been good but slower than the other techniques. Delays in launching new 
satellites have limited the observing periods and resulted in less than optimal sky coverage. 
Refraction anomalies along coastlines appear to be a more challenging problem than anticipated. 
Rather than repeat the Hawaiian and Atlantic Coast tide gauge surveys, focus has shifted to the 
collection of long time series of observations at the Richmond VLBI and Haulover tide gauge sites. 
The repeatability of the horizontal components is currently 2-3 millimeters, RMS, while the vertical 
component i s  approximately 1.5 centimeters. The vertical repeatability represents a recent 
improvement of about a factor of 3 achieved through better atmospheric modelling and improved 
orbits. A factor of 5 or more is still needed to make the GPS tide gauge surveys useful. 

Analysis of historical tide gauge data by several researchers (see for example Douglas, 1991) has 
revealed difficulties in the interpretation of water level measurements. There are large (ten 
centimeter level) interdecadal variations in relative sea level that are probably driven by basin-scale 
winds that currently make it impossible to extract sea level rise values at the submillimeter per year 
level of accuracy. Such effects will have to be removed before the benefits of the improved geodetic 
results can be realized. The direct measurement of sea level must and wiU continue to be a major 
component of the N O M  global sea level project, but the indirect approach of monitoring ice 
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masses is likely to take on increasing importance with time, assuming that the planned observing 
campaigns prwe successful. 

Ice Monitoring 

The ice masses that contain enough water to cause significant increases in global sea level are 
concentrated in a few areas of sub-continental scale. Approximately 85 percent of the ice mass is 
contained in the Antarctic, 12 percent in Greenland, and 3 percent in mountain glaciers. 

The large difference between the surface areas of the ice masses and that of the oceans means that 
the changes in the surface elevations of the ice sheets will be many times larger than the rise or fall 
of the oceans. For example, for the Greenland ice cap to yield sufficient water to raise global sea 
level by 1 millimeter, uniformly distributed melting would decrease the surface elevation by about 
16 centimeters. If the melting were restricted to the southern portions the surface change would 
be 2 to 3 times larger. This enhanced signal suggests that it may prove easier to detect changes in 
the ice masses than the resultant changes in sea level. 

At least three approaches to monitoring ice masses, which vary in degree of directness, have been 
suggested. In chronological order they are: monitor earth rotation (polar motion and length of day 
(lod)) to detect the effects of the redistribution of mass caused by melting or building of ice caps 
[Munk and MacDonald, 19601; make repetitive measurements of the surface elevations of the 
icecaps and compute changes in volumes based on changes in the surface elevations [Zwally, 19891; 
and measure vertical and horizontal crustal deformations at stations near the peripheries of major 
ice masses, caused by changes in the weight of ice resting on the crust pager, 19911. The 
references cited do not necessarily represent the first or only papers to suggest the particular 
approach, but they serve as sources of more detailed discussions of the techniques and results. 

Munk and MacDonald noted that displacement of the pole of rotation is potentidy “a remarkably 
sensitive indicator of the source of melted water.” Using reasonable estimates of simplified 
excitation functions they pointed out that melting of ice on Greenland would displace the pole 
toward Greenland, while melting of ice in Antarctica would displace the pole toward Chicago. If 
melting of ice were the only cause of changes in earth rotation we would indeed already have an 
exquisite monitoring system. The development of an earth orientation monitoring system based on 
Very Long Baseline interferometry (VLBI) during the past decade has led to at least two orders 
of magnitude improvement in our knowledge of polar motion and lod. The IRIS VLBI earth 
orientation monitoring system routinely tracks the location of the pole to 2.0 millisecond of arc (6 
centimeters) or better, as verified by comparison with satellite laser ranging results [Robertson et 
d., 19851, at 5 day intervals (Figure 2). More recent intercomparisons with a 23-day test series of 
GPS pole determinations during January and February, 1991, indicate agreement at better than 0.5 
millisecond (1-2 centimeters) in both components of the pole position [Herring, 19911. The IRIS 
network also produces daily values of Universal Time (UT1) the time integral of lod, accurate to 
a tenth of a millisecond of time (Figure 3). Improvements approaching another order of magnitude 
are anticipated in the next 3-5 years as the next generation Mark 4 VLBI instrumentation becomes 
operational and methods for correcting the observations for atmospheric refraction and other 
sources of systematic error are developed. 

Unfortunately, variations in earth rotation are not caused only by changes in the ice masses, but by 
several other phenomena as well. For example, the entire secular motion of the pole from 1900 to 
present shown schematically by the irregular line in figure 2, approximately 10 centimeters per year 
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Figure 2. W I  determinations of the pole position, 1984-1990. Scales are in’milliseconds 
of arc. The origin is the conventional international origin (CIO) which was determined 
by averaging measurements made in about 1900. 

toward Newfoundland, may be the result of relocation of mass within the solid earth associated with 
glacial rebound [Peltier and Tushingham, 19891. On time scales of a decade or Less the apparent 
motion of the pole is irregular at the level of several centimeters per year. The cause of the 
irregularities has been attributed to meteorological effects as well as tectonic effects including 
earthquake displacements. Chao and Gross [1977] concluded that, “The computed changes in the 
Earth’s global geodetic/gravitational parameters induced by the earthquakes during 1977-1985 are 
in general two orders of magnitude smaller than the observed values that are available.” 
Meteorological shifts of atmospheric masses are another possible source of the excitation 
mechanism that has received extensive study [Munk and Hassan, 1961; Wilson and Haubrich, 1976; 
Wahr, 1982; 1983; Barnes et al., 1983; Hide, 19841. A related possibility involves changes in the 
distribution of surface and ground water resulting from changes in rainfall and snow cover [Wilson 
and Hinnov, 1985; Hinnov and Wilson, 1987; Chao et al., 1987; 1988; Chao and O’Connor, 1988; 
Chao 19881. The problem is at least equally bad with the changes in lod. The winds associated with 
weather patterns cause several tenths of milliseconds variations in lod on time d e s  of weeks to 
years. Attempts to use meteorological data to correct for these effects have been relatively 
successful p n g l e y ,  et d., 1981; Rosen and Salstein, 1983; Carter et al., 1984; Rosen et d., 1984; 
1990; Chao, 19891. However, there are equally large unexplained variations in lod on decadal time 
scales that are thought to derive from fluid core - mantle interactions that cannot currently be 
determined by other methods. For the foreseeable future we will not be able to interpret earth 
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Figure 3. Daily UT1 determinations from the IRIS VLBI project. The vertical scale is 
in milliseconds of time. Tidal variations and a fifth-order polynomial have been removed. 
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rotation data to unambiguously determine if specific ice masses are melting or accumulating at 
certain rates, but the earth rotation data will provide constraints that will help us evaluate purported 
changes in the ice masses. For example, the absence of change in motion of the pole makes the 
accumulation of more than 20 centimeters per year of ice on Greenland reported by Zwally [1989] 
very unlikely pouglas et ul., 19891. 

Repeat measurements of the elevations of the surfaces of the major ice masses, such as the 
Greenland ice cap, have been technologically possible for many decades using spirit leveling. 
However, acquiring sufficiently dense levelling profiles to compute the volume of the ice would have 
required very costly observing campaigns in remote and hostile environments. Within the past few 
decades technological developments have brought remote sensing techniques closer to being able 
to achieve the accuracy and coverage required. Laser and microwave altimeters on aircraft and 
artificial satellites now are routinely used to make repeat profiles of the ocean surfaces, and satellite 
altimetry is now competitive in accuracy and far superior in coverage for interannual monitoring 
of sea level compared to tide gauge networks [Cheney et ul., 1989; Cheney and Miller, 1990; Miller 
and Cheney, 19901. Satellite microwave altimetry data have also been successfully collected over 
southern Greenland and parts of Antarctica, and attempts have been made to derive changes in 
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surface elevations from these data [Zwally, 19891. Orbit errors are still at a level that they can 
introduce significant errors in the ice profiles. However, continued development of the Global 
Positioning System (GPS) satellite constellation, receivers, and observing and data analysis 
techniques are reaching a levelwhere airborne and Satellite altimetry may soon achieve the required 
accuracy and coverage at acceptable costs. 

During the summer of 1991 N O M  researchers will participate in two separate airborne ice 
profiling experiments in Greenland, one jointly with researchers at the Naval Research Laboratories 
(NRL) and the second with National Aeronautics and Space Administration (NASA) researchers 
at the Wallops Island Space Center. In both experiments P-3 aircraft instrumented with laser and 
microwave altimeters, and navigated by differential kinematic GPS techniques, make initial 
epoch measurements of ice profiies across the Greenland ice cap, including lines that will be 
profiled repeatedly by the ERS-1 satellite to be launched during 1991 by the European Space 
Agency (Figure 4). The portion of the ERS-1 track drawn in solid line beginning a Sondre 
Stromtjord and extending northeastward onto the icecap will be the primary facus of the airborne 
altimeter flight during the 1991 observing campaign. Comparison of the NRL-NOM, NASA- 
NOM, and the ERS-1 profiles should provide a reliable estimate of the current state of the art in 
ice profiling. Decimeter accuracy is expected, and profiles of that accuracy would mzke a valuable 
contribution to monitoring ice caps. There remain questions about how well ice profiles can be 
converted to ice volume. Fresh snow falls may cause difficulties. Variations in the penetration into 
the snow and ice of microwave altimetry signals could result in significant errors. Voids in the ice 
masses, changes in density of the ice, and difficulties in mapping the steep edge areas are other 
concerns. But this approach is perhaps the most direct method devised for monitoring changes in 
the ice masses, the prospects for improvements in the accuracy achieved are good in the near 
future, and ultimately remote sensing of the ice caps using GPS positioned altimetric satellites may 
prove the least costly method to achieve the spatial coverage and temporal resolution needed for 
climate change studies. 

The third approach to monitoring changes in ice masses has been described by Hager as “weighing 
the ice.” On short time scales (decades) the earth responds to changes in surface loading elastically. 
If ice is added or subtracted from an existing ice mass there will be an immediate response in the 
elevation of the surface of the crust under the load, which will extend significantly beyond the edge 
of the load (Figure 5). Using a simplified model Hager has estimated that the addition of 21 
centimeters of ice over Greenland would result in approximately 1 centimeter vertical (downward) 
and 3 m h e t e r s  of horizontal (toward the ice) displacement of a point located on bed rock at the 
edge of the ice cap. If points on opposite sides of the ice mass can be obsecved the horizontal 
“signal“ can be effectively doubled, i.e., the horizontal displacements of points A and B in figure 4 
would be toward one another and the distance between points A’ and B’ would be reduced by twice 
the horizontal displacement of each station. This is an “instantaneous” response associated with 
the elastic deformation of the earth and should not be confused with the long term pattern of 
deformation that eventually would result from the viscous response of the earth if the load persisted 
over long time scales. If the vertical and horizontal displacements of points around the periphery 
of ice masses can be measured with sufficient accuracy changes in the weight of the ice mass can 
be determined in much the same way as if it were to be placed on a spring scale at the local fruit 
market. 

In well designed and carefully executed experiments both VLBI and GPS have already achieved, 
and even exceeded, the requisite precision to detect the crustal deformations expected from 
decimeter changes of the Greenland and Antarctic ice caps. Improvements in both systems 
currently underway should make the required precision well within routine operations within the 
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Figure4 Map showing the locations of the GPS ground stations and ERS-1 satellite tracks over 
southern Greenland. 
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Figure 5. Sketch (not to scale) showing effects of increased loading of ice on the must. The 
elastic deformation will cause instantaneous displacements, both ver t idy  and horizontally, of 
points under and around the ice. 

next few years. However, because atmospheric refraction tends to limit the vertical accuracy of GPS 
and VLBI to a factor of 3 to 5 worse that the horizontal accuracy, the horizontal component of the 
displacement may actually prove more useful than the larger vertical component. The base stations 
to be used for phase difference kinematic GPS observations during the ice profiling tests scheduled 
for Greenland in 1991 may yield observations of sufficient quality to serve as initial epoch 
measurements. Tentative plans for to make mobile VLBI observations in Greenland during 1992, 
as part of the N O M  C&GC program, are also being explored. In the longer term the most cost 
effective approach may be to establish permanent regularly observing GPS s:ations near the ice 
margins in Greenland and Antarctica. 

The crustal displacements and changes in attraction of the ice caused by decimeter level changes 
in major ice masses would also result in a significant changes in the absolute gravity at nearby 
stations. The changes caused by the two mechanisms would be of opposite sips, but preliminary 
estimates of the expected change if two decimeters were added to the Greenland ice cap indicate 
that absolute gravity measurements may be a relatively inexpensive complementary observing 
technique to GPS and VLBI. 

The method of weighing ice masses using VLBI, GPS, and absolute gravity to detect the elastic 
deformation of the crust near the periphery of the ice, is not limited to the very large Greenland 
and Antarctic ice caps. For example, Hager has pointed out that regions of southeast Alaska are 
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undergoing rapid emergence as mountain glaciers shrink. The combination of airborne p r o f h g  
from a light aircraft and ice weighing with GPS and absolute gravity might prove particularly cost 
effective for monitoring such limited areas. 

Concluding Remarks 

When the geodetic community first began to consider the feasibility of exploiting the new 
technologies of W I ,  GPS, and absolute gravity to attack long standing scientific problems, 
determining the contemporary rate of rise of global absolute sea level was one of the first goals 
identified [Carter et ul., 1986; 19891. At first the most feasible approach appeared to be to utilize 
the existing array of tide gauge stations to determine the relathe rate of sea level rise and to use 
geodetic measurements to cleanse the records of vertical crustal motions. This approach is still a 
fundamental component of the N O M  sea level project, but there is now a greater awareness of the 
complexity of the problem. Even assuming that the challenging accuracy requirements for the 
geodetic measurement can be met, there remain at least equal challenges in determining the water 
level with sufficient accuracy and adequate spatial sampling. Relative sea level changes of tens of 
centimeters occur at time scales from interannual to interdecadal. Ocean dynamics may pose more 
of a problem than crustal dynamics, and it appears there is now a consensus that tide gauges alone 
are not adequate for monitoring the water level. Satellite altimetry is the only hope for gathering 
the required water level data. 

The NOAA sea level project has always included the concept of attacking the problem from the 
point of view of monitoring the sources of the water causing changes in sea level. But the 
remoteness and severe weather conditions in Greenland and Antarctica made this approach rather 
forbidding. Advances in kinematic GPS, satellite and airborne altimetry, and new ideas such as 
inferring changes in the ice masses from nearby crustal deformations are making ice monitoring 
appear ever more tractable. It appears that direct measurements at the source of the water, where 
the signal to noise level is more favorable, may yield the earliest and most accurate measurement 
of global sea level change. 

The basic components of both the water level and ice monitoring approaches are the same. We 
must establish a global terrestrial reference frame accurate to the sub-centimeter level over time 
scales of decades. We must use GPS to determine the locations of water/ice surface level sensors 
(tide gauges or airborne/satellite altimeters) in the terrestrial reference frame. This wiU require 
accurate orbits for the GPS satellites, high quality GPS receivers, and accurate fmed and kinematic 
GPS observing procedures and data reduction software. Reliable data archiving will also be 
required. The difference in the two approaches is largely the focus of the GPS activities, Le., 
positioning tide gauges or airborne/satellite remote sensing systems. The balance is clearly shifting 
in favor of the latter. The 1991 tests of airborne/satellite profiling of the Greenland ice cap may 
well mark a major turning point in the NOAA sea level project. If this approach proves successful, 
more of the resources may be focussed on ice monitoring in the future. 
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IfAG-Plans to support VLBI in the Southern 
Hemisphere 

Hermann Seeger, IfAG-Rankfurt a. M. (D) 

1. General Aspects: 

Monitoring global change and global geodynamics requires a global distribction of 
VLBI-and SLR-stations at distances of approximately 5000 km. In the Sauthern 
Hemisphere there are presently only a few permanent stations available: 3 VLBI- 
sites and 2 SLR-systems; 4 other stations are operated only 6 months per year. 
Due to the economic situations in many countries in the Southern Hemisphere it 
is unrealistic to assume that this situation might improve during the coming years 
if the US, European Countries and Japan are not granting the necessary support. 

2. The German ERS-1/VLBI h i l i t y  at O’Higgins/Antarctica: 

The German Federal Ministry of Research and Technology has funded a German 
Ground Station on the Antarctic Continent through the IfAG. This is intended as 
a contribution to the use of EM-1 in the Antarctic and the system was designed as 
a combined ERS-l(SAR)/VLBI k i l i t y .  The telescope has been installed during 
the Antarctic Summer 1990/1991 and is ready for the ERS-1 Service (figure 1 
and 2). The last components of the VLBI-System (VLBA/MKIII Terminal and 
Maser) will be shipped in October 1991; first VLBI experiments are foreseen for 
late 1991. The overall responsibility for the O’Higgins Observatory will be assumed 
by the DLR or Awl; the operation of the geodetic components will remain with 
IfAG. The basic design of this telescope is as follows: 

0 Environment 

- Temperature: -30...+15 Deg.Ce1. 
- Windvelocity: up to 300km/h 

0 Time and Fkequency system 

- Time HP ”high performance” cesium std. 
- Time sync.: GPS-receiver 
- Fkequency: EFOS active H-maser 
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Fig .  1 and 2.: The ERS-l/VLBI-Telescope i n  O 'H igg ins  



0 ERS-Equipment 

- G/T: 31 dB 
- ERS Tracking receiver 
- ERS SAR-datareceiver 
- SAR Data HDTR recorder 
- SAR Quick look processor 

0 VLBEEQuipment 

- Kryogenic LNA and downconverter 
- VLBA/VLBI compatible receiver, 14 ch. (NRAO-Interferometrics) 
- VLBI-HDT recorder 

Mount : 

0 Special 3-axis mount, completely covered backstructure 

0 1. Axis: azimuth A270 deg. from north 

0 2. Axis: tilt 0 deg. or 8 deg. from vertical (2 possible positions) 

0 3. Axis: oblique 45 deg. (instead of elevation axis) 

0 Azimuth velocity 0.0017 deg./sec. - 11 deg./sec., acceleration 7 deg./sec2 

0 Pseudo-elevation velocity 0.001 ... 5 deg./sec., acceleration 5 deg./sec.2 

Antenna: 

0 Qpe: On-axis Cassegrain 

0 Main reflector 

- Diameter: 9.0 m 
- Shape: true rot. Paraboloid 
- Focal length: 3.6 m 
- Surface acc. 0.5 m rms 

0 Sec. reflector: 

- Diameter: 1.3 m 
- Shape: true rot. Hyperboloid 
- Surface acc. 0.1 mm rms 
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0 Feed 

- Type: corrugated horn 
- Fkequency 2.0-2.3 GHz and 8.0-8.6 GHz 
- Polarisation RHC and LHC 

O'Higgins and the Japanese telescope in Syowa will form, together with stations 
in South-Africa (Hartebeesthock), %mania (Hobart), South America (Natal or 
Santiago de Chile) and perhaps at W i t i ,  a new Antarctic VLBI-Network as it 
was designed by Carter et. al., NGS; the configuration in figure 3 may even be 
improved by an additional (US) telescope at Mc Murdo. 

3. The TIGO-Concept 

The optimal design for a space-oriented geodetic-geodynamical' observatory still 
follows the philosophy of "fundamental stations" which include all the modern 
precise observation techniques such as Laser Ranging, VLBI, GPS etc. One of 
the few places where these ideas have really been put into'action is the German 
observatory in Wettzell. In order to transfer this concept to the Southern Hemi- 
sphere the TIGO-concept has been developed in the German Research Group for 
Satellite Geodesy (FGS = Forschungsgruppe Satellitengeodiisie). "TIGO" stands 
for "Transportable Integrated Geodetic (or Geodynamic) Observatory". The com- 
plete system will be made transportable by installing it in several containers of 
standard size. All the different modular observation and support units will be con- 
trolled from one central computer and a communication processor, but for special 
tasks it may be necessary that selected (modular) components can be operated as 
a single system, so that every subsystem will include its own processor. 

Based on agreements with the host agencies in Southern Hemisphere countries 
TIGO should be installed at selected places for periods of about one year. Ground 
support and routine observers should be made available by the host agencies with 
training and maintenance support from at least two IfAG engineers who will travel 
with the system. 

Using the best technology available TIGO will include the following components: 

0 SLR 

0 VLBI 

0 GPS- PRARE? - GLONASS? 

0 Reflector for GLRS 

0 Absolute Gravimeter 

0 Superconducting Gravimeter 
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Antarctic VLBI Sites 

Proposed Network 
Figure 3' 



0 Seismometer 

0 Magnetometer 

0 Time + Fkequency (2 Masers, Cs-standards, GPS-time) 

0 Met. Data aquisition 

0 Computer-network for: 

0 operation (automatic operation) 

0 system control 

0 data aquisition 

0 testing/maintenance 

0 communication 

0 data processing 

0 data transfer 

Figure 4 includes a graph showing the TIGO components and the ties between 
the various components. 

4. The TIGO SLR-Module 

The TIGO SLR-module should fullfil1 all the modern requirements of a highly 
mobile SLR-unit and make use of the latest technology. Its main characteristics 
will be 

0 subcentimeter 

0 500 km to 40.000 km range 

0 multicolour ? 

0 day/night capability 

0 automatic operation 

0 alt./azim.-mount 

0 a single telescope for transmit and receive functions 

0 high efficiency in transmission 

0 precise pointing 

0 Nd:YAG or Titan-Saphir laser 

0 pulse less than 30 picosec. 
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0 repetition rate 10 ... 20 Hz 
0 avalanche diode, and/or MCP detector 

0 set-up time 1-5 days 

0 highly reliable operation 

5. The TIGO VLBI-Modul 

The VLBI-System will be based on the recent results of research and development 
experiments which due to the high sensivity of the new receiving techniques and 
the data aquisition terminals may allow us to use much smaller telescopes. Some 
of the future characteristic may be 

0 5...8 m antenna (alt./azim.) 

0 S/X horns 

0 helium cooled S/X receiver 

0 MK IV date aquisition terminal 

0 highly reliable automatic operation 

0 setting up: L . 5  days 

h t u r e  and ongoing VLBI-activities such as the 6 station MKIIl European Geode- 
tic VLBI-Network (Onsala, Wettzell, Medicina, Matera, Noto and Madrid), the 
Antarctic Network and TIGO require more correlator capacity. As a result a 
TIGO-VLBI-Correlator is under discussion which will either be 

0 designed as a MPIfR/IfAG project to be installed in Bonn having 5O%,of the 
total time available for geodesy, sharing the costs (investment and operation) 
50:50 between MPIfFt and IfAG and establishing an IfAG-Correlator-Group 
in Bonn 

or 

0 installed and operated as a 100% IfAG facility at the new branch of the IfAG 
in Leipzig. 

6. The TIGO-Schedule 

IfAG expects that the budget for TIGO will be accepted for 1992-1997. The 
necessary staff is available as result of the German reunification. Base-station will 
be Wettzell where the TIGO-Management will be established with Dr. Schluter 
as its head, Dr. Sperber, Dr. Schreiber, Dr. Dassing, Dip1.-Ing. Kilger and Dr. 
Nothnagel as well as 4-5 additional project scientists to be contracted in late 
1991 as members of staff The different components will be produced by private 
industry . 
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T h e  Result6 o f  the Test VLBl  Experiments with the Syowa Station 
in Antarctica and its Future Plans 

N .  Kuriharal T. Kondo, Y .  Takahashi, and F .  Takahashi 
( Kashima Space Research Center, CRL, 893-1 Hirai, Kashima, 

Ibaraki, 314 Japan 1 

and 
M .  Ejiri 

( National Institute o f  Polar Research, ltabashi, Tokyo, 
173 Japan 1 

ABSTRACT 

The position o f  Syowa Station in the Antarctica was meas- 
u r e d  with an e r r o r  o f  decimeters b y  a V e r y  Long Baseline lnter- 
ferometer ( V L B I )  experiment carried out in January, 1990. This is 
the first V L B l  experiment that connects the Antarctica with other 
continent. Kashima, Japan and Tidbinbilla, Australia participated 
in the experiment in conjunction with SYowa Station. The K-4 data 
acquisition terminal used at the SYowa Station was transported 
from Kashima for a temporary use. The data a t  SYowa Station 
and Tidbinbilla w e r e  gathered to Kashima for data processing. 
All data were correlated at Kashima and analyzed to obtain a 
precise Position of the SYowa Station. This paper summarizes an 
outline of the test V L B l  experiments and its future plans. 

1 .  Introduction 

Geodetic V L B l  stations are mainly distributed in the northern 
hemisphere, b u t  it is important to extend the networks to include 
stations in the southern hemisphere not only for measuring p r e -  
cise p l a t e  motion b u t  also f o r  monitoring t h e  earth rotation. 
Many efforts have been, therefore, devoted for extending networks 
to the south. However .no V L B l  experiment had been conducted 
with an Antarctic s t a t i o n ' u n t i l  the first experiment r e p o r t e d  
here, because there had been no antenna available for V L B l  exper- 
iment. In 1989, the 30th Japanese Antarctic Research Expedition 
(JARE-30) organized b y  the National Institute of Polar Research 
(NIPR), J a p a n r  b u i l t  a multipurpose satellite d a t a  r e c e i v i n g  
antenna with llm in diameter at Svowa Station (69 .0S039.6E)  in 
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t h e  A n t a r c t i c a " ) .  T h i s  a n t e n n a  i s  a l s o  d e s i g n e d  t o  h a v e  a 
c a p a b i l i t y  f o r  VLBl a n d  r a d i o  a s t r o n o m y .  F i g . 1  s h o w s  t h e  
p o s i t i o n  o f  t h e  Syowa S t a t i o n  i n  t h e  A n t a r c t i c a .  C o m m u n i c a t i o n s  
R e s e a r c h  L a b o r a t o r y  (CRL) J a p a n  c o n d u c t e d  a t e s t  VLBl e x p e r i -  
m e n t s  b e t w e e n  1 1  m a n t e n n a  a t  Syowa S t a t i o n  and .a 26 m a n t e n n a  
a t  K a s h i m a  (35.8N1140.7E) ,  Japan,  i n  J a n u a r y  1990 i n  c o o p e r a t i o n  
w i t h  t h e  JARE-30. . T h e  m a i n  p u r p o s e  o f  t h e  t e s t  e x p e r i m e n t s  i s  t o  
t h e  d e t e c t i o n  o f  t h e  f r i n g e s ,  i n  o r d e r  t o  c h e c k  t h e  f e a s i b i l i t y  
f o r  f u t u r e . r e a u l a r  A n t a r c t i c  VLBl e x p e r i m e n t s .  A 34 m a n t e n n a  
a t  T i d b i n b i l l a  ( 3 5 . 2 S 0 1 4 9 . 0 E ) ,  A u s t r a l i a ,  was a l s o  p a r t i c i p a t e d  
i n  t h e  e x p e r i m e n t  t o  i m p r o v e  t h e  . m u t u a l  v i s i b i l i t y  l i m i t a t i o n .  

90 W 

syowu Stutlon 
69.0 S .39.6 E 

90 E 

. .  180 

F i g .  1 T h e ' A n t a r c t i c  C o n t i n e n t  a n d  p o s i t i o n  o f  t h e  Syowa 
S t a t  i o n  

2. E x p e r i m e n t s  

2.1.  An e n v i r o n m e n t s  o f  t h e  e x p e r i m e n t s  a n d  i n s t r u m e n t s  

The e x p e r i m e n t  was s c h e d u l e d  t o  b e  c a r r i e d  o u t  w i t h i n  a m o n t h  
d u r i n g  t h e  y e a r l y  e x c h a n g e  o f  P e r s o n n e l  a t  Syowa S t a t i o n  i n  
a u s t r a l  summer s e a s o n .  A l l  e q u i p m e n t s  n e c e s s a r y  f o r  t h e  VLBl 
e x p e r i m e n t  a t  Syowa S t a t i o n  w e r e  t r a n s p o r t e d  b y  members o f  t h e  
JARE-31 a n d  J a p a n e s e  i c e - b r e a k e r  " S h i  r a s e " .  

I n  t h e s e  e x p e r i m e n t s  n e w l y  d e v e l o p e d  a n d  h i g h l y  t r a n s p o r t a b l e  
f 9 y o r d e r s  d e d i c a t e d  t o  VLBl  d a t a  a c q u i s i t i o n  named "K-4  r e c o r d e r "  

w e r e  e m p l o y e d  b o t h  a t  SYowa S t a t i o n  a n d  K a s h i m a .  B Y  
a d o p t i n g  a h e l i c a l  s c a n n i n g  h e a d  w i t h  a 314 i n c h  w i d e  c a s s e t t e  
t a p e ,  t h e  K - 4  r e c o r d e r  becomes much more  c o m p a c t  ( a p p r o x i m a t e l y  
o n e - f o u r t h  b o t h  i n  s i z e  and i n  w e i g h t )  c o m p a r e d  w i t h  a c o n v e n -  
t i o n a l  K - 3  o r  M a r k - I l l  r e c o r d e r  f o r  V L B l  u s e .  C o n s e q u e n t l y  
t h e  K-4 r e c o r d e r  c a n  b e  e a s i l y  t r a n s p o r t e d  a n d  d i m i n i s h e s  t h e  
o p e r a t o r ' s  work  l o a d .  Hence,  i t  w o u l d  h a v e  b e e n  i m p o s s i b l e  t o  
p e r f o r m  t h e  e x p e r i m e n t  w i t h o u t  t h i s  t r a n s p o r t a b l e  K - 4  r e c o r d e r  a t  
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S y o w a  Station. 
Moreover a use of the highly s ble crystal oscillator w i t h  

its phase locked to a cesium clock (5' at S Y o w a  S t a t i o n  as a fre- 
quency standard enabled us to Perform the experiment promptly, in 
s p i t e  of the lack of a transportable H-maser oscillator. Fig.2 
s h o w s  the block diagram and signal flow of the data acquisition 
system at S Y o w a  S t a t i o n .  Clock synchronization at the micro- 
second level at S y o w a  Station, which is necessary for correlation 
processing, w a s  achieved both b y  a GPS receiver and by a p o r t a b le 
clock technique using the cesium clock transported from Japan. 

F i g .  2 T h e  block diagram and signal flow of the data acquisition 
system at S y o w a  S t a t i o n  

2.2. Observations 

A total o f  t h r e e  e x p e r i m e n t  s e s s i o n s  w e r e  c a r r i e d  o u t  in 
January, 1990, according to the schedule shown in T a b l e  1 .  O n e  
s e s s i o n  is h e r e  d e f i n e d  to be a s e t  of s c a n s  w h e r e  a s c a n  o b -  
s e r v e s  a radio s o u r c e  (quasar) for 196 sec. w e  used the 31 radio 
s o u r c e s  listed in T a b l e  2. T h e  first s e s s i o n  w a s  a r e h e a r s a l  
s e s s i o n  c o n s i s t i n g  o f  12 s c a n s  a n d  w a s  p e r f o r m e d  o n  J a n .  16 
b e t w e e n  K a s h i m a  a n d  S y o w a  S t a t i o n .  T h e  s e c o n d  a n d  t h e  t h i r d  
s e s s i o n s  w e r e  carried out o n  Jan. 20 and 25 and lasted for about 
2 4 - h o u r s  in w h i c h  m o r e  t h a n  150 s c a n s  w e r e  i n c l u d e d .  In t h e  
latter t w o  s e s s i o n s I  T i d b i n b i l l a  p a r t i c i p a t e d  to i m p r o v e  t h e  
restriction o n  observations arising from the very limited mutual 
visibility area in the sky in the case of a Kashima-Syowa S t a t i o n  
baseline, w h i c h  is the longest V L B l  baseline (about 11400km) o n  
the earth at present time. T h e  quasar s i g n a l s  were recorded at 
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dual frequency bands (S band:2GHz and X band:8GHt) at each sta- 
tion in order to calibrate the ionospheric excess delays. .Table 3 
summarizes the performances o f  the antenna and receiving s y s t e m  
in the S y o w a  Station. 

T a b l e  1. Th e  schedule of the test.VLBI experiments 

EXP. Name Date T i m e  (UT) St a t i o n  

Test 16 Jan. 1990 09:OO - 09:30 S v o w a  
experiment 16 'Jan. 1990 23:OO - 23:30 Kashima 

1 s t  24-hour 20 Jan. 1990 03:OO - S v o w a  
experiment 21 Jan. 1990 03 : 03 Ka s h  i ma 

Tidbinbilla 

2nd 24-hour 25 Jan. 1990 19:20 - S v o w a  
experiment 26 Jan. 1990 19:23 Kash i ma 

Tidbinbilla 

Table 2.  Observed s o u r c e  list o f  24-hour VLBl  experiments 

0104-4080 0308-6110 0402-3620 0420-0140 0454-234, 
0537-4410 0607-1570 0637-7520 0727-1150 1034-2931 
1057-7970 1101-3250 1104-4454 1206-3990' 1226+0230 
1251-7130 1253-0550 CENT-A0 1334-1270 1424-4180 
1510-0890 1548tO560 1549-790, 1730-1300 1741-0380 
1831-7110 1921-2930 2134t000 2145+0670 2223-0520 
2355-534 

Ta b l e  3. Performance o f  the receiving system 
in the Svowa Station 

Distance from Kashima: 11400 km 
Antenna Diameter: 1 1  m 
Radome Diameter: 17 m 
Receiving Frequency 

S band: 
X band: I 2200 - 2320 MHz 

7860 - 8600 MHz 
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Aperture Efficiency 
S band: 
X band: 

57 % 
59 % 

System Noise Temperature 
S band: 1 1 1  k 
X band: 126 k 

F r i n g e  Detectability 
S band: 
X band: 

1.77 x 
1 .61 x 

2.3. Correlation Processing 

T h e  "Shirase" brought back the o b s e r v a t i o n  data from S y o w a  
Station, in A p r i l  1990. T h e  data were cross-correlated at the 
Kashima K-3 correlator immediately in order to form cbservablesO 
such a s  delay time0 delay rate and fringe amplitude. Delay time 
i s  defined as the time difference between the arrival o f  a cer- 
tain w a v e  front at o n e  end o f  baseline and its arrival at the 
other end. Delay rate is rate of change of the delay time. BY 
correlating two station's data, good fringes were detected at 
both S and X band. .( O n e  of them is s h o w n  in Fio. 3 I .  In 
order to correlate the data obtained with different recording 
systemsri.e.O K-4 type and Mark-Ill type0 new correlating soft- 
ware had to be developed. 

D e l a y  
COARSE SEARCH FUNCTION <16H64) 

R E S I D . U L  DELClY. =-6.391E-88sec 
FRIUeE RATE r-9.564E-83Ht 

nnp nnx = 6.85%-84 at ( 8,31> 

F i g .  3 T h e  detected fringe at X band signal from 3C273B for 
Syowa Station-Kashima baseline 

2.4. Analysis and Geodetic Results 

After correlation Processing0 the positions o f  Syowa Station 
and Tidbinbilla were obtained b y  m e a n s  of parameter adjustment in 
the least squares estimation usine the d e l a y  observables. BY 
that estimation, the position of Kashima w a s  fixed at the posi- 
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t i o n  o n  J a n .  20, 1 9 9 0 ,  w h o s e  x , y 8  a n d  z c o m ~ o n e n t s  a r e  
-3997890.354ml 3276580.512m(2)and 3724118.800ml respectively, in 
the V L B l  coordinate system . The major radio source Positions 
were also fixed at the values given b y  the VLBl group at Goddard 
Space F l i g h t  Center,NASA. B u t  some o f  the source positions in the 
southern hemisphere0 which a r e  not i n c l u d e d  in the r a d i o  sour'ce 
catalog of the GSFC VLBl groupl were adjusted in the analysis. 
Other characteristics of the least squares analysis process were 
identical to the normal nternational Procedure for geodetic VLBl 

The positional coordinates obtained for the data analysis . 
stations are summarized n Table 4, together with their one sigma 
formal errors. 

(5) 

Table 4; Position of Syowa Station and Tidbinbilla 
,obtained b y  VLBl experiment in January, 1990 

I Station 1st 24-hour experiment 2nd 24-hour experiment I ( 20 Ja n u a r y  1 ( 25 January 1 

Syowa Station x 1766198.06 + / -  0.08 m 1766197.93 + / -  0.08 m 
Y 1460404.00 + I -  0.08 m 1460403.91 + / -  0.08 m 
z -5932268.45 + / -  0.17 m -5932268.17 + / -  0.18 m 

Tidbinbilla x -4460933.56 + / -  0.05 m -4460933.47 + / -  0.06 m 
Y 2682764.82 + / -  0.03 m 2682764.77 + / -  0.04 m 
z -3674381.21 + / -  0.06 m -3674380.92 + / -  0:07 m 

2.5. Discussion 

The adjusted results s h o w  considerably larger e r r o r s  than 
those common in current geodetic VLBl experiments, especially in 
the z-component of the Syowa Station position. This is thought 
to be due to an observing schedule u n s u i t a b l e  f o r  precise seode- 
s y 8  that i s ,  an imperfect sky coverage of the observed sources. 
Participation of Tidbinbilla w a s  intended to improve the mutual 
v i s i b i l i t y  limitation. T h i s  w a s  not entirely  successful^ in 
part becau,se of machine time restrictions on the Tidbinbilla 
antenna (approximately 15 hours for the session on Jan. 20 and 21 
hours for t h a t  on Jan. 251, and Partly because of the imperfect 
radio source catalog in the southern hemisphere (we had to 'use 
the sources in a limited declination range). Unsuitable observing 
schedules, especially in t h e  case of limited sky coverage, elon- 
gate the error ellipsoid of estimated station positions in the 
baseline direction. Furthermore, the e r r o r s  of vertical component 
are usually larger than those of horizontal components. Both o f  
these effects result in a n  increase o f  t h e  error in t h e  z-compo- 
nent of position, e s p e c i a l l y  that o f  Syowa Station. Another 
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possible contribution to the larger e r r o r s  is the inferior sta- 
bility of the frequency standard at Syowa Station, compared to 
the H-maser oscillators used at other stations. F i g .  4 sho w s  
the s t a t i o n  l o c a t i o n s  and b a s e l i n e  lengths o b t a i n e d  b y  V L 8 1  
experiment in January, 1990. 

3. Conclusion 

We presented the results o f  the test VLBI experimont with an 
Antarctic station, for the first time in the world. We success- 
fully got a lot of good S and X band fringes on tho baseline 
among Svowa Station in Antarctica, Kashima in Japan and T i d b i n -  
b i  I la in Austral ia. From the d e l a y  observations, we determined 
the position o f  Svowa Station in Antarctica, whose estimated 
error are less than 8 centimeters for x and Y components, less 
than 18 centimeters f o r  z component. Although the station posi- 
tions derived from the experiment have larger e r r o r s  than the 
accuracy expected from a conventional geodetic VLBl experiment, 
We can conclude that this first VLBl exp'eriment connecting Ant- 
arctica with other continents was successful. T h e  results is 
initial value o f  future measurement of Antarctic Plate b y  fixed 
VLBI system. 

'ILLA 

Fie. 4 The  station configurations and baseline length 
obtained b y  test VLBl experiments 

4. Future plans 

Now, S y o w a  S t a t i o n  doesn't have any VLBl d a t a  a c q u i s i t i o n  
terminal. We are Planning to have a Permanent VLBI data acquisi- 
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t i o n  t e r m i n a l  at S Y o w a  S t a t i o n  in c o o p e r a t i o n  w i t h  N a t i o n a l  
Institute of Polar R e s e a r c h  (NIPR), J a p a n .  J a p a n e s e  a n t a r c t i c  
research program has been organized by N I P R .  NIPR i s  an insti- 
tute responsible for requesting the budget relating to antarctic 
research for Japanese government. CRL wi I I s u pport the con- 
struction o f  VLBl system ( H-Maser frequency standard, K-4 data 
acquisition terminal 1 at SYowa Station. In a few years later 
(Jan. 199471, Japanese antarctic VLBl Program will be start. W h e n  
the fixed VLBl station at S Y o w a  S t a t i o n  will be completed, w e  
will conduct the V L B l  experiments with S Y o w a  S t a t i o n  regularly. 
T h e  regular experiments will Produce v e r y  useful data for 

(a) Antarctic plate motion, 
(b) Monitoring the earth rotation, 
(c) Radio astronomy i n  the southern hemisphere, 
(d) R e s e a r c h  o f  the ionospheric p r o p a g a t i o n .  
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A New Transportable VLBI System 
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21045) 

Through the last decade, mobile VLBI systems have been used to abtain cm- 
level accuracy geodetic measurements in support of several scientific and 
operational programs. The modus operandi has been to move a mobile system 
(consisting of two large trailers, one with a 3-5 m diameter antenna and 
another filled with expensive electronics) to a site for a few days of obswviag, 
and then to rapidly move to another site. Low-cost and easily transportable 
GPS systems are now proving to be a cost-effective alternatiw to VLBI for 
regional scale (;.e., e loo0 lun) measurement campaigns. The scientific 
problems of the next decade (post-glacial rebound, monitoring changes in sea 
level, etc.) still require VLBI systems which can be installed at remote 
locations but with the more stringent demand for mm-level performance-- 
comparable to the “best” achieved by VLBI with larger, fixed antennas now 
in use. 

We envision a new class of VLBI system which would be transported to a 
remote location and operated within the global VLBI network for periods of 
several months (vs. days for the present mobile VLBI systems); the need for 
high mobility becomes a low priority when weighed against system accuracy, 
ease of transportatioa, ease of assembly, reliability and costs of remote 
operations. Such a system would provide high accuracy measurements at the 
remote location and serve as a fiducial station for a dense local GPS network. 

Since VLBI sensitivity is of over-riding importance for such operations, the 
Mark-4 VLBI system is being developed with data recording capabilities of 
= 1 GBit/sec (a 4-fold increase over the present Mark3 system , which halves 

Further system sensitivity improvements can be achieved through the use of 
high-efficiency microwave optics with off-axis shaped antenna reflectors aad 
new low-less dual frequency antenna feeds, and with improved cryogenic 
microwave receivers. With the improved optics and electronics, performance 
comparable to (or better than) that achieved by Mojave (12 m aateaaa) VLBI 
station during the NASA CDP’s ERDE (Extended R&D Experiment) could 
be achieved with a 3-5 m diameter transportable antenna system. 

the diameter of the antenna required to achieve a given level o 1 performance. 

The NASA CDP, in cooperation with N O M  and USNO, has embarked on 
the development of just such a system. The existing MV-3 mobile VLBI 
system is being relocated to the NASA Goddard Optical Research Facility 
(GORF) and will serve as the development “test bed” with the god of having 
the prototype operating within about hvo years. 
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Current Precision of VLBI Vertical Determinations 

DANIEL S. MACMILLAN & JM R. RAY 

Inte~emmetnks Inc. / W a r d  Space Flight &mer. Creenbelr. Matyland 

The precision of NASA C ~ s t a l  Dynamics hoject R&D experiments was examined to derive the cumnt 
procision of VLBI vertical determinations. Obsenred length scatter was decomposed into modeled (breed on 
formal errora) and unmodeled (excess scatter) errors. These emrs  were hrther decomposed into average local 
station vedicrl and horizontal errors. Inferred vedical scatter of 11 .O mm for the two-year ATD series is about 
twice the 6.8 mm for the three-week long ERDE burst. This difference occurs primarily because the shod-tern 
ERDE campaign did not sample the full range of unmodeled atmospheric errors experienced by the longer-term 
ATD set. Some reduction in e m r  was produced by increased number of observations and better group delay 
precision. R&D precision is better than the average of all Mark Ill VLBI data by more than a factor of two. 

INTRODUCTION 

Over the last two decades, better instrumentation, 
observing strategies, and data analysis methods have 
improved VLBI baseline length precision from 1 meter to 
better than 1 centimeter [Clurk et al., 19891. This 
improvement is shown in the average performance of the 
ensemble of all VLBI stations [Cuprette et ul., 19901. 
Since 1984, NASA's Crustal Dynamics Project (CDP) has 
conducted a series of R&D sessions using the best VLBI 
stations with sensitive fixed antennas and the most advanced 
observing techniques. These R&D experiments have 
produced significantly better geodetic precision than the 
average VLBI session. 

It is important to reassess the precision of VLBI vertical 
determinations in light of current consensus in the 
geodynamics community that vertical motions of the earth's 
surface are related to critical geophysical problems, for 
example, global sea level rise, post-glacial rebound, and 
volcano monitoring. The purpose of this study was to 
evaluate the current precision of VLBI vertical 
determinations by analyzing state-of-the-art R&D 
experiments. We have studied two series of R&D 
experiments to obtain measures of both long- and short- 
term VLBI precision. Baseline length repeatability results 
were used to derive an empirical VLBI error budget. To 
obtain the magnitudes of different sources of error, we 
have decomposed VLBI errors into broad source categories 
as well as into average local station (vertical and horizontal) 
errors. 
An underlying motivation for this study was to assess the 

significance of atmospheric error on geodetic VLBI by 
analyzing the R&D experiments. The R&D schedules were 
specifically designed to observe to low elevation in order to 
better model the effect of atmospheric delay. When low 
elevation observations are made, the correlation between 
estimates of vertical site position and the zenith atmospheric 
delay decreases so that the formal errors of the geodetic 
estimates are reduced. However, atmosphere model errors 
increase as elevation angle decreases, thus producing a 
potentia: for increased scatter in geodetic estimates. This 

is because the atmospheric thickness increases rapidly as 
elevation angle decreases. This fact combined with the true 
variability of the atmospheric profile (site and season) 
implies that the unmodeled atmospheric error (variance) 
should also increase as elevation angle decreases. The 
atmospheric delay using the standard mapping functions 
(that relate zenith path delay to the delay at arbitrary 
elevations) does not deviate significantly above 5" from the 
model (or actual) atmosphere profile delays that were used 
to generate (for example, by fitting) the mapping functions. 
However, the atmospheric profile parameters of standard 
dry mapping functions are held fixed in most current VLBI 
geodetic analysis, independent of site location and season. 
(In addition, the effect of inversions has been ignored in 
standard analyses, although both of these shortcomings 
could be addressed. For instance, there is a Lanyi inversion 
height parameter that could be used [Lanyi, 19841.) Other 
atmospheric conditions like gradients are not generally 
modeled. In this study, we have estimated the size of the 
total unmodeled atmospheric error. 

METHODOLOGY 

Choice of Datu Sets 

For this study, we were interested in estimating both 
long- and short-term precision of geodetic VLBI. This is 
because the performances over different time scales 
presumably reflect properties of the unmodeled errors. If 
atmospheric error sources predominate, as is widely 
expected [Herring et al., 1990, Davis et al., 19911, then 
the long-term geodetic repeatability will likely be poorer 
because of exposure to a wider range of atmospheric 
conditions. Two data sets ideal for this study are the ATD 
(Advanced Technique Development) and ERDE (Extended 
R&D Experiment) experiment series conducted by NASA's 
CDP. The ATD experiments used a highquality network 
of stations with fast slewing (except Ft: Davis) antennas: 
Mojave (CA), Westford (MA), Fairbanks (AK), and Ft. 
Davis (TX). This series of 18 experiments consisted of 
monthly sessions during 1987 and bimonthly sessions in 
1988. (The series is nearly homogeneous: 5 sessions used 
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modified networks; Ft. Davis was not used in the February, 
November, and December 1987 sessions; Goldstone-DSS 13 
(CA) was substituted for Ft. Davis in July 1988; and Pie 
Town (NM) was substituted for Fairbanks in September 
1988.) By spanning a two-year period, the ATDs were 
designed to uniformly sample seasonal variations. The 
experiment schedules (designed by A. Niell, Haystack 
Observatory) were nearly azimuthally symmetric in sky 
coverage down to the lowest observation angles (4.5" at 
Westford), and made use of extensive subnetting. This 
network has long enough baselines (> 2000 km) to sense 
vertical errors, correlated with atmospheric effects, in 
baseline lengths. 

In contrast to the ATDs, ERDE was a burst of 12 
seasions over only 17 days in October 1989. ERDE used 
basically the same North American network of the ATDs 
with the substitution of Pie Town for Ft. Davis and the 
addition of Haystack (MA). The aim of ERDE was to 
achieve the best geodetic precision possible at the time. In 
part, ERDE was also designed to sample a short period of 
time to eliminate seasonal variations (principally 
atmospheric) or long-term systematic errors. In addition, 
the spanned bandwidth and channel bandwidth (data 
sampling rate) at X-band were twice that of the ATDs 
(standard). In this way, the group delay precision of 
individual observables was improved as expected over the 
ATDs [Ray and Corey, 19911. The observation schedules 
were similar to the ATDs but with the addition of even 
lower elevation coverage at Pietown and Haystack, down 
to 2.5". More than twice as many observations were 
scheduled (more than 2000 observations per day over 10 
baselines) than for the ATDs. 

Solution Procedure 

The experiments were analyzed in a standard manner with 
the Kalman filter (SOLVK) [Herring et al., 19901. In the 
analysis, all positions were referenced to Westford. The 
reference clock was Fairbanks for the ATDs and Westford 
for ERDE. At each remote station in each experiment, the 
stochastic clock model consisted of a random walk plus 
inte rated random walk with Allan standard deviation of 

optimal by comparing Kalman filter solutions using 
simulated and real VLBI data over a wide range of 
atmospheric and clock conditions. The value is also 
consistent with reasonable behavior for masers plus Mark 
I11 instrumentation. 

The a priori dry (hydrostatic) zenith delay was given by 
the Saastamoinen dry zenith delay. For the ATDs, the 
CfA2.2 mapping function [Davis et nl., 19851 was used for 
the dry atmosphere. (For the ATDs, results are not very 
dependent on the dry mapping function.) Since 
observations at Pietown and Haystack were made down to 
elevations of 2.5" in ERDE, the MIT dry mapping function 
(Herring, MIT, private communication) was used since it 
was fit to ray tracings below 5". Surface meteorological 
data (pressure, temperature, and relative humidity) was 

1C A at 50 minutes. Herring et nl. found this value to be 

input data for these dry mapping functions. For a:B of thae 
dry mapping functions, the lapse rate vas held fixed EP -5.6 
K/km and the tropopause height at 10 km. The mid-aal 
wet troposphere delay component was estimated wi& the 
Chao wet mapping function. 

The Kalman filter estimates the wet zenit!l!l delay (total 
atmospheric delay - hydrostatic delay) as a random wdk 
process. Sitedependent atmospheric variances v~em 
detennined independently for each experiment from the 
delay rate residuals by the KALAN pmedwe [Hemins et 
al., 19901. The random walk variances determined in rhis 
way were usually less than 0.3 ps2/s and range from ehout 
0.05-0.6 ps2/s. There is som evidence for seascslal 
dependence of the atmosphere variances obkinedl from the 
rate residuals. For example, Figure 1 shows the 
atmosphere variances for Westford as a function of tima of 
year. There is a clear tendency for the atmospheric 
variances at Ft. Davis, Westford, and Farbanks tc be 
greatest from May to September. (The Mojave v a r i a h  is 
more complicated than this.) For each station, most of the 
points from 1988 are very close to or am consistent with 
the trend from 1987. This implies thct the  seasonal^ Inids 
are real and provides some confidence that the late 
residuals do contain infornia5on about atmos$heric 
fluctuations as expected [Treuhafi and Lunyi, 19871. 

Error Estimate Methodology 

We have chosen to study baseline length estimtes 
because length measurements are independent of the 
secondary uncertainties associated with the orientatiosi of 
the coordinate system [Herring, 19861. Emrs in 
determinations of the local vertical coordinates con?rit)ute 
increasingly to length scatter as baseline Icngth k c m e s  
and dominate baseline length cmrs for baselines gmter 
than about 2000 km. This is importrant since it is 
preferentially the vertical coordinate that we are trying to 
distinguish from zenith atmospheric delay by observiq: at 
low elevations. 

For each baseline, the repeatability of leq# estimates 
was determined. For the ATDs, this is the weigbtd TIM 
scatter (wrms) about the best fit line through the I q t h s  
versus time; and for ERDE, this is the wams abcut the 
mean length over the 3 week burst. The w m  (obseived 
scatter) is a measure of total mdom error and can be 
decomposed into modeled (expected scatter) End inma3dcld 
(excess scatter) components 

wrms2 = ( p o y  + ( p m o d e ' y .  (11 

The modeled error is simply the formal e m a  of the length 
estimate. This arises from the propagation of measurement 
noise and the atmospheric and clock model process mise 
through covariances with the geodetic parameters. The 
nonatmospheric modeled cornpmenl was est imtd 0y 
performing a filter run with the atmosphere model bJmd 
off so that the zenith wet delay was not estimted. 'The 
resulting formal error of the length estimte (from the 
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Figure 1. Atmosphere variance @s'/s) for Westford plotted versus time of the year. These variances were 
computed for.the ATD experiment series (1987-1988) from delay rate residuals. 
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Figure 2. Westford-Mojave baseline length errors for the ATD series plotted against elevation cutoff angle. 
Observed scatter is shown along with the formal (modeled) error and excess scatter (unmodeled error). 
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covariance matrix) is produced from the measurement noise 
and clock model process noise propagated through 
correlations with nonatmospheric parameters, which allows 
the portion of the modeled error due to the additional 
estimation of atmospheric parameters to be determined, that 
is 

This difference includes contributions from correlations of 
the atmosphere parameters with all the nonatmosphere 
parameters (including clock parameters). One would also 
like to estimate how much of the length scatter is produced 
by atmospheric effects that have been modeled inadequately 
or incorrectly. In principle, one can decompose the 
unmodeled error into atmospheric and nonatmospheric 
components. 

Several of the most important possible sources of 
unmodeled error are atmospheric delay, antenna 
defonnation, atmosphere loading, and ocean loading. The 
atmosphere component should vary with elevation angle and 
season. However, given the uncertainty in decomposing 
the unmodeled error, it is simply taken as an upper bound 
on the unmodeled atmosphere error. 

The elevation cutoff tests [Herring, 1986; Davis et al. 
19911 described in the next section are a technique for 
distinguishingbetween different unmodeled errors assuming 
they have different elevation angle dependences. 

RESULTS 

Cutoff Tests 

One of the most sensitive ways of revealing elevation 
angle dependence is through elevation cutoff tests where 
data are excluded below a certain elevation cutoff 
threshold. In this way, the effect of unmodeled 
atmospheric errors is reduced, although the formal modeled 
error will increase. One can then study the behavior of the 
unmodeled error as a function of elevation cutoff threshold. 
Elevation cutoff tests were performed for the ATD and 
ERDE series at cutoff angles between 0" (no observations 
were excluded for this case) and 16". The 0" cutoff 
corresponds to the lowest observing angle at a given 
antenna: Westford (4.5"), Fairbanks (6"), Ft. Davis (7"), 
Mojave (lo"), Haystack (2.5"), and Pietown (2.5") Each 
elevation cutoff threshold was applied at all stations. For 
the ATD series, this is nearly the same as applying the 
cutoff only at Westford; Westford made about 2 to 3 times 
as many observations below 10" as Fairbanks. 

The elevation cutoff test is a method for detecting the 

presence of atmosphere model errors. The wfms length 
scatters were computed for all baselines as a h c t i m  of 
elevation cutoff angle. For all the ATD Westford 
baselines, the wrms achdly decreases with increasing 
elevation cutoff angle and teaches a minimum between IO" 
and 12'. This is shown in Figure 2 for the Westford- 
Mojave baseline for which the modeled (formal) e m r  as 
well as the inferred unmodeld error determined with 
equation (1) are also plotted. Since the formal error 
reflects the geometric correlation between the vertical and 
the zenith atmospheric delay, it increases monotonidly as 
low elevation points are eliminated from the solution. "he 
unmodeled component of the w m  scatter also has a 
minimum between 10" and 12' For the Westford base3nes. 
Most importantly, the unmodekd error increases as the 
elevation cutoff decreases bdow 10' to 12". The luge 
increase of unmodeled error below 10" indicates that there 
is probably a random error in ths atmosphere modeling for 
elevations less than 10'. Assuming that the formal errors 
are accurate, the size of the unmodeled error impies a 
large potential for improvement in baseline length 
estimation by improved atmospheic calibration. 

There are several observations m e  can d e  aboct the 
nature of this unmodeled error. A large part of the e x c t  
scatter for Westford baselines is produced by a few outlier 
experiments. The most distinct example is in the Westford- 
Mojave baseline length scatter, which is shown in Figure 
3. Removing the three outlier experiments essentially 
removes the elevation cutoff dependence of the excess 
scatter below 10" and brings the total scatter as a function 
of elevation cutoff angle down to the level of ttte fonnal 
error. The three Westford-Mojave outliers are also 
elevation-cutoff-dependent odiercr for the ather Westford 
baselines, although not so pronounced. This implies that it 
is likely that there were atmosphere model errors associated 
with Westford on these days. 

Since atmosphere errors increase as elevation decreases, 
it can be argued that the outlier experiments, which are 
elevation-cutoff sensitive, are produced by imprcperly 
modeled atmospheric conditions. Possible candidates for 
such conditions are gradients or large deviations cf the 
atmosphere profile from that assumed by the maaping 
functions. Other possible contributors to unmodeled scatter 
are seasonal behavior at Fairbanks End nonatmospheric 
errors at Ft. Davis. Seasonnl behavior of Fairbarks 
baseline lengths has been observd and is attributed to deep 
thermal inversions that occur in the winter [A. Nieli, 19901. 

Similar cutoff tests were also dcne for the ERDE ssria. 
A typical example of the observed length scatter as a 
function of elevation cutoff is given tn Figure 4 fcr the 
Westford-Pietown baseline. Most of the elevation cutoff 
dependence is below 5". The ERDE elevation cutoff 
dependence of the excess (unmodeled) scatter is reduced to 
about half that of the ATDs. A smaller excess scatter is 
expected since ERDE sampled the atmosphere for less than 
three weeks; whereas, the ATDs sampled a tw9-year paiod 
that could include seasonal variations as we31 as extrerns 
atmospheric conditions. 
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Figure 3. Westford-Mojave ATD baseline length residuals from a best fit line through the experiment lengths. 
Three outlier experiments (circled) produce most of the excess scatter above the formal error. 
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Station Coordinate Errors 

From baseline length precision m l t s  we derived average 
station coordinate errors. This was done by decomposing 
baseline length errors into average local station vertical and 
horizontal errors 

(4) 

where uL is the baseline length error, uH is the site 
horizontal emt, uv is the site vertical error, fL = L2/2R2, 
R is the earth's radius, and L is the baseline length. This 
relation is purely geometric and assumes the station 
coordinate errors are Gaussian and uncorrelated. This local 
vertical error is free of secondary earth orientation 
uncertainty since it is derived from length uncertainties. 
This approach is desirable in order to assess model errors 
(e+, atmospheric delay model errors) independently from 
earth orientation effects. 

The repeatability should scale approximately with baseline 
length according to equation (4). The observed length 
scatters (repeatabilities) have been computed using all of 
the observations (down to 4.5" at Westford) for the ATDs 
without elevation cutoff and applying a 4.5" cutoff for the 
ERDE series to eliminate differential effects due to 
observations below 4.5". Figure 5 shows the observed 
length dependence for these experiments. The best fit 
quadratics through the points are 

wrms(ATD) = [(3.3 

wrms(ERDE) = r(1.4 mm)2 + (0.75 ppb * L)* ]In. 

Observed scatter has been decomposed into modeled and 
unmodeled components according to equations (1-3) and 
then into local station errors by equation (4). The latter 
decomposition was performed by fitting the observed 
scatters for all baselines but solving for separate vertical 
and horizontal errors for Ft. Davis versus non-Ft. Davis 
sites. Ft. Davis was treated separately from the other ATD 
stations since it is thought to have peculiar station- 
dependent errors that are unlikely to be related to 
atmospheric effects. The fit in Figure 5 for the ATDs 
corresponds to non-Ft.Davis baselines. Figure 5 shows that 
the Ft. Davis baseline length repeatabilities are 
systematically higher than for the non-Ft. Davis baselines. 

The resulting ATD error budget in Table 1 is an 
empirical decomposition of VLBI errors over a relatively 
long time span. The inferred average uncertainties for the 
local ATD station (non-Ft. Davis) coordinates are 

+ (1.2 ppb * L)2 ]In 

UV 11.0 and UH 2.3 mm. 

The modeled vertical error of 4.4 mm is largely 
atmospheric; only about 1 mm is from instrument noise 
and clocks. The remaining 4.3 mm is the additional error 
from estimating atmospheric parameters. Observed VLBI 
vertical uncertainties are 4 to 5 times worse than horizontal 

TABLE 1. ATD ERROR BUDGET 
(millimeters) 

wrms 11.0 2.3 3.5 6.8 
(non-Ft. Davis) 

modeled error 4.4 1.7 2.5 3.5 

atmospheric 4.3 1.4 2.1 3.2 
noise+clocks 0.9 0.9 1.3 1.3 

unmodeled error 10.1 1.5 2.4 5.8 
(most I y atmospheric) 
[ Ft. Davis 19.2 1.1 2.6 10.6 1' 

* peculiar additional unmodeled error at Ft. Davis 

uncertainties. This is qualitatively consistent with Herring 
[1986], although the level of e m r  here is much smaller 
than at that time. However, the level of modeled error is 
only 2 to 3 times greater in the vertical than in the 
horizontal. The sensitivity of the repeatability to minimum 
elevation angle shown in Figure 1 for the Westford-Mojave 
baseline implies that the excess scatter (unmodeled error) 
of 10.1 mm beyond the modeled (formal) e m f  is 
dominated by atmospheric effec?s. At Ft. Davis, there is 
an additional unmodeled vertical error of 19.2 mm, which 
is nonelevation cutoff dependent and probably of 
nonatmospheric origin. 

A measure of short-term geodetic precision of V U 1  
technique is given by the ERDE series. The observed 
length scatters yield average local coordinate errors shown 
in Table 2 of 

UV 6.8 mm and OH 1.0 mm, 

which are about half the level of the ATDs. Further 
decomposition yielded an unmodeled vertical componert of 
5.9 mm, which is again about half that of the ATDs. The 
modeled (formal) error for ERDE is also less than that of 
the ATDs. One can see from Table 2 that most of the 
modeled vertical error arises from estimating atmospheric 
parameters. The reduction in ERDE of observational noise 
does not produce a commensurate reduction in the formal 
error of all the geodetic coordinates. While some of the 
observed reduction of the modeled error for ERDE is 
explained by more observations per session and more 
precise observables, most of the difference in both modeled 
and unmodeled error is probably due to the shorter time 
span of ERDE. Additionally, we note that the atmospheric 
variances derived from delay rate residuals are relatively 
small for all the ERDE sessions and are roughly in 
agreement with those derived for the September-Octobs 
ATDs. Compared with the ATDs, both the observed and 
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TABLE 2. ERDE ERROR BUDGET 
(millimeters) 

4.5' elevation cutoff 

1990 on baselines sampled by more than fifty sessions, 
IRIS-A had an inferred vertical scatter of 13.3 mm, which 
approaches the level of 11.0 mm for the ATDs. 

DISCUSSION AND CONCLUSIONS 

6.8 1.0 1.6 4.0 

modeled errof 3.4 0.6 1.0 2.0 

atmospheric 3.3 0 0.6 1.8 
noise+clocks 0.6 0.6 0.8 0.8 

unmodeled error 5.9 0.9 1.2 3.5 
(mostly atmospheric) 

modeled horizontal inferred errors are reduced by a factor 
of about 2 to 3, consistent with a combination of about 
twice the group delay recision and about twice as many 

improvement in the vertical because of the predominant 
effect of atmosphere errors. 

In Table 3, the performance of various VLBI data sets are 
compared in order to put the errors derived for the R&D 
experiments into perspective. The average of all Mark III 
data [Caprette et tal., 19901 for baseline lengths less than 
8500 km (148 baselines) yields an inferred vertical error of 
26.4 mm. This number includes the effects of mixed 
networks and includes experiments that used small mobile 
antennas with minimum elevation limits of 20". This is 
close to the level of unmodeled error for the ATD Ft. 
Davis baselines given in Table 1. An example of long-term 
repeatability for an operational network with highquality 
fixed stations is provided by the IRIS-A network. For 

TABLE 3. INFERRED PRECISIONS FOR VARIOUS 

observations (- 2 2 2). There is not a comparable 

DATA SETS 
(millimeters) 

long-term rematabilities 
average of all 
Mark 111 data* 26.4 4.9 7.5 16.0 

IRIS 1990 13.3 3.5 5.1 8.6 

ATDs 11.0 2.3 3.5 6.8 

short-term meatability 

- ERDE 6.8 1.0 1.6 4.0 

for baseline lengths 4 8500 km (148 baselines) 

Given the increasing geophysical emphasis on problems 
involving the vertical, we have derived an error budget for 
the VLBI determination of local station vertical and 
horizontal coordinates. The ATDs provide a measure of 
long-term state-of-theart VLBI performance. As expected, 
the observed ATD scatter of 11.0 mm as well as the excess 
scatter of 10.1 mm is larger than (by almost twice) that of 
the short-term ERDE series, but less than half the observed 
scatter of the full Mark I11 data set. This error budget also 
gives a broad category decomposition of VLBI error. The 
formal (modeled) error is produced by instnunent noise and 
process noise introduced through the atmosphere and clock 
models. We find that the observed scatter is much larger 
than the formal error and that this is likely to be caused by 
mismodeling of atmospheric propagation. For example, 
standard analysis uses mapping functions that fix the lapse 
rate and tropopause height at average values appropriate for 
mid-latitudes. Additionally, we have seen that the observed 
length scatter for the ATD experiments contains a large 
contribution from a few outlier experiments. The cause of 
these outliers appears to be atmosphere related, since the 
length residuals for these experiments are elevation cutoff 
dependent, but specific mechanisms to account for their 
behavior have not been identified. 

AchowMgmenrs. The fie Town data wem made pmsible by the Very 
Long Baseline Array and the National Radio Astronomy Observatory, 
which is operated by Aeaociated Universities, Inc. under cooperative 
agreement with the National Science Foundation. Tom Herring provided 
the MI" dry mapping function. Aahur Niell made helpful suggestions 
during the course of this work. 
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Global Warming signals in Earth Rotation 

T M Eubanks (U.S. Naval Observatory, Washington, DC 20392) 

Geodetic measurements of the Earth's rotation rate can be used as 
a proxy index for changes in the meridional temperature gradient h 
the atmosphere. Most global warming models do not predict a 
uniform global temperature rise, but instead typically a warming of 
higher latitudes in winter, while the meteorological data suggest that 
the warming is concentrated at low latitudes. These data suffer, 
however, from a number of problems, including undersampling and 
the urban "heat island" effect. The geodetic data thus have the 
potential for resolving some important issues in the global warming 
debate. 

Close agreement is found between changes in the Length of the Day 
(6LOD) as measured by methods such as Very Long Baseline 
Interferometry, and zonal atmospheric angular momentum changes, 
caused by zonal wind variations, over time scales less than a few 
years. Global scale zonal winds are nearly geostrophic and are thus 
related to the meridional gradients of the atmosphere temperature. 
If the atmosphere is assumed to be geostrophic and barotropic, then 
changes in 6LOD can be directly related to changes in T:, the 
second zonal spherical harmonic of the atmospheric temperature 
distribution, through 

Where T,O is in "C and 6LOD is in milliseconds. The accuracy of the 
modern 6LOD data is such that, in principle, long term temperature 
changes could be monitored at the 0.1 "C level using geodetic data. 
Changes in 6LOD caused by the core will limit the ability of 6LOD 
data to monitor changes in T:, however the seasonal T: cycle can be 
accurately monitored. This talk will describe an analysis of a proxy 
T: index derived from 6LOD data. 
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