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Questions? 
Use Cisco Webex Teams to chat 
with the speaker after the session

Find this session in the Cisco Events Mobile App

Click “Join the Discussion”

Install Webex Teams or go directly to the team space

Enter messages/questions in the team space

How
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Cisco Webex Teams
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Technical Marketing

SD-Access Team
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Who Are We?

Kedar Karmarkar
Technical Marketing
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Agenda

• Introduction 

• SD-Access Recap

• Design Strategy

• Design for Single-Site (Connect)

• Design for Single-Site (Policy)

• Design for Multi-Site

• Migration Considerations

• Summary
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Introduction
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Assumptions

8TECCRS-2812

This session assumes you have received DNA Center & SD-Access Training

If not… please complete one or all of the following training materials:
• CiscoLive
• Learning@Cisco
• dCloud Lab
• SDA Design CVD
• SDA Deploy CVD
• DNAC Guides

This session is based on DNAC / SDA 1.3.3, ISE 2.6 p2 and IOS-XE 16.12
• Product Compatibility Matrix

For a list of current capabilities, restrictions, limitations & caveats refer to: 
• DNAC Release Notes

https://www.ciscolive.com/global/on-demand-library/?search=SD-Access
http://digital-learning.cisco.com/course/59470
https://dcloud-dna-sda-rtp.cisco.com/
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Design-Guide-2018MAR.pdf
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Deployment-Guide-2018APR.pdf
https://www.cisco.com/c/en/us/support/cloud-systems-management/dna-center/tsd-products-support-series-home.html
https://www.cisco.com/c/en/us/solutions/enterprise-networks/software-defined-access/compatibility-matrix.html
https://www.cisco.com/c/en/us/support/cloud-systems-management/dna-center/products-release-notes-list.html
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11:00

BRKCRS-2810
Cisco SD-Access –

A Look Under the Hood

09:00
Keynote

14:30
BRKCRS-1400

Recipe for transforming 
Enterprise Networks 

with IBN

Keynote
Customer 
Appreciation  18:30

17:00
BRKCRS-2811

Cisco SD-Access –
Connecting the Fabric 

to External Networks

08:30
BRKCRS-2815

Cisco SD-Access –
Connecting Multiple Sites 

in a Single Fabric

16:45
BRKCRS-2823

Cisco SD-Access –
Firewall Integration

08:30
BRKCRS-2818

Build a Software Defined Enterprise 
with Cisco SDWAN & SD-Access

09:45

BRKCRS-2830
Cisco SD-Access – Lessons 

learned from Design & Deployment

14:45
BRKCRS-3810

Cisco SD-Access deep dive 

FRITHUWEDTUE

17:00

IBN
Technology

BRKCRS-2502
Best Practices for Design and 

Deployment of Cisco SD-Access

BRKCRS-2825
Cisco SD-Access - Scaling the 

Fabric to 100s of Sites 

11:15

BRKCRS-2819
Creating multi-domain architecture 

using Cisco SD-Access

09:00
BRKCRS-3811

Cisco SD-Access –
Policy Driven Manageability

BRKCRS-2812
Cisco SD-Access – Integrating 

with your existing network

BRKCRS-2824
Intuitive Zero-Trust Design, 

Migration When Securing 
the SD-Access Workplace

11:30
BRKARC-2020

Cisco SD Access -
Troubleshooting the fabric

11:00

BRKCRS-2821
Cisco SD-Access –

Connecting to the DC, 
FW, WAN and more!

BRKCRS-2832
Extending Cisco 

SD-Access beyond 
Enterprise walls

Cisco SD-Access
9
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Technical Depth
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Scope is High-Level Design 

Looking @ the 30,000+ Foot View

There will be limited Technical Details 

Only to explain the “What” & “Why”
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Cisco’s Intent-Based Network
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Delivered by Cisco Software Defined Access

Intent-Based
Network Infrastructure

Cisco DNA Center

AnalyticsPolicy Automation

WirelessSwitch Route

I N T E N T C O N T E X T

S E C U R I T Y

L E A R N I N G

SD-Access

SDA Branch

Wireless 
Control

Fabric 
Control

ACI 
Data Center 

SAAS

Fabric 
Border

Fabric 
Edge

SD-WAN
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Cisco ISE

Cisco SD-Access
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Fabric Roles & Terminology

▪ Control-Plane Nodes – Map System that 
manages Endpoint to Device relationships

▪ Fabric Edge Nodes – A fabric device 
(e.g. Access or Distribution) that connects 
Wired Endpoints to the SD-Access fabric

▪ Identity Services – NAC & ID Services 
(e.g. ISE) for dynamic Endpoint to Group 
mapping and Policy definition

▪ Fabric Border Nodes – A fabric device 
(e.g. Core) that connects External L3 
network(s) to the SD-Access fabric

Intermediate 
Nodes (Underlay)

Fabric Border 
Nodes

Fabric Edge 
Nodes

▪ Network Automation – Simple GUI 
and APIs for intent-based Automation 
of wired and wireless fabric devices

▪ Network Assurance – Data Collectors 
analyze Endpoint to Application flows 
and monitor fabric device status 

Control-Plane
Nodes

▪ Fabric Wireless Controller – A fabric device 
(WLC) that connects Fabric APs and 
Wireless Endpoints to the SD-Access fabric

Fabric Wireless
Controllers

Campus
Fabric

B

C

B

Fabric Wireless
Access Points

Automation

Assurance

Cisco DNA Center

IP

Identity 
Services
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Cisco DNA Center
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SD-Access – Key Components

NCP
Network Control Platform

Cisco ISE 2.3
Identity Services Engine

NDP
Network Data Platform

Cisco Switches | Cisco Routers | Cisco Wireless

Cisco DNA Center

AAA
RADIUS
TACACS

NetFlow
Syslog
HTTPS

NETCONF
SNMP
SSH

API API

API

API

Campus Fabric

Design | Policy | Provision | Assurance

DNA Center Appliance
DN2-HW-APL

API

ISE Appliance
SNS 3600 Series

AutomationIdentity & Policy Assurance

API API
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What’s New?
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Cisco DNA Center 1.3

Optimized for PolicyOptimized for ExtensionOptimized for Distribution

SD-Access 1.2.10
February 2019

• SD-Access Extension for IoT (Beta)

• 3 node DNAC HA for Automation

• Catalyst 9800 Wireless Controller

• Fabric in a Box with Embedded Wireless 

on Catalyst 9300

• Nexus 7700 Series with M3 as Border, 

without MPLS license

• SDA-ACI Integration Improvements

• LAN Automation Enhancements

DNA Center 1.2.10, ISE 2.4 p6,
IOS-XE 16.9.2s, AireOS 8.8

SD-Access 1.3.0
June 2019

• SD-Access Extension for IoT (FCS)

• IPv6 overlay support for 

Wired + Wireless (AireOS) Endpoints

• Fabric Edge and Fabric in a Box 

on Catalyst 9500 

• Fabric in a Box with Embedded Wireless 

on C9400, C9500

• SD-Access Border Simplification

• LAN Automation Enhancements

DNA Center 1.3.0, ISE 2.6 p1,
IOS-XE 16.11.1s, AireOS 8.9

SD-Access 1.3.3
January 2020

• Group-Based Access Control App (ACA)

• Application Visibility on Switches & WLCs

• Stealthwatch Security Analytics Service

• Cisco DNA Bonjour Service

• Firewall (ASA) support

• StackWise Virtual support

• L2 and Multicast Enhancements

• FiaB and eWLC Enhancements

• Intent APIs for SD-Access

DNA Center 1.3.2, ISE 2.6 p2,
IOS-XE 16.12.2s, AireOS 8.10



Validated Designs

Design 
Strategy
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The Challenge...

17TECCRS-2812

“I want to design and deploy a network”

Platform Choices

Best practices

Manageable

Design Options

On Time

Future Ready

Within Budget
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Design References

18TECCRS-2812

SDA CVD Documents

cisco.com/go/cvd/campus

SDA Design Community

go2.cisco.com/SDA-Design

http://www.cisco.com/go/cvd/campus
http://go2.cisco.com/SDA-Design
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Design Strategy - End Goal

21TECCRS-2812

Utilizing this Design Strategy, you should be able to produce 2 key outcomes:

Network Requirements Doc (NRD) High Level Design (HLD)
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Grow as 

you Go

Start out small. 
Build, expand, repeat. 
Then connect them 

together 

Divide and 

Conquer

Split the design into 
small manageable parts. 

Gather more details 
and set priorities

SD-Access is an Enterprise Architecture

Design Strategy - Approach

22TECCRS-2812
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Questions

• Ask Questions

• Key Points

• Connect Topics

• Policy Topics

Planning

• Define Scope

• Divide Tasks

• Set Priorities

• Order Steps

Designs

• Based on Answer 

• Based on Priority

• Based on Order 

• Based on Scale 

Customize

• Draw & Record

• Use Strategy

• Use Questions

• Use Templates

Planning & Preparation

Design Strategy - Stages

23TECCRS-2812

4 Step Approach
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Shared Services

• Connections from 
Sites to Controllers

• DNA Center 
HA Cluster

• DNA Center 
Disaster Recovery

• ISE HA and 
Load-Balancing

Global Deployment

• Worldwide Scope

• Divided into Regions

• Scale of Network 
Devices, Endpoints 
per Region

• Determine Cisco
DNA Center and 
ISE sizing

Per Site Design

• Small, Medium and 
Large Site templates 

• Fusion or Firewall

• Wireless Integration

• Per-Site VNs, IP Pools

• SGT assignment, 
Enforcement points

• Special Features 
(Multicast, L2, etc.)

Multi Domain

• Select Transit Type
for Site-to-Site

• Interoperate with 
ACI or DC

• Interoperate with 
SDWAN or WAN

• Identity Federation

• Multi-Domain Policy

Design Strategy – Plan

24TECCRS-2812

4 Step Approach
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Transit
• MAN vs. WAN
• SDX vs. IP-Based

• Identity Propagation
• Multi-Domain Policy

Design Strategy - Scope

25TECCRS-2812

“Connect” with –or- without “Policy” 

Wired
• Fusion/Firewalls
• LAN Routers
• LAN Switches

Wireless
• SDA vs. OTT
• WLAN Controllers
• Access Points

Services
• DNA Center
• DNS, DHCP & IPAM

Identity
• Dynamic Assignment
• Static Assignment

Segment
• Virtual Networks
• Scalable Groups

Policy
• Firewall Rules
• Access Policies
• App Policies

Services
• Identity Service Engine
• Outside ID Services

0

1

2

Connect DesignA

0

1

2

3

Policy DesignB

C

Features
• L2 Broadcast
• IP Multicast
• Telemetry

3
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Design Strategy - Divide Tasks 

26TECCRS-2812

Parallel vs. Incremental 

ConnectA Services0

Services0

Wired1

Wireless2

Features3

ConnectA

Services0

Identity1

Segment2

Policy3

PolicyB

Services0

Wired1 Wireless2 Features3

Identity1 Segment2 Policy3PolicyB

Parallel: Best for Greenfield
All of the elements are new and can be 
designed and deployed at the same time. 

Incremental: Best for Brownfield 
Some elements are new, others are existing, so 
each element should be deployed incrementally. 

Parallel

Deployment

Incremental Deployment
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Design Overview & Terminology

27TECCRS-2812

ISE PANISE MNT

Active

Standby

1:1 redundant

ISE PSN

Active Redundant

DNAC
Node 1 DNAC 

Node 2

DNAC 
Node 3

Active

SDWAN

Fabric Wireless 
Controller

Data Center 
or Service Area

Cisco ISE

Cisco DNAC

Shared
Services

DHCP, DNS, NTP, 
AD, LDAP, etc.

SD-Access

Fabric Control 
Plane (CP)

Fabric 
Border

Fabric 
Edge

Campus
West

Fabric
Access Point

SDA

SDA Branch

SDA Branch

SDA Branch

SDA Branch

SD-Access

Campus
East

Internet

SAAS



Design Strategy

Requirement Questions
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Design Questions - Requirements 

29TECCRS-2812

Translating Business Intent into Technical Requirements

Can be 1001 Questions… Ask KEY Questions First

• Start with the “Business Intent” of the new design

• Start from a Global Perspective. Then Site-by-Site

Use a Modular approach to Divide & Conquer
• Start with KEY questions. Then Connect & Policy

• Step-by-Step, based on the Strategy & Priorities

Start the design as a Template … then Customize

• Use the 80/20 rule. Templates cover 80% 

• Templates have been tested and deployed

• Start out Simple. Then build up to Complex
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Key Questions
Focus on Business Intent & Global Scope

K

Connect Questions

Focus on Topology & Features
(Per Site + Transit)

A

Comply Questions

Focus on Access & App Policy
(Per Site + Transit)

B

Design Questions - Requirements 

30TECCRS-2812

Translating Business Intent into Technical Requirements
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Design Questions - Key Points 
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Global / Regional Considerations
Key QuestionsK

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• How many Regions?
• Small, Medium or Large?

• Total number of Sites?
• How many per Region?

• Total number of Endpoints?
• How many per Region?

• How many per Site?

• Total number of Nodes?
• How many per Region?

• How many per Site?

• Where will Services be located?
• Local? DC? Over WAN?

• What type of DCs?

• Bandwidth or Latency limits?

• Is the DNA Center “Business Critical”?
• Scale Considerations?

• Redundancy Considerations?

• Is the ISE “Business Critical”?
• Scale Considerations?

• Redundancy Considerations?
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Design Questions - Key Points
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Transit Considerations

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

Key QuestionsK

• What is the Transit Underlay?

• Metro Ethernet?

• Private WAN (IP/MPLS)?

• Internet Provider? 

• How many Providers?

• What types of Transits?

• SD-Access?

• SD-WAN?

• IP-Based?

• Which Sites need Direct Internet?

• Campus? Branch?

• Via WAN or DC?

• Is VRF hand-off required?

• All VRFs? Selective?

• 1:1? 1:N? M:N? 

• Firewall considerations?

• Is SGT hand-off required?

• All SGTs? Selective?

• Native? Inline Tags? SXP? 
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Design Questions - Key Points 
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Site Considerations
Key QuestionsK

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• Is this a Campus or Branch?

• Campus? Branch?

• Is there a local WAN?

• Is this a New or Existing Site?

• Parallel? Incremental?

• Is this a Small, Medium or Large Site?

• How many Users / Devices?

• Is this Site “Business Critical”?

• Redundancy Considerations?

• What types of Border hand-off?

• VRF & SGT Considerations?
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Design Questions - Connect Topics
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A0 - Connectivity Services 

ConnectA

Services0

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• Where are Connect Services located?

• Where is DNA Center?

• Where are DNS, DHCP, IPAM?

• What is the IP Addressing?

• Local? DC? Over WAN?

• Are Services in Global or VRF?

• VRF Leaking (Fusion) involved?

• Firewall Rules (DMZ) involved?

• What types of Services/Features?

• Multicast or Broadcast?

• Voice & Video (Collaboration)?

• Data Collection (Netflow/SNMP)?

• Client Services (mDNS)?
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Design Questions - Connect Topics
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A1 - Wired Considerations Wired1

ConnectA

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• How many Network Tiers?

• What type(s) of Core/Border/CP node?

• What type(s) of Access/Edge node?

• Are there any Distribution/Intermediate?

• What is the Underlay?

• What is the IP Addressing?

• Automated Underlay?

• Manual Underlay? What Protocol?

• Which nodes will be Control Plane?

• Switch/Router/CSR?

• Collocated or Distributed?

• Which nodes will be Border?

• What type of hand-off? L2/L3?

• What is the outside Protocol(s)? 

• Redundant Borders? 

• Collocated or Distributed?

• Which nodes will be Edge?

• How many Edge nodes?

• Any Edge @ Distribution?

• Will there be Extended Nodes?

• How many Extended nodes?

• What type of Edge connection?
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Design Questions - Connect Topics

36TECCRS-2812

A2 - Wireless Considerations Wireless2

ConnectA

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• What type of Wireless?

• Fabric Enabled Wireless?

• Overlay Wireless (OTT)?

• Mixed Mode (both)?

• Cisco or 3rd Party?

• Which types of WLC?

• How many Wireless Clients?

• Where is the WLC connected?

• Direct to Border? DC? 

• Redundancy considerations?

• Which types of APs?

• How many Wireless APs?

• What type of Edge connection?

• How many APs per Edge?

• What about Guest Wireless?

• Dedicated Guest VN?

• Dedicated Guest CP/Border?

• Central Web Auth (CWA)?
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Design Questions - Connect Topics
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A3 - Feature Considerations Features3

ConnectA

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• Do any Apps require L2 Broadcast?

• How many Sites/Borders?

• How many L2 Endpoints?

• How many Pools (VLANs)?

• ?

• Do any Apps require L3 Multicast?

• New groups? Existing?

• How many groups?

• Where are the Source(s)?

• Where are the Receiver(s)? 

• Where are the RPs?

• What types of Visibility/Telemetry?

• Basic Flexible Netflow?

• NBAR (AVC)?

• External (SD-AVC)? 

• All flows? Some flows?
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Design Questions - Policy Topics
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B0 - Policy Services

PolicyB

Services0

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• Where are Policy Services located?

• Where is Cisco ISE?

• Other ID/NAC Services?

• Local? DC? Over WAN?

• Cloud hosted?

• Are Services in GRT or VRF?

• VRF Leaking (Fusion) involved?

• Firewall Rules (DMZ) involved?

• Is the Cisco ISE “Business Critical”?

• Scale Considerations?

• Redundancy Considerations?

• What types of Policy Services?

• Identity Services?

• Firewall Services?

• VPN/Encrypt Services?

• IDS/IPS or NaaS/NaaE?

• Which Service controls Policy?

• Cisco ISE?

• Cisco DNAC + ACA?
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Design Questions - Policy Topics
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B1 - Identity Considerations

PolicyB

Identity1

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• Do you need Static Assignment?

• Where/Why is Static Identity used?

• Which parts are Static? VLAN, IP? 

• Will these migrate to Dynamic?

• Do you need Dynamic Authentication?

• Wired? Wireless? Both?

• Where is Dynamic Identity used?

• Do you use Device Profiling?

• What type(s) of Authentication?

• 802.1X (EAPOL)?

• MAC Address Bypass (MAB)?

• Web Authentication (CWA)?

• Easy Connect (AD Integration)?



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Design Questions - Policy Topics
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Segmentation Considerations

PolicyB

Segment2

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• What areas need to be truly Isolated?

• Separate Departments?

• Secure Areas?

• Guest Network?

• Partners/Contractors?

• Where are VRFs Managed?

• VRF Routing?

• Firewalls? DMZ?

• Local or End-2-End?

• Scale considerations?

• Redundancy considerations?
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Design Questions - Policy Topics
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Policy Considerations

PolicyB

Policy3

NOTE: This is NOT an exhaustive list of questions. Add more of your own! ☺

• What types of Policies?

• Access Control?

• Quality of Service?

• Policy Routing?

• What types of Access Control?

• Basic Permit/Deny?

• Complex L4 Ports? 

• Scale considerations?

• What types of Firewall Rules?

• Basic Permit/Deny?

• Complex L4 Ports? 

• Scale considerations?

• What types of Quality of Service?

• Basic (Default) Queuing?

• Complex Classification? 

• What types of Policy Routing?

• Traffic Engineering/Steering?

• Redirect/Cache Services? 

• Redundancy considerations?



Design Strategy

Global Design
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Cisco DNAC Cisco ISESD-Access

SDA

Fabric Devices
Max devices per Fabric

N/A

Access Points
Max number of AP’s

No. of Ports 
(100 AP/Site)

Client Endpoints
Scalable Groups

CP Entries
(3K – 200K)

IP Pools
IP subnets (VLAN’s) N/A

Sites
N/A

Max Ports
No. of Ports

Max VN’s
64 – 4K

Scale Numbers

Cisco ISE

Fabric Devices
Max devices per Fabric

N/A

Access Points
Max number of AP’s

Max NAD 
devices

Client Endpoints
Scalable Groups 10,000 – 2M

IP Pools
IP subnets (VLAN’s) N/A

Sites
N/A

Max Ports N/A
Max 100K NAD

Max VN’s
N/A

Scale Numbers

]

Cisco DNAC
(Overall Scale)

Cisco DNAC
(Per Fabric Scale)

No. of Endpoints
Max concurrent endpoints

*100,000
(40K Wired + 
60K Wireless) 

Same as Overall

No. of Fabric Nodes
Includes all devices 
(Switches, Routers + WLC)

*5000 1000/Site

Access Points
No of AP’s + Sensors

*12,000
(200 Sensors)

Same as Overall

DNAC Sites
No of Fabrics

*2000 N/A

Virtual Networks 
No of VN’s

No Limit 256/Site

IP Pools
Max No. of IP Pools

No Limit 600/Site

No. of Ports
Physical and virtual 
across all devices

*480,000 Same as Overall

Scale Numbers

Overall Scale
Cisco DNA Center

Solution Scale

43TECCRS-2812

Multiple Dimensions to Consider – Overall Scale is Cisco DNA Center

* Based on DN2-HW-APL-XL
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AMERICAS EMEA APJC

Global Design

44TECCRS-2812

Regional Controllers – Based on Scale & Latency
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SD-Access Considerations
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Latency Requirements (RTT)

ISE (PSN) EdgeDNAC Border Control WLC
Access

Point

300msec10msec

* currently all ISE to NAD communication (including TrustSec) is using Radius.

* RTT – Round-Trip Time

* longer execution time may be experienced for events with latency higher than 100 msec.

100 msec RTT

200 msec RTT

100 msec RTT

100 msec RTT

100 msec RTT

100 msec RTT

100 msec RTT

20 msec RTT



Global Design

Connectivity 
Services

ConnectA

Services0
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DC

Connectivity Services
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DNA Center Design for SD-Access

ConnectA

Services0

Local DC or Services Block Remote DC (Over MAN/WAN)

Metro

Internet

ISE + AD/Other

DNS/DHCPDNA Center

ISE + AD/Other

DNS/DHCPDNA Center

Internet
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Cisco DNAC 1.3

DN2-HW-APL
44 Core- UCS M5

DN2-HW-APL-L
56 Core- UCS M5

DN2-HW-APL-XL
112 Core- UCS M5

Switches, 
Routers & WLC

1000 2000 5000

Access Points 4000 6000 12000

Endpoints 
(Wired + Wireless)

25K 40K 100K

Sites 500 1000 2000

Fabric Nodes 500/Site 600/Site 1000/Site

IP Pools 300/Site 500/Site 600/Site

Virtual Networks 64/Site 64/Site 256/Site

Access Policies 5K 10K 25K

In
fr

a
st

ru
c
tu

re

Cisco DNA Center

www.cisco.com/c/en/us/products/cloud-systems-management/dna-center/datasheet-listing.html

DN2-HW-APL-XL
112 Core - UCS M5

Cisco DNA Center

48TECCRS-2812

Overall “Solution Scale” is Driven by Cisco DNAC

DN2-HW-APL
44 Core - UCS M5

DN2-HW-APL-L
56 Core - UCS M5

https://www.cisco.com/c/en/us/products/cloud-systems-management/dna-center/datasheet-listing.html
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Cisco DNA Center

51TECCRS-2812

High Availability Cluster 

1 or 3 appliance HA Cluster (more in future)

- Odd number to achieve quorum 
of distributed system

Seen as 1 logical DNAC instance

- Connect to Virtual (Cluster) IP 

- Rare need to access individual nodes 
(e.g. SSH)

2 nodes active/sharing + 1 redundant

- Some services run multiple copies 
spread across nodes (e.g. databases)

- Other services run single copy and 
migrate from failed to redundant node

Distributed Micro Services on Maglev cluster

Virtual IP

Single Appliance for Cisco DNA (Automation + Assurance)

ConnectA

Services0
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Shared Services

57TECCRS-2812

IP Address Management

IPAM Integration Considerations

• IPAM connection is a Pull model

• Used for acquisition of IP Pools 
(not DHCP, DNS, etc.)

DHCP scopes for SD-Access

• Requires Option 82 reflection

• Requires Fabric IP Pools (Border SVI) 
to be leaked to Shared Services

• Fabric IP pools should not overlap

Wireless 
LAN ControllerQFP

ConnectA

Services0

ISE + AD/Other

DNS/DHCPDNA Center



Global Design

Policy Services

PolicyB

Services0
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Policy Services

60TECCRS-2812

ISE Design for SD-Access

PolicyB

Services0

Standalone ISE + HA Distributed ISE + HA

http://cs.co/ise-guides

WLC 
802.1X

ASA VPN
w/ CoA

Switch
802.1X

Admin (P)
MnT (P)
PSN

AD / LDAP
(External ID or 
Attribute Store)

Admin (S)
MnT (S)
PSN

PXG PXG

Small Site

APAP

AP

AD / LDAP
(External ID or 
Attribute Store)

Small Site

Admin (P)
MnT (P)

Policy Services 
Cluster

PSN PSN

Admin (S)
MnT (S)

PSN

ASA VPN
w/ CoA

WLC 
802.1X

Large Site

AP

Switch
802.1X

Small Site

WLC 
802.1X

Switch
802.1X

Switch
802.1X

AP

WLC 
802.1X
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Cisco ISE

61TECCRS-2812

SNS-3600 Appliances

PolicyB

Services0

What are we solving?

• Increased endpoint capacity per 
appliance and deployment

• UCS M4 End Of Sale - Feb 2019

How do we solve it?

• New appliances based on UCS M5

Prerequisites

• Must be running ISE 2.6

• http://cs.co/ise-feedback

https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/eos-eol-notice-c51-741235.html
http://cs.co/ise-feedback
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Cisco ISE

62TECCRS-2812

Deployment Options

Policy Administration Node (PAN)
- Single plane of glass for ISE admin
- Replication hub for all database config changes

Single ISE Node (Virtual / Appliance)

Up to 20,000 concurrent endpoints

STANDALONE ISE Policy Services Node (PSN)
- Makes policy decisions
- RADIUS / TACACS+ Servers

Monitoring and Troubleshooting (MNT)
- Reporting and logging node
- Syslog collector from ISE Nodes

PxGrid Controller (PXG)
- Facilitates sharing of context 

Multiple Nodes (Virtual / Appliance)

Up to 500,000 concurrent endpoints

Network

MULTI-NODE ISE

PolicyB

Services0

http://cs.co/ise-guides
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Users

Users

Devices

Things Campus Fabric

Authentication 
Authorization 

Policies

Fabric 
Management

Policy 
Authoring 
Workflows

Groups and 
Policies

PxGrid
REST APIs

Cisco Identity Services Engine

Cisco DNA Center

DNA Center and ISE integration 

64TECCRS-2812

Identity and Policy Automation 

PolicyB

Services0
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PolicyB

Services0

DNA Center and ISE integration 

65TECCRS-2812

Top Considerations – Before DNAC 1.3 & ISE 2.4

● You must deploy one or more ISE version 2.3+ nodes on your network. 

● If you use a multi-host ISE deployment, integrate with the Policy Admin Node (PAN).

● PxGrid service must be enabled on the ISE admin node that you plan to integrate.

● The ISE node must have SSH enabled.

● The ISE node must be reachable on the IP address of eth0 interface from DNA Center.

● The ISE CLI and GUI user accounts must use the same username and password
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Users
ISE-PAN ISE-PXG

ISE-MNT

ISE-PSN

Employee VN + SGT 10If then

Contractor VN + SGT 20If then

Device VN + SGT 30If then

Authorization Policy Exchange Topics

TrustSecMetaData

SessionDirectory*

SGT Name: Employee  = SGT-10

SGT Name: Contractor = SGT-20

...

Bob with Win10 on CorpSSID

* Example Only: Not used today

Network 

DevicesUsers

Config Sync Context

DNA-Center

REST pxGrid

Admin/Operate

Devices

Things

Cisco ISE roles in SD-Access

69TECCRS-2812

PolicyB

Services0
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GBAC integration with ISE 
Top Considerations – New in DNAC 1.3.1 

Define all Access Control Policies in DNAC

Synched to ISE (includes SG/VN/Pool association)

ISE Authorization Profiles select Scalable Group and VN / IP Pool 

NAD receives SGT in RADIUS AuthZ response

NAD requests policy download (as needed) based on SGT

ISE

Authentication

Authorization

Segmentation Policy (SGACL)
RADIUS Accounting

SXP/pxGrid

ASA NGFWv
WSA

PolicyB

Services0

DNA Center

TECCRS-2812 70
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Policy Migration / Sync with ISE PolicyB

Services0

TECCRS-2812 73



Design Strategy
Site Templates
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Basic Goal is for fewer, larger Fabric Sites Some Needs require split into Multiple Sites  

Transit

Small

Medium

Large

S

M

L
S

S S

M

Underlay Network (MTU, Latency, etc.)

Wireless Client Roaming (< 20ms Latency)

Direct Internet Access (@ Remote Sites)

Survivable Remote Sites (Local CP/Borders)

High Level Design - Templates

75TECCRS-2812

Start from a Cookie Cutter (80%)
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• Single Branch or Wiring Closet (IDF)

• Total endpoints < 2K (software limit) 

• Border, CP, Edge and WLC 
on a single box

Overview

Sample Topology

Benefits

Large Site

Medium Site

Small Site

Very Small

C|B

E E

C|B

E

C

E E

CB

B

E E

C B

E W

C|B

E E

Border, Control and Edge

9300 9400 9500

End Points/Hosts < 2K < 2K < 2K

Fabric Nodes 1 1 1

Virtual Networks < 8 < 8 < 8

IP Pools < 8 < 8 < 8

Access Points
(eWLC limit)

100 100 100

B, CP & FE

IP

Site

C B

E W

• Reduces cost of SDA for very small sites

• Supports Embedded-Wireless on C9K
(as of SDA 1.2.10 & IOS-XE 16.10.1)

• Limited Survivability for the CP & Border 

ISP
Internet

NOTE: Platforms scale may be higher 
but these are solution tested numbers

DC

ISE
1 PAN + PXG

+ PSN

Services
1 DHCP + DNS

+ IPAM

DNAC
1 NCP + NDP

Cluster

Very Small Site
Fabric In A Box (FIAB)
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Very Small Site
Fabric In A Box (FIAB) + Stacking

IP

Site

DC

ISE
1 PAN + PXG

+ PSN

Services
1 DHCP + DNS

+ IPAM

DNAC
1 NCP + NDP

Cluster

C B

E W

NOTE: Platforms scale may be higher 
but these are solution tested numbers

Sample Topology

Border, Control and Edge

9300

End Points/Hosts < 2K

Fabric Nodes 1

Virtual Networks < 8

IP Pools < 8

Access Points
(eWLC limit)

100

B, CP & FE

Large Site

Medium Site

Small Site

Very Small

C|B

E E

C|B

E

C

E E

CB

B

E E

C B

E W

C|B

E E

• Single Branch or Wiring Closet (IDF)

• Total endpoints < 2K (software limit) 

• Border, CP, Edge and WLC on a single box

• Max of 8 switches in a Stack 
• All the stack members must be the same platform
• If a stack member fails, the next available member

takes over the CP and Border functions 

Overview

Benefits
• Reduces cost of SDA for very small sites

• Supports Embedded-Wireless on C9K
(as of SDA 1.2.10 & IOS-XE 16.10.1)

• Improved Survivability for CP & Border

• Additional ports available for endpoints 

ISP
Internet
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• Simple Collocated CP + External Border (Single Exit)

• Flexibility & load-distribution with dedicated Edges

• Increased wireless scale with Local WLC

• Supports Embedded-Wireless on C9K
(as of SDA 1.2.10 & IOS-XE 16.10.1)

• Provides <1000 dynamic authentications

• Provides <250 group-based policies

Border, Control Edge

9300 9500 9300 9200

End Points/Hosts < 10K < 10K < 10K < 2K

Fabric Nodes 2 CP+B
(Collocated)

2 CP+B
(Collocated)

< 25 < 25

Virtual Networks < 32 < 32 < 32 < 4

IP Pools < 100 < 100 < 100 < 100

Access Points < 100 < 100

B + C E

Site

DC

ISE
1 PAN + PXG

+ PSN

DDI
1 DHCP + DNS

+ IPAM

DNAC
1 NCP + NDP

Cluster

ISP

Internet

C B C B

IP

• Tends to be single Building or Office

• 2 Tier with one or few wiring closets (IDFs)

• Total endpoints < 10K (recommended)

• 1-2 Collocated Border & CP on same box
• Redundancy for Border or CP

• 1-2 Local Wireless Controller

Sample Topology

NOTE: Platforms scale may be higher 
but these are solution tested numbers

W

Overview

Large Site

Medium Site

Small Site

Very Small

C|B

E E

C|B

E E

C|B

E

C

E E

CB

B

E E

C B

E W

Benefits

E E E E

Small Site
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• Tends to be a few Buildings and/or Floors

• 2-3 Tier with Multiple wiring closets (MDF & IDF)

• Total endpoints < 25K (recommended)

• 1-2 Collocated Border & CP on same box

• use dedicated CP for better redundancy

• 1-2 Local Wireless Controller 

• Dedicated Edge (9300 stacks or 9400 modular)

Site

DC

ISE
2 PAN + PXG

2 PSN

DDI
1 DHCP + DNS

1 IPAM

DNAC
3 NCP + NDP

Cluster

ISP
Internet

IP

B BC C

Large Site

Medium Site

Very Small

C|B

E E

C|B

E

C

E E

CB

B

E E

C B

E W

Small Site

C|B

E E

Sample Topology

Border, Control Edge

9500 9400 9300 9200

End Points/Hosts < 25K < 25K < 25K < 2K

Fabric Nodes 2 B, 2 C 2 B, 2 C < 250 < 250

Virtual Networks < 64 < 64 < 64 < 4

IP Pools < 200 < 200 < 200 < 100

Access Points < 1000 < 1000 <1000 < 100

B + C E

NOTE: Platforms scale may be higher 
but these are solution tested numbers

W

W

Overview

• Increased scale over a small design

• Can choose Co-located or Distributed CP + Border 
(Single Exit) design

• Increased WLC scale, bandwidth and redundancy
via Services Block or local Data Center

• < 25,000 dynamic authentications 

• < 1000 group-based policies

Benefits

Medium Site

E E E E E E
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Large Site

• Tends to be a multiple Buildings and/or Floors

• 3-4 Tier with Multiple wiring closets (MDF & IDF)

• Total endpoints < 10K (recommended)

• Dedicated CP’s for higher redundancy 

• Max CP nodes = 4 

• Dedicated Borders for multiple site exits

• Max Border nodes = 4

Site

External

WAN ISP
Internet

C

B

C

B B B

DC

ISE

DNAC

Internal

Border, Control Fabric Edge

9600 9500 9400 9300

End Points/Hosts < 50K < 50K < 50K < 50K

Fabric Nodes 4 C, 4 B 4 C, 4 B <1000 <1000

Virtual Networks < 256 < 256 < 256 < 256

IP Pools < 500 < 500 < 500 < 500

Access Points < 2000 < 2000 < 2000 < 2000

B, CP FE

DDI

W

W

Sample Topology

NOTE: Platforms scale may be higher 
but these are solution tested numbers

Large Site

Very Small

C

E E

CB

B

E E

C B

E W

Small Site

C|B

E E

Medium Site

C|B

E E

C|B

E

Overview

• Dedicated Borders provide multiple exits to different 
DC’s, WAN or Internet

• Full Survivability for CP and Borders (requires iBGP)

• Increased Scale with Dedicated CP + 2-4 Borders

• WLCs can be local or in a remote Data Center (20ms) 

• < 25,000 dynamic authentications 

• < 2000 group-based policies

Benefits



Designing a Single Site



Designing a Single-Site
Connectivity Services

ConnectA

Services0
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Shared Services with Fusion

86TECCRS-2812

How VNs work in SD-Access

• Fabric Devices (Underlay) connectivity 
is in the Global Routing Table

• INFRA_VN is only for Access Points 
and Extended Nodes in GRT

• DEFAULT_VN is an actual “User VN”
provided by default 

• User-Defined VNs can be added or 
removed on-demand

Border

VN (for APs, Extended Nodes)

User VN (for Default)

User-Defined VN(s)

GRT

DEFAULT_VN

INFRA_VN

USER VRF(s)

Devices (Underlay)

Scope of Fabric

ConnectA

Services0
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ISIS OSPF

AF IPv4

MP-BGP

G0/0/0

C

T5/8 G0/0/3

T5/1T1/0/1

T5/1

T5/2
AF VRF A

AF VRF B

VRF B

SVI B

VRF A

SVI A

SVI A

SVI B

G0/0/0.A

G0/0/0.B

GRT

B

Fusion RouterBorder Node SwitchEdge Node

Control Plane

ip vrf USERS

rd 1:4099

route-target export 1:4099

route-target import 1:4099

route-target import 1:4097

!

ip vrf DEFAULT_VN

rd 1:4098

route-target export 1:4098

route-target import 1:4098

route-target import 1:4097

ip vrf GLOBAL

rd 1:4097

route-target export 1:4097

route-target import 1:4097

route-target export 1:4099

route-target export 1:4098

ConnectA

Services0

What is Fusion Router?

• Device to provide communication (via route-leaking) between VNs and Shared Services 

• Designs connecting to existing Global Routing Table should use a “Fusion” router with 
MP-BGP, VRF-Lite & VRF import/export or other conventional route-leaking configurations

Shared Services with Fusion

87TECCRS-2812

How VNs work in SD-Access
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SD-Access to ACI Connectivity

90TECCRS-2812

Campus to DC connection via Fusion Router

Shared VRF 3

VRF 2

VRF 1

Shared L3out

BL

VRF A

VRF B

VRF C

B

VRF D

Fusion / VDC 

“VRF D” in SDA is connected to “VRF 3” on ACI
• The physical interface on SDA side is in VRF D
• The physical interface on ACI side is in VRF3

SD-Access Border ACI Border Leaf

In the current releases, ISE does not support VRF/VN semantics
It is assumed that connectivity between Campus VRFs and DC VRFs is provisioned

ConnectA

Services0



Designing a Single-Site
Wired Connectivity

Wired1

ConnectA
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Building Block

• Each layer has specific role

• Modular building blocks 
(hierarchical)

• Easy to understand, grow 
and troubleshoot

• Creates small fault domains
(clear demarcation)

• Promotes load balancing 
and resiliency

Wired1

ConnectACisco Validated Design

93TECCRS-2812

Hierarchical Network

Access Layer

Distribution Layer

Distribution Layer

Access Layer

Core Layer
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Wired1

ConnectASD-Access Platform Selection

95TECCRS-2812

Wired Connectivity – Lead with C9K and ISR4K

B/C/E

Common HW & SW - UADP & IOS-XE
CP, Border & Edge (All Platforms)

C3K Series C4500 + Sup8E C6800 + Sup6T N7700 + Sup2E

Common HW & SW - QFP & IOS-XE
CP, Border & SD-WAN cEdge*

ASR1000 X & HX Series

ISR 4300 & 4400

E B B/CB/C/E

B/C

C9300 Series C9400 Series C9500 Series C9600 SeriesC9200 Series

Switching Routing

cisco.com/c/en/us/solutions/collateral/enterprise-networks/software-defined-access/guide-c07-739242.html

https://www.cisco.com/c/en/us/solutions/collateral/enterprise-networks/software-defined-access/guide-c07-739242.html
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Cisco Validated Design

98TECCRS-2812

Routed Access for SD-Access Underlay

L3

L3 L3

L3

L3

Wired1

ConnectA

Simplified Forwarding & Management
• No VLAN trunking configuration required

• No STP config/tuning/features (root bridge, loopguard…)

• No default gateway config/tuning (HSRP, VRRP, GLBP)

• No matching of STP and HSRP priority

• No L2/L3 multicast topology inconsistencies

• No asymmetric flooding

L2 Port “access” features still apply:
• Spanning Tree, Portfast, BPDU Guard

• Port Security, IPSG

• DHCP Snooping, DAI

• Storm Control, etc.
L2

L3 L3

L3
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Underlay Considerations

99TECCRS-2812

Manual and Automated

Seed 
Device

Wired1

ConnectA

Manual Underlay

• Routed Access Network

• System MTU 9100

• Loopback 0 with /32 subnet

• Resiliency – BFD, ECMP, NSF

• Multicast – ASM, SSM

• CLI, SNMP credentials

• Discover & Manage devices

• Upgrade Software version

• Discover Seed Device

• Input IP Address Pool

• Start LAN Automation

✓ Discover the network device

✓ Onboard the network device

✓ Upgrade software  

• Stop LAN Automation

✓ Complete Configs (L3 interface, IS-IS)

✓ Manage Device in Cisco DNA-Center

Automated Underlay
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Layer Role Supported Switch

Distribution Seed Catalyst 9600 | 9500 | 9400 | 3850 | 6800

Access PnP Agent Catalyst 9400 | 9300 | 4500E | 3850 | 3650

Layer Role Supported Switch

Core Seed Catalyst 9600 | 9500 | 9400 | 3850 | 6800

Distribution PnP Agent Catalyst 9000 | 4500E | 3850 | 3650

Access PnP Agent Catalyst 9400 | 9300 | 4500E | 3850 | 3650

Access

Distro

Core

PnP AgentPnP Agent

PnP AgentPnP AgentPnP Agent

Seed Seed

PnP AgentPnP AgentPnP Agent

Seed Seed

2 Tier – Collapsed Core Design 3 Tier – Multi-Layer Campus Design

Core

DNA Center

Wired1

ConnectADNA Center LAN Automation

100TECCRS-2812

Catalyst Switch Role Support

cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/tech_notes/b_dnac_sda_lan_automation_deployment.html

https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/tech_notes/b_dnac_sda_lan_automation_deployment.html
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SD-Access Overlay 

103TECCRS-2812

Considerations

Overlay IP Pool Considerations

• Reserve separate IP pools for “Border Handoff”

• Should NOT overlap with LAN Automation pools

• Reserve separate IP pools for “Multicast Signaling”

• Reserve separate IP pools for “Fabric APs” and assign to INFRA-VN only

• Reserve separate IP pools for “Extended Nodes” and assign to INFRA-VN only 

Host Onboarding Considerations

• Use default option for IP Pools – e.g. L2 extension is turned ”on”

• When using L2 Flooding, it requires underlay to enable multicast

Wired1

ConnectA
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SD-Access - Border Design

104TECCRS-2812

Collocated vs. Distributed Borders

CB B C

Collocated Design

• Border and Control Plane 
are on the same device 

• Simple Design (less config)

• Best when only a few (1 or 2) 
Collocated Border + CP nodes

• Best for Small Sites 
(less than 10K endpoints)

Distributed Design

• Border and Control Plane 
are on different devices

• Additional configurations required 

• Multiple Border nodes can connect 
to the same (single or set of) 
multiple Control Plane nodes

• Best for Medium or Large Sites 
(more than10K endpoints)

Wired1

ConnectA
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SD-Access CP Redundancy

105TECCRS-2812

Design CP node redundancy for equivalency 

Map Server: 5.1.1.1 Map Server: 5.2.2.2LISP
Mapping DB

• No Synchronization between CP nodes
• Edges must Register with ALL CP nodes
• Map Requests are round-robin to CP nodes

Campus

10.2.0.0 /16

2.1.1.1 2.1.2.1 3.1.1.1 3.1.2.1

EdgeEdge EdgeEdge

Branch

Border

Wired1

ConnectA

C C
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• When to use External (Outside) border?
➢ When we want to connect ONLY to the SDA Transit 

or an IP Transit (e.g. Internet). 

• When to use Internal (Rest of Company) border?

➢ When we want to connect ONLY a site to the known 
areas of the company like DC, WAN etc.

• When to use Internal + External (Anywhere) border?

➢ When we want to connect to SDA Transit or IP Transit, 
and ALSO to known areas like DC, WAN, etc. 

AB

IB

EB

Data 
Center

Data 
Center

Transit

Transit

Wired1

ConnectASD-Access Border

106TECCRS-2812

Choosing the Right type of Border
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Overlay Considerations

109TECCRS-2812

Borders requires iBGP between nodes

• Internet routing (0.0.0.0/0) failures on Borders (e.g. link to Fusion) are not notified to the others. 

• If the Border remains online... this may result in a black-hole! 

• Configuring an iBGP session (using VRF-Lite for overlay VNs) between Borders will resolve this.

Before: External Failure leads to Black Hole After: iBGP notifies other Borders of External Failure

Wired1

ConnectA



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Layer 2 Flooding in SD-Access 

112TECCRS-2812

Allows Layer 2 flooding within an 
IP Subnet/vlan

Silent Host Support 

Broadcast, Link Local Multicast 
and ARP flooding support 

PIM-SM* used in the Underlay for 
multicast transport of Layer 2 frames.

Edge
Node 1

Edge
Node 3

Broadcast or 
Link-Local 
Multicast traffic

Broadcast or 
Link-Local 
Multicast traffic

Edge
Node 2

BB
Border Border

* LAN Automation enables PIM by default. 
If using manual underlay - PIM must be enabled. 

Wired1

ConnectA
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Border Layer 2 Handoff

115TECCRS-2812

B

Host 2
IP: 10.1.1.0/24

Host 3
IP: 10.1.1.0/24

* Dual-Homing requires 
L2 MEC to prevent L2 loops

Layer 2 

Border

Fabric hosts in 
Address Pool (1024)

Traditional hosts 
in VLAN (300)

SDA 

Fabric End points from outside (non-fabric) 
are registered to the CP node by 
Layer 2 Border

Migration use case: same IP subnet 
resides inside and outside of fabric

SVI for external VLAN resides on 
Layer 2 Border (not outside)

Wired1

ConnectA
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Border Layer 2 Handoff

116TECCRS-2812

B

Host 2
IP: 10.1.1.0/24

Host 3
IP: 10.1.1.0/24

* Dual-Homing requires 
L2 MEC to prevent L2 loops

Layer 2 

Border

Fabric hosts in 
Address Pool (1024)

Traditional hosts 
in VLAN (300)

SDA 

Fabric

Layer 2 Border does not support any 
multi-homing. 
• External switch cannot handoff 

same VLAN/s to more than one 
Layer 2 Border.

Layer 2 Border supports only 4K host 
registrations across ALL the external 
VLANs

Wired1

ConnectA
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Multicast Overlay

123TECCRS-2812

Receiver Join to Fabric RP

FE

IGMP join

Fabric RP

B

FB

Multicast Client

Multicast Source

non 
Fabric

Underlay Overlay

PIM join

▪ Multicast Client (receiver) is in the Fabric Overlay

▪ Multicast Source can be in the Fabric Overlay (via FE) 
and/or outside the Fabric (via FB)

▪ PIM-SM (or SSM) is enable to run in the Overlay

▪ A Fabric RP (PIM-SM) needs to be present in the Overlay, 
as part of the Endpoint IP space 

1.The Client sends IGMP join for a specific multicast Group (G)

2.The Fabric Edge (FE) node receives the IGMP join

3.The IGMP join triggers a new PIM join towards the Fabric 
Rendezvous Point (RP) 

Wired1

ConnectA
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Multicast Overlay

124TECCRS-2812

SPT Switchovers and Replications

1. Once the first multicast packet arrives on the receiver node, 
the shortest path tree (SPT) switchover occurs, which 
triggers a new PIM join directly to the source node. 

2. The source node now knows which receiver nodes have 
clients attached, based on received PIM joins for the specific 
multicast Group.

3. The source node creates a copy of the original packet for 
each remote node, VXLAN encapsulates the traffic and then 
unicasts it to each of the remote nodes (known as head-end 
replication).

4. Each receiver node receives the VXLAN packets, 
decapsulates, applies policy, and then sends the original 
multicast packet to the port connected to the Client

FE1

VXLAN tunnels

FE2

OverlayUnderlay

B

FB

Multicast Source

non 
Fabric

Fabric RP

Client 1Client 2

PIM join

Wired1

ConnectA
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Native Multicast in SD-Access 

125TECCRS-2812

PIM-SSM

FB

Multicast Source

non 
Fabric

Underlay Overlay

Fabric RP

B

Client 1Client 2

FE1FE2

Significantly reduces replication 
load at the Head-End

Significantly improves overall scale 
and reduces latency

Best option for 3-4 Tier networks

Wired1

ConnectA
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Native Multicast in SD-Access 

126TECCRS-2812

PIM-SSM

FB

Multicast Source

non 
Fabric

Underlay Overlay

Fabric RP

B

Client 1Client 2

FE1FE2

Existing multicast behavior in overlay  
(PIM ASM and SSM supported)

Each multicast group in Overlay is 
mapped to a group in Underlay

PIM SSM is used in the Underlay 
for multicast transport

Per Site multicast configuration: 
either head-end or native

Wired1

ConnectA
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SD-Access – C9K & C6K Comparison

Capabilities Catalyst 9K Catalyst 6K Nexus 7K*

Border node

Control Plane node

Fabric in a Box

SDA Embedded WLC

SDA Multi-Site 

L2 Border & L2 Flooding

Native Multicast

IPv6 Endpoints

LAN Automation (Seed) 

Built for 
SD-Access

*N7K supports only External border

131TECCRS-2812
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SD-Access Assurance
Monitoring Network Health for Individual Fabric Sites

Aggregated view
across all SDA
Fabric Domains 
& Sites

Wired1

ConnectA
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SD-Access Assurance
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Path Trace for Fabric Wired to Wired Client Wired1

ConnectA
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SD-Access Path Trace
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Network Troubleshooting – Path Trace for Wireless Client to Wired Client Wired1

ConnectA



Designing a Single-Site
Wireless Connectivity

ConnectA

Wireless2
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SD-Access Wireless 

138TECCRS-2812

Connectivity

Shared Services
Distribution (VSS)

L2 MEC

Overlay and Underlay 
Network Connectivity

Wireless
LAN Controller(s)

Border Node Border Node

Intermediate
Node

Intermediate
Node

Edge Node Edge Node

AP

SD-Access 
Fabric

ConnectA

Wireless2

• WLC typically connect to a “shared 
services” Distribution Block or Border

Management IP address in Global Routing Table

• AireOS WLC can talk to 2 CP nodes

• Access Points connect to Fabric Edge

APs reside in INFRA_VN (GRT) and 
form CAPWAP connection to WLC

• AP to WLC latency under 20 ms
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Catalyst 9100 AireOS WLCCatalyst 9800 AireOS AP

• AIR-CT3504

• AIR-CT5520

• AIR-CT8540

• Catalyst 9800-L

• Catalyst 9800-40

• Catalyst 9800-80

• Catalyst 9800-CL

• Catalyst 9130

• Catalyst 9120/9115

• 1G/mG RJ45 (Uplink)

• 1800/2800/3800/4800

• 1700/2700/3700*

• 1G/mG RJ45 (Uplink)

SD-Access Platforms
Fabric Enabled Wireless

For more details: cs.co/sda-compatibility-matrix

* No IPv6, AVC, FNF

NEW NEW

TECCRS-2812 139

http://cs.co/sda-compatibility-matrix
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SD-Access Wireless

141TECCRS-2812

WLC Stateful Switchover (SSO)

cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-1/HA_SSO_DG/High_Availability_DG.html

Active Controller

Hot Stand-by Controller

RP 1

RP 2

L2 network 

True 1:1 High Availability. One WLC 
in Active and other in Hot Standby

Configuration on Active is synched to 
Standby WLC

Licenses, AP CAPWAP state, Clients 
in “RUN” state

ConnectA

Wireless2

http://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-1/HA_SSO_DG/High_Availability_DG.html
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SD-Access Wireless

143TECCRS-2812

Redundancy Considerations

C
B

C

Client updates

Active Standby

SSO pair

WLC registers wireless clients in 
Host Tracking DB

Control Plane redundancy is supported 
in Active / Active configuration

WLC is configured with two CP nodes 
with information sync across both

Stateful redundancy with WLC SSO 
pair. Active WLC updates Control nodes

ConnectA

Wireless2
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SD-Access Guest Wireless

144TECCRS-2812

Guest as a dedicated Virtual Network

Internet
SDA Fabric

DMZ

B

WLC

Guest VRF

C

Guest and Enterprise clients share the same Enterprise CP node

Guest SSID is associated to a dedicated VN in Fabric leveraging Fabric 
segmentation (VNI, SGT) for guest traffic isolation

ConnectA

Wireless2
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SD-Access Guest Wireless

145TECCRS-2812

Guest as a dedicated Guest Fabric Border and Control Plane

Internet
SDA Fabric

DMZ

B

WLC Guest FB

C

Guest VRF

BC

Complete Control plane and Data plane separation from Enterprise traffic

No additional Anchor WLC: Guest traffic is optimized, sent directly to the DMZ

ConnectA

Wireless2
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SD-Access Embedded Wireless

147TECCRS-2812
Optimized Solution for Branch and Small Campus

Embedded Wireless
“C9k Switch”

Support 200 APs and 4000 Clients per Site with HA
Flexible Deployment - Multi-tier Campus and Branch

Policy stays with User

Seamless  Mobility

* Supports 400 AP and 8000 clients w/o HA

• Extend rich C9K services like ETA to wireless

• Extend policy-based segmentation to wireless

• Seamless shared services and WAN integration

• Wireless scale for 802.11ax / Wave-2

• Seamless Mobility (No VLAN spans)

• No WAN Link dependency

• Lower TCO

• Robust HA

• Simple / Intuitive Workflows

DNA Center

AnalyticsPolicy Automation

ConnectA

Wireless2
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SD-Access Assurance

149TECCRS-2812

Monitoring WLC connectivity to Enterprise and Guest Control Plane

Fabric WLC to Fabric CP Issue

ConnectA

Wireless2
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SD-Access Assurance

150TECCRS-2812

Monitoring WLC connectivity to Enterprise and Guest Control Plane

Issue occurred 

during this time 

window

Detail description and hostnames 

of WLC and control plane node

Timeline View

ConnectA

Wireless2
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Policy Services

PolicyB

Services0
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Segmentation at CiscoLive

153TECCRS-2812

Enforcers 

refer to 

the policy

It all starts with 

registration

Get appropriate passes

Enforcers grant access to 

places you are authorized for 

PolicyB

Services0
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Factors governing Segmentation

154TECCRS-2812

Line of business – BU segmentation Payment Card Industry Hospital Network

Bring-Your-Own-Device Mergers and Acquisitions Multi-Tenancy

POS

Network Other

Network
Doctor Staff

Medical Device

INTERNET

As networks evolve, granular segmentation is desired

PolicyB

Services0
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Cisco TrustSec functions

155TECCRS-2812

5 Employee

6 Voice

7 Partner

Classification

▪ Assigning SGTs

▪ Static Assignments

▪ Dynamic Assignments

A B

Propagation

▪ Inline SGT

▪ SXP and pxGrid

Enforcement

▪ Security Group ACL

▪ Internal Enforcement

▪ External Enforcement

PolicyB

Services0



Designing a Single-Site
Identity Policy

PolicyB

Identity1
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Cisco TrustSec functions

157TECCRS-2812

5 Employee

6 Voice

7 Partner

Classification

▪ Assigning SGTs

▪ Static Assignments

▪ Dynamic Assignments

A B

Propagation

▪ Inline SGT

▪ SXP and pxGrid

Enforcement

▪ Security Group ACL

▪ Internal Enforcement

▪ External Enforcement

PolicyB

Identity1
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Identity Policy – Access

158TECCRS-2812

Authentication & Authorization 

802.1X / MAB 
Easy Connect / WebAuth

Access Policy
↓

Authentication +
Authorization

Who goes in 
which Group?

Based on 
what criteria?

PolicyB

Identity1
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Authentication Templates

162TECCRS-2812

Global Authentication Templates

PolicyB

Identity1
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Fabric Sites at Multiple Locations

166TECCRS-2812
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Authentication Template

167TECCRS-2812

Per-Site Authentication Template

PolicyB

Identity1



Designing a Single-Site
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Macro vs. Micro Segmentation

172TECCRS-2812

Complete Isolation

Standalone Environments 

When/Why to Use?

1. Default Policy: Endpoints are 
NOT ABLE to communicate

2. Selective Permit rules
typically via Firewall

3. Different Lines of Business, 
Compliance, Partners, etc.

Logical Separation 

Flexible Access Control

When/Why to Use?

1. Default Policy: Endpoints are 
ABLE to communicate

2. Selective Deny rules
typically via Group ACL

3. Different Teams, Privileges, 
Responsibilities, etc.

www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Segmentation-Design-Guide-2018MAY.pdf

Virtual Networks Scalable Groups

PolicyB

Segment2

https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Segmentation-Design-Guide-2018MAY.pdf
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FABRIC

VN: THINGSVN: USERS

SDA enables Macro & Micro-
segmentation

173TECCRS-2812

Employees Contractors Cameras Printers

Firewall Policy

Contracts (SGACLs)

Macro segmentation 
with ‘Virtual Networks’

Micro segmentation 
with ‘Scalable Groups’

Contracts control 
access between SGTs

Inter-VN routing and 
policy enforcement on 
‘Fusion’ or ‘Firewall’

PolicyB

Segment2
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SD-Access Macro Segmentation
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How many VRF/VNs – External Considerations

SD-Access
Fabric

VN 1 

Unknown
Networks

Known
Networks

VN
“A”

VN
“B”

VN
“C”

IP Handoffs – Considerations: 
• VRF-Lite configurations
• Fusion Router configuration
• Redistributions
• Configuration management
• Inter-VN Multicast requirements
• Platform scale 

VN 2 

PolicyB

Segment2
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The 4 Common Virtual Networks

175TECCRS-2812

Some variation appears in 80% of networks

Employees, Contractors, etc.

PCs, Phones, Printers, etc.

Campus/Staff

Visitors, Clients, Partners, etc. 

BYOD, Guest Wi-Fi, etc. 

Guest/BYOD BMS/IOT Records/Research

May use DEFAULT_VN

Robots, Pumps, Panels, etc.

HVAC, Lights, CCTV, etc.

Developers, Finance, Labs, etc.

PCs, Servers, Databases, etc.

PolicyB

Segment2



Micro-Segmentation
Group Tags
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SD-Access Segmentation 

177TECCRS-2812

Two Level Hierarchy - Micro Level

Building Management 
VN

Second-level Segmentation ensures 
role based access control between 
two groups within a Virtual Network. 
Provides the ability to segment the 
network into either line of businesses 
or functional blocks.

Scalable Group (SG)

Unknown
Networks

Known
Networks

SG
1

SG
2

SG
3

SG
4

SG
5

SG
6

SG
7

SG
8

SG
9

SD-Access
Fabric

PolicyB

Segment2

Cameras

Cooling
Fans
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SD-Access Segmentation

178TECCRS-2812

Assigning Scalable Groups to Virtual Networks

PolicyB

Segment2
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SD-Access Segmentation

• Lines of Businesses

• Roles within LoBs

• Differentiated access within fabric, external to fabric

• Start small – make batches for example and give out to LoBs

• Make the numbers significant to the LoB – for example, 1000-1999 is for Finance, 
2000-2999 is for HR and so on

• Hold some in reserve – just like IP Subnets

• Establish process of requesting more Group Tags

Micro-Level aka Group Tags

179TECCRS-2812

PolicyB

Segment2
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SD-Access Segmentation 

180TECCRS-2812

Micro Level – Scale of various parameters

PolicyB

Segment2

Scale: 
• Tag Bindings – refer to platform 

scale
• 9300 can scale to 8k, whereas a 3850 can 

scale to 4k

Building Management 
VN

Unknown
Networks

Known
Networks

SG
1

SG
2

SG
3

SG
4

SG
5

SG
6

SG
7

SG
8

SG
9

SD-Access
Fabric

Cameras

Cooling
Fans
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IP-2-Tag Binding

181TECCRS-2812

C9300#sh cts role-based sgt-map vrf SJC15_VN all details

%IPv6 protocol is not enabled in VRF SJC15_VN

Active IPv4-SGT Bindings Information

IP Address Security Group Source

======================================================================

192.168.6.3 4:Employees LOCAL

192.168.6.4 5:Contractor LOCAL

192.168.6.5 4:Employees LOCAL

192.168.6.6 4:Employees LOCAL

192.168.6.7 6:Auditor LOCAL

IP-SGT Active Bindings Summary

============================================

Total number of LOCAL bindings = 5

Total number of active bindings = 5
Count towards 8K limit

PolicyB

Segment2
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Cisco TrustSec Functions
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5 Employee

6 Voice

7 Partner

Classification

▪ Assigning SGTs

▪ Static Assignments

▪ Dynamic Assignments

A B

Propagation

▪ Inline SGT

▪ SXP and pxGrid

Enforcement

▪ Security Group ACL

▪ Internal Enforcement

▪ External Enforcement

PolicyB

Segment2
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Group Tag Propagation

184TECCRS-2812

Inline propagation

• Simple & Scalable where devices 

support inline tagging in hardware

• SGT information stays with traffic 

• Ethernet

• IPsec

• DM-VPN

• GET-VPN

• GRE

• VXLAN

Propagation options

• Catalyst switches

• WLAN controllers

• Nexus switches

• Integrated Service Routers

• Industrial Ethernet Switches

• ASR 1000

• ASA 5500-x

• Firepower Threat Defense

Supporting devices

Branches

Inline tagging

VXLAN ISE

B

B

PolicyB

Segment2

B

B
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Group Tag Propagation
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Secure eXchange Protocol (SXP) and pxGrid

ISE

MSFT

Active 

Directory

Pediatric
Nurse

IP: 10.1.10.1

802.1x

Network

Roll-out to multiple 

access devices 

without additional 

configuration

Internal 

Medicine dB

Pediatric 

Server

Int Med dB

IP Address SGT

10.1.10.1
Pediatric 

Nurse

SXP

Cisco ASA

CheckPoint FW

Cisco NGFW

pxGrid

Medical 

Records

Records

PolicyB

Segment2
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SDA & Firewall Identity Exchange

187TECCRS-2812

Firewall

PXGRID – Groups + IP

WEB

Campus

WAN

Branch

Wireless 
Control

Fabric 
Control

Border Leaf’s

ACI Fabric 

access-list 102 deny udp 167.160.188.162 0.0.0.255 gt 4230 248.11.187.246 0.255.255.255 eq 2165
access-list 102 deny udp 32.124.217.1 255.255.255.255 lt 907 11.38.130.82 0.0.31.255 gt 428
access-list 102 permit ip 64.98.77.248 0.0.0.127 eq 639 122.201.132.164 0.0.31.255 gt 1511
access-list 102 deny tcp 247.54.117.116 0.0.0.127 gt 4437 136.68.158.104 0.0.1.255 gt 1945
access-list 102 permit icmp 136.196.101.101 0.0.0.255 lt 2361 90.186.112.213 0.0.31.255 eq 116
access-list 102 deny udp 242.4.189.142 0.0.1.255 eq 1112 19.94.101.166 0.0.0.127 eq 959
access-list 102 deny tcp 82.1.221.1 255.255.255.255 eq 2587 174.222.14.125 0.0.31.255 lt 4993
access-list 102 deny tcp 103.10.93.140 255.255.255.255 eq 970 71.103.141.91 0.0.0.127 lt 848
access-list 102 deny ip 32.15.78.227 0.0.0.127 eq 1493 72.92.200.157 0.0.0.255 gt 4878
access-list 102 permit icmp 100.211.144.227 0.0.1.255 lt 4962 94.127.214.49 0.255.255.255 eq 1216
access-list 102 deny icmp 88.91.79.30 0.0.0.255 gt 26 207.4.250.132 0.0.1.255 gt 1111
access-list 102 deny ip 167.17.174.35 0.0.1.255 eq 3914 140.119.154.142 255.255.255.255 eq 4175
access-list 102 permit tcp 37.85.170.24 0.0.0.127 lt 3146 77.26.232.98 0.0.0.127 gt 1462
access-list 102 permit tcp 155.237.22.232 0.0.0.127 gt 1843 239.16.35.19 0.0.1.255 lt 4384

E

PolicyB

Segment2
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SDA & ACI Identity Exchange

188TECCRS-2812

Fabric SGTs Provisioned in ACI

ISE dynamically 
provisions SGTs 
and IP mappings 

(SXP database) into 
APIC-DC

ACI

ISE

SDA SGTs (from Cisco ISE) External EPGs (Outside ACI Fabric)

EXT-
EPG5

EXT-
EPG1

E E

B

DNAC

SD-Access

E

APIC-DC

...

PolicyB

Segment2
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ACI

ISE

ACI SGTs (from APIC-DC) Internal EPGs (Inside ACI Fabric)

EPG5 
- VM5

EPG1 
- VM1

E E

B

DNAC

SD-Access

E

APIC-DC

...

ISE dynamically learns 
EPGs and VM Bindings 

from ACI –
Shared to SXP database

PolicyB

Segment2

SDA & ACI Identity Exchange

189TECCRS-2812

ACI Fabric EPGs Provisioned in SD-Access



Designing a Single-Site
Segmentation

PolicyB

Segment2
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Macro vs. Micro Segmentation

194TECCRS-2812

Complete Isolation

Standalone Environments 

When/Why to Use?

1. Default Policy: Endpoints are 
NOT ABLE to communicate

2. Selective Permit rules
typically via Firewall

3. Different Lines of Business, 
Compliance, Partners, etc.

Logical Separation 

Flexible Access Control

When/Why to Use?

1. Default Policy: Endpoints are 
ABLE to communicate

2. Selective Deny rules
typically via Group ACL

3. Different Teams, Privileges, 
Responsibilities, etc.

www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Segmentation-Design-Guide-2018MAY.pdf

Virtual Networks Scalable Groups

PolicyB

Segment2

https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Segmentation-Design-Guide-2018MAY.pdf
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FABRIC

VN: THINGSVN: USERS

SDA enables Macro & Micro-
segmentation

195TECCRS-2812

Employees Contractors Cameras Printers

Firewall Policy

Contracts (SGACLs)

Macro segmentation 
with ‘Virtual Networks’

Micro segmentation 
with ‘Scalable Groups’

Contracts control 
access between SGTs

Inter-VN routing and 
policy enforcement on 
‘Fusion’ or ‘Firewall’

PolicyB

Segment2
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SD-Access Macro Segmentation

196TECCRS-2812

How many VRF/VNs – External Considerations

SD-Access
Fabric

VN 1 

Unknown
Networks

Known
Networks

VN
“A”

VN
“B”

VN
“C”

IP Handoffs – Considerations: 
• VRF-Lite configurations
• Fusion Router configuration
• Redistributions
• Configuration management
• Inter-VN Multicast requirements
• Platform scale 

VN 2 

PolicyB

Segment2
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The 4 Common Virtual Networks

197TECCRS-2812

Some variation appears in 80% of networks

Employees, Contractors, etc.

PCs, Phones, Printers, etc.

Campus/Staff

Visitors, Clients, Partners, etc. 

BYOD, Guest Wi-Fi, etc. 

Guest/BYOD BMS/IOT Records/Research

May use DEFAULT_VN

Robots, Pumps, Panels, etc.

HVAC, Lights, CCTV, etc.

Developers, Finance, Labs, etc.

PCs, Servers, Databases, etc.

PolicyB

Segment2



Micro-Segmentation
Group Tags
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SD-Access Segmentation 

199TECCRS-2812

Two Level Hierarchy - Micro Level

Building Management 
VN

Second-level Segmentation ensures 
role based access control between 
two groups within a Virtual Network. 
Provides the ability to segment the 
network into either line of businesses 
or functional blocks.

Scalable Group (SG)

Unknown
Networks

Known
Networks

SG
1

SG
2

SG
3

SG
4

SG
5

SG
6

SG
7

SG
8

SG
9

SD-Access
Fabric

PolicyB

Segment2

Cameras

Cooling
Fans
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SD-Access Segmentation

200TECCRS-2812

Assigning Scalable Groups to Virtual Networks

PolicyB

Segment2
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SD-Access Segmentation

• Lines of Businesses

• Roles within LoBs

• Differentiated access within fabric, external to fabric

• Start small – make batches for example and give out to LoBs

• Make the numbers significant to the LoB – for example, 1000-1999 is for Finance, 
2000-2999 is for HR and so on

• Hold some in reserve – just like IP Subnets

• Establish process of requesting more Group Tags

Micro-Level aka Group Tags

201TECCRS-2812

PolicyB

Segment2
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SD-Access Segmentation 

202TECCRS-2812

Micro Level – Scale of various parameters

PolicyB

Segment2

Scale: 
• Tag Bindings – refer to platform 

scale
• 9300 can scale to 8k, whereas a 3850 can 

scale to 4k

Building Management 
VN

Unknown
Networks

Known
Networks

SG
1

SG
2

SG
3

SG
4

SG
5

SG
6

SG
7

SG
8

SG
9

SD-Access
Fabric

Cameras

Cooling
Fans
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IP-2-Tag Binding

203TECCRS-2812

C9300#sh cts role-based sgt-map vrf SJC15_VN all details

%IPv6 protocol is not enabled in VRF SJC15_VN

Active IPv4-SGT Bindings Information

IP Address Security Group Source

======================================================================

192.168.6.3 4:Employees LOCAL

192.168.6.4 5:Contractor LOCAL

192.168.6.5 4:Employees LOCAL

192.168.6.6 4:Employees LOCAL

192.168.6.7 6:Auditor LOCAL

IP-SGT Active Bindings Summary

============================================

Total number of LOCAL bindings = 5

Total number of active bindings = 5
Count towards 8K limit

PolicyB

Segment2
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Cisco TrustSec Functions

204TECCRS-2812

5 Employee

6 Voice

7 Partner

Classification

▪ Assigning SGTs

▪ Static Assignments

▪ Dynamic Assignments

A B

Propagation

▪ Inline SGT

▪ SXP and pxGrid

Enforcement

▪ Security Group ACL

▪ Internal Enforcement

▪ External Enforcement

PolicyB

Segment2
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Group Tag Propagation

206TECCRS-2812

Inline propagation

• Simple & Scalable where devices 

support inline tagging in hardware

• SGT information stays with traffic 

• Ethernet

• IPsec

• DM-VPN

• GET-VPN

• GRE

• VXLAN

Propagation options

• Catalyst switches

• WLAN controllers

• Nexus switches

• Integrated Service Routers

• Industrial Ethernet Switches

• ASR 1000

• ASA 5500-x

• Firepower Threat Defense

Supporting devices

Branches

Inline tagging

VXLAN ISE

B

B

PolicyB

Segment2

B

B
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Group Tag Propagation

207TECCRS-2812

Secure eXchange Protocol (SXP) and pxGrid

ISE

MSFT

Active 

Directory

Pediatric
Nurse

IP: 10.1.10.1

802.1x

Network

Roll-out to multiple 

access devices 

without additional 

configuration

Internal 

Medicine dB

Pediatric 

Server

Int Med dB

IP Address SGT

10.1.10.1
Pediatric 

Nurse

SXP

Cisco ASA

CheckPoint FW

Cisco NGFW

pxGrid

Medical 

Records

Records

PolicyB

Segment2
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SDA & Firewall Identity Exchange

209TECCRS-2812

Firewall

PXGRID – Groups + IP

WEB

Campus

WAN

Branch

Wireless 
Control

Fabric 
Control

Border Leaf’s

ACI Fabric 

access-list 102 deny udp 167.160.188.162 0.0.0.255 gt 4230 248.11.187.246 0.255.255.255 eq 2165
access-list 102 deny udp 32.124.217.1 255.255.255.255 lt 907 11.38.130.82 0.0.31.255 gt 428
access-list 102 permit ip 64.98.77.248 0.0.0.127 eq 639 122.201.132.164 0.0.31.255 gt 1511
access-list 102 deny tcp 247.54.117.116 0.0.0.127 gt 4437 136.68.158.104 0.0.1.255 gt 1945
access-list 102 permit icmp 136.196.101.101 0.0.0.255 lt 2361 90.186.112.213 0.0.31.255 eq 116
access-list 102 deny udp 242.4.189.142 0.0.1.255 eq 1112 19.94.101.166 0.0.0.127 eq 959
access-list 102 deny tcp 82.1.221.1 255.255.255.255 eq 2587 174.222.14.125 0.0.31.255 lt 4993
access-list 102 deny tcp 103.10.93.140 255.255.255.255 eq 970 71.103.141.91 0.0.0.127 lt 848
access-list 102 deny ip 32.15.78.227 0.0.0.127 eq 1493 72.92.200.157 0.0.0.255 gt 4878
access-list 102 permit icmp 100.211.144.227 0.0.1.255 lt 4962 94.127.214.49 0.255.255.255 eq 1216
access-list 102 deny icmp 88.91.79.30 0.0.0.255 gt 26 207.4.250.132 0.0.1.255 gt 1111
access-list 102 deny ip 167.17.174.35 0.0.1.255 eq 3914 140.119.154.142 255.255.255.255 eq 4175
access-list 102 permit tcp 37.85.170.24 0.0.0.127 lt 3146 77.26.232.98 0.0.0.127 gt 1462
access-list 102 permit tcp 155.237.22.232 0.0.0.127 gt 1843 239.16.35.19 0.0.1.255 lt 4384

E

PolicyB

Segment2
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SDA & ACI Identity Exchange

210TECCRS-2812

Fabric SGTs Provisioned in ACI

ISE dynamically 
provisions SGTs 
and IP mappings 

(SXP database) into 
APIC-DC

ACI

ISE

SDA SGTs (from Cisco ISE) External EPGs (Outside ACI Fabric)

EXT-
EPG5

EXT-
EPG1

E E

B

DNAC

SD-Access

E

APIC-DC

...

PolicyB

Segment2
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ACI

ISE

ACI SGTs (from APIC-DC) Internal EPGs (Inside ACI Fabric)

EPG5 
- VM5

EPG1 
- VM1

E E

B

DNAC

SD-Access

E

APIC-DC

...

ISE dynamically learns 
EPGs and VM Bindings 

from ACI –
Shared to SXP database

PolicyB

Segment2

SDA & ACI Identity Exchange

211TECCRS-2812

ACI Fabric EPGs Provisioned in SD-Access



Designing a Single-Site
Group-Based Policy

PolicyB

Policy3
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SD-Access Policy

215TECCRS-2812

Policy Types

Application 
Policy

↓
How to treat Traffic?

QoS for Applications
or Application Caching

Access Control 
Policy

↓
Who can access What?

Permit / Deny Rules 
for Group-to-Group Access 

✓

Traffic Copy 
Policy

↓
Need to Monitor Traffic?

Enable SPAN Services
for specific Groups or Traffic

PolicyB

Policy3
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Cisco TrustSec Functions

216TECCRS-2812

5 Employee

6 Voice

7 Partner

Classification

▪ Assigning SGTs

▪ Static Assignments

▪ Dynamic Assignments

A B

Propagation

▪ Inline SGT

▪ SXP and pxGrid

Enforcement

▪ Security Group ACL

▪ Internal Enforcement

▪ External Enforcement

PolicyB

Policy3
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SD-Access Policy

217TECCRS-2812

SG-Access Control Policies

All groups in a Policy must belong to the same Virtual Network

PolicyB

Policy3

Source Group Destination Group

ACTION: DENY

Contract

Classifier Type Action Type

Port Number Permit

Protocol Name Deny

Application Type Copy

Finance Credit System

CLASSIFIER: PORT

Default 
is 

Permit

Deny 
Rules in 
Campus
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SD-Access Policy

218TECCRS-2812

SG-ACL in Switch TCAM

THESE ARE STILL TWO ENTRIES IN TCAM

PolicyB

Policy3

Source Group Destination Group

ACTION: PERMIT

Permit HTTPS

Protocol Name L4 Port Action Type

TCP 443 Permit

IP - Deny

Finance Fin-Servers

CLASSIFIER: PORT

Level1 NetOps NetMgmt

HR Servers
HR

SGTs stored 
in FIB TCAM

Contract 
stored in ACL 

TCAM
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SD-Access Policy

219TECCRS-2812

Scalable Group Policy rollout

Employees Contractors Production Development

Source Destination

FABRIC NODES

Contract

CISCO 

DNA CENTER

CISCO ISE

FABRIC POLICIES

PERMIT

Employees Production

Employees Production

API

PolicyB

Policy3

Production Production

Production

POLICY DOWNLOAD

(RADIUS)
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You could go crazy!!

220TECCRS-2812

Write it down on 
a spreadsheet!

PolicyB

Policy3
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SD-Access Policy

221TECCRS-2812

Scalable Group Policy rollout

Employees Contractors Production Development

Source Destination

FABRIC NODES

Contract

CISCO 

DNA CENTER

CISCO ISE

FABRIC POLICIES

PERMIT

Employees Production

Employees Production

API

PolicyB

Policy3

Production Production Production

POLICY DOWNLOAD

(RADIUS)

9300s 
can 

scale to 
5K ACEs 

3850s 
can scale 
to 1350 
ACEs 
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SD-Access Policy

222TECCRS-2812

Group Tags and their use in SG-ACLs as Source and Destinations

255 unique Destination Group Tags in a SG-ACL on a Catalyst 9000 Series Switch

PolicyB

Policy3

Source Group Destination Group

ACTION: PERMIT

Permit HTTPS

Protocol Name L4 Port Action Type

TCP 443 Permit

IP - Deny

X A

CLASSIFIER: PORT

B

C

X

Y
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IP-2-Tag Binding

223TECCRS-2812

C9300#sh cts role-based sgt-map vrf SJC15_VN all details

%IPv6 protocol is not enabled in VRF SJC15_VN

Active IPv4-SGT Bindings Information

IP Address Security Group Source

======================================================================

192.168.6.3 4:Employees LOCAL

192.168.6.4 5:Contractor LOCAL

192.168.6.5 4:Employees LOCAL

192.168.6.6 4:Employees LOCAL

192.168.6.7 6:Auditor LOCAL

IP-SGT Active Bindings Summary

============================================

Total number of LOCAL bindings = 5

Total number of active bindings = 5
Count towards 255 limit

PolicyB

Policy3
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SD-Access Policy

224TECCRS-2812

Enforcement Point Considerations

Servers

B

B

Policy 
enforced here

Policy 
enforced here

Default Egress Enforcement used by TrustSec: Efficient, and Scalable

PolicyB

Policy3

B

B
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SD-Access Policy
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Enforcement Point Considerations

Servers

B

B

Policy 
enforced here

Download IP2TAG bindings for 
remote resources

SXP

PolicyB

Policy3

B

B
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SD-Access Policy

226TECCRS-2812

Enforcement Point Considerations

Servers

B

B

Scale of SXP Peering
Scale of Group Tags

Scale of SGACLs
Limit of 255 unique DGTs

Download IP2TAG bindings for 
remote resources

SXP

PolicyB

Policy3
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SD-Access Policy

227TECCRS-2812

Enforcement Point Considerations: ISE Peering Scale

Servers

B

B

One ISE instance can SXP 
peer with 200 peers.

Consider CSR SXP reflectors

Download IP2TAG bindings for 
remote resources

SXP

PolicyB

Policy3

B

B
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SD-Access Policy

228TECCRS-2812

Enforcement Point Considerations on a Border – IP2Tag Bindings

Servers

B

B

9300 can scale to 8K 
IP2TAG bindings, whereas a 

9500Q can scale to 16K.
Consider SXP Domains 

Download IP2TAG bindings for 
remote resources

SXP

PolicyB

Policy3

B

B
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SD-Access Policy

229TECCRS-2812

Enforcement Point Considerations on a Border - SG-ACE scale

Servers

B

B

9500 can scale to 5K 
SGACEs, whereas a 9500Q 
can scale to 13K SGACEs

Download IP2TAG bindings for 
remote resources

SXP

PolicyB

Policy3

B

B
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SD-Access Policy

230TECCRS-2812

Enabling Group-based Policy in each Domain

Web App DBACI 
Fabric

SDA 
Fabric

Voice Employee Supplier BYOD

Data Center
APIC Policy Domain

APIC 
Campus / Branch
SDA Policy Domain

Voice
VLAN

Data
VLAN

DB

SG-ACL
Contract

DB

SG-FW

PolicyB

Policy3
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PolicyB

Policy3

SD-Access Policy

231TECCRS-2812

Integration with Policy Orchestrators 

B Cisco Firewall

3rd party Firewall
SDA Fabric ACI Fabric 

C

Campus / Branch
SDA Policy Domain

Data Center
APIC Policy Domain

APIC 

Web App

Cloud
✓ Visibility & Compliance
✓ Automatic Provisioning

ISE

B

B
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SD-Access Policy

232TECCRS-2812

Application Policy = QoS

Polaris (3K), IOS-XE (4K), IOS (6K), NX-OS (N7K), AireOS (WLC/AP)

Catalyst 
4500 
(Sup8E)

Catalyst 
6500/6800

Nexus 
7700 
(M3)

Catalyst 
3650/3850

WLC
5500/8500

App 
X

App 
Y

App 
Z

Application Registry

3 Treatment Profiles

Normalize QoS Configs

Application X
IP-Prefix / URL = X.X.X.X /24
UDP/TCP Ports = 63837-64101

Application Policy
↓

Traffic Treatment
QoS 

Inner DSCP is 
copied to Fabric 
(VXLAN) DSCP

Path Optimization
App Compression

App Caching

Catalyst 
9300/9400
9500

DNAC

PolicyB

Policy3

Application Z
IP-Prefix / URL =Z.Z.Z.Z /22
UDP/TCP Ports = 80



Single vs Multiple Sites
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SD-Access for Distributed Campus

238TECCRS-2812

Fabric Sites and Domains

Border

Control Plane

Edge

WLC

Site

DHCP/DNS

Identity Service

B

C

• A Fabric Site is an independent fabric area with a unique set of network devices: Control Plane, 
Border, Edge, WLC, and ISE PSN (optional)

• Different levels of redundancy and scale can be designed per Site 
by including local resources: DHCP, AAA, DNS, Internet, etc.

• A Fabric Site may cover a single location, multiple locations, or just a subset of a location

• Single Location  ➔ Branch, Campus or Metro Campus

• Multiple Locations  ➔ Metro Campus + Multiple Branches

• Subset of a Location  ➔ Building or Area within a Campus

• IP Pools (or subnets) are unique to each fabric site
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High Level Design - Templates

240TECCRS-2812

Start from a Cookie Cutter (80%)

Basic Goal is for fewer, larger Fabric Sites Some Needs require split into Multiple Sites  

Transit

Small

Medium

Large

S

M

L
S

S S

M

Underlay Network (MTU, Latency, etc.)

Wireless Client Roaming (< 20ms Latency)

Direct Internet Access (@ Remote Sites)

Survivable Remote Sites (Local CP/Borders)



Connect Multiple Sites
Transit Connectivity

TransitC
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Connecting Multiple Fabric Sites

242TECCRS-2812

Fabric Sites Transit Types TransitC

• Multiple Fabric Sites are connected to each other using a Transit

• There are three types of Transit:

• SD-Access Transit - Enables a native SD-Access 
(LISP,VXLAN,CTS) fabric, with a domain-wide Control Plane node 
for inter-site communication

• SD-WAN Transit*- Enables automation of seamless propagation of 
VRF/SGT from SD-Access to SD-WAN

• IP-Based Transit - Leverages a traditional IP-based (VRF-LITE, 
BGP,MPLS) network, which requires remapping of VRFs and SGTs 
between sites



Designing for Multi-Site
SDA Transit

TransitC
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Transit Connectivity

244TECCRS-2812

Why SD-Access Transit?

Metro Metro
HQ

Campus 2 Campus 3

Cloud
Data Center

Metro

Campus 1

• Fully automated Site-to-Site
connection

• Seamless policy propagation

• From the policy perspective, 
all sites behave as one

• Sites in same Metro Area, Campus, 
or even Building, or sites across 
traditional WAN with central IP-
Transit

TransitC
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Transit Connectivity

245TECCRS-2812

MTU and Transit Control Plane Node

• Higher than 1500 bytes MTU 
Support from service provider

• Needs a separate Transit Control 
Plane node/s

• IP reachability from all Site Border 
node/s

• Can be in Data center or in another 
fabric site 

TransitC
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• Border Routers only hold the Soft state for local site prefixes only

• Hard/Forwarding state instantiated on Border Routers strictly on-demand

• Control Plane of the stub sites holds only local host mappings. No remote mappings

• Cross site summary mappings registered in Transit Control Plane

Transit
West Site

East Site

West site Prefixes Only

register West 
prefixes

register East 
prefixes

East site Prefixes Only

BR W BR E

East + West

Control Plane

Border

Edge

TransitCSD-Access Transit 

246TECCRS-2812

Control Plane Scale Considerations
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Transit Connectivity

247TECCRS-2812

Packet Walk in SD-Access Transit – For Site-to-Site connectivity

Transit

(Separate WAN)

DNA-Center

SD-Access 

Fabric Site

C

B

Border 
Border 

SDA

Site 1

C

B

Border 

MANAGEMENT

& 

POLICY

VXLAN 
Header VNID (24 bits)

SGT (16 bits)VXLAN 
Header VNID (24 bits)

SGT (16 bits)

MPLSLISP

1

LISP CONTROL-PLANE

DATA-PLANE

WAN WAN

Border Router

Control Plane

Edge

WAN Edge

WAN 
Header

MPLS 
Labels

VXLAN 
Header VNID (24 bits)

SGT (16 bits)

TC

TransitC
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• When to use External (Outside) border?
➢ When we want to connect ONLY to the SDA Transit

or an IP Transit to unknown subnets (e.g. Internet). 

• When to use Internal (Rest of Company) border?

➢ When we want to connect ONLY a site to the IP Transit 
known subnets of the company (like DC, WAN etc.)

• When to use Internal + External (Anywhere) border?

➢ When we want to connect to SDA Transit or IP Transit, 
AND to known areas like DC, WAN, etc. 

AB

IB

EB

Data 
Center

Data 
Center

Transit

Transit

SD-Access for Distributed Campus 

249TECCRS-2812

SD-Access + IP Transit (Choosing the Right type of Border)
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Data Center 2Data Center 1

SDA Transit

T

C

AB

SITE 1
SITE 2

CC

EB

C

SITE 3

EB
IB

Internet

TransitCSD-Access for Distributed Campus

250TECCRS-2812

30,000 Foot View
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SDA Border Node SD-Access Transit IP Transit

C9K YES YES

ASR1K/ISR4K YES YES

C6K YES YES

N7K NO YES

SD-Access Distributed campus

251TECCRS-2812

Fabric Border Support Matrix

TransitC
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SD-Access Distributed campus

252TECCRS-2812

Detailed Session on SD-Access Distributed Campus

TransitC

BRKCRS-2815 SD-Access: Connecting Multiple Sites 
in a Single Fabric Domain 

Wednesday 0830
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MAN
SDA
Transit

C B C B C B C B C B C B

Remote Building 1 Remote Building 2 Remote Building N

Site B2 Site BN

ISP

Internet

ISP

Internet

ISP

Internet

Site HQ

Site B1

CP

AB

CP

AB EB EB

DC
ISE

2 PAN 2 PXG

5-10 PSN

DDI

1 DHCP 1 

DNS

1 IPAM

DNAC

5-7 NCP + 
NDP

Cluster

T T

Key Decision Points

• Tends to be like a Metro area 
with multiple buildings or sites

• Requires direct Internet 
access at multiple sites

• Requires local resiliency 
and smaller fault domains

• 2 Transit CP

• 2-4 Site Borders 
(Multiple Exits) 

• Looking at > 50,000 dynamic 
authentications and > 1000 
group based policiesHQ Campus

TransitCMulti Site - Metro Area

253TECCRS-2812

SD-Access Transit



Designing for Multi-Site
SD-WAN* Transit

* Q4CY19

TransitC
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Transit Connectivity

263TECCRS-2812

Why SD-WAN Transit?

WAN Internet
HQ

Campus 2 Campus 3

Cloud
Data Center

MPLS

Campus 1

• Fully automated Site-to-Site SDA-
to-SDWAN connections

• Seamless policy propagation

• SD-WAN benefits (application 
routing) for Inter-Site traffic 

• Stitching of existing VPNs in SD-
WAN in SD-Access by DNA Center 
and vManage integration

TransitC
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Transit Connectivity
SD-WAN Transit Considerations

WAN Internet
HQ

Campus 2 Campus 3

Cloud
Data Center

MPLS

Campus 1

• One-box solution i.e. SD-Access 
Border/CP node is cEdge

• DNA Center integrates with 
vManage using REST API

• vManage orchestrates the cEdge for 
WAN as well as SD-Access (LAN)

• Configuration of SD-Access 
supplied by DNA Center

• Assurance on DNA Center for SD-
Access

TransitC
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Transit Connectivity
Packet Walk in SD-WAN Transit

Transit

(SD-WAN)

LISP

1
CONTROL-PLANE

12
DATA-PLANE

DNA-Center

SD-Access 

Fabric Site BB

Border Border 

SD-Access 

Fabric Site BB

Border 

LISP

MANAGEMENT

& 

POLICY

VXLAN 
Header VNID (24 bits)

SGT (16 bits)VXLAN 
Header VNID (24 bits)

SGT (16 bits)

OMP

vManage

A
P

I

IPSec 
Header

MPLS 
Labels

VNID 
(24 bits)

CMD 
Header

SGT 
(16 bits)

Border Router

Control Plane

Edge

cEdge

cEdgecEdge

CC

TransitC
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SD-Access Distributed campus

266TECCRS-2812

Detailed Session on SD-Access Distributed Campus

TransitC

BRKCRS-2818: Build a Software Defined Enterprise 
with Cisco SD-WAN and Cisco SD-Access

Thursday 0830



Designing for Multi-Site
IP Transit

TransitC
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Transit Connectivity

268TECCRS-2812

Why IP Based Transit?

• Customers already using existing WAN 
or have adopted SD-WAN

• SP cannot support higher MTU

• Needs no additional nodes

• Service Insertion

Typical use cases
o Internet Handoff

o P2P IPSEC encryption

o Policy Based Routing 

o WAN Accelerators

o Traffic engineering

o Mobile Backhaul LTE

MPLS INTERNET HQ

Remote Branch 2 Remote Branch 3

Cloud
Data Center

LTE

Remote Branch 1

TransitC
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Transit Connectivity

269TECCRS-2812

IP Based Transit Considerations

• Manual configuration on the upstream 
router (fusion) from Site Border

• If using existing VRFs on Fusion, maintain 
proper segmentation of SD-Access VRFs 
and existing VRFs

• If using Global Routing table (GRT) on 
fusion, use IP ACLs on fusion to maintain 
security

• Avoid causing routing loops

MPLS INTERNET HQ

Remote Branch 2 Remote Branch 3

Cloud
Data Center

LTE

Remote Branch 1

TransitC
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Multiple Site with IP-based WAN Transit

270TECCRS-2812

Transit

(Separate WAN)

DNA-Center

SD-Access 

Fabric Site

C

BB

Border Border 

SD-Access 

Fabric Site

C

BB

Border 

MANAGEMENT

& 

POLICY

MPLS 
Labels VNID (24 bits)

VXLAN 
Header VNID (24 bits)

SGT (16 bits)VXLAN 
Header VNID (24 bits)

SGT (16 bits) 802.1Q

VLAN ID (12 bits)

BB

SGTs in SXP via ISE

802.1Q

VLAN ID (12 bits)

MP-BGP / OtherLISP

1

LISP
BGP

VRF-lite
CONTROL-PLANE

DATA-PLANE

BGP

VRF-lite

Border Router

Control Plane

Edge

Fusion Fusion 

TransitC
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WAN

HQ Campus

C B C B C B C B

Site B2

Site BN

ISP

Internet

ISP

Internet

ISP

Internet

CP

IB

CP

IB EB EB

Site HQ

Site B1

DC

ISE
2 PAN 2 PXG

5- 10 PSN

DDI
1 DHCP 1 DNS

1 IPAM

DNAC
5- 7 NCP + NDP

Cluster

Site B1

Remote Branch 1 Remote Branch 2 Remote Branch N

IP
Transit

CB E

Key Decision Points

• Tends to be many remote 
branch offices connected 
via traditional IP WAN/MPLS or 
SD-WAN*

• Requires direct Internet 
access 

• Requires site-to-site 
encryption

• Requires traffic engineering 
and policy based routing

• 2 Control Plane Nodes

• 2-4 Borders (Multiple Exits)

TransitCMulti Site - Wide Area

275TECCRS-2812

IP Transit



Migration 
Considerations
It’s the small things that 
matter !!!
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• VXLAN adds 50 bytes to the Original 
Ethernet Frame in the Overlay

• Avoid Fragmentation by adjusting 
the network MTU

• Ensure Jumbo Frame support on 
switches in the underlay network

Underlay Network

MTU 1500

MTU 1500 + Encapsulation

Overlay Network

Existing Network MTU

277TECCRS-2812
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TCP MSS

278

• TCP MSS adjust is supported in 16.9.1s and later

• Available only on Catalyst 3K and 9K only and works only on TCP based 
applications

• Applied to the overlay SVI on Fabric Edges via Template Editor

• PMTUD is being explored as a solution for UDP traffic.

As of now, Jumbo MTU is mandatory on all switches.

TECCRS-2812



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Re-configuration of Access Layer

279

• Layer-2 Switched Access today

• Routed Access tomorrow

L2 links to 
Distribution

L3 links to 
Distribution

TECCRS-2812
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Physical Network Topology

280

Cisco SD-Access fabric runs over most topologies:
• Traditional 3-tier hierarchical network
• Collapsed core/aggregation
• Routed access
• U-topology

• Ideal to start with routed access – allows fabric to extend 
to very edge of campus network with minimum impact.

• Ensure that all switches have IP reachability to 
infrastructure elements

follow campus CVDs with routed access: 
www.cisco.com/c/en/us/td/docs/solutions/Enterprise/Campus/routed-ex.html

3-Tier Hierarchical

L2

L3

Routed Access

L3

Collapsed Core

L2

U-Topology

L2

TECCRS-2812
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IP Addressing for Underlay and Overlay

281

Know your IP addressing and IP 
scale requirements

• IPv4 only (today)

• Fabric uses Loopback 0 as Source-
Interface for Encapsulation

• Best to use single Aggregate for all 
Underlay Links and Loopbacks

10.10.10.253/32

10.10.10.252/32

Underlay Network

10.10.10.0/30

10.10.10.4/30

10.10.10.254/32

Overlay Network

192.168.1.1/32

192.168.1.2/32

TECCRS-2812
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Features enabled today

282

Where are policies applied today?

• For example, features like QoS, NetFlow, 
Policy-based Routing, IP ACLs?

• Need to move the policy enforcement 
point(s) down at the Access layer or 
outside the fabric

QoS, 
NetFlow, 
WCCP, IP 

ACLs

TECCRS-2812
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Move to different points in the fabric network

283

• Move some Policy enforcement 
point(s) down to the Access Layer. For 
example, IP ACLs, QoS, NetFlow can be 
applied at the Access layer

• Move some Policy enforcement 
point(s) outside the SD-Access fabric. 
For example, PBR, WCCP can be 
applied external to the fabric.

QoS, 

NetFlow

, IP 

ACLs

IP ACLs, 
WCCP, 

PBR

TECCRS-2812
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Two Basic Types of Deployments

284

▪ Campus Networks/(Large Sites)

▪ Branch Networks/(Small Sites)

TECCRS-2812
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Typical Campus Networks

DDI

Branch IWAN DC IWAN Internet

MPLS MPLS I-NET

Services Block

WAN 
Block

DC 
Block

Internet 
Block

Super 
Core

Core Core

Aggregation 
Layer

Aggregation 
Layer

Aggregation 
Layer

Layer-2 Link Layer-3 Link

TECCRS-2812 285
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Typical Branch Networks

286

DDI
Branch IWAN

MPLS I-NET

Collapsed 
Core

Access 
Layer

TECCRS-2812
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Two Basic Approaches to Migration

287

▪ Parallel Deployment (all at once)

▪ Incremental Deployment (one at a time)

TECCRS-2812
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Migration Approaches: Parallel vs Incremental

288

Parallel Incremental

Best for Branch (small scale) deployments Best for Campus (any size)

Requires cable runs to create a new parallel 
network

Requires a couple of cables from new access 
and distribution switches

Power and outlets for the parallel network Incremental power and outlet requirement

Legacy hardware in existing network Legacy hardware in existing network

Upgrade most of the network infrastructure Upgrade most of the network infrastructure

Clean slate (leaving behind any complexity in 
the old design)

Will need to carry forward the constraints of 
the old design in the underlay

Test users in a complete new network Test of functionality is partial

Easy Rollback of migrated users Easy Rollback of migrated users

IMPLEMENTATION

RESOURCES IMPLEMENTATION

RESOURCES

TECCRS-2812

https://www.google.com/search?rlz=1C5CHFA_enUS804US804&q=IMPLEMENTATION&spell=1&sa=X&ved=0ahUKEwiXi7j6-5DgAhVIGt8KHVDuDVYQkeECCCsoAA
https://www.google.com/search?rlz=1C5CHFA_enUS804US804&q=IMPLEMENTATION&spell=1&sa=X&ved=0ahUKEwiXi7j6-5DgAhVIGt8KHVDuDVYQkeECCCsoAA
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Parallel Install may not feasible for Campus Networks

289

DDI

Branch IWAN DC IWAN Internet

MPLS I-NETMPLS

TECCRS-2812
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Parallel Install for Branch Networks

290

DDI
Branch IWAN

MPLS I-NET

TECCRS-2812



SD-Access Migration 

Using New 
Subnets & 
Switches
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Incremental Migration – High Level concept

292TECCRS-2812

• Deploy a Border/Control Plane node and an Edge node

• A virtual network with new address is formed over the existing network

• Incrementally add Fabric Edge nodes

• The virtual network connects to the existing/external network via the border

Rest of 
the 

Network

Existing IP distribution 
network (underlay)

Border/Control Plane 
NodeEdge Nodes

C B

Virtual Network

(new IP scope) 

Existing Network

(existing IP scope) 
Route between IP 

scopes
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Considerations for using new subnets to 
transition

293TECCRS-2812

• Immediately realize the advantages of bigger subnets, but lesser subnets that are 
optimized for Cisco SD-Access

• Design for the present and the future 

• Add DHCP scope and size

• Update existing firewall rules for that one big subnet

• Not a big issue for endpoints with IP stacks that work well with DHCP

10.10.3.0/24

10.10.2.0/24

10.10.1.0/24

10.10.6.0/24

10.10.5.0/24

10.10.4.0/24

10.10.9.0/24

10.10.8.0/24

10.10.7.0/24

10.10.0.0/16

Before After



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Reference Network Topology to begin Migration

294TECCRS-2812

External 

Network

CoreCore

Distribution Distribution

Access Access

WLC
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Getting Started

295TECCRS-2812

• Configure one Core that will act as the Default Fabric  Border

• Host the Control Plane on the Default Fabric Border for simplicity

• Add a switch in the access layer that will act as the Fabric Edge

External Network

IP Network

Border/Control Plane 
Node

Edge Node

C B
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Insert Fabric Edge in Access

296TECCRS-2812

External 

Network

Connect a new switch 
in the access layer 

and connect to 
distribution layer with 

Routed Access

BC
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Connecting Default Fabric Border

297TECCRS-2812

• Option 1: Reconfigure Existing Core

External 

Network

You can reuse an existing 
Core switch if it supports 
Fabric functionality

NOTE: This may require 
software upgrade, and 
adding new fabric overlay 
configurations

BC
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Connecting Default Border

298TECCRS-2812

• Option 2: Connect new switch to the existing core

External 

Network

If the existing core does not 
support Fabric functionality,

Connect a new switch to the 
existing core layer that will be 
a B/CP

BC
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Prepping the Switch

299TECCRS-2812

Set following on the Fabric nodes and other nodes in the underlay

• Set MTU to 9100 on the switch and the existing network.

• Configure ‘ip routing’

• Set ‘username’ and ’password’ for device access

• Configure VTY and console lines for device access

• Configure NTP

• Configure SNMP, syslog

• Configure Loopback0 (/32) for RLOC, and underlay IP addresses 

External Network

IP Network
Control Plane + 

Border Node
Edge Node

C B
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Getting Started Steps – ISIS as an IGP

300TECCRS-2812

External Network

IP Network

Control Plane + Border 
Node

Edge Node

C B

router isis

passive-interface Loopback0 

net 49.0001.XXXX.XXXX.XXXX.00

is-type level-2-only

ispf level-2

log-adjacency-changes

metric-style wide level-2

no hello padding

authentication mode md5 level-2

authentication key-chain ON 

interface GigabitEthernet x/x

ip router isis

isis network point-to-point

isis metric <metric> level-2

isis circuit-type level-2-only

isis authentication mode md5 level-2

isis authentication key-chain ON

carrier-delay ms 0

dampening 
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Getting Started Steps – OSPF as an IGP

301TECCRS-2812

External Network

IP Network

Control Plane + Border 
Node

Edge Node

C B

interface GigabitEthernet1/1/1

no switchport

ip address 192.168.22.58 255.255.255.252

!

interface GigabitEthernet1/1/2

no switchport

ip address 192.168.22.38 255.255.255.252

!

interface Loopback0

ip address 192.168.21.9 255.255.255.255

ip ospf network point-to-point

router ospf 1

router-id 192.168.21.9

passive-interface default

no passive-interface GigabitEthernet1/1/1

no passive-interface GigabitEthernet1/1/2                                     

network 192.168.21.9 0.0.0.0 area 0

network 192.168.22.38 0.0.0.0 area 0

network 192.168.22.58 0.0.0.0 area 0
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Existing Network Topology

302TECCRS-2812

Access

Distribution

Core

WAN Edge

FIDDLER SANDY

TACAMO

MERCURY

VAMPIRE-2 VAMPIRE-3

PROWLER INTRUDER

POSEIDON
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Current State of the Network

303TECCRS-2812

SANDY FIDDLER

MERCURY

VAMPIRE-2 VAMPIRE-3VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B C

TACAMO
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Communications in SD-Access Fabric

304TECCRS-2812

10.1.51.2

Un-encapsulated packet

VXLAN encapsulated packet

East-West: Fabric Border is Exchange Point with Fusion Router
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Communications in SD-Access Fabric

305TECCRS-2812

10.1.51.2

Un-encapsulated packet

VXLAN encapsulated packet

North-South: Fabric Border is Exchange Point with Fusion Router
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Re-configure Links: L2 to L3 Routed Links

306TECCRS-2812

MERCURY

VAMPIRE-2 VAMPIRE-3VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B C

Routed Links

SANDY FIDDLER

TACAMO



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Configure Fabric Edge on Access Switch

307TECCRS-2812

MERCURY

VAMPIRE-2 VAMPIRE-3VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B C

Configure 
Fabric Edge

SANDY FIDDLER

TACAMO
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Redundant Fabric Border/Control Plane node

308TECCRS-2812

MERCURY

VAMPIRE-2 VAMPIRE-3VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B C B C

Configure second core 
as Fabric 
Border/Control Plane 
for redundancy

SANDY FIDDLER

TACAMO
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Reconfigure Links: L2 to L3 Routed links
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MERCURY

PROWLER INTRUDER

POSEIDON

B C B C

Routed Links

SANDY FIDDLER

TACAMO
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Configure Fabric Edge on Access

310TECCRS-2812

MERCURY

VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B C B C

Configure 
Fabric Edge

SANDY FIDDLER

TACAMO
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Distribute Control Plane node for Scale

311TECCRS-2812

MERCURY

VAMPIRE-2 VAMPIRE-3VAMPIRE-1

PROWLER INTRUDER

POSEIDON

B

C

B

C

If scale demands
configure dedicated 
Control Plane nodes

SANDY FIDDLER

TACAMO
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Branch Design

312TECCRS-2812

DDI
Branch IWAN

MPLS I-NET

Fabric 
Borders*/Control 

Nodes

Fabric Edge 
Nodes

Advertise Routes from 
Fabric to External Router

* Optionally advertise external 
known networks from Fabric 

Border



Migrating with 
Existing Switches, 
Existing Subnets
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Incremental Migration – High Level concept

314TECCRS-2812

• Deploy a Border node and incrementally add Edge Nodes

• A virtual network is formed over the existing (underlay) network

• The virtual network(s) uses same subnet address as existing network

• The virtual network connects to the external network through the border

Existing Campus 
and External 

Network

Existing IP 

Network 

(underlay) Border/Control 

Plane Node
Edge 

Nodes

C B

Virtual Network

(existing IP scope) 

Existing Network

(existing IP scope) 
Switch between 

IP scopes
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Migrating to SD-Access retaining existing subnets

315TECCRS-2812

External 

Network

BCBC

10.1.1.0/24      VLAN 1021  L2 VNI = 8188
10.1.1.0/24

VLAN10
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Migrating to SD-Access retaining existing subnets

316TECCRS-2812

External 

Network

BCBC

10.1.1.0/24

VLAN10

Map Vlan10 to same L2 VNI as 8188

on Fabric Border node 

10.1.1.0/24      VLAN 1021  L2 VNI = 8188
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Migrating to SD-Access retaining existing subnets

317TECCRS-2812

External 

Network

BCBC

10.1.1.0/24

VLAN10

Internal + External

L2 Handoff

In-system 
redundancy only

10.1.1.0/24      VLAN 1021  L2 VNI = 8188

L2
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Migrating to SD-Access retaining existing subnets

318TECCRS-2812

External 

Network

BCBC

10.1.1.0/24

VLAN10

Local EID scale of 4K Endpoints

Border can only onboard 4K 
Endpoints in Legacy Network

10.1.1.0/24      VLAN 1021  L2 VNI = 8188

L2
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Migrating to SD-Access retaining existing subnets

319TECCRS-2812

External 

Network

BCBC

10.1.1.0/24

VLAN10

/20, /21 subnets – maybe a couple 
VLANs can be onboarded PER

Border

We can bunch up a 
lot with /24 VLANs

10.1.1.0/24      VLAN 1021  L2 VNI = 8188

L2
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Separate L2 Border recommendation

320TECCRS-2812

External 

Network

BCBC

10.1.1.0/24

VLAN10

L2 Border (separate) 
for smaller impact 
domain, and scale

10.1.1.0/24      VLAN 1021  L2 VNI = 8188

L2
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Separate L2 Border recommendation

External 

Network

BCBC

10.2.0.0/20

VLAN20

4K EIDs from VLAN10

10.1.0.0/20              VLAN 1021                L2 VNI = 8188

10.1.0.0/20

VLAN10

10.2.0.0/20

VLAN20

4K EIDs from VLAN20

L2

L2

10.1.0.0/20

VLAN1010.2.0.0/20              VLAN 1022                L2 VNI = 8189
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Flash-cut Existing Access to Fabric Edge

322TECCRS-2812

External 

Network

BCBC

10.1.0.0/20

VLAN10
10.1.0.0/20                               VLAN 1021                             L2 VNI = 8188

10.1.0.0/20

VLAN10

L2
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End-to-End SD-Access, Repurpose L2 Border

323TECCRS-2812

External 

Network

BCBC

10.1.0.0/20                                                     VLAN 1021                                                    L2 VNI = 8188
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Communications in SD-Access Fabric

324TECCRS-2812

10.1.51.2

Un-encapsulated packet

VXLAN encapsulated packet

Bridged packet

East-West: Hosts in same subnet, inside and outside fabric
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Communications in SD-Access Fabric

325TECCRS-2812

10.1.51.2

Un-encapsulated packet

VXLAN encapsulated packet

Bridged packet

East-West: Hosts in same subnet, inside and outside fabric



SD-Access Migration

Routed Access with 
existing subnets, 
existing switches
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Migrating Routed Access to Cisco SD-Access

327TECCRS-2812

External 

Network

Access

Distribution

Core
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Routed Access Design Considerations

328TECCRS-2812

• Can re-use the existing subnets to migrate into Cisco SD-Access

• No changes to existing DHCP scope and subnet size

• No changes to existing firewall or other policies that are based on IP-ACL

• Old network design is retained for familiarity

• Cannot realize the advantages of bigger subnets, but lesser subnets that are 
optimized for Cisco SD-Access
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Routed Access Migration to Cisco SD-Access

329TECCRS-2812

• Shutdown existing SVI (Vlan10 in this 
case)

• Provision existing subnet from Cisco 
DNA-Center (10.1.1.0/24 in this case)

• Cisco DNA-Center will provision 
Vlan1021 with 10.1.1.0/24

• Move hosts to fabric-enabled IP Pool

• Verify connectivity

External 

Network

10.1.1.0/24

VLAN 1021

10.1.2.0/24

VLAN 20

BC
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Routed Access Migration to Cisco SD-Access

330TECCRS-2812

• Repeat the process for other VLANs 
on the Fabric Edge

• Repeat the same process on other 
access switches in converting them 
to Fabric Edge

• Migration is One-Switch—At-A-
Time – NOT – One-Vlan-At-A-Time

External 

Network

10.1.1.0/24

VLAN 1021

10.1.2.0/24

VLAN 1022

10.1.1.0/24

VLAN 1021

10.1.2.0/24

VLAN 1022

BC BC



SD-Access Migration 

Migrating Wireless 
into SD-Access
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Cisco SD-Access Wireless Adoption
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• Greenfield Building
Internet

Fabric building

Guest Fabric node (FB)

ISE / AD

SD-Access 

Fabric

Cisco DNAC

VXLAN tunnel to 

Guest FB

Fabric 

WLC

CAPWAP Control

VXLAN

SSID
Guest

SSID
Blizzard

BYOD EmployeeContractor

Fabric APs

VXLAN 

(Data)

CBB C

Full Cisco SD-Access Wireless value

▪ Cisco DNA Center and NDP for Automation & Assurance

▪ Virtual Networks for Segmentation (ex Employee, IoT, Guest) 

▪ ISE for SGT Access Control within VRF (ex. Contractor, BYOD, 

Employees)

▪ Subnet extension across Campus with distributed data plane

▪ Optimized path for Guest and no Anchor WLC

▪ And more…
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Migrating to Cisco SD-Access Wireless from CUWN
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▪ Customer has a site with AireOS Centralized wireless

▪ Assumptions:
▪ Migration to Fabric happens in a single area (e.g. building) at the time and migration is in one shot
▪ No need for seamless roaming between new SDA area and the existing wireless deployment

WLC

Bldg 1

Bldg 2

Non Fabric

Non Fabric

DHCP ISE

Cisco Prime

Datacenter
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Cisco SD-Access Wireless Adoption

334TECCRS-2812

• Migration for an existing CUWN deployment

▪ Add Cisco DNAC and ISE (if not present already)

▪ Migrate wired network to Fabric first

▪ Wireless is over the top

Non Fabric

1

SD Fabric
B

C

2

3
CAPWAP

CAPWAP

WLC

DHCP ISE

Cisco Prime

Bldg 1

Bldg 2

Cisco DNA Center
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Cisco SD-Access Wireless Adoption

335TECCRS-2812

▪ Add a dedicated WLC for Cisco SD-Access and configure it with same SSIDs

▪ on CUWN WLC, configure the APs in the area to join the new Fabric WLC

▪ Traffic now goes through the Fabric

Non Fabric

1

SD Fabric
B

C

2

3

SDA WLC

VXLAN 

(Data)

CAPWAP Cntrl

CAPWAP Control

VXLAN

No seamless 

roaming

Bldg 1

Bldg 2

DHCP ISE

Cisco Prime

Cisco DNA Center
• Migration for an existing CUWN deployment
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Cisco SD-Access Wireless Adoption
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Recommendations

▪ Prime for CUWN areas, Cisco DNAC for SDA areas

▪ Dedicated WLC for Cisco SD-Access Wireless

▪ Same SSIDs on Fabric and non-Fabric

Non Fabric

SD Fabric
B

C

SDA WLC

VXLAN 

(Data)

CAPWAP Cntrl

▪ Same RF Groups for CUWN WLC and SDA WLC

▪ WLCs in different Mobility Group (no seamless    

roaming between areas)

No seamless 

roaming

WLC

Bldg 1

Bldg 2

DHCP ISE

Cisco Prime

Cisco DNA Center
• Migration for an existing CUWN deployment



Design Principles

Summary
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Transit
• MAN vs. WAN
• SDX vs. IP-Based

• Identity Propagation
• Multi-Domain Policy

Design Strategy - Scope
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“Connect” with or without “Policy” 

Wired
• Fusion/Firewalls
• LAN Routers
• LAN Switches

Wireless
• SDA vs. OTT
• WLAN Controllers
• Access Points

Services
• DNA Center
• DNS, DHCP & IPAM

Identity
• Dynamic Assignment
• Static Assignment

Segment
• Virtual Networks
• Scalable Groups

Policy
• Firewall Rules
• Access Policies
• App Policies

Services
• Identity Service Engine
• Outside ID Services

0

1

2

Connect DesignA

0

1

2

3

Policy DesignB

C

Features
• L2 Broadcast
• IP Multicast
• Telemetry

3
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Key Questions
Focus on Business Intent & Global Scope

K

Connect Questions

Focus on Topology & Features
(Per Site + Transit)

A

Comply Questions

Focus on Access & App Policy
(Per Site + Transit)

B

Design Questions - Requirements 
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Translating Business Intent into Technical Requirements
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High Level Design - Templates
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Start from a Cookie Cutter (80%)

Basic Goal is for fewer, larger Fabric Sites Some Needs require split into Multiple Sites  

Transit

Small

Medium

Large

S

M

L
S

S S

M

Underlay Network (MTU, Latency, etc.)

Wireless Client Roaming (< 20ms Latency)

Direct Internet Access (@ Remote Sites)

Survivable Remote Sites (Local CP/Borders)
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Call to Action
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What should you do next?

• Study SD-Access Design & Deploy CVD

• Create NRD & HLD designs for each Site 

• Prepare your designs for SDA Multi-Site
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SD-Access Support
Digital Platforms for your Cisco Digital Network Architecture 

WirelessRoutingSwitching

Catalyst 3560-CX

Cisco IE 3K/4K/5K

ISR 4430

ISR 4451

ISR 4330

Extended

Aironet

Wave 1 APs*

Cisco Digital Building

Catalyst 9400

Catalyst 9200

Catalyst 9300

Catalyst 3850 & 3650

Catalyst 9500

Catalyst 9800

NEW

For more details: cs.co/sda-compatibility-matrix

ASR-1000-X

ASR-1000-HX

ENCS 5400

NEW

Aironet

Wave 2 APs

NEW

AIR-CT5520

AIR-CT8540

AIR-CT3504

Catalyst 9600

NEW

NEW

Catalyst 9100 APs

NEW

Catalyst 4500E Catalyst 6800 Nexus 7700

TECCRS-2812 343

http://cs.co/sda-compatibility-matrix
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SD-Access Resources
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Would you like to know more?

cisco.com/go/cvd
• SD-Access Design Guide
• SD-Access Deployment Guide
• SD-Access Segmentation Guide

cisco.com/go/dnacenter
• Cisco DNA Center At-A-Glance
• Cisco DNA ROI Calculator
• Cisco DNA Center Data Sheet
• Cisco DNA Center 'How To' Video Resources

cisco.com/go/sdaccess
• SD-Access At-A-Glance
• SD-Access Ordering Guide
• SD-Access Solution Data Sheet
• SD-Access Solution White Paper

cisco.com/go/dna

https://cisco.com/go/cvd
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Design-Guide-2018APR.pdf
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Deployment-Guide-Sol1dot2-2018OCT.pdf
https://www.cisco.com/c/dam/en/us/td/docs/solutions/CVD/Campus/CVD-Software-Defined-Access-Segmentation-Design-Guide-2018MAY.pdf
https://cisco.com/go/dnacenter
https://www.cisco.com/c/dam/en/us/products/collateral/cloud-systems-management/dna-center/at-a-glance-c45-739010.pdf?oid=aagen000249
https://dnaroi.cisco.com/go/cisco/dnaroi/index.html?lang=en-us&ccid=cc000006&oid=caten000241
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/application-policy-infrastructure-controller-enterprise-module/datasheet-c78-739052.html
https://www.cisco.com/c/en/us/support/cloud-systems-management/dna-center/video-resources.html
https://cisco.com/go/sdaccess
https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise-networks/software-defined-access/at-a-glance-c45-738181.pdf?oid=aagen000292
https://www.cisco.com/c/en/us/solutions/collateral/enterprise-networks/software-defined-access/guide-c07-739242.html
https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise-networks/software-defined-access/solution-overview-c22-739012.pdf?oid=sowen000311
https://www.cisco.com/c/en/us/solutions/collateral/enterprise-networks/software-defined-access/white-paper-c11-739642.html
https://cisco.com/go/dna
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• Search from your Browser

• Indexed by Search Engines

• Discuss with Experts & Friends

• Supported by SD-Access TMEs

• 24-hour First-Response Time

• Questions are marked Answered

cs.co/sda-resources
cs.co/sda-community

SD-Access Resources
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Would you like to know more?

http://cs.co/sda-resources
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Getting Started with Cisco DNAC Assurance (A-ADNAC-ASSUR) v1.0
Installing Cisco DNA Center Overview, Setting Up Wireless Assurance

Preparing the Identity Services Engine (ISE) for SDA (CUST-SDA-ISE) v1.0
TrustSec, ISE with DNAC, Device Profiling and Creating Groups and Policies

Planning and Deploying SDA Fundamentals (CUST-SDA-FUND) v1.0
Campus Fabric, Wireless, Guest Access, Underlay, Micro Segmentation, Multicast

SDA 1.2 Update (A-SDA-12UPDT)
SD-Access Extensions and SD-Access for Distributed Campus

Cisco DNA Center Fast Start Use Cases (A-SDA-FASTSTART) 
Installing Cisco DNA Center Release 1.2.6, 

Demos on Deploying Wireless Assurance and SD-Access 

Special offering: Earn up to 25 Points for CCIE CEP!! Over 33 hours of video instructionCurriculum is FREE to customers ✓✓✓

1

2

3

4

5

https://digital-learning.cisco.com/course/60049

https://digital-learning.cisco.com/course/59741

https://digital-learning.cisco.com/course/59740

https://digital-learning.cisco.com/course/59933

https://digital-learning.cisco.com/course/60874

SD-Access Fundamentals - Customer URL

Learn more with Learning@Cisco
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http://digital-learning.cisco.com

https://digital-learning.cisco.com/course/60049
https://digital-learning.cisco.com/course/59741
https://digital-learning.cisco.com/course/59740
https://digital-learning.cisco.com/course/59933
https://digital-learning.cisco.com/course/60874
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SD-Access Testimonials
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Live Customer SD-Access Deployments

750+
Production

Deployments

Cisco IT

Network Services

www.cisco.com/c/en/us/solutions/enterprise-networks/network-architecture-customer-success-stories.html

http://www.cisco.com/c/en/us/solutions/enterprise-networks/network-architecture-customer-success-stories.html
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SD-Access @ CiscoLive Barcelona
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Cisco DNA Center with SD-Access Fabric – Hall 5.0
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Related sessions

Walk-In Labs
Demos in the 
Cisco Showcase

Meet the Engineer 
1:1 meetings

Continue your education

350TECCRS-2812



Complete your 
online session 
survey • Please complete your session survey 

after each session. Your feedback 
is very important.

• Complete a minimum of 4 session 
surveys and the Overall Conference 
survey (starting on Thursday) to 
receive your Cisco Live t-shirt. 

• All surveys can be taken in the Cisco Events 
Mobile App or by logging in to the Content 
Catalog on ciscolive.com/emea.

Cisco Live sessions will be available for viewing on 
demand after the event at ciscolive.com. 
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https://www.ciscolive.com/emea.html
http://ciscolive.com/


Thank youThank you




