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Executive Summary 

Private Cloud Fast Track Program 
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Business Value 
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Technical Benefits 
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Program Requirements and Validation 

FlexPod Technology Overview 
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Figure 1 
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Core Fast Track Infrastructure 

Figure 2 
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Architecture 

Figure 3 
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Deployment Guide 

Cisco Unified Computing System 

Cisco UCS B200 M4 Blade Servers 

http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_mspc40_cmode_n9k.pdf
http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_mspc40_cmode_n9k.pdf
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Figure 4 

 

 

 

 

 

 

Cisco UCS 5108 Chassis 
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Figure 5 

Cisco UCS 1340 Virtual Interface Card 

Figure 6 
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Figure 7 

Cisco UCS 6248UP Fabric Interconnect 

Figure 8 

Cisco Nexus 9396PX Switch 
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Figure 9 

Cisco Nexus 1000V 
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Figure 10 

 

 

Citrix NetScaler 1000V 

Cisco Nexus 1100 Series Cloud Services Platform (CSP) 
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Figure 11 

NetApp FAS and Clustered Data ONTAP 
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Storage Virtual Machines 
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https://fieldportal.netapp.com/Core/DownloadDoc.aspx?documentID=89242&contentID=117703
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Storage Options for Windows Server 2012 R2 

Cluster Shared Volumes 

 

 

 

 

CSV Characteristics 

Table 1 

CSV Parameter Characteristic 

Maximum volume size 256 terabytes (TB) 

Maximum number of partitions 128 

Directory structure Unrestricted 

Maximum files per CSV 4+ billion 

Maximum number of VMs per CSV Unlimited 

http://www.netapp.com/us/products/platform-os/data-ontap-8/index.aspx
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CSV Sizing 

Performance 

Multipathing 

Fibre Channel SAN 

iSCSI SAN 

http://technet.microsoft.com/en-us/library/ff182335(WS.10).aspx
http://technet.microsoft.com/en-us/library/ff182335(WS.10).aspx
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SMB 3.0 Continuously Available File Shares 

 

 

 

 

 

 

Persistent Handles (Continuously Available File Shares) 

Witness Protocol 
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Cluster Client Failover 

Scale-Out Awareness 

Offloaded Data Transfer (ODX, Copy Offload) 

Remote VSS 
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Microsoft 

Windows Server 2012 R2─Hyper-V 

 

 

Table 2 

Feature Description 

Authorization The Hyper-V Administrators group is introduced and is imple-
mented as a local security group. 

Automatic Virtual Machine 
Activation 

Virtual machines installed on a computer where Windows 
Server 2012 R2 is properly activated automatically activate, 
even in disconnected environments. 

Client Hyper-V Hyper-V available in a desktop operating system version of 
Windows. 
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Feature Description 

Dynamic Memory Support for configuring minimum memory and Smart Paging.  
Smart Paging provides a reliable restart experience for virtual 
machines configured with less minimum memory than startup 
memory. 

Enhanced Session Mode Redirection of local resources (for example, display, audio, 
printers, clipboard, USB devices) to a Virtual Machine Connec-
tion session. 

Export Export virtual machine checkpoint while the virtual machine is 
running. 

Failover Clustering Detect physical storage failures on storage devices not man-
aged by Failover Clustering (SMB 3.0 file shares).  Detect net-
work connectivity for virtual machines. 

Import Import a virtual machine after copying the files manually, ra-
ther than exporting the virtual machine first. 

Integration Services Copy files to the virtual machine without network connection. 

Linux Support More built-in Linux Integration Services for newer distributions 
and more Hyper-V features are supported for Linux virtual ma-
chines.  Features are part of the official Linux distribution. 

Live Migration Perform a live migration in a non-clustered environment, as 
well as perform more than one live migration at the same time 
and use higher networks bandwidths. Improved performance 
with compression and SMB 3.0.  Cross-version. 

Networking Many new features to support and enhance NVGRE, teaming, 
diagnostics, and extensions. 

PowerShell More than 160 cmdlets to manage Hyper-V, virtual machines, 
and virtual hard disks. 

Quality of Service Storage QoS enables management of storage throughput for 
virtual hard disks that are accessed by virtual machines. 

Replica Replicate virtual machines between storage systems, clusters, 
and data centers in two sites to provide business continuity 
and disaster recovery. 
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Feature Description 

Resize Virtual Hard Disk Resize virtual hard disks while the virtual machine is running. 

Resource Metering Track and gather data about physical processor, memory, stor-
age, and network usage by specific virtual machines. 

Scale and Resiliency Larger compute and storage resources than was previously 
possible and improved handling of hardware errors. 

Second Generation VM Generation 2 virtual machines provide secure boot, boot from 
SCSI VHD or DVD, PXE boot from standard NIC, UEFI firmware 
support. 

Shared Virtual Disk Enables clustering virtual machines by using shared virtual 
hard disk (VHDX) files. 

SMB Storage In addition to storing on local disks, iSCSI, and Fibre Channel, 
Hyper-V supports use of SMB 3.0 file shares to provide storage 
for virtual machines. 

Snapshots After a virtual machine snapshot is deleted, the storage space 
that the snapshot consumed before being deleted is now 
made available while the virtual machine is running. 

Storage Migration Move the virtual hard disks used by a virtual machine to differ-
ent physical storage while the virtual machine remains run-
ning. 

SR-IOV Assign a network adapter that supports single-root I/O virtual-
ization (SR-IOV) directly to a virtual machine. 

Virtual Fibre Channel Allows connection directly to Fibre Channel storage from with-
in the guest operating system that runs in a virtual machine. 

Virtual Hard Disk Format New format has been introduced to meet evolving require-
ments and take advantage of innovations in storage hardware. 

Virtual NUMA A virtual NUMA topology is made available to the guest oper-
ating system in a virtual machine. 
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Feature Description 

Virtual Switch The architecture of the virtual switch has been updated to 
provide an open framework that allows third parties to add 
new functionality to the virtual switch. 

Microsoft System Center 2012 R2 

Table 3 

Component Description 

App Controller Provides a unified console that helps you manage public clouds and private 
clouds, as well as cloud-based virtual machines and services. 

Operations Manager Provides infrastructure monitoring that is flexible and cost-effective, helps 
ensure the predictable performance and availability of vital applications, 
and offers comprehensive monitoring for your data center and cloud, both 
private and public. 

Orchestrator Provides orchestration, integration, and automation of IT processes through 
the creation of runbooks, enabling you to define and standardize best prac-
tices and improve operational efficiency. 

Service Manager Provides an integrated platform for automating and adapting your organi-
zation’s IT service management best practices, such as those found in Mi-
crosoft Operations Framework (MOF) and Information Technology Infra-
structure Library (ITIL). It provides built-in processes for incident and prob-
lem resolution, change control, and asset lifecycle management. 

Virtual Machine Manager A management solution for the virtualized data center, enabling you to con-
figure and manage your virtualization host, networking, and storage re-
sources in order to create and deploy virtual machines and services to pri-
vate clouds that you have created. 

Configuration Manager, 
Data Protection Manager, 
Endpoint Protection 

Additional components included in the System Center license but not in-
cluded as part of this solution. 
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Integration Components 

Windows PowerShell 

 

 

System Center Operations Manager 
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System Center Orchestrator 

System Center Virtual Machine Manager 
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Table 4 

Value add Description 

Reduce costs On-demand storage: Aligns IT costs with business priorities by synchronizing storage 
allocation with fluctuating user demand. SCVMM elastic infrastructure supports thin 
provisioning, that is, SCVMM supports expanding (or contracting) the allocation of 
storage resources on NetApp FAS storage Arrays.  

Ease-of-use: Simplifies the consumption of storage capacity, and saves time and low-
ers costs by enabling the interaction of NetApp FAS storage Arrays and the integra-
tion of storage automation capabilities within the SCVMM private cloud. 

Simplify admin-
istration 

Private cloud GUI: Allows administration of private cloud assets (including storage) 
through a single management UI, the SCVMM Console, available to SCVMM or cloud 
administrators. 

Private cloud CLI: Enables automation through SCVMM’s comprehensive set of Win-
dows PowerShell commands (cmdlets). 

Reduce errors: Minimizes errors by providing the SCVMM UI or CLI to view and re-
quest storage. 

Simpler storage requests: Automates storage requests to eliminate delays of days or 
weeks. 

Deploy faster Deploy virtual machines faster and at scale: Supports rapid provisioning of virtual 
machines to Hyper-V hosts or host clusters at scale. SCVMM can communicate direct-
ly with SAN arrays to provision storage for virtual machines. SCVMM 2012 R2 can 
provision storage for a virtual machine in the following ways: 

 Create a new logical unit from an available storage pool: You can control the number 
and size of each logical unit. 

Create a writeable snapshot of an existing logical unit: You can provision many VMs 
quickly by rapidly creating multiple copies of an existing virtual disk. This puts mini-
mal load on hosts and uses space on the array efficiently. 

Create a clone of an existing logical unit: You can offload the creating of a full copy of 
a virtual disk from the host to the array. Typically, clones are not as space-efficient as 
snapshots and take longer to create. 

Reduce load: Rapid provisioning of virtual machines using SAN-based storage re-
sources takes full advantage of NetApp FAS storage Arrays capabilities while placing 
no load on the network. 
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Conclusion 
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Bill of Materials 

Table 5 

Custom Name SKU Description Qty 

Blade Server 

 UCSB-B200-M4 

UCSB-B200-M4 UCS B200 M4 Blades w/o CPU, memory, 
HDD 

8 

UCS-CPU-E52660D 2.20 GHz E5-2660V3 16 

UCS-MR-1X162RU-A 16GB DDR3-2133-MHz 128 

UCSB-MLOM-40G-03 Cisco UCS VIC 1340 modular LOM for M4 
blade server 

8 

N20-BBLKD UCS 2.5 inch HDD blanking panel 16 

UCSB-HS-EP-M4-F= CPU Heat Sink for UCS B200 M4 front 8 

UCSB-HS-EP-M4-R= CPU Heat Sink for UCS B200 M4 rear 8 

5108 Chassis  

N20-C6508 

N20-C6508 UCS 5108 Blade Svr AC Chassis/0 PSU/8 
fans/0 fabric extender 

1 

UCS-IOM-2204XP UCS 2204XP I/O Module (4 External, 16 In-
ternal 10Gb Ports) 

2 

N01-UAC1 Single phase AC power module for UCS 
5108 

1 

N20-CAK Access Kit for 5108 Blade Chassis including 
Railkit, KVM dongle 

1 

N20-FAN5 Fan module for UCS 5108 4 

N20-PAC5-00W 00W AC power supply unit for UCS 5108 4 

N20-FW010 UCS 5108 Blade Server Chassis FW package 1 



33 
 

Custom Name SKU Description Qty 

Fabric Intercon-
nect 

UCS-FI-6248UP 

UCS-FI-6248UP UCS 6248UP 1RU Fabric Int/No PSU/32 UP/ 
12p LIC 

2 

UCS-ACC-6248UP UCS 6248UP Chassis Accessory Kit 2 

N10-MGT010 UCS Manager v2.2 2 

CAB-9K12A-NA Power Cord, 1VAC 13A NEMA 5-15 Plug, 
North America 

2 

UCS-LIC-10GE UCS 6200 Series ONLY Fabric Int 1PORT 
1/10GE/FC-port license 

20 

UCS-FAN-6248UP UCS 6248UP Fan Module 4 

UCS-FI-DL2 UCS 6248 Layer 2 Daughter Card 2 

Nexus 9296PX N9K-C9396PX 9300 with 48p 1/10G SFP+ and 12p 40G 
QSFP 

2 

N9K-PAC-650W-B Nexus 9300 650W AC PS, Port-side Exhaust 4 

N9K-C9300-FAN2-B Nexus 93128 & 9396 Fan 2, Port-side Ex-
haust 

4 

CAB-AC-L620-C13 North America, NEMA L6-20-C13 (2.0 me-
ter) 

4 

N9K-C9300-ACK= Nexus 93128 and 9396 Accessory Kit 2 

N9K-C9300-RMK= Nexus 93128 and 9396 Rack Mount Kit 2 

Nexus 1000V Nex-
us1000V.5.2.1.SM1.5.2b.zip 

Cisco Nexus 1000V Switch for Microsoft Hy-
per-V 

2 

Nexus 1110-X 
CSP 

N1K-1110-X-HA00 Nexus 1110-X HA Pair 1 
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Table 6 

Product Description Qty 

DS224628.8TB-0PR6-C 

DSK 

SHLF,24x1.2TB,10K,6G,0P,-

C 

DSK SHLF,24x1.2TB,10K,6G,0P,- 

4 

X6227-R6-C Chassis FAS8040/60/80 W/CNTRL Slots,AC PS,-C 1 

FAS8040A001-R6 FAS8040 High Availability System 2 

SW-2-CLBASE SW-2,Base,CL,Node 1 

SW-2-8040APREMBNDLC SW-2,Premium BNDL,8040A,-C 2 

OS-ONTAPCAP2-0P-C OS Enable,Per0.1TB,ONTAP,Perf-Stor,0P,-C 1152 

X8783A-R6-C Rail Kit III,Cabinet,-C 5 

X5526A-R6-C Rackmount Kit,4-Post,Universal,-C,R6 1 

X6599A-R6-C SFP+ Optical 10Gb Shortwave,FAS80X0,-C 8 

X6589-R6-C SFP+ Optical 10Gb Shortwave,C 4 

X1985-R6-C 12-Node Cluster Cable Label Kit,C 1 

X6557-R6-C Cable,SAS Cntlr-Shelf/ShelfShelf/HA,0.5m,-C 4 

X6594-R6-C Cable,SAS Cntlr-Shelf/Shelf-Shelf/HA,1m,-C 4 

X6553-R6-C Cable,SAS Cntlr-Shelf/Shelf-Shelf/HA,2m,-C 4 

X6560-R6-C Cable,Ethernet,0.5m RJ45 CAT6,-C 4 

X6561-R6-C Cable,Ethernet,2m RJ45 CAT6,-C 1 

X6562-R6-C Cable,Ethernet,5m RJ45 CAT6,-C 4 

X800E-R6-C Power Cable North America,-C,R6 12 

DOC-80XX-C Documents,80XX,-C 1 

CS-O2-NOINSTALL-4HR SupportEdge Premium 4hr Onsite, w/o Install - Mths:36 1 
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Product Description Qty 

X1974A-R6-C Flash Cache 1TB PCIe Module 2,-C 2 
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