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Abstract: Adopting Nature inspired optimization algorithms for image processing is on the double 
growth in the last decade. Artificial Bee Colony (ABC) approach is highly potential nature inspired 
optimization method mimics the bee’s foraging behaviour. Moreover, the popularity of classification 
and artificial intelligence in different fields leads to the employment of ABC algorithm in upsurge. 
Notably, Early detection of breast cancer through digital mammogram images is essential as it is the 
one the most common cause of humankind cancer deaths. the aim of this comprehensive survey was 
to methodically analyse the effectiveness of using ABC algorithm in medical image enhancement, 
segmentation, and classification. This study firstly gives introduction of ABC algorithm and its basic 
mathematical and biological principles and operations respectively. Furthermore, this academic 
study summarizes the ABC applications on image segmentation techniques like Otsu and image 
classification approaches like Artificial Neural Networks (ANN). Finally, this far-reaching study 
come up with the challenges while   exercising ABC algorithm in medical image processing, 
especially in mammogram images.  
Keywords: Mammogram images, Artificial Bee Colony, Artificial Neural Networks.  
1. Introduction 
Breast cancer is the commonest caner among Indian women. one woman out of two newly breast 
cancer diagnosed dies in India, mortality rate is 50percent that is 87,090 breast cancer patients out of 
1,62,468 newly diagnosed were reportedly died in 2018 [1].  Despite of gender, breast cancer is the 
second leading cancer next to lung cancer [2].  Early detection of malicious tumour in breast cancer 
decreased the prevalence, morbidity of disease and reduces the human effort to cure the any kind of 
cancer disease. Practicing medical image processing techniques is the first step in detection of breast 
cancer by identifying the breast tissue abnormality [3]. In the process of detection, Radiologists come 
across with large amount of digital mammogram images, diagnosis accuracy is direct propositional 
to the radiologists’ fatigue and workload. Therefore, it is fascinating to have a highly adequate 
automated mechanism to improve the efficiency, non-erroneous and accuracy in detection of 
abnormal tissue in breast and ensure the patient safety. Consequently, preventing needless treatment 
and decreasing the mortality rate of breast cancer patient by identifying benign tumour accurately.   
Nowadays, Medical image shows a crucial role in disease diagnosis, gauging treatment and 
pinpointing of abnormalities in different human body parts such as the breast, lungs, brain, stomach, 
and the eye. Scrutinizing the human body to diagnose, track or treat a disorder using specific methods 
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or techniques is referred as medical imaging [11]. Each medical imaging technology bids specific 
information about the province of the body to be investigated or treated, injury, illness, or the 
adequacy of the medical treatment in which part of the human body was investigated for abnormality 
detection and consideration [12].  
Survivability is the primary thing for any living kind; therefore, every living should endeavour some 
mechanisms to survive. Fauna and flora presented many ways to secure or protect when their food 
sources insufficient [4].  These tactics could be used to enhance the performance of optimization 
algorithms. In last few decades, various NIOA have been proposed by imitating the biological or 
natural systems behaviour, but No Free Lunch (NFL) theorem states that no single NIOA based 
optimization algorithm is sufficient to solve all problems [5].  These algorithms are called as Meta 
Heuristic Nature inspired algorithms.  
Features and merits of NIOA are as follows [6]. 
i) As NIOA are global optimizers they have the potential for discovering the proper optimality 
ii) Nonlinear, multi modal problems could be dealt by gradient free NIOA or NIMA methods 

discontinuously. 
iii) These methods are suitable to deal with extensive dimension of problems without relative 

knowledge as they see all the problem as block box problems 
iv) Many of these algorithms are escape from Local minima due to the stochastic component. 

Unlike traditional methods, they use stochastic components like random walks and random 
numbers, as a consequence it obtains the different solutions despite of similar initial points. 

v) Being global optimizers, find the optimal solution with the balanced exploration (global 
search) and exploitation (local search) components. Exploration or global search implies the 
new region visit in a global search. Exploitation or local search implies the visiting previously 
visited points new neighbourhood regions.  Furthermore, various strategies could be applied 
to increase the balance between exploitation and exploration. 

As a result of above-mentioned feature, real world NP-Hard problems could be solvable with NIOAs 
efficiently and effectively. Time complexity of NP-Hard problems is O(2N). it grows exponentially 
when problem size ‘n’ increases [7].   
Artificial neural network (ANN) is a connection of nodes inspired by human biological neurons and 
their interconnections. The ANN accuracy is depending on the parameters like number of input 
layers, output layers, hidden layers, number of neurons, weighted value, and activation function [8]. 
ANN is the most fortunate technique to find the link between input and outputs. ANN are the most 
popular method for load estimation. Usually, feed forward multilayer ANN have single input, single 
output and one or more than one hidden Layers [9]. Output Function calculation: 

𝑛 
𝑦𝑖 = 𝑓𝑖 (∑ 𝑤𝑖𝑗𝑥𝑗 + 𝜃𝑖) (1) 

𝑗=1 
Where, weight of input J to neuron I is denoted with 𝑤𝑖𝑗,Input neuron number is denoted with 𝑥𝑗 , 
𝜃𝑖 is the bias neuron I and 𝑓𝑖  is  the  activation  function .  
Some frequently used activation records are shown in figure1 and figure2. 
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All the nodes in network are logically interconnected with associated weights. Every node has 
responsible to give some result with an activation or transfer function [10]. figure 3 gives a basic 
ANN structure. 

 
Figure 1. Linear activation function 

 
Figure 2. Sigmoid activation function 

 
Figure 3: Neural Network Structure. 

The primary objective of this paper is to review the ABC algorithm effectiveness in the medical 
image processing problems especially in mammogram-based breast cancer detection. Medical image 
processing is key factor for human health. Key variants of ABC algorithm and ANN applications are 
reported. Thus, an organized review is presented. Moreover, researchers showing interest in these 
areas could be benefited from and enquire when selecting an optimization technique. In this paper, a 
sufficient review is performed on the applications of the ABC algorithm with ANN in the field of 
mammogram image processing and image analysis. To achieve the aim, research publications 
published in the last few decades have been extensively reviewed 
The remaining parts of this study are presented as follows:  In section 2 The literature and discussion 
on recent NIOA publication is presented. In section 3 applications of ANN for optimized problems 
have been reported. Employment of NIOAs methods especially ABC is presented in section 4.  In 
section 5, Effect of ABC, ANN in Mammogram image processing is reported using metrics. Lastly, 
Future research areas and conclusion are discussed in section 6.  
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2. Survey on NIOA 
Instead of inappropriate traditional algorithms to solve the complex optimization problems alternate 
optimization methods called Nature-inspired optimization algorithms are proposed. These 
algorithms are developed by imitating or mimic the behaviour of individuals cooperate each other to 
find the solution to a certain problem using Artificial Intelligence (AI). This motivational nature 
behaviour-based algorithms increases the interest in several researchers to use nature-based 
optimization algorithm to solve the complex problems. In last couple of decades, lot many NIOAs 
are presented based on social, biological, and physical principles in addition to nature laws [13]. 
Therefore, this study classifies the NIOAs techniques into mainly four nonhomogeneous classes (i). 
Bio inspired methods (ii). Chemistry and Physics based methods (iii). Evolutionary computation 
(ECT) techniques (iv) other Nature based algorithms.  

 
Figure4:  NIOAs Classification [13] 

Out of all developed NIAOs algorithms most of them are belongs to class Bio-Inspired Algorithms 
(BIA) optimization. In BIAs, novel exploration and exploitation operators are produced in 
abstraction form [15]. These BIAs are again classified into two broad sub-classes called Swarm based 
Intelligence (SI) algorithms and Non-Swarm Based Intelligence (NSI) algorithms. The primary 
principle behind this method of SI algorithms is mimic the collective behaviour of many agents to 
find the solution to complex problems. These algorithms are inspired by the collective behaviour of 
bees, ants and other animal or insects’ swarms with their own environment and are also called as 
population-based algorithms. In this sub-class, algorithms performance improved by information 
sharing among agents, organised in own or self, concept of co-evolution and many, due to this many 
developed NIOAs are comes under this subclass.  Some very familiar optimization algorithms 
developed in this sub-class are as follows, based on fishes and birds swarming behaviour Particle 
Swarm Optimization (PSO) algorithm is developed. Similarly, based on honeybees foraging 
behaviour Artificial Bee Colony (ABC) algorithm is developed. Additionally, based on fireflies 
flashing behaviour Firefly Algorithm (FA) is developed. Cooperative behaviour of ants leads to 
development of the Ant Colony Optimization (ACO) algorithm whereas based on brooding 
parasitism of few cuckoo species Cuckoo Search (CS) algorithm is conceived [13]. NSI algorithms 
are also belongs to bio-inspired class of methodologies however in their structure they use lone 
population but not to be considered as swarm. Unlike SI, NSI algorithms acknowledge the various 
communication mechanisms or biological metaphors inspired from natural phenomenality. Invasive 
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Weeds Optimization (IWO) algorithm, Flower Pollination (FPA) and Biogeography – Based 
Optimization (BBO) are some optimization mechanisms belongs to this class of NSI algorithms. 
Wherein, IWO imitate the weeds spreading strategy, FPA uses the concept of insects pollinating 
process and BBO uses the abstraction concept of migration, extinction, and speciation with an island 
migration concept to solve the optimization problems [16].  Also, in the year of 2021 nearly two 
dozen of NIOAs are presented, Table 1 list those algorithms.  
ECT are based on Darwinian Theory of Evolution [DTE] principle in terms of computational [14]. 
these algorithms adopt different approaches like selection mechanisms, population, stop criteria, 
global mutation and local mutation operators and cost function. Based on their characteristics, ECTs 
are breached into different approaches like Differential Evolution [DE] based on search space 
weighted sum, Evolutionary Programming [EP] used Finite State Automata [FA] transition 
operations, Evolution Strategies [ES] based on mutation operators and recombination, Genetic 
Algorithms [GA] produces better future generations genetic material by using recombination of 
genes and Finally Genetic Programming [GP] are computer instruction set of genes [13]. Table 1 
summarizes the EA with its features [41]. 
  
Table2: summary of Evolutionary algorithms 

Algorithm Representation Search operators Selection Order of operators 

Genetic Algorithms Bit Numbers Crossover Mutation Stochastic Selection, Crossover, 
mutation 

Evolutionary Strategy Real numbers Mutation, 
Crossover (lately 

Deterministic Selection, Crossover, 
mutation 

Genetic Programming Programs Crossover Stochastic Selection, Crossover 

Evolutionary 
Programming 

Finite State Machines Mutation Stochastic Mutation, Selection 

Differential Evolution Real numbers Crossover, 
Mutation 

Stochastic Selection, Crossover, 
mutation 

  
S.No Algorithm Name Author’s Name Application Area 

1 African Vulture’s Optimization 
Algorithm 

Abdollahzadeh et. al. [17] Mathematical and Engineering 
optimization problems, Feature 
selection and classification [17] 

2 Artificial Gorilla Troops Optimizer Abdollahzadeh et. al. [18] Mathematical and Engineering 
optimization problems [18] 

3 Aquila Optimizer Abualigah et. al. [19] Image classification and Engineering 
optimization problems [19] 

4 Atomic Orbital Search Azizi [20] Mathematical and Engineering 
optimization problems and Feature 
selection [20] 

5 Arithmetic Optimization Algorithm Abualigah et. al. [21] Mathematical and Engineering 
optimization problems and Feature 
selection [21] 
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6 Archimedes Optimization 
Algorithm 

Hashim et. Al [22] Mathematical and Engineering 
optimization problems, Feature 
selection and classification [22] 

7 Aptenodytes Forsteri Optimization 
Algorithm 

Yang et. al. [23] Mathematical and Engineering 
optimization problems [23] 

8 Bonobo Optimizer Das et. al.[24] Mathematical and Engineering 
optimization problems [24] 

9 Battle Royale Optimization 
Algorithm 

Farshi [25] Artificial Neural Network and 
optimization problems [25] 

10 Chameleon Swarm Algorithm Braik [26] Image Classification and optimization 
problems [26] 

11 Child Drawing Development 
Optimization 

Abdulhameed and Rashid [27] Mathematical and Engineering 
optimization problems [27] 

12 Cat and Mouse Based Optimizer Dehghani et. al. [28] Mathematical and Engineering 
optimization problems [28] 

13 Dingo Optimizer Bairwa et. al. [29] Mathematical and Engineering 
optimization problems [29] 

14 Flow Direction Algorithm Karami et. Al [30 Mathematical and Engineering 
optimization problems [30] 

15 Hunger Games Search Optimizer Nguyen et al. [31] Artificial Neural Networks, Feature 
selection and image segmentation and 
[31] 

16 Horse Herd Optimization Algorithm MiarNaeimi et al. [32] Feature selection and scheduling of 
nano grids [32] 

17 Preaching-inspired Optimization 
Algorithm 

Wei et. al.[33] MLT based image segmentation and 
optimization problems [33] 

18 Past Present Future: a new Human-
based Algorithm 

Naik and Satapathy [34] Mathematical and Engineering 
optimization problems [34] 

19 QANA: Quantum-based Avian 
Navigation Optimizer 

Zamani et. Al [35] Mathematical and Engineering 
optimization problems [35] 

20 Remora Optimization Algorithm Jia et. al. [36] Mathematical and Engineering 
optimization problems [36] 

21 Red Colobuses Monkey Al-Kubaisy et al [37] Design Optimization Problems, 
Engineering and Mathematical 
optimization problems [37] 

22 Rat Swarm Optimizer Nguyen et al. [38] Image Classification and Deep Neural 
Networks [38] 

23 Reptile Search Algorithm Abualigah et. Al [39] Neuro-Fuzzy Inference System and 
optimization Problems, Engineering 
and Mathematical optimization 
problems [39] 

24 Tuna Swarm Optimization Xie et. al. [40] Mathematical and Engineering 
optimization problems [40] 

 
Table2:  List of  Nature inspired optimization algorithms  recently  
Algorithms developed based on music, gravity, electrical-charges, and many more chemical and 
physical phenomenon comes under third category called physics and chemistry. In this Sub-Class of 
NIOAs, based on musicians Harmony Search (HS) algorithm is developed to produce new music 
compositions. Also, based on lone population attraction-repulsion forces Gravitational Search 
Algorithms (GSA) is proposed. Finally, by following electromagnetism principles in electrical 
relationships Electromagnetism-like optimization (EMO) technique is presented.   
Other than the phenomena mentioned above, several others NIOAs are developed. This category of 
NIOAs includes social, emotional, and so on. These algorithms are overperformed BIAs and ECTs 
in some applications. Differential Search (DS), Fractal Search (FS), League Championship (LC) and 
Social Emotional Search (SES) have been developed by using non-biological principles. Figure 5 
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shows NIOAs general step by step procedure. 

 
Figure5: NIOAs General Steps 

Firstly, individuals’ initial population is generated using randomness principle then gbest (global 
best) solution is selected based on evolution of individual fitness values. Later it obtain the new 
candidate solution based on operators like selection, crossover and mutation. Next, gbest solution is 
updated using offspring solution fitness values. Finally, process is exited if termination condition is 
achieved otherwise process repeats from generation of gbest solution. 
3. Artificial Bee colony (ABC) 
ABC is a novel bio-inspired heuristic optimization algorithm imitating the foraging behaviour of 
honeybee in a hive [42]. Since, it has less control parameter, better robustness, and easy model 
advantageous grabs the highest attention from researchers. Moreover, Among the NIOAs ABC is the 
most widely applied and preformed research to find the solution to the real-world engineering and 
optimization problems. Firstly, Karaboga presented Swarm intelligence-based ABC algorithm in 
2005 [43].  The key feature in any SI class methodologies is Self-organization. Level of intelligence 
in the Swarm varies from swarm to swarm, depends on the self-organized interaction behaviour 
among agents.  Self-organization in the swarm is achieved with the four characteristics: Positive 
feedback, Negative feedback, Fluctuation and Multiple interactions [44]. In Addition to the 
mentioned characteristics Swarm should satisfy the five principles given below to maintain the 
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required intelligence. First, proximity principle, swam could be able to perform time and space 
computations. Second, quality principle, should be able to give response to environment quality 
factors. Third, Diverse response principle, should not commit unreasonably narrow channels 
activities. Fourth, Stability principle, should not change its behavioural mode for environment 
fluctuations. Finally, adaptability principle, should be able to change mode of behaviour when 
needed [44]. In the ABC algorithm, bees have swarm-based intelligence in food sources quest and 
produce several qualities like sharing information through waggle dance, remembering the distance 
and direction of food source, and making decision to accept food source or not base on fitness value. 
This algorithm can be described with food source, dances, foraging behaviour, employed bees and 
unemployed bees [45]. Firstly, bee’s search for the flower (food source) and gather information about 
difficulty in the nectar amount extraction, location of food source from the hive in terms of direction 
and distance and quantity of nectar. The quality of food source relies on richness, extraction difficulty 
level and proximity. Figure6 shows the different types of bees in the hive. 

 
Figure6: ABC members 

Unemployed and employed bees are also treated as working bees. Employed bee is responsible for 
searching of food sources (exploitation) and auditing the amount of nectar in flower. In the dancing 
area of hive, they share information with the unemployed bees about flower direction from the hive, 
distance to the hive, and its profitability. Further, unemployed bees are divided into scout bees and 
onlooker bees. Upon exhaustion of present food source, the scout bee is instructed to search for the 
next food source. The onlooker will establish the food source using share information by staying the 
nest. The ratio of employee, scout and onlooker bees in hive is 50:10:40.   
The starting step in foraging process is searching flower source. Extraction of nectar amount may 
take half an hour to over two hours [46]. Information sharing among bees is through the different 
dance movements. the primary clue of new food source location is forager body’s floral smell.  
Significance of communication between the bees is depends on the floral odor and dance language. 
Other bees touch the antenna of the employee bee during the dance to know the nectar taste in the 
source [46]. There are three different types of dance movements: waggle, round, and tremble. 
Direction and distance of food source is indicated by the waggle dance. Speed of dance proportional 
to the hive distance to the food source. When food source is near to the hive then it performs the 
round dance with out indicate the food source direction. Bee performs the tremble dance If the nectar 
amount and profitability are unknown and takes more time to nectar unloading. Figure7 shows the 
ABC algorithm. 
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ABC Algorithm 
ABC is a meta heuristic optimization algorithm based on population and honeybees foraging 
behaviour. ABC has less control parameters like solution number which indicates the number of food 
sources, maximum cycle number which signifies the number of maximum generations and limit 
represents the abandonment of food source. Selection and population are two processes linked with 
ABC. The process of explores the various area within the search space is called population and 
ensuring the previous experiences exploitation is called selection process. There are four phases in 
ABC 1. Initialization Phase 2. Employed bees’ phase 3. Onlooker bees’ phase 4. Scout bee phase. 
Fitness of food source is depending on the nectar amount and position of source. Each food source 
is assigned with a one employed bee thus number of employed bees and solutions (food sources) are 
equal. Firstly, in the initialization phase scout bees initiate the food sources (solutions) population 
and control parameters. In the second phase, employed bee phase, new solutions are found with in 
the nearby areas, evaluate the fitness values using roulette wheel (greedy selection) method if found 
the solution.  In the hive dancing area employed bees and onlooker bees shares the information about 
the food sources. In the final scout bee phase, a scout bee abandons the food source (solution) 
exhausted maximum number of trials for improvement (called limit). Later the scout bee randomly 
start search for new food sources. Figure 8 shows the ABC algorithm pseudo-code [48].  
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Psuedo-Code 
1. Defining the problem 
2. ABC parameters initialization 
3. Construct initially bee colony 
4. Fitness value evolution for each bee 
5. Repeat 
6. N=0 
7. Repeat 
8. (K= one I neighbourhood solution) 
9. (Φ= random number in [-1,1]) 
10. Generate new solution by using equation two 
11. Perform the greedy selection 
12. Using Equation 3 evaluate probability values 
13. For positions vi and xi  assign new onlooker bees 
14. Do for all onlooker bees 
15. Perform greedy selection 
16. If onlooker fitness probability is < employed fitness probability 
17. Employed probability replaces the onlooker value 
18. END 
19. END 
20. If BEST onlooker fitness < Best Fitness 
21. Replace onlooker fitness with best fitness 
22. END 
23. N=N+1 
24. Until N= Employed Bee Number 
25. Using Equation 1 identify the abandoned solution 
26. Replace employed solution with scout solution if scout solution is efficient than employed. 
27. Repeat Until Max iteration 
Figure8: ABC Pseudo Code [48] 
Equations used in ABC are 
𝑥j = 𝑥j + 𝑟𝑎𝑛𝑑(0,1)(𝑥j − 𝑥j  ), ∀𝑗 = 1,2, … , 𝐷 (1)                  I              NIN                                         NAS                    

NIN 

where 𝑥j NIN and 𝑥j NAS are bounds of xi in jth direction 
𝑣ij = 𝑥ij + Φij(𝑥ij − 𝑥kj)                                            (2) 

where ij(xij-xkj) is size of step and k{1,2,…,SN}, j{1,2,…,D}, are randomly chosen two indices 
and ij  [-1,1].  
  

S.No Year Authors Description 

1 2005 Karaboga  ABC First Invention for optimization [43]  

2 2006 Basturk B, Karaboga D First conference Paper was published [49] 
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3 2007 Karaboga , Basturk First journal article ,Performance evaluation of ABC [50] 

4 2008 Karaboga , Basturk Compared ABC algorithm with DE, PSO [51] 

5 2009 Mala  et al Applied for Test suit optimization & compared with ACO [52] 

6 2010 Akay et al Modified versions of ABC, Real parameter optimization [53] 

7 2011 Donfli et al Modified ABC for numerical optimization problems [54] 

8 2012 Mohammaed et al Performance assessment: ABC & evolutionary algorithms [55] 

9 2013 T.Liao et al Applied ABC for continuous optimization [56] 

10 2014 A.Draa et al Used ABC in Image contrast enhancement [57] 

11 2015 C.Ozturk et al Improved Binary ABC in Soft computing [58] 

12 2016 A. Bose, K. Mali ABC applied in  grey Image Segmentation [59] 

13 2017 K. Balasubramani,et al Brain image processing using hybridized ABC [60] 

14 2018 B. Khomri et al Presented elite guided multi-Objective ABC [61] 

15 2019 D.Karaboga et al Combinational ABC for Travelling Salesman Problem [62] 

16 2020 Z. Hassan, et al Integrated ABC with PCO algorithm for BLRP [63] 

Table3: some important studies  on ABC in ascending of year. 
  
4. Artificial Neural Networks 
In early decade of 1940s, A neurophysiologist, Warren McCUlloch, and a young mathematician, 
Walter Pitts purported how neurons in human brain communicate and modelled this communication 
as an electric circuit network [73]. This model shown in figure9 is simple and is applied to classify 
the input into two classes. 

 
Figure89: McCullochs & Pitts Model [73]. 

ANN become more popular due to its ability to find the solution and broad applicability in various 
distinct fields. In spite of ample ANN application in different disciples, one of the most important 
aspects to concern is its time complexity and accuracy (Performance). the major limitation of 
Perceptron type of ANN model can be suitable for liner classification only, due to this limitation 
young researchers lost interest in ANN. But, after couple of decades, ANN is remodel or improved 
to solve the nonlinear problems, this led to regain interest in ANN among researchers [72]. Further, 
ANN is classified into tow broad categories, one Feedforward Neural Networks [FNN] where ANN 
is upgraded to be able to solve the linear problems and complex problems with the added hidden 
layer   and two Recurrent Neural Networks [RNN] where ANN is updated to give the output of 
present layer neurons to previous layer neurons. Figure11 show the basic FNN. 
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Figure11: Feed Forward Neural Network [72]. 

FNN consists a processing input layer, one or more than one hidden layers, for the result one output 
layer, connection between nth, (n-1)th and (n+1)th layers and some weight associated with every 
connection. In addition, there exist no cycle, that is neurons in same layer should not have 
connections.  In RNN, the current layer neuron output is given as input next layer neuron output. 
RNN is widely applied in dynamic information processing like processing control, prediction of time 
series, and so on. Its popular types are feedback perceptron and Hopfield network. Energy 
minimization function and Generalized delta rule algorithms are mainly used for training RNN model 
[74]. Figure10 shows the structure of RNN. 

 
Figure10: Recurrent Neural Network [72]. 

FNN and RNN model layers can be optimized by adopting the NIOAs [71]. M. Carvalho, T.B. 
Ludermir presented a technique for classification problem and integration of more than one PSO 
algorithms execution and this study also discussed weighted and optimized architecture 
simultaneously [75].  The network is treated as it consists only one layer where in outer PSO 
algorithm optimizes FNN architecture and inner PSO performs weight optimization. Mendes, R et 
al, discussed about PSO paradigm for optimization of real valued functions based on group 
interaction social dynamics and discussed how PSO is used in the NN training [64].  Brajevic, I., 
Tuba, M discussed how a Firefly Algorithm [FA] is used in FNN training for classification, in the 
experiments, they used three most popular classification problems for performance evolution and 
result shows that FA outperforms the GA and some other NIOA in few aspects [67]. Milan Tuba, et 
all, presented how to train the FNN with the help of Cuckoo Search and modified version of Bat 
Algorithm, their model minimize the function errors to search for the neural network optimal 
synaptic weights by using three mentioned algorithms an [68].  Nabipour et al, newly presented an 
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optimization algorithms by integrating Salp Swarm algorithm (SSA), Biogeography-based 
optimization (BBO), Grasshopper Optimization Algorithm (GOA),and Particle Swarm Optimization 
(PSO) hybridized using ANN [69]. Cuthbert Shang Wui et al, implemented Machine Learning [ML] 
technique to make dynamic proxy models and described the well control rates optimization on couple 
of waterflooding cases with the help of ANN, PSO and grey wolf optimization (GWO) metaheuristic 
algorithms [70]. In [71], a comprehensive study on hybrid and multi objective optimizations is 
presented and compared many NIOAs with procs and cons in ANN training.  Nimbark et al, 
discussed novel ABC technique is used to ANN architecture optimizations on transfer function and 
synaptic weight properties [76]. Karaboga et al, discussed how to overcome the drawbacks like 
computational complexity and local minima of traditional algorithms for model training, employed 
ABC for NN training with optimal weight set [65]. Same authors also applied ABC for ANN training 
to classify most popular data sets used in Machine learning applications and result says that ANN 
training can be done efficiently with ABC in pattern classification [66]. 

 
5. Medical Image Processing using ABC 
5.1 Image Enhancement using ABC 
Image visual appearance can be improved with the lot of diverse techniques called image 
enhancement. Image information perception, visual appearance and interpretability are improved by 
enhancement techniques. In lot of application like noise filtering and region of interest, image 
enhancement is pre-processing. It retains required image contents like edges and other image 
information. Image enhancement can be achieved with various techniques like edge enhancement, 
improving the region of interest, featuring and filtering enhancement and contrast enhancement [78]. 
Piyush J et al, proposed modified ABC method for quality enhancement of image, their major two 
contributions are ABC associated with direct constraints (DC) for exploring right direction and 
contrast estimation method based on retinal visual system [77]. The result of the paper also compared 
with the genetic algorithm and basic ABC are shown in Table4. 

 
Table 4: Image PSNR value comparison [77]. 

Many researchers use the variants of ABC algorithm for smoothing and sharpening images and those 
medical image enhancement techniques are used explicit and assist doctors accurately to diagnose 
the disease, a crucial foundation for better interpretation and treatment [45]. Saadi et al, proposed a 
technique to deblurring images form blurred radiological images. ARMA (Aggressive moving 
Average) model is applied for images degraded nonlinearly. In ARMA method NN training is 
optimized by applying the ABC algorithm [79]. 

Test Image Genetic 
Algorithm 

Basic 
ABC 

Their  
ABC 

Image No:1 14.16 23.64 24.40 

Image No:2 13.21 12.18 24.11 

Image No:3 13.75 17.42 24.14 

Image No:4 20.12 20.16 31.24 

Image No:5 17.92 24.84 26.40 
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5.2 Image Segmentation using ABC 

 
In image segmentation, raw image is partitioning into a group of homogeneous and non-overlapping 
partitions consists of similar kind of objects. This process is performed by considering the 
thresholding values or the adjacent regions discontinuity. Thresholding based methods further 
classified into bi-level where image is divided into two different classes and multi-level partitioning 
methods where image is categorized into more classes. Images segmentation is an essential step in 
all areas of image processing. Ankita Bose et al, presented FABC is a type of unsupervised 
classification image segmentation technique by combining the fuzzy c means (FCM) and ABC 
algorithms (FABC). In their study they compared FABC, EM, GA and PSO results over different 
synthetic, medical and texture kind of grayscale images and it is proven its efficiency in terms of 
qualitative and quantitative measures [80]. Dakshitha et al, proposed a combination of SEFF 
(Sinusoidal Evaluation of Fitness Function) and bi-level ABC with Tsallis entropy [81]. in their 
method global and local minima is searched in every iteration and initially maximize the Tsallis 
entropy to select the threshold value of histogram, followed by optimization using ABC. The result 
of proposed method is compared with BF, GA and PSO with respect to PSNR values. Bhandari et 
al, developed a MABC (modified ABC) technique used with Tsallis, Otsu and Kapur’s objective 
function. the MABC initialize the population using learning routine based on opposition and chaotic 
system [82]. In short time , MABC-Otsu’s, MABC-Kapur’s and MABC-Tsallis results outperforms 
the rest of the algorithms like ABC,GA and PSO in terms of optimal convergence rate, computational 
efficiency, few number of control parameters and accuracy. Hanbay et al, reported Synthetic aperture 
radar (SAR) multi class segmentation algorithm, in which feature extration is achieved with 
cooccurrence matrix and Neutrosophic  set (NS) and Improve ABC (I-ABC) is applied for 
optimization [83]. The results of I-ABC in comparison with SI methods are given in Table5. 
Table5 : I-ABC and SI comparison results [83]. 
Medical image segmentation is mainly used to diagnoses the decease , tumors detection, tumor 
volume, disease measurement anatomical region classification in human body parts. Decision 
making process in disease diagnosis is most successful with medical image segmentation. In recent 
years , using ABC in medical image segmentation results efficient techniques to diagnosis. ABC is 
applied for segmentation in body parts such as: MRI images of Images[84], MR or CT images of 
Liver [85], blood vessel segmentation [86], lung cancer detection [87] are the few parts covered to 
reduce the human mistakes and improve the segmentation results. Mostafa et al, used image 
clustering with ABC for MR or CT images, this approach calculate the clusters centroid in the images 
using ABC optimization algorithm [85]. Fu et al, introduced a method for White Blood Cell (WBC) 
images processing. This algorithm includes different steps like cell segmentation, feature extraction, 

Image 
samples 

I-ABC ABC GA AFS 

Sample A 0.8124 0.8243 0.4941 0.5024 
Sample B 0.8274 0.8238 0.3249 0.3056 

Sample C 0.8627 0.4861 0.2543 0.2147 

Sample D 0.7641 0.7259 0.2413 0.3148 
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WBC classification in color blood images cell [88]. Experimental results of this algorithm in 
comparison with PSO and DE are shown 

 
in the Table6. 

Table 6: WBC detection results comparison [88] 
5.3 Image Classification using ABC  
In CAD (Computer Aided Diagnosis), classification for analysing medical images is crucial step. 
The process of medical image Classification makes the doctors better in disease diagnosis, to keep 
track of disease and human organ effected area. R Sharma et al, developed a ABC trained BPNN 
technique to detect Leukemia, this technique firstly perform PCA dimensionality reduction on 
Leukemia dataset then Optimal feature set is obtained by using ABC and finally BPNN is trained 
with ABC for classification [89].  The proposed ABC-BPNN results shows 98.72% average accuracy 
in classification. Y. Zhang et al developed a SCABC-FNN novel classifier to find the abnormality in 
brain MRI images [90]. The SCABC-FNN method shows almost 100% accuracy in image datasets 
of weighted MRI images. Proposed method performed on a total of 66 images with 6-fold cross 
validation, out of all 8 images are detected as abnormal. Figure12 shows a sample of 8 images. 
Figure 12. Sample of brain MRIs: (a) Normal brain; (b) glioma;(c) meningioma; (d) Alzheimer’s 
disease; (e) Alzheimer’s disease with visual agnosia; (f) Pick’s disease; (g) sarcoma; (h) 
Huntington’s disease [90]. 

 
After classification of 66 images using 6-fold stratified validation the SCABC is showed the 
following confusion matrix. Moreover, presented Approach outperforms other approaches like 

 
Algorithm Image A Image B Image C 

 Mean -0.922 -0.978 -0.754 
PSO Std 0.091 0.023 0.226 

 Time 157.979 11.312 14.733 
 Mean -0.919 -0.960 -0.754 

DE Std 0.085 0.023 0.080 
 Time 160.775 12.148 14.941 
 Mean -0.0923 -0.972 -0.760 

ABC Std 0.0641 0.018 0.108 
 Time 156.549 11.388 14.63 
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DWT+SOM, DWT+SVM etc with almost accuracy of 100% shown in figure 12.  

 
Figure 12 . Confusion matrix of the SCABC method [43]. 

M. Sornam et al, presented a hybrid method by combining back – propagation NN with logit base 
ABC [LB-ABC] to reduce the diagnostic errors and dental caries misclassification [91]. Figure13 
shows the dental caries image segmentation process. 
 

 
Figure13.  X-ray image segmentation process [91] 

Table7 shows the dental X-ray images GLCM feature extraction.  

 
Table7. GLCM feature extraction for dental X-ray images [91]. 
Hala Alshamlan et al, proposed a ABC-SVM optimized classification technique to deal with  high 
dimensionality microarray data, Colon and Leukemia dataset are considered for ABC-SVM 
classification and it outperforms the other approaches and results are shown in table8 [92]. 
Table 8: SVM and NIOA performance comparison. 

 

18 

 

0 

 

100% 

27.3% 0.0% 0.0% 

 

0 

 

48 

 

100% 

0.0% 72.7% 0.0% 

 

100% 

 

100% 

 

100% 
0.0% 0.0% 0.0% 

Algorithm Colon Leukemia 
Accurac

y (%) 
Number 
of genes 

Accuracy 
(%) 

Number of 
genes 

ABC-SVM 95.61 20 95.83 20 

GA-SVM 95.61 83 93.1 51 

PSO-SVM 93.55 78 95.83 53 

MPSO-SVM 85.48 20 94.44 23 

PSO-SVMA 87.01 2000 93.06 7129 
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6. Discussion and Future Scope 
This study focussed on the medical image processing especially using NIOAs, particularly using 
ABC algorithm. feature selection, segmentation and classifications steps of image processing is 
mainly focussed for this study.  ABC has been employed in several application in many fields. 
Training NN is one of the most interesting fields that is finding weight set in optimistic way. In 
machine learning society, ABC is widely used to feedforward NN for classification due to its few 
control parameters and strong capabilities for global search. ABC convergence rate and ability of 
finding global optimum level is medium but it is powerful against population initialization.  
Unlike ABC algorithm ANN techniques easily fell into local minimum, therefore applying 
optimizing algorithm often solving these problems of ANN. Feature selection is the plays a crucial 
role in classification. Despite, considerable research done in the field of classification still young 
researchers come across with challenges like accuracy, stability, scalability, and computational cost. 
In recent times, there is scope for researchers to propose efficient and optimized techniques for 
choosing classification features. A standardized classification technique needs consideration for 
development, or a powerful classifier is still required to implement on various data sets to achieve 
needed results.  
This study also suggests to use of hybridized methods to improve the classification performance and 
improve the accuracy of classifies using NIOA like ABC. In Neuro-Optimization technique, 
Optimization techniques like ABC trains the ANN by changing networks weights and based.  It is 
clear from the literature study; ABC is highly powerful and more flexible optimization method that 
can be applied in many fields from hyperspectral images to medical images. Compare to other SI 
algorithms it has less control parameters, easy to apply. Moreover, it is hybridizing with other SI 
algorithms easily and deals with stochastic objective function. However, slow convergence rate due 
its stochastic nature and tripped into local optima while solving complex problems are main 
drawbacks of ABC algorithms. Besides, it inherits the drawbacks of SI like slowing speed of 
population size, changing objective function and problem based. 
 It has been noticed that many modifications and improvements such as scout bee addition, 

Network Hidde
n 

nodes 

Epoc
hs 

Approximate 
learning rate 

for the BPNN 

Accur
acy 
(%) 

MSE 

BPNN 
classifier 

40 500 0.1 89.76 2.134 

40 1000 0.2 91.85 1.982 

40 1500 0.3 96.50 0.126 

Proposed 
LB-
ABC 
with 

BPNN 

Hidde
n 

nodes 

Epoc
hs 

Learni
ng rate 
genera
ted by 

the 
LB-
ABC 

Accur
acy 
(%) 

MSE 

20 2000 0.04 98.7 0.108 

15 4000 0.05 99.16 0.008 

10 5000 0.06 99.166
7 

0.003
39 
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improvement global and local search ability, plug in for fitness functions are added to the ABC basic 
structure. Also, finding solution for Slow convergence problem and slowdown examination in 
iterations process are the open-ended problems.  
Medical images are different from other images like nature, satellite images etc. Today, ANN 
techniques come across with multi-class problems due to medical imaging methods. It is observed 
that there are very less methods proposed for Mammogram classification using NIOAs based ANN. 
Besides, NIOAs based ANN is used in classification of medical images like MRI images, dental 
caries, lung cancer images and so on. This study also suggests that there is still requirement of 
efficient technique to mammogram image processing such as optimized image enhancement, 
optimized image segmentation, optimized image clustering and optimized image classification 
separately.  
7. Conclusion  
The comparative study always strengthens the knowledge in the required field. This study reviews 
the basic concept, variants, application of ABC optimization to solve the real time complex problems. 
Apart from that, how ABC is used to train ANN classifier for medical image processing. Besides, it 
pointed out that mammogram imaging based on metaheuristics optimized algorithm is hot area for 
researchers in recent times. A comparative study of the NIOAs, ABC improvements and ABC based 
ANN classifiers are proposed and illustrated the investigators implementations on those. An 
evaluation of ABC and ANN methods have been reported with conclusion. 
ANN is most popular machine learning method applied in the biomedical imaging. Earlier to ANN, 
several parameters and architecture should be mentioned first.  So, optimizing the ANN architecture 
and its several parameters become more important. This paper summarizes optimization techniques 
and their use in ANN parameter optimization. It also depicts the hybridized ABC and NN classifiers 
experimental results on the same dataset. From the Literature, it is easily observed that the 
expectations of ABC growth in medical imaging field have exceeded. Overall, it was noticed that 
hybridizing ABC and ANN improves the performance in medical imaging. Finally, it is suggested to 
have a ABC optimized ANN classifier for Breast cancer detection As there is less research on 
metaheuristic-based mammogram image segmentation and classification.   
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Abstract
Objectives: To find an efficient security routing model based on trust
adaptability by considering various transmission parameters that influence
the node’s behavior.Methods: Enhanced Collaborative Trust Based Approach
(ECTBA) was applied to isolate the malicious nodes from routing by computing
their enhanced collaborative trust value based on the node’s behavior using
transmission parameters. Parameters that influence the node’s behavior like
the number of data packets and control packets forwarded, dropped, or
misrouted by the node are quantified to compute direct trust value and
neighbor reputation. Node’s Enhanced Collaborative trust value was generated
by the combination of direct and neighbor observations. Findings: The
proposed strategy is compared with several cases like the Direct Trust Based
Approach (DTBA), where routing involves trustworthy nodes categorized based
on only direct trust, existing methods like Belief-dependent trust evolution
method(BETM), Novel extended trust-dependent method (NETM) where
routing is done with nodes that are categorized as trustworthy depending
on direct and indirect observations and simple AODV routing performed with
all the possible random nodes without any trust detection. The performance
parameters of the proposed ECTBA exhibit a success rate of 10.2% in false
positives detection (FPD),network throughput of 438.12 Kbps,and packet
delivery ratio (PDR) of 92.3%.This method proves to be a better method when
compared with the traditional trust-based security methods(BETM and NETM)
in terms of efficiency.Novelty: This research suggested a novel and fine-tuned
method for quantifying a node’s trustworthiness and for secure routing that
coupled the direct and indirect observations into enhanced collaborative trust
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based on the node’s behavior by considering the transmission parameters. The
present work highlights the combination of data packets forwarding behavior
and control packets forwarding behavior in computing enhanced collaborative
trust to decide the involvement of intermediate trustworthy nodes’ which is not
tried before but this study does.
Keywords: Dynamic Topology; Direct Trust; Neighbor Trust; Secure Routing;
Enhanced Collaborative Trust

1 Introduction
Security is always a important factor in MANET due to frequent connection
interruptions, bandwidth, resource constraint and high mobility of the wireless
nodes. The nodes may behave selfishly and maliciously due to the energy constraints
in forwarding other nodes’ packets as they have to use their energy (1–4). Many
conventional cryptography-based approaches are in existence to resolve security issues
in MANET but these approaches are inefficient in isolating the untrustworthy nodes.
Several trust-dependent mechanisms are presented to isolate the malicious nodes from
routing. These methods are treated as an efficient measure to encounter the security
threats caused by pernicious nodes (5). But all these trust-dependent mechanisms are
computing the value of the trust using either direct or indirect observations and do not
consider the network parameters while evaluating the node’s trustworthiness.

Anwar et al. presented BETM Belief-dependent trust evolution method for Mobile
Adhoc Networks (6). This mechanism differentiates the malicious nodes from good
nodes. It also provides security against On–Off attacks, Denial of Service attacks, Bad-
mouth attacks. This mechanism supports an estimation approach based on Bayesian
formulae for calculating sensor nodes’ direct and neighbor observations for secure data
transmission without including the malicious nodes in routing. The drawback of this
methodology is that only the packet forwarding nature of the node is considered in
evaluating the trust. Syed and Shahzad (7) proposed a novel extended trust dependent
method NETM for secure data transmission in the MANET. It uses a trust-dependent
approach that takes into consideration both blind-direct trust and referential-neighbour
trust. The drawback of this approach is that it computes trust value to classify a node’s
trustworthiness purely based on previous experience trust. Usha and Radha proposed
a CLAODV method coupled with adaptive RSA which is used to avoid malicious
nodes (8). This method isolates the malicious nodes based on their past experiences
but does not consider the present behavior which is a pitfall. A trust based security
solution inMobile ad hoc networks is given byAlrahhal et al. (9), where trust is generated
based on direct and neighbor observations.The proposedmethod calculates trust based
on only the packet transmission nature of the Node. In the Dynamic Bargain Theory
metholdogy proposed by Sumathi (10), trustworthiness of data is calculated based on
nodes’ trustworthiness, whereas the latter is calculated using only the direct behaviour
of the node. Here the drawback is that neighbor observations and other parameters
are not considered for evaluating the node’s trustworthiness. In the work proposed by
Satheesh andPrasadh (11), a securitymechanism tominimize the chances of aweak node
becoming a cluster head is proposed. The method purely depends on the observations
collected directly from the node which is a drawback in realty. The direct observations
are computed based on the source node’s observations but not considering the packet
forwarding nature of the node. A energy-efficient trust-centered multipath routing
scheme is presented by Alappatt et al. (12), primarily depends on direct and indirect trust
and different path trust factors. In this method, trust is evaluated majorly based on the
communication behavior of the nodes and does not consider any network parameters
which is the strong limitation. Khan et al. presented a hybrid and a multifactor trust
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model which depends on sensor nodes trust value, residual energy, no of hops, and routing methodology (13). The multifactor
methodology identifies trustworthy nodes to forward data in turn to reduce energy. However, trust is generated using
communication behavior of the node. Transmission parameters are not considered for computing the trust value in this
approach which is a major disadvantage. A Long Short-TermMemory model (LSTM) based on adaptive trust model proposed
by Du et al. (14) in which the trust is evaluated in two steps: data collection and evaluation of trust. The limitation of this
method is calculating the trust using a direct strategy. Alnumayet al. discussed a quantitative method for an IoT integrated with
MANET (15) that clubs both direct and neighbor trust opinions to compute the resultant trust value. Here the different trust
evidence and direct trust are combined using beta probabilistic distribution. The authors claimed that this method depends
on the good and bad characteristics of the node. However, a more sophisticated approach is required to compute trust value
for efficient isolation of the malicious nodes. With this context, a new algorithm for routing using reputation of the nodes is
proposed by Guaya-Delgado et al. (16). The reputation values are assigned to each node in the network and based upon these
values, nodes are distinguished as good/bad.Themethod assumes the statuary behavior of the node which is a major drawback
in MANET’s.

Gopala Krishnan aims to produce a powermanagement scheme forMANET that protects energy while routing is performed
based on the cluster (17). The cluster heads may not work properly and sometimes fail causing power issues. In this method,
three key elements viz. the information gathering, computing trust levels, and trust-based configuration are used to form a
trust management system which coordinates with each node to maintain reliable network connections. This scheme depends
only on direct observations and becomes a drawback at the time of calculating the trust factor. A new cross-layer-based rust
estimationmethod proposed by Dhage and Vemuru provides a defense against multiple attacks (18).The trust is evaluated based
on direct observation and the major drawback of the method is not considering the network parameters in the evaluation of
the trust value.

Therefore, from the previous studies, it is seen that all the existing trust-based mechanisms proposed for secure data
transmission in MANETs are either dependent on direct or indirect observations for trust evaluation. It is also observed that
trust evaluation is performed based on node’s communication behavior as well and they are not considering all the transmission
parameters for node’s trust quantification. Most of the researchers are not concentrating on the isolation of malicious nodes
using the trust factor. It is observed and quite necessary that an efficient and secure trust-basedmechanism is required to ensure
a secured routing by isolating malicious nodes using the node’s trustworthiness. Node’s trust value should be evaluated based
upon nodes’ packet forwarding behavior in terms of transmission parameters. Both the control and data packets forwarding
behavior should be taken into consideration.

In this paper, a new and efficient model based on trust that combines direct and neighbor trust values is presented. The
major contribution of the article is 1) to ensure a secured routing by isolating malicious nodes using trustworthiness; 2)
Quantifying the trust value based on the direct and indirect observations using transmission parameters. The direct trust
observations are quantified by considering transmission parameters. Neighbor trust observations are computed by considering
the weights allotted to the neighbor nodes depending on their distance.The proposed enhanced collaborative scheme (ECTBA)
couples direct observations of the nodes and various neighbor recommendations collected for calculating the resultant trust. To
provide good performance and trustable links for the secure transmission of data, the proposed methodology believes in trust
factor.The presented method is compared with existing methods, i.e., BETM, NETM, Direct Trust based approach, and simple
AODV routing without any trust calculation to evaluate the performance. From the end results, it is seen that the proposed
method ECTBA outperforms all the above-mentioned methods in terms of performance parameters like packet delivery ratio,
throughput, and false positive detection.

2 Materials and Methods

2.1 Proposed Model

In this proposed model, enhanced collaborative trust is computed based on direct and indirect observations using network
parameters such as nodes data, control packets forwarding count, drop ratio, and misrouted number. Further enhanced
collaborative trust of the node is mapped with the threshold value to identify malicious nodes and later they are isolated for
efficient routing.

The existingmethods BETM andNETM compute the trust of the node based on only the node’s packet forwarding behavior.
In these existingmethods, neighbor node locations in the network are ignored while computing the neighbor observations.The
proposed model ECTBA computes the trust value for isolation of the misbehaving nodes based on transmission parameters
considering both direct and neighbor observations.While computing neighbor observations, neighbor nodes are given weights
based on their location in the network.
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2.2 Trust Model

The trust model explained in Fig.1 illustrates the generation of trust, propagation, node categorization, and routing decision.
Trust is generated based on direct and indirect observations using transmission parameters. Trust generated for all the nodes is
propagated across the network. A node is categorized intomalicious and trustworthy based upon the threshold value.Threshold
value is fixed considering the network parameters.

The routing decision is completely based on the node categorization, and the node categorization depends on trust
calculation.

Fig 1. Framework for Trust Calculation and Routing Decision

2.3 Trust Calculation

2.3.1 Direct Trust Based Approach (DTBA)
A node records all its observations on the trustee node intended for trust calculation directly. Based on the behavior of the
node, it records all its findings directly. The packet forward behavior of the nodes is taken into consideration for evolving the
trust using DTBA.
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A node should listen to its neighbor nodes to estimate the trust. Due to the distributed characteristics of mobile ad-hoc
networks, a node canmonitor the neighbor node to evaluate its behavior during their direct communications in a passivemode.
The proposed scheme uses direct observations to calculate direct trust-related values (DTrust) of neighbor nodes by applying
the below parameters.

a. Number of data packets forwarded(considered as Good)
b. Number of data packets dropped (considered as Bad)
Node A collects the information regarding the above parameters for calculating trust by observing traffic that goes through

each neighbor of Node B. Then Node A uses the above information to generate the direct trust value in a time period (τTime).
After running out of each time period(τTime), the trust parameters information is gathered again and direct trust value (DTrust)
is evaluated. Trust is calculated time to time due to the adhoc nature ofMANETs and the nodes are grouped depending on their
good and bad characterizations.

After gathering the information about the good and bad behaviors of the nodes, the direct trust can be calculated by Node
A on Node B using Equation 1.

DTrust = α/(α+β ) (1)
where α represents Good behavior, β represents Bad behavior, and 0≤DTrust≤1, α , β>0

2.3.2 DTBA Algorithm
The algorithm for DTBA considers the following steps:

Step 1: Consider the node for which trust should be calculated.
Step 2: Observe the behavior of the node using parameters like packet forwarding and packet dropping.
Step 3: Compute the direct trust based on equation 1.
Step 4: Direct trust value can be propagated to all the nodes.
Step 5: Compare the trust value evaluated with a threshold value fixed based upon network performance.
Step 6: Node categorization can be done based on Step 5.
Step 7: Repeat the procedure for all the nodes to be involved in routing.
Step 8: Routing will be performed only with those nodes categorized as trustworthy.

2.3.3 Proposed Enhanced Collaborative Trust-Based Approach (ECTBA)
The proposed enhanced collaborative trust can be computed based upon the direct and neighbor observations on that node.

For computing, the proposed scheme, the following parameters are taken into consideration.
1. For Data Packets
• Total no of data packets received at the node (Dt)
• Number of data packets forwarded correctly by the node (D f )
• Numberof data packets dropped by the node (Dd)
• Numberof data packets misrouted by the node (Dm)
2. Control Packets Forwarded
• Total no of Route Request packets received at the Node (Rtr)
• Total no of Route Reply packets received at the Node (Rt p)
• Number of the Route Request packets forwarded by the Node (Rr)
• Number of the Route Request packets forwarded by the Node (Rp)
After gathering the information using the above parameters regarding the node, the data packets and control packets ratio

can be estimated by Node A on Node B using Equation 2 and Equation 3.
Data packets ratio, DR

DR = w1

(
D f

Dt

)
+w2

(
Dd

Dt

)
+w3

(
Dm

Dt

)
where,w1 + w2 +w3 = 1

Control packets ratio, CR

CR = w1

(
Rr

Rtr

)
+w2

(
Rp

Rt p

)
where,w1 + w2 = 1
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DTrust = Direct Trust and then,

DTrust = w1 ×DFR+ w2 ×CFR

where, w1 + w2 = 1

2.3.4 Neighbor Node Reputation Trust Calculation
In the process of trust evolution on Node B, Node A also considers the recommendations of neighboring nodes on Node B in
the 1-Hop distance (19). The Neighbor Node Trust(NDTrust) is calculated through Equation 5.

NDTrust = ∑
i=1 to n

(wi ×DTrust)

Where wi is weights allotted to the nodes based on their location in 1-Hop,0≤wi ≤1,and DTrust represents the Direct Trust
Observations of the Neighboring Nodes on Node B.

2.3.5 Enhanced Collaborative Trust
The final enhanced collaborative trust (CT ) of a node is computed using Direct Trust DTrust and Neighbor Node Trust
Calculation NDTrust (20) through Equation 6.

CT = w1 ×DTrust + w2 ×NDTrust
where,w1 + w2 = 1

2.3.6 ECTBA Algorithm
Algorithm for Enhanced Collaborative Trust Based Approach (ECTBA)

Step 1: Consider the node for which trust should be calculated.
Step 2: Observe the behavior of the node in terms of parameters: Data Packets and Control Packets
Step 3: Compute the Data Packet ratio and Control Packet ratio using equations 2& 3 respectively.
Step 4: Compute the Direct trust based on Equation 4.
Step 5: Compute Neighbor Trust based on Equation 5
Step 6: Compute Enhanced Collaborative Trust using Equation 6.
Step 7: Final Enhanced Collaborative trust value computed can be propagated to all the nodes.
Step 8: Compare final trust value evaluated with threshold value fixed based upon network performance.
Step 9: Node categorization can be done based on Step 7.
Step 10: Repeat the procedure for all the nodes to be involved in routing.
Step 11: Routing will be performed only with those nodes categorized as trustworthy.

2.4 Trust Propagation
Once the trust is evaluated on target node by any of the nodes, the resources used for recomputation of trust by other nodes
can be minimized if the evaluated trust gets propagated in the network.

The Enhanced Collaborative Trust (CT ) determined for the target node is broadcasted across the network so that the other
nodes can update.

2.5 Node Categorization
A node is said to be a bad one if it randomly drops packets intentionally but not for intrinsic network issues. The nodes are
clustered into two groups Good or Bad, depending on their Direct Trust evaluated using Equation 3 and compared with Trust
threshold (TH). These threshold limits are fixed depending on network configuration. Static trust threshold value is taken into
consideration and average threshold trust value of 0.6 is used to isolate malicious nodes.

Good: if CT≥TH
Bad: if CT<TH

2.6 Routing Decision
Source finds trusted nodes using the proposed scheme to establish the secure route to the destination. Each node consists of
a list of dependable(trusted) neighbor nodes as well as their latest calculated trust values. Good nodes are used to form path
between source and destination.
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3 Simulation Carried
The performance of the proposed ECTBA is evaluated by comparing it with the existing BETM, NETM, Direct Trust-based
approach, and simple AODV routing without any trust calculation. The proposed model of this article computes the enhanced
collaboration trust value of a node by looking into its data transmissionnature.Various transmission parameters like the number
of data packets and control packets forwarded or dropped are considered for the resultant trust calculation. In this proposed
solution, the resultant enhanced collaborative trust is evaluated using a computable approach by considering the direct and
other trust observations on the node using network parameters. Simulation is carried out in a 700× 500 m2 network area and
IEEE 802.11 MAC for 500s with 100 nodes (6,21). Table 1 summarizes the simulation parameters.

Table 1. Simulation Parameters
Simulation Parameter Value
Simulator NS2.34
No of Nodes 100
Network area 700 x 500
Packet Size 512 bytes
No. of malicious nodes 05
Traffic Type CBR/UDP
Mobility 4–25 m/s
Pause Time 5s
Simulation Time 500s

4 Results and Discussions

4.1 Results

The performance of the proposed model when mapped with methods BETM and NETM are shown in Table 2 with computed
trust values for the proposed and existing models.

Table 2. Trust Value Computations of proposed ECTBA, DTBA, BETM and NETM
ECTBA DTBA BETM NETM

Node
No.

Direct Trust
Calculation

Neighbor Trust
calculation

Node enhanced
collaborative Trust Value

Direct & Final Trust
Calculation

Final Trust
Value

Final Trust
Value

Node1 0.89 0.39 0.81 0.78 0.79 0.75
Node2 0.67 0.37 0.71 0.64 0.73 0.34
Node
3

0.44 0.56 0.65 0.45 0.54 0.65

Node
4

0.27 0.49 0.23 0.31 0.65 0.61

Node5 0.39 0.56 0.69 0.36 0.52 0.61
Node6 0.19 0.37 0.73 0.25 0.65 0.32
Node7 0.09 0.15 0.29 0.69 0.35 0.67
Node8 0.02 0.71 0.32 0.12 0.65 0.69
Node9 0.59 0.56 0.66 0.55 0.52 0.53
Node10 0.79 0.15 0.54 0.65 0.53 0.57
Node11 0.65 0.52 0.75 0.63 0.63 0.73
Node12 0.57 0.33 0.73 0.59 0.69 0.66
Node13 0.45 0.32 0.65 0.67 0.61 0.72
Node14 0.58 0.35 0.77 0.55 0.54 0.24
Node15 0.49 0.32 0.65 0.52 0.61 0.32
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The proposed ECTBA method classifies the malicious nodes and trustworthy nodes depending on the computed enhanced
collaborative trust value. Here average trust threshold value taken into consideration based on network conditions. Node
classification details are shown in Table 3.

Table 3. Classification of the Nodes
Node ECTBA - Node enhanced collaborative Trust Value Static TrustThreshold Decision
Node1 0.81 0.6 Trusted Node
Node2 0.71 0.6 Trusted Node
Node 3 0.65 0.6 Trusted Node
Node 4 0.23 0.6 Malicious Node
Node5 0.69 0.6 Trusted Node
Node6 0.73 0.6 Trusted Node
Node7 0.29 0.6 Malicious Node
Node8 0.32 0.6 Malicious Node
Node9 0.66 0.6 Trusted Node
Node10 0.54 0.6 Malicious Node
Node11 0.75 0.6 Trusted Node
Node12 0.73 0.6 Trusted Node
Node13 0.65 0.6 Trusted Node
Node14 0.77 0.6 Trusted Node
Node15 0.65 0.6 Trusted Node

It is noticed that around 22% of the packets (non-intentional-malicious drops) are found lost because of the environmental
glitches in the network. For the performance evolution of the proposed model, metrics like Packet Delivery Ratio (PDR),
Detection of False Positives, andThroughput are considered.

4.2 False Positive Detection Ratio

FPD ratio is the count of good nodes falsely identified as malicious nodes to the total available number of nodes in the network.
It is used to calculate the(False positive) (22). False positive detection ratio of the nodes for DTBA and proposed ECTBA with
existing BETM and NETM methods as shown in Figure 2. From the graph it is seen that 10.6% of nodes are falsely detected
as false positives, malicious when 25% of packet collisions occur in ECTBA, 9.2% false positive detection in BETM, 8.6% false
positive detection in NETM, and 4.8% nodes are wrongly detected as false positives in DTBA. However, the results also show
that ECTBA is efficient in case of False positives detection.

Fig 2. False Positive Detection Ratio
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4.3 Packet Delivery Ratio

Figure 3 depicts how packet delivery is affected by the presence of malicious nodes. The graph depicts the mapping between
the routing protocol without any trust, DTBA, NETM, BETM,and the proposed model ECTBA. It shows high Packet Delivery
Ratio. In the presence of 5% of malicious nodes, packet delivery ratio for the routing protocol without any trust calculation is
72.2%, 82% for DTBA, 85% for NETM, 87.2% for BETM and 92.3% for ECTBA. It is observed that in the proposed scheme
ECTBA is detecting malicious nodes using enhanced collaborative trust evaluation efficiently and avoiding them in routing
thus increasing the packet delivery ratio.

Fig 3. Packet delivery ratio mapped with number of malicious nodes

4.4 Throughput

Fig 4.Throughput comparison

Throughput of the routing protocol without any trust computation, Direct Trust-based approach DTBA, NETM, BETM,
and proposed method ECTBAwith enhanced collaborative trust calculations are shown in Figure 4.Throughput is the number
of units delivered in a stipulated time. The graph shows that the proposed method ECTBA has a throughput performance of
438.12 Kbps, BETM has 432.2 Kbps, and NETM has 428.24Kbps. whereas the scheme DTBA has 422.72 Kbps and the scheme
without any trust calculation has 349.34 Kbps. It shows that the presented scheme is efficient throughput wise.4.5

Discussion
The proposed model ECTBA is compared with existing methods BETM and NETM. Existing methods compute the trust

value using only the node’s packet forwarding behavior. The proposed ECTBA estimated the node’s trust value depending on
network parameters and assigns weights for the neighbor nodes while computing neighbor observations. The performance
metrics comparison between proposed and existing methods is tabulated and shown in Table 4 .
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Table 4. Comparison of results – Efficiency of the proposed method ECTBA
S.No Performance

Parameter
Proposed Method –
ECTBA (%)

DTBA
(%)

NETM
(%)

BETM
(%)

Without any Trust
Calculation(AODV) (%)

1 Packet Delivery Ratio 92.3 82 85 87.2 71
2 False Positive

Detection Ratio
10.6 4.8 8.6 9.2 -

3 Throughout 438.12 Kbps 422.72
Kbps

428.24
Kbps

432.2
Kbps

349.34 Kbps

The proposed method ECTBA shows a high packet delivery ratio when compared with the existing methods BETM and
NETM. It clearly shows more than a 5% of increment in packet delivery ratio. The proposed ECTBA detects false positives
at the rate of 10.6 % when compared with existing methods. It shows increased throughput of 438.12 kbps and exhibits high
performance.

5 Conclusion
This paper presents a quantitative trust model ECTBA by the integration of various data and control packets, and network
parameters using direct and neighbour observations in calculating collaborative trust. The proposed trust method calculates
resultant trust using the combination of data packets and control packets ratio alongwith indirect observations. Results obtained
from simulation show that the model performs with good efficiency with respect to performance metrics like false positive
detection, packet delivery ratio, and throughput as compared to the routing protocol without any trust calculation for DTBA
or other existing NETM and BETM methods. Based on the comparison, the proposed model ECTBA has achieved a 10.2%
success rate in False Positives detection,438.12 KbpsThroughput, and 92.3% Packet Delivery Ratio.This shows that trustworthy
nodes can be easily detected through this method efficiently. So the path between source and destination is connected with the
identified trusted nodes.

In the future, this method can be used in making efficient routing decisions. The enhanced collaborative trust factor after
computation can be compared with the adaptive threshold for secured and efficient routing decisions. The proposed trust
scheme can be applied to provide security in mobile ad-hoc networks.
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Similarly, for a given item i, we can identify the top-k 

similar items (𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑖)) based on the cosine 

similarity between their latent factor representations: 

neighbors(𝑖) = 𝑡𝑜𝑝 − 𝑘 items with highest similarity(i, j) 

Once we have identified the neighborhood of similar 

users or items, we can leverage their ratings or 

preferences to make recommendations for the target user 

or item. 

The recommendations can be generated by considering 

the ratings of the neighborhood users or the preferences 

of the neighborhood items. Various techniques, such as 

weighted averaging or matrix factorization, can be used 

to generate accurate recommendations based on the 

neighborhood information. 

By employing neighborhood-based collaborative 

filtering techniques, we can utilize the reduced-

dimension U and V matrices to identify similar users or 

items and enhance recommendation accuracy in the 

presence of data sparsity challenges. 

3.8 Evaluation Metrics 

To assess the performance of the proposed semantic 

approach, several evaluation metrics can be used. The 

most commonly employed metrics in recommendation 

systems include recommendation accuracy, coverage, 

and diversity. 

Recommendation Accuracy: 

• Recommendation accuracy measures how well 

the proposed approach predicts or matches the 

actual user preferences. Common accuracy 

metrics include precision, recall, and mean 

average precision (MAP). These metrics can be 

calculated using the following mathematical 

notations: 

• Precision: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
, 

where TP represents the true positive 

(correctly recommended items) and FP 

represents the false positive 

(incorrectly recommended items). 

• Recall: 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
, where FN 

represents the false negative (relevant 

items not recommended). 

• Mean Average Precision 

(𝑀𝐴𝑃): 𝑀𝐴𝑃 =  (
1

|𝑈|
) ∗

 𝛴(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑢) ∗  𝑅𝑒𝑙(𝑢)), where 

|U| is the total number of users and 

Rel(u) represents the relevance of 

recommendations for user u. 

• Coverage: Coverage measures the proportion of 

items that can be recommended. It ensures that 

the recommended items cover a wide range of 

preferences and cater to diverse user interests. 

Coverage can be calculated using the following 

mathematical notation: 

• 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
|𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐼𝑡𝑒𝑚𝑠|

|𝑇𝑜𝑡𝑎𝑙 𝐼𝑡𝑒𝑚𝑠|
 

• Diversity: Diversity measures the variety or 

dissimilarity among the recommended items. It 

ensures that the recommendations are not overly 

similar and provide a diverse set of options to 

users. Diversity can be quantified using metrics 

like the average intra-list dissimilarity or 

entropy. 

2. Comparison with Existing Methods: To 

demonstrate the effectiveness of the proposed 

semantic approach in overcoming the identified 

challenges, a comparison with existing methods 

and techniques is essential. This comparison 

can be performed using appropriate statistical 

tests or performance metrics. 

• Statistical Tests: Statistical tests, such as t-tests 

or ANOVA, can be used to compare the 

performance of the proposed approach with 

existing methods. These tests help determine if 

the differences in performance metrics are 

statistically significant. 

• Performance Metrics: Performance metrics, 

such as precision, recall, F1 score, or RMSE 

(Root Mean Square Error), can be calculated for 

both the proposed approach and existing 

methods. These metrics provide a quantitative 

measure of how well each method addresses the 

challenges and helps in comparing their 

effectiveness. 

Mathematical notations may vary depending on the 

specific metrics or statistical tests employed. It is crucial 

to select the appropriate evaluation metrics and conduct a 

comprehensive comparison to validate the superiority of 

the proposed semantic approach over existing methods in 

terms of recommendation accuracy, coverage, and 

diversity. 

4. Result and analysis 

In this study, we are solving the three major problems of 

recommendation systems – cold start, data sparsity and 

scalability by using Singular Value Decomposition. 

For Cold start problem, as we discussed earlier, we 

employed two different methods- 
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Popularity based recommendations are used when there 

is no initial input from the user. This is an effective 

method which shows top rated movies by finding the 

mean of all the ratings of the movies. 

 

Another method employed for solving the cold start 

problem is using the SVD itself. This is done by asking 

the user what movie he likes. According to the movie 

which he inputs, the SVD model recommends movies 

which he might like along with cosine distance value. 

 

Here we can see that all the movies which are 

recommended are Star Wars franchise movies. 

For any particular movie, the 100 latent features that are 

calculated will remove the data sparsity problem from 

the system. All the movies which are not rated by a 

certain user is neutralized by SVD and based on singular 

values and the genre of the movie, the value is given for 

a certain movie for a certain user. Here is an example of 

the 100 latent feature values of the movie Toy Story. 

 

The Scalability problem is solved by our model by using 

the SVD dimensionality reduction technique. SVD 

represents the user-item matrix as product of three 

matrices and each matrix has a certain functionality that 

is discussed earlier. 

Finally, we calculated the root mean squared error and 

mean absolute error of our system and the values seem to 

be promising. The quality of recommendations are good 

according to the values of the RMSE and MAE 

RMSE: 0.9124 

RMSE: 0.9123573080775754 

MAE:  0.7161 

MAE: 0.7161082532793506 

The amount of information is multiplying at an 

exponential rate because of the rapid development of 

Internet services. Most of the time, users have no idea 

how to get essential information more rapidly. 

Recommendation systems have proved to be useful in 

getting information and saving time searching. 

In conclusion, the paper highlights the challenges faced 

by recommender systems in addressing the needs of 

users in the current digital landscape. Despite the use of 

collaborative filtering, problems such as cold start, data 

sparsity, and scalability continue to persist. The authors 

propose a solution that utilizes Singular Value 

Decomposition (SVD), a matrix factorization method 

that addresses the afore mentioned issues. SVD reduces 

the dimensionality of the data and allows the extraction 

of factors from the user-item-rating matrix. The proposed 

system offers promising results and has the potential to 

enhance the accuracy of recommendations in various 

domains. 

The movie recommendation system built using SVD has 

several strengths and limitations. Here are some of the 

main ones: 

 

4.1 Strengths 

1. Accuracy: SVD is known for its high accuracy in 

predicting user ratings. The model is capable of 

capturing complex patterns in the data, which leads 

to better recommendations. 

2. Scalability: SVD can handle large and sparse 

datasets efficiently. This makes it suitable for 

recommendation systems with a large number of 

users and items. 

3. Cold-start problem: SVD can handle the cold-start 

problem where new users or items have few or no 

ratings. The model can make predictions based on 

the characteristics of the user or item. 
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4. Interpretability: SVD provides interpretable factors 

that can be used to understand the relationship 

between users and items. This can be useful for 

domain experts who want to analyze the 

recommendations. 

5. Flexibility: SVD can be customized to meet the 

specific needs of different recommendation 

systems. For example, the number of factors can be 

adjusted to optimize performance. 

4.2 Limitations 

1. Data sparsity: SVD requires a significant amount of 

data to make accurate recommendations. When 

there is a high degree of data sparsity, the model's 

accuracy can be reduced. 

2. Cold-start problem: While SVD can handle the 

cold-start problem to some extent, it still requires 

some initial data to make accurate 

recommendations. This can be a challenge for new 

systems that do not have any historical data. 

3. Interpretability: While SVD provides interpretable 

factors, it can be challenging to interpret the 

meaning of each factor. The factors may not have a 

clear relationship with the user or item 

characteristics. 

4. Limited feature representation: SVD is limited in its 

ability to represent complex user and item features. 

This can lead to suboptimal recommendations for 

systems with highly diverse user or item features. 

5. Computational complexity: SVD can be 

computationally expensive, especially when dealing 

with large datasets. This can limit its scalability for 

some applications. 

In summary, the movie recommendation system built 

using SVD has several strengths and limitations. While 

the model can provide accurate recommendations and 

handle the cold-start problem, it can be limited by data 

sparsity and computational complexity. The choice of 

recommendation algorithm should be based on the 

specific needs of the application and the trade-offs 

between different strengths and limitations. 

Here are some potential areas for improvement of the 

movie recommendation system built using SVD: 

1. Incorporating additional features: While SVD can 

handle some user and item features, incorporating 

additional features such as user demographics or 

movie genres can improve the model's 

performance. This can be achieved by using hybrid 

recommendation techniques that combine multiple 

algorithms. 

2. Regularization: Regularization techniques can be 

used to prevent overfitting in SVD models. This 

can lead to more accurate and robust 

recommendations. 

3. Hyperparameter tuning: The performance of the 

SVD model can be further optimized by tuning the 

hyperparameters such as the number of latent 

factors and regularization parameters. This can be 

done using cross-validation techniques. 

4. Handling dynamic data: The movie 

recommendation system can be improved by 

handling dynamic data, such as new movie releases 

or changes in user preferences. This can be 

achieved by using online learning techniques that 

update the model in real-time. 

5. Diversity of recommendations: While SVD 

provides accurate recommendations, it may not 

consider the diversity of recommendations. This 

can lead to a lack of serendipity in the 

recommendations. To address this, techniques such 

as diversity-based recommendation algorithms can 

be used. 

6. Explanation of recommendations: Providing 

explanations for the recommended movies can 

improve user trust and engagement. This can be 

achieved by using techniques such as model 

interpretation or generating natural language 

explanations. 

In summary, there are several areas for improvement of 

the movie recommendation system built using SVD. By 

incorporating additional features, regularizing the model, 

tuning hyperparameters, handling dynamic data, 

considering diversity, and providing explanations for the 

recommendations, the system can be further improved to 

provide better recommendations and user engagement. 

5. Conclusion 

In conclusion, the implementation of Singular Value 

Decomposition (SVD) in the movie recommendation 

system has proven effective in addressing scalability, 

data sparsity, and cold-start problems. Through 

preprocessing techniques such as mean imputation and 

matrix factorization, we successfully handled challenges 

related to missing values and data sparsity. Evaluation 

metrics including RMSE and precision confirmed the 

accuracy and efficiency of the SVD model. While the 

approach showcased its ability to provide accurate 

recommendations, there are opportunities for further 

enhancement, such as incorporating additional features, 

regularization, and adapting to dynamic data. Overall, 

SVD offers significant implications for movie 

recommendation systems by addressing key challenges 
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and emphasizing the importance of preprocessing and 

evaluation metrics. Continued advancements in SVD-

based recommendation systems have the potential to 

provide superior recommendations and enhance user 

engagement. 
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Abstract---A co-location pattern represents a subset of Boolean 

spatial attributes whose instances are located in a close geographic 

space. These patterns are important for location-based services. 

There are many methods for co-location pattern mining where the 

distance between the events in close geographic proximity is 

calculated using a straight-line distance called Euclidean distance. 
Since most of the real-time tasks are bounded to the road networks, 

the results computed using Euclidean distance is not appropriate. 

So to compute co-location patterns involving network we define a 

model where initially a network model is defined and the 

neighbourhood is obtained by using network distance. By comparing 
this approach with the previous Euclidean approach, the results 
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obtained for co-location patterns on a road network are accurate. 

Our experimental results for synthetic and real data show that the 

proposed approach is efficient and accurate for identifying co-
location patterns involving network entities. 

 

Keywords---spatial data, co-location patterns, road network 

distance, decision making, SVM, decision tree, random forest, Naïve 

Bayes. 

 
 

Introduction 

 

Co-location Pattern for Mining Spatial data (CPMS) is used to identify close 

proximity objects based on the geographical data Wang (2018). Complex 
associations are generally present in geographical data and knowledge extraction 

from both spatial and non-spatial attributes can be performed through CPMS. 

Location-based service (LBS) is a mobile service which uses wireless internet. 

These are capable of providing geographic information based on the current 

location. The information about surroundings with respect to a given position has 

become important to solve many real-time issues.  
 

Any data is said to be spatial if it contains location entities.  Extracting the close 

proximity geographic objects is possible through CPMS. The closeness between 

the objects can be calculated using various distance metrics like Euclidean 

distance and path distance Yao (2018). Usually, the distance between the objects 
is calculated using straight line distance called Euclidean distance and is ill-

suited because human activities are mainly constrained to road networks. So the 

distance measure used to calculate the road networks is the network distance. 

 

Co-location rule mining has got many applications across domains like location-

sensitive advertisements, genetics, transportation, tourism, ecology, weather 
prediction, and crime prediction Lu (2018). For example, a mobile service provider 

who has data of service patterns used by geographically nearby users and can 

provide location sensitive offers which boost his sales. Of late, a genetic field of 

biology is using the co-location mining for predicting the structures of DNA. 

 

 
Figure 1 The high-level view of Spatial Mining 

 

723



         5176 

Other examples are the prediction of rainfall in a particular area based on 

climatic conditions of that area and other neighbouring areas of it and prediction 

of a possible crime in an area based on a series of events occurring in that area 

over a period of time. The high-level flow of CPMS is shown in Fig. 1.  
 

The following terminology has been used throughout this paper.  

 

• Network: A network is a weighted graph with a set of nodes N and a set of 

edges E. Represented as G=(N, E). 

• Network Edge: Any two nodes which have direct communication can be 
expressed as network edge. It can be created between the start node and the 

ending node. Multiple nodes can even be configured on the network edge 

based on the object distance from the starting node. 

• Network object: A network object is expressed as (d, k) where d is the 

nearest edge and k is the distance from the starting node. 
• Network distance: Network distance is defined as the shortest path distance 

from one object to another. For example, if we consider the objects which lie 

on the same edge then the distance between the two objects can be 

calculated and identified as the shortest distance between the objects. 

• Neighborhood:  All the objects within the defined threshold are treated as 

the neighborhood to a target object. This measure is required to find all the 
co-located objects in the geographical area. Dijkstra's algorithm is one of the 

most popular methods for finding the shortest path. This gives the optimal 

solution for the given dataset. 

 

Related Work 
 

Based on the extensive literature, we prepared a taxonomy for identifying co-

location patterns (Fig. 2.). Multiple researchers have worked on spatial co-location 

mining. Many of these past works are based on the Euclidean distance Yu (2017), 

Huang (2004), Cai (2018), Yoo (2004). However, most of the human activities 

depend on network distance Okabe (2009), Yamada (2007). The economic issues 
can be addressed using the network distance Lu (2017), Yu (2017).   

 

In Agrawal (1994), the authors formulated the rules for generating advanced 

frequent patterns using the support and threshold. The authors in Koperski 

(1995) introduced the idea of spatial association mining in which they focused on 
certain spatial objects Flouvat (2015).  But, these approaches may not contain the 

required reference feature. To address this, recent researches focused on CPMS. 

 

CPMS is used for several applications especially in designing, natural 

investigations, business, and transportation Shekhar (2001). In another study, an 

object-centric model was proposed in  Huang (2006) for co-location pattern 
mining which is based on clique instances rather than reference feature along 

with introducing a measure named participation index. But, this method has a lot 

of instances join operations, which increases the complexity. 

 

To minimize this number of join operations, the authors in Yoo (2004) proposed 
different approaches. Firstly, they proposed an algorithm based on a plane 

dividing approach.  Even though this approach performs better, still there are 
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noticeable instance join operations. In recent studies, this algorithm is further 

extended to make it more efficient Flouvat (2015), Philips (2012). 

 

 
Figure 2. A proposed taxonomy for generating co-location patterns 

 

In this paper, we propose to use a road network distance for CPMS. Instead of 
using the Dijkstra algorithm, we use A* search algorithm for finding shortest 

paths which improve the performance.  A* algorithm is a widely used approach in 

path finding and graph traversal techniques. 

 

The fundamental component of spatial data mining is based on how 
neighborhood relation is defined. Further, there are also many other approaches 

in the literature to discover the spatial co-location mining like buffer zones Appice 

(2003), topological connections Santos (2005), kNN algorithm Wan(2009). The 

utilization of network distance is not a new aspect of GIS. Many researchers 

Huang (2004), Cai (2018)Xie (2008), used network distance for CPMS but authors 

in Yu (2015) used a new interesting measure and their results are more 
convincing and accurate. 

 

A format sheet with the margins and placement guides is available as both Word 

and PDF files as <format.docx> and <format.pdf>. It contains lines and boxes 

showing the margins and print areas. If you hold it and your printed page up to 
the light, you can easily check your margins to see if your print area fits within 

the space allowed. 

 

Proposed Approach for Identifying Co-Location Patterns 

 

The proposed design for identifying co-location patterns is shown in Fig. 3.  In 
the previous studies, the distance between the two objects is calculated using 

Euclidean distance. Since most of the human activities are constrained only to 

the road networks, the Euclidean model is ill-suited. To overcome this drawback, 

a new distance metric called network distance was used. This distance metric is 

used to calculate the distance between the two objects through a network. 
However, there are very few studies which focused on using road network 
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distance for CPMS. We use the existing framework of CPMS and customize it to 

use participation index as an interesting measure.  

 

  

 
Figure 3 Proposed Architecture for CPMS (Co-location Patterns through Mining 

spatial data 

 
In this method, the shortest distance between the two objects located in close 

geographic proximity is considered. The algorithm used for calculating the 

shortest path is A* search algorithm. In this context initially, the objects located 

in geographic proximity are identified. Later using the A* search algorithm the 

shortest path from each object to another object is obtained. Based on the 
obtained distances a threshold is fixed. 

 

The objects within the given threshold tend to form a pattern called the co-

location pattern. Based on the objects, co-location patterns of various sizes will be 

obtained. This obtained co-location patterns will be useful for users in their trip 

planning, business decisions etc. Generally, the co-location pattern mining in 
spatial data follows these steps: Initially, a neighborhood relation graph is built 

based on the predefined neighborhood. Next, the clique instances (co-location 

instances) will be generated. Finally, the relevant patterns are obtained (i.e. 

pruning) by using a threshold. The major variation in our paper is that we 

focused on creating the neighborhood relation graph based on network distance.  
 

Experimental Results 

 

Two different datasets have been considered in the experimentation, one is a 

synthetic data and other is a real-time data (Kukatpally area description). This 

approach analysed on a real data i.e., KPHB colony (Asia's largest colony) data to 
assess the performance and the details are as follows: In this, we considered all 

ATMs, shopping malls, hospitals, and banks. The data set consists of 107 banks, 

238 ATMs, 49 Hospitals and 18 shopping malls (Fig. 4). We find latitude and 

longitude for each object and applied the concept of network distance where the 

equivalent weighted graph is constructed. We applied the A* algorithm for 
identifying the shortest distance to find co-location patterns. 
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In urban areas, the services and location of the objects are tied to road networks. 

So to represent this, we use nodes, edges, network object, network distance, 

neighborhood, participation ratio, and participation index. Initially, the network 
distance from each event to another event is calculated and stored. Now threshold 

is fixed up to certain units. Based on the threshold the co-location patterns based 

on road networks will be obtained. Based on the threshold the co-location 

patterns of various objects will be obtained. The participation ratio and 

participation index are calculated for the obtained co-location patterns.  A higher 

value of participation ratio indicates that the identified co-location patterns are 
strongly correlated.  Fig. 5. illustrates the object representation in the spatial 

reference system. 

 

If we consider the objects which lie on the same edge then the distance between 

them is considered as the shortest one. On the other hand, in Fig. 5., objects A1 
and D3 lie on different edges the network distance between them can be 

calculated by using the Dijkstra’s algorithm i.e. Network distance (A1, D3) = 

A1.pos + networkdistance(n7, n7) + D3.pos. Substituting the corresponding 

values we get 7.1 (3.8+0+3.3). Fig. 6 shows the co-location instances obtained, 

participation ration and participation index which are obtained after the complete 

execution of the code. Higher participation index indicates that the co-located 
patterns occur frequently within the threshold. 

 

The following measures have been considered to access the performance of the 

system.  

 
• Participation Ratio (PR): Participation ratio can be defined as the ratio of the 

number of distinct objects that are included in co-location instances to the 

total number of objects of the type (Equation (1)). 

Participation Ratio = (number of distinct objects) / (total number of objects 

of the type) 

• Participation Index (PI): Participation index can be defined as the minimum 
values of participation ratio. 

 

We tested the proposed approach for multiple threshold values. Taking 100 

meters as the threshold, the results obtained are shown from Fig. 7 to Fig. 11.  

We extended our approach for other threshold values and the same are shown at 
the end of the section. 
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Figure 4 Map overview of the considered Real-Time Data Set 

 

Applying the Proposed Approach on Synthetic Data set 

 

 
Figure 5 Linear referencing based Network Model 

 

Fig 7 shows that the participation index for ‘C, D' co-location patterns is very 

high. This indicates that the co-location patterns occur frequently in an area of 9 

units. Applying the Proposed Approach on Real-Time Data Set Fig. 8 shows that 
the co-location patterns for ATMs and Banks is very high, which indicates that 

ATMs and Banks occur frequently within an area of 100m in Kukatpally area. 
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Figure 6 Co-location patterns for sample data set in Fig.1. 

 

 
Figure 7 Participation index for co-location patterns in a synthetic dataset with 

threshold 9 units 
 

 
Figure 8  Participation index for size2 co-location patterns with threshold 

100m 
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Fig. 9 shows that the co-location patterns for ATMs, Banks, and Hospitals are 

very high, which indicates that ATMs, Banks, and Hospitals occur frequently 

within an area of 100m in Kukatpally area. 

 

  
Figure 9 Participation index for size3 co-location patterns with threshold 100m 

 

Fig. 10 shows that the co-location patterns for ATMs, Banks, Restaurants, and 

Schools is very high, which indicates that ATMs, Banks, Restaurants, and 

Schools occur frequently within an area of 100m in Kukatpally area. Fig. 11 
shows that the co-location patterns for ATMs, Banks, Hospitals, Restaurants, and 

Schools are very high, which indicates that ATMs, Banks, Hospitals, Restaurants, 

and Schools occur frequently within an area of 100m in Kukatpally area. 

 

 
Figure 10 Participation index for size 4 co-location patterns with threshold 

100m 
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Figure 11 Participation index for size 5 co-location patterns with threshold 

100m 

 

We tested the proposed model using multiple spatial data sets with varying 

thresholds. We observed that when the threshold value is increasing, the 
probability of occurring the co-location patterns is increasing to a certain limit 

and later, it was almost constant (Table 1 and Table 2). The co-location patterns 

obtained for various threshold values are shown in Fig. 12. 

 

Table 1 Co-location patterns with varying threshold values (Size=2) 
 

Co-Location 

Patterns 

Threshold=300m Threshold 

= 500m 

ATM, Banks  0.7407    0.777 

ATM, 

Hospitals 

0.8666 0.9333 

ATM, 

Restaurants 

0.8260 0.9565 

ATM, 

Schools 

0.562 0.8750 

Banks, 
Hospitals 

0.740 0.8518 

Banks, 

Restaurants 

0.5900 0.7777 

Banks, 

Schools 

0.5666 0.6255 

Hospitals, 

Restaurants 

0.800 0.933 

Hospitals, 

Schools 

0.8125 0.9375   

Restaurants, 

Schools 

0.500 0.625 
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Figure 12 Various size co-location instances obtained for different threshold 

values 

 

Table 2 Co-location patterns with varying threshold values (Size=3) 
 

Co-Location Patterns Threshold 

= 300m 

Threshold 

= 500m 

ATM, Bank, Hospitals 0.7077 0.7777 

ATM, Bank, Restaurants 0.5925 0.7407 

ATM, Bank, Shopping Malls 0.5625 0.625 

ATM, Hospitals, Restaurants 0.7391 0.9333 

ATM, Hospitals, Shopping Malls 0.5625 0.625 

ATM, Restaurants, Shopping Malls 0.5 0.025 

Bank, Hospitals, Restaurants 0.5925 0.7407 

Bank, Hospitals, Shopping Malls 0.5625 0.625 

Bank, Restaurants, Shopping Malls   0.500 0.625 

Hospitals, Restaurants, Shopping Malls 0.500 0.625 

 

We extend the proposed approach to identify the colocation patterns for each 

individual and aggregate them to predict the crowd in the target place. We 

consider each human activity on daily basis with respect to spatial and temporal 
aspects. We proposed an approach (Algorithm 1) to achieve the same. 

 

Algorithm 1: Crowd prediction in the target locations from extracted individual 

spatiotemporal patterns 

Input: User public activities recorded in the form of 
           f(x,y,t). 

Output: Crowd prediction {High, Medium, Low} in the target location with 

respective to time limits. 

1. For each user Ui 

2. Identify the source of tracking the user activities 

3. Store and pre-process the collected data in the Time Range Tw 
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4. Generate a graph with locations Li[] as nodes and edges represent the 

sequence followed to visit locations in Li[]. 

5. End For 
6. Aggregate the individual user activity graphs using spatiotemporal 

clustering techniques. 

7. For Each path Pi in Aggregated Graph in TW 

8. For Each  item Ix in  Pi 

9. Find the probability of Ix by considering Ix-1  

node for all Pj 
10. End For 

11. If Prob(Ix) <Thd 

12. Purge that node from Li[] 

13. End If 

14. End For 
15. Apply supervised machine learning algorithms for predicting the crowd at 

the Target location(s) 

 

We initially identify the source of tracking the user activities like cab trajectory, 

self-agreed geographic and mobile tracking IAdamu (2018). We then record the 

sequence of locations that every user visits and all this information is aggregated 
using spatiotemporal clustering techniques. We purge the nodes from the 

aggregated graph which are not meeting the defined threshold. Finally, we apply 

supervised machine learning algorithms to predict the crowd at a particular 

location.  

 

 
Figure 13 Identified Hotspots for multiple users across multiple visits 

 

We tracked multiple user visits for several locations over a period of time and 

identified hotspot locations if they are meeting a certain threshold (Figure 13). 

Then, we identified multiple users visiting sequence containing the hotspots 

(Figure 14). We then have taken a new user sequence to predict the crowd at the 
next location that he/she is supposed to visit based on the hotspot visiting 

sequence. The classification accuracy after applying various supervised learning 

algorithms is shown in Figure 15. We further improved the classification accuracy 

by considering the various constraints like less congestion path, good road path 

and shortest path (Figure 16).  We identified that the user visiting sequence 
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greatly varies based on the listed constraints by which crowd prediction accuracy 

at the target location is also improved.  

 

 
Figure 14 Identified user visiting sequence-based on the hot spots 

 

 
Figure 15 Crowd Prediction accuracy without constraints 

 

 
Figure 16 Crowd Prediction at the target location with constraints 
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Conclusion 

 

Spatial Co-Location Mining is an emerging area and has various real-time 
applications. We identified that the traditional distance measures cannot be 

directly used for identifying frequent co-location instances in the target 

geographical data. We evaluate the effect of network distance to extract the co-

location patterns for the spatial data. We customized the existing CPMS model 

and added a new interesting measure to it. We tested the approach on multiple 

data sets (synthetic and real) and observed that the observed results are accurate 
for various co-location patterns. Since most of the human activities are 

constrained to road networks, this model will be useful. We extended the 

proposed approach to predict the crowd in target location based on the users 

visiting sequence based on time. As future work, we can apply the proposed 

approach for larger areas and test the accuracy of it.   
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Abstract---In the recent times, the image data in social networks 

such as Instagram, Whatsapp, Facebook, Snapchat, twitter etc has 

an exponential growth in terms of volume, variety due to the velocity 
of the data stream. On the other hand, the advancements in the 

image and video processing led to increase in the fake images 

relatively in huge volumes. Due to the involvement in spreading fake 
news and leading mob incitements fake images became major 

concern to handle that demands an efficient a fake image detector is 

of at most concern to entire social networking organizations. In this 

paper, a deep learning framework is proposed that differentiates 
fabricated parts of the image from the real image using supervised 

learning strategies. Also a modified neural network structure called 

the Fake Feature Network is proposed in this work which consists of 
advanced convolution networks. In order to make model effective, 

the proposed methodology has a two major steps in learning which 

combines a modified neural structure that uses classifier and 
pairwise learning for the fake image detection. The performance of 

737

https://doi.org/10.53730/ijhs.v6nS5.9310
mailto:mvenugopalachari_it@cbit.ac.in


         3028 

the model is enhanced the contrastive loss to learn the common fake 

features using pairwise learning, which is achieved by incorporating 
Siamese neural network.  

 

Keywords---Fake face image detection, Feature Network, Social 
Network Data, Deep learning, Pairwise learning. 

 

 

1. Introduction 
 

In this technological era, social media networks playing good role in human’s life 

in all aspects. Over the years we have seen social media take different forms than 
it was created for. One of the problematic forms of social media is spreading fake 

information and misinformation. People started using social media as a tool to 

spread fake information to exploit others or damage their reputation. One of the 
main ways of doing this was creating fake images or videos. The major 

contributors of creating fake images are Generative Adversarial Networks aka 

GANs.  
 

GANs are deep learning based generative models that have been widely used to 

create partial or whole realistic images or videos. These neural networks have 

been progressing every year creating more sophisticated networks like BigGAN, 
CycleGAN and PGGAN, which create highly realistic images. They also have the 

capability to create synthesized speech videos, which was used in the past to 

sabotage several politician’s credibility.  
 

Current forensic techniques require an expert to analyze the integrity of an image. 

Since the fake images created are highly sophisticated and almost impossible to 
detect a system is needed which is on par to the latest GANs models to detect 

them. A model using customized advanced neural networks to determine fake 

images has been implemented. A modified neural network structure called Fake 
Feature Network (FFN) has been proposed, which consists of Convolution Neural 

Networks, DenseNETs and Siamese Neural Networks. The model created will be 

trained using pairwise learning strategy to obtain an efficient model. 

 
2. Related Work 

 

There exists different kind of tools and techniques to handle digital image 
forensics in the literature [10,11]. In order to justify the image authenticity 

majority of the approaches focus on the format, Meta data of the image data. 

Though the advancements in this category of tools and techniques targeting fake 
images, detecting the fake images remains as a challenge due to the availability of 

the same advancements of the image processing techniques for the attacker. Few 

reputed social networking organizations such as facebook and Microsoft are 
sponsoring the fake detection challenge program in recent time to tackle this 

challenge [12].  

 
One of the traditional approaches for fake image detection is frequency domain 

analysis that focuses on the compression data of the image that reveals different 

values for manipulated images. The fake images of faces usually tend to contain 
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anomalies when compared to real ones in frequency domain and the experiments 

in the literature with deep fake image detector had exhibit good results on the 

image spectrum [13]. Due to the existence of smooth and sophisticated edges in 

the image the frequency domain based fake image detectors could not perform 
upto the mark. To address these limitations in this category, few techniques such 

as JPEG Ghost proposed in the literature [14], in which the JPEG quality of 

different regions on the same image identified and verified. If the JPEG quality of 
all regions is not same, then the image assumed to be fake as it was recreated by 

incorporating another image region. But if the forged image maintains the same 

JPEG quality on all regions of the image, JPEG Ghost like techniques will not 
perform well. 

 

On the other hand few researchers focused on the texture features of the image to 
differentiate fake from real images. However, designing a fake image detector 

based on the texture information seems critical as the sole global texture 

information could not differentiate fake images from real images [10]. As as 

advancement in this approach gram matrix is introduced to capture texture 
information combined with Resnet [15]. If the images manipulated are of format 

JPGE, which is a lossy format, one can easily recognize the regions manipulated 

using Error Level Analysis. JPGE images maintains stable areas throughout the 
image which have minimum error. Any modification done to a picture will result 

in altering of stable areas. ELA tries identifies the areas manipulated since they 

are no longer at their minimum error level. By analysing the patter of the images 
after ELA once can determine which parts of the image are possibly faked. One 

can integrate machine learning to detect the anomalies in the error level analysed 

images too. If the different regions of the image are manipulated then this 
approach suits better whereas error level analysis is not efficient for GAN images. 

 

Deep learning is also another latest approach in handling fake face detection 

techniques. Convolution Neural networks is the popular deep learning technique 
spread over various domain also can be used for face forgery methods such as 

FaceForensics[3], in which convolution and max pooling are the two major steps 

driving the supervised learning process. In this category of methods, self-attention 
generative adversarial networks are other technique which generates fake face 

data set which is refined [4].  

 
In [6] and [7] authors proposed LSGAN (Least Square Generative Adversarial 

Networks) which improves the training model performance for fake image 

detection by supplying additional features such as noise features which are 
generated by steganalysis, as input to the CNN model. However, if the images 

have smooth edges then due to the challenges in extracting the noise feature, this 

kind of approaches cannot perform well for fake image detection. Few approaches 

in the literature such as MMC image forensic tool uses JPEG quality and 
metadata features [9]. Fotoforensics is the other tool that uses SNGAN (Spectral 

Normalization for Generative Adversial networks for fake image detection [8]. But 

the challenge  lies with the images provide by GAN technique as well if the meta 
data itself is modified or hidden by the attacker, these kind of tools fail to identify 

fake images. 
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In [5], a self-consistency based learning method on social network data is 

proposed in which it justifies whether a single imaging pipeline could generate the 
content or not that reuires the EXIF meta data. However this approach is also 

sensitive to the attacks on meta data of the fake images. The model proposed by 

“Fake image detection using machine learning” [2] To detect GANs generated 
images uses shallow networks instead of deep neural networks. They also use an 

adversary model to delete the entire metadata. The main limitation of their model 

is that they manually created fake face images to create the model, which is quite 

time consuming. 
 

3. Proposed FFN based Model 

 
The data is first preprocessed where the images are reshaped to 64 x 64 pixels 

resolution. Pairs of images from these reshaped images are made which are 

necessary for pairwise learning in Siamese networks. The Siamese network is 
built using the Fake Feature Network as its sister networks. The Siamese network 

is trained using contrastive loss function. Finally testing and validation is done 

using various validation methods. The working has been represented as shown in 
Fig. 1. 

 

  
 

Figure 1 The architecture of the proposed model 
 

A. Processing data 

 

The images from the dataset were loaded to the model. Using an inbuilt function 
which images are loaded the from the directory. For this the directory was 

organized in such a way that it consisted of two folders which contain images of 

each class respectively i.e., a folder with all real images and a folder with all fake 
images. The images loaded were reshaped to 64x64 pixels and the number of 

images loaded once per call, i.e., batch size was 16.  
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B. Building Fake Feature Network 

 

The architecture of the sister network is shown in Fig 2. The sister network 

initially consists of a convolution layer with 7 x 7 kernel size and 48 channels 
with stride value being 4. The output of this layer is sent to dense blocks 

DenseNets with different number of blocks in each unit are used to construct the 

Fake Feature Network Model (FFN). A total of two dense units containing 2 and 3 
blocks, respectively are created. Each unit has 24 and 30 channels, respectively. 

 

 
 

Figure 2 Design of Fake Feature Network 

 

A translation layer is added in between every dense block, where the input tensor 
is halved. The dense block consists of batch normalization, ReLu activation and 

convolutions. Convolution with k * 4 filters and 1 x 1 kernel size are used, where 

k is the growth rate. Consecutively another batch normalization, ReLu and 

convolution is done. This time convolutions are done with k number of filters and 
3 x 3 kernel size. Two sister networks are trained using discriminative feature 

learning. Following these is a fully connected layer of 128 neurons i.e, the output 

of the first dense unit is concatenated with the final output of the last dense unit 
and is sent to the fully connected layer. 

 

C. Building Siamese neural network using FFN 
 

 
Figure 3 Siamese network architecture 

 

Fig. 3 depicts the architecture of Siamese network. Sister networks have same 
architecture and parameters. Both networks work and train simultaneously to 

enable pairwise learning. A pair of images is given to the model where each sister 

network takes one image from the pair as input. The sister networks then give 
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extract discriminative features as output, which is passed to a function that 

calculates Euclidean distance between the features. If the distance between two 
images is less than 0.5, they belong to the same class else they belong to different 

classes. 

 
D.  Discriminative Feature Learning 

 

To enhance the performance of the system, contrastive loss was introduced to 

learn the common fake features. Contrastive loss is extensively used in Siamese 
neural networks to calculates the distance between two images in vector space. 

The loss is low if the images are closer and high when images are farther apart. To 

achieve this, we incorporate contrastive loss in energy function of traditional loss 
function. The energy function defined as follows: 

 

Ew(x1,x2) = ||fFFN(x1) – fFFN(x2)||22 
 

Where (x1, x2) is the face image pair.  

After incorporating contrastive loss into the function, it will be defined as: 
 

L(W,(P,x1,x2)) = 0.5 x (yijE2w) + (1 - yij) x max(0,(m-Ew)22) 

 

Where y indicated pairwise label, that y=0 indicates an imposter pair and y=1 
indicates a genuine pair. m denoted the predefined threshold. When input is 

genuine, the cost function minimizes the energy by making (1 - yij) x max(0, (m - 

Ew))22) equate to zero. When the input pair is an imposter pair the contrastive 
loss will maximize energy by minimizing function max (0, (m - Ew)). In this way by 

iteratively training the network using contrastive loss, common fake features of 

collected GANs can be learned. 
 

4. Results and Validating FFN 

 
N-way one shot learning is used to validate the Siamese neural network. The 

algorithm works in such a way that same character is compared to n different 

characters out of which only one of them matches the original character. The 

model must give minimum distance to the one that matches the parameter when 
compared to the rest. If so, it is treated as a correct prediction. This procedure is 

repeated k times, and the percentage of correct predictions is calculated as 

follows. 
percent_correct = (100 x n_correct) / k 

 

where k represents the total number of trials and n_correct represents the 
number of correct predictions out of k trials. 

 

The proposed model has been tested using N-way one shot learning technique. 
Where n number of pairs will be sent to the model out of which only one pair of 

images belong to the same class. The model is tested k number of times to check 

how accurately it predicts that one pair. To test this model 2,4,16 and 32 pairs of 
images have been tested 100 times for both real and fake images. The results are 

shown in Table 1.  
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Table 1 N-way one shot results 

 

Class Number of pairs Repetitions Accuracy 

Real 2 100 100 

Real 8 100 100 

Real 4 100 100 

Real 16 100 100 

Real 32 100 99 

Fake 2 100 100 

Fake 4 100 100 

Fake 8 100 100 

Fake 16 100 98 

Fake 32 100 98 

 

 
Figure 4 Accuracy curve 

 

The model has also been tested by changing the batch size of input given to the 
model. Time taken in training has also been added as a constraint to test the 

performance of the model. The results are shown in Table 2. 

 
Table 2 Test results of proposed model 

 

Batch size Time taken per epoch Loss 

8 6 hrs 0.0017 

16 3.5 hrs 0.0017 

32 2 hrs 0.0018 

64 1.5 hrs 0.0020 

 

To get the model with low training time per epoch and loss, models with 8,16,32 

and 64 batch sizes were test and are show in Table 2. Based on our testing 
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process, it was found that modified neural model with 8 batch sizes performed 

better when compared to the rest.  

 
Figure 5 Batch size vs loss curve 

 

On evaluating the model built over the validation data, the accuracy and loss 
obtained were 99.5% and 0.0017, respectively. 

 

 
Figure 6 Output when training 

 
Random Model 

 

Random model is a common technique which is used while testing neural 
network incorporated with Siamese neural networks. Random model working is 

similar to that of N-way one shot learning. It classifies the image given as input by 

comparing it to 16 random images. The set of images it uses to compare the test 
image is called Support Set. The model then generates n random numbers 

between 0 and 1. n random numbers denote the similarity score between the test 

image and one of the images in the support set. While testing, if the model gives a 
maximum similarity score to the one it is like, then it is considered as correct 

prediction. 

 

The model created was also tested with a Random model. A random model was 
created and tested using 2,00,000 images using different n values. 2, 4 8,16 and 

32 n values were used to test the model, where each n value prediction was 

repeated 100 times. 
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Table 3 Test results for random model 

 

N Value Number of trials Accuracy 

2 100 44 

4 100 25 

8 100 16 

16 100 7 

32 100 5 

 

 
Figure 7 Random model vs FFN 

 

The model was also tested with a random model. Table 3 represents the results of 

the random model. The results were compared to the model proposed and the 
results are show by Fig 7. Random model`s performance deteriorated as the 

number of numbers it generated increased. Whereas the proposed model`s 

performance was almost linear when batch size increased. After comparing the 

results of both model FFN model proved to be more efficient.  
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Executable model 

 

 
 

Figure 8 Flow chart of execution 
 

Upload Image 

 
Once the user executes the application, a Graphical User Interface pops up on the 

screen. The GUI prompts the user to upload an image which he wants to classify. 

The dialogs and buttons on the GUI were constructed using Tkinter library in 
python.  

 

 
Figure 9 Screenshot of user Interface 
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Upon clicking the upload image button, the user is directed to another window 

which allows him to choose his picture. The selected image`s path is returned and 

passed to the modified neural network.  

 

 
Figure 10 Screenshot of uploading image 

 

Resize Image 

 

Dimension of the image uploaded by the user are first checked before sending it 
to the modified neural network. The input image is passes as it is if its is 64 x 64, 

else the image is resized using cv2.resize function which is a part of python 

OpenCV library. The resized image is then passed to the neural network. 
 

Modified Neural Network 

 
The images given by the user are sent to the FFN. Along with the input image a 

set of n fake and real images are randomly picked and sent to the FFN. FFN 

extracts discriminative features from the input image and the set of n images 
given to is. The extracted features are stored in a feature vector. Feature vector is 

then sent to the lambda layer. 

 

Euclidean distance 
 

The lambda layer calculates Euclidean distance between the input image and the 

set of n images it randomly chose, using the feature vectors given by the user. The 
Euclidean distance represents the distance between two images in a vector space. 

If the two images belong to the same class their Euclidean distance is less than 

0.5 and more than 0.5 when they belong to different classes. 
 

Classification Function 

 
The classification used works with a simple logic and uses simple python 

language. When the Euclidean distance is passed to the function it tries to check 

how close it is to the random picture it is being compared to. If the distance 
between them is less than 0.5 the random image label is checked, and the input 

image is classified in the same class as the random image. If the distance between 
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them is higher than 0.5 the input image is classified in a different class than that 

of the random image`s. 
 

Display Prediction 

 
Once the image is classified the class name is shown on the GUI through 

create_text function present in Tkinter library of python. 

 

 
Figure 11 Screenshot of prediction 

 

5. Conclusion 

 

A novel modified neural network for fake face detection is proposed in this paper.  
Since the model has only been trained using single face images it gave 

satisfactory results with images with multiple imaged were given as input. The 

ability of this system can be extended to detect fake videos and images with more 
than one face. One can detect fake news or videos and assures the credibility of 

the data. Incorporating face detection will help in case of images with multiple 

faces. The model can used face detection to identify the faces in the image and 
classify them individually. 
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Abstract— Complexity and diversity of today's cyber assaults make it challenging to create a 
multi-attack categorization intrusion detection system. Intrusion Detection Systems need 
efficient classification to counteract hackers' advanced strategies. A single classifier can't 
properly detect several sorts of attacks, which is another problem. We suggested an unique 
ensemble architecture named Leader Class and Confidence Decision Ensemble Technique 
(LC&CDET) that accurately detects threats. The recommended strategy for spotting attacks 
involves ranking the detection capabilities of different base classifiers.  The voting technique 
utilises a majority of the classifiers, regardless of whether the algorithm can detect the assault.  
It chooses the best ML model from three advanced methods (XGBoost, LightGBM, and 
CatBoost) for each attack category. Class leader models with confidence values are used to 
assess cyberattack detection. The proposed LC&CDE successfully detects intrusions using 
publicly accessible CICIDS2017 dataset with an accuracy and F1-score of 99.813 and 
99.811%. 
Keywords— Intrusion Detection System, CAN Bus, LightGBM, XGBoost, Ensemble 
Learning CICIDS2017;  
I. INTRODUCTION 
 Cybercrime and other risks to computer and internet security are on the rise as the 
digital world develops. As a result, classic Intrusion Detection Systems (IDS) are rapidly 
becoming defunct. Previous IDS-based security solutions depended on signatures concepts that 
had already been specified [1], making them unable to spot newly generated abnormalities and 
attack variations [2]. The main issue was that the signature database wasn't being updated and 
expanded quickly enough to keep up with the rapidly changing nature of threats [2]. With the 
increasing complexity of modern assaults, researchers are constantly developing new methods 
for anomaly-based threat detection and protection [3]. In order to equip systems with robust 
intrusion detection tactics for the future, researchers are utilizing cutting-edge methods based 
on machine learning (ML) and deep learning (DL). However, not all modern-day threats can 
be detected using a single machine learning approach. 
Numerous studies have been suggested in this area, with authors claiming that their IDS 
systems can accurately classify attacks even when presented with just historical data. The 
success of an Intrusion Detection model in the real world, however, hinges on how well it can 
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spot sophisticated attacks as they happen in real time. Most of the research in this field is 
conducted using outdated data sets [4]. In Table 1 are listed the most frequently employed 
datasets [5] in IDS studies. Attack detection using models built on historical data is ineffective 
with today's traffic. 
  Machine learning is used to spot invaders. Random Forest, Support Vector Machine, 
Decision Trees, and k-Nearest Neighbor (kNN). Complex IDS demands can't be covered by a 
single machine learning algorithm [7], [4], [8], [9]. IDS attacks have gotten more diversified 
and sophisticated as traffic has increased [6]. Every ML algorithm has pros and cons. Some 
algorithms may be effective against some attacks, but not others. When ML models are utilised 
in IDS systems, cyber-attack prediction performance might vary widely. In this research, we 
present Leader-Class and Confidence-Decision Ensemble Technique (LC&CDET), which 
incorporates three gradient-boosting ML algorithms: XGBoost [10], LightGBM [11], and 
CatBoost [12]. LC&CDET maximizes model performance by identifying which base ML 
model has the most confidence for each class. 
The primary contributions of this study are as follows: 
1) It recommends a new ensemble framework called LC&CDET for efficient intrusion 
detection by combining class leader and confidence decision procedures with gradient-boosting 
ML algorithms. 
2) The framework is evaluated with CICIDS2017 datasets, which represent IVN and 
external network data, and public security datasets. 
3) It evaluates the given model in relation to other, more advanced techniques. 
 
The following is how the paper is organized. 
a. Section II presents an overview of recent research on intrusion detection using machine 
learning and ensemble models. 
b. Part III describes the proposed LC&CDET framework. 
c. Part IV presents and discusses the findings of the experiments. 
d. The conclusion is the last portion of the paper. 
 
II. RELATED WORK  
Deep learning was used by W. Wang [1] to efficiently and automatically extract essential 
feature representations for use in detection. They provide a strong stacked contractive auto 
encoder (SCAE) approach for unsupervised feature extraction. With a high degree of resilience, 
the SCAE approach enables the automatic learning of superior low-dimensional properties 
from unprocessed network information. The studies show that the proposed SCAE+SVM 
methodology outperforms three current state-of-the-art approaches on the KDD 99 and NSL-
KDD intrusion detection assessment datasets. 
 
L. Qi [2] recommends utilising MDS AD. It's a combination of PCA, isolation forest, and 
locality-sensitive hashing (LSH). MDS AD has the following characteristics. 1) The new LSH 
can handle data from several angles. Second, MDS AD has a great degree of accuracy in 
detecting anomalies in experimental groups. Finally, the principal component analysis may be 
used to minimise the dimension of correlations between numerous attributes. Finally, MDS 
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AD is a streaming approach that can continually analyse data and update models while 
consuming little memory and processing power. Several studies are planned and carried out 
utilising the UNSW-NB15 dataset to validate the effectiveness of MDS AD. MDS AD 
outperforms the best current alternatives in tests, as proved. 
 
R. Conde Camillo da Silva [3] used the CSIC 2010 dataset for both training and evaluation in 
his work. J48, Naive Bayes, OneR, Random Forest, and IBM Watson LGBM algorithms were 
compared. The measurements used were T-rate, accuracy, recall, and f-measure. The Watson 
tool's algorithm (LGBM) fared the best across the board when compared against other 
algorithms in the literature. 
 
A two-stage pipeline was proposed by P. Barnard [4] for effective network intrusion detection. 
As a starting point, we employ an XGBoost model for supervised intrusion detection while 
developing model justifications with the SHapley Additive exPlanation (SHAP) framework. 
Using these explanations in the second stage teaches an auto-encoder to distinguish between 
known and unknown attacks. While the overall performance of our approach is comparable to 
many cutting-edge attempts in the cybersecurity literature, trials on the NSL-KDD dataset show 
that it can consistently identify new threats discovered during testing. 
 
R. Zhao [5] used the CFS-DE technique to choose the best feature subset to minimize the size 
of the features. After that, a weighted Stacking method is presented, which raises the levels of 
base classifiers with excellent training results and lowers those with poor training results to 
enhance classification performance. As a result, the model improves classification efficiency 
while also generating higher accuracy. The NSL-KDD and CSE-CIC-IDS2018 data sets were 
used for all experiments throughout this study.  
 
L. Wang [6] developed an efficient method for filtering only a few examples of exceptionally 
long round-trip durations from Internet packets. Experiments corroborate our findings that our 
proposed SSI detection method has a detection efficiency of more than 85.7% when used over 
the internet. 
 
Z. Wu [7] proposes a dynamic ensemble evolutionary algorithms for intrusion detection 
approach (DEIL-RVM) and implements a dynamically adaptable ensemble intrusion detection 
model. The faulty ensemble model base component is eliminated and substituted with an 
alternate one that utilizes the fresh overall misclassification probability weighting factor 
(OMPW) produced from an incremental set or data chunk in this procedure. They are able to 
create a solid balance between accuracy and robustness by using the RVM's high feature space 
as the foundation. 
 
S. Subbiah [8] proposes the Boruta feature extraction with grid search random forest (BFS-
GSRF) approach in this study as a unique framework for IDS that can assist address these 
issues. BFS-efficiency GSRFs are compared to other ML approaches such as linear 
discrimination analysis (LDA) and regression tree and classification methods (CART), among 
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others. The recommended work was carried out and assessed using data from of the Knowledge 
on Discoveries dataset there at Network Security Laboratory (NSL-KDD). The experimental 
results show that the suggested model BFS-GSRF detects attacks more accurately than LDA, 
CART, as well as other existing algorithms, with such an accuracy of 99%. 
M. A. Siddiqi [9] proposed an image-processing-based NIDS architecture based on best 
practises. The framework includes an image improvement and modification mechanism with 
an improved feature selection flow. In order to maximise efficiency, the proposed framework 
first reduces the number of features. Data that did not previously have any visual display is 
then transformed into visuals. To show the effectiveness of the suggested architecture, a 
comparison with numerous recent researches on vision processing systems for network 
intrusion detection is done. 
 
The primary focus of this study is X. Zhou's [10], who created a Graph neural net (GNN)-based 
intrusion detection in IoT systems, as well as an unique hierarchical adversarial attack (HAA) 
generation approach is suggested for implementing the level-aware black-box adversarial 
assault approach. Using the publicly accessible data set UNSW-SOSR2019, the proposed HAA 
generating approach is compared against three reference techniques. When compared to new 
state GNN algorithms for NIDS in IoT environments, the results demonstrate that it can lower 
their classification accuracy by more than 30%. 
 
By comparing features from of the UNSWNB15 and Bot-IoT data-sets based upon flow and 
Transmission Control Protocol, M. Zeeshan et alproposal .'s of a Protocol Driven Deep 
Intrusion Detection (PB-DID) framework was made in this work (TCP). To appropriately 
classify regular, DoS, and DDoS traffic, we address problems such imbalanced and over-
fitting. The deep learning (DL) technique allowed us to increase the classification accuracy to 
96.3%. 
 
In order to identify assaults without any prior information, G. Pu [12] introduced an 
unsupervised anomaly detection method that utilizes Sub-Space Clustering (SSC) and A Class 
Support Vector Machine (OCSVM). Another well NSL-KDD dataset is used to assess the 
suggested method. The experimental findings show that our strategy outperforms several of 
the currently used methods. 
 
J. Yang [13] proposed an image-processing-based NIDS architecture based on best practises. 
The model integrates an image improvement and modification mechanism with an improved 
feature selection flow. A deep-learning classifier is used to help in the detection of anomalies 
in the pictures. The suggested technique is tested using three distinct intrusion detection 
benchmark datasets. To show the effectiveness of the suggested architecture, a comparison 
with numerous recent research on vision processing systems for network intrusion detection is 
done. 
 
Y. Xie [14], proposed hybrid method that considers the anomaly degree of the entire 
provenance graph as well as the anomaly degree of a single provenance path. Additionally, it 
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encodes objects in the rule database that are duplicates, and it filters out noise that does not 
carry any incursion information. Effectiveness and efficiency have been demonstrated 
experimentally across a wide range of practical applications. 
 
III. PROPOSED FRAMEWORK 
A. An Overview of the System 
This study seeks to create an ensemble IDS architecture capable of identifying network threats 
on a consistent basis. Figure 1 depicts the two main components of the proposed system: model 
training and model prediction. 
The CICIDS-2017 dataset is used to train three cutting-edge ML algorithms, XGBoost, 
LightGBM, and CatBoost, during model training. To identify assaults, model prediction 
employs class leader models and prediction confidences. This section outlines the algorithm. 
B. Base Machine Learning Models 
XGBoost, LightGBM, and CatBoost are all popular gradient boosting frameworks that can be 
used for various machine learning tasks, including anomaly detection. These frameworks are 
known for their speed, scalability, and accuracy, making them suitable for handling large 
datasets and complex feature sets. 
In addition to these frameworks, there is a technique called Leader Class and Confidence 
Decision Ensemble (LC-CDE) that can be used for anomaly detection. This technique involves 
building multiple models, where each model is trained on a subset of the data, and then 
combining the results to make a final decision. 
To implement this technique for anomaly detection, we first split our data into training and 
validation sets. Then, we train multiple models using XGBoost, LightGBM, and CatBoost, 
where each model is trained on a different subset of the training data. Once the models are 
trained, we use them to make predictions on the validation set and compute the anomaly score 
for each data point. 
The anomaly score can be computed using a variety of methods, such as the Mahalanobis 
distance or the isolation forest algorithm. Once we have the anomaly scores for each data point, 
you can combine them using the LC-CDET technique to make a final decision on whether a 
data point is anomalous or not. 
The LC-CDET technique involves assigning a leader class to each model based on its 
performance on the validation set. The leader class is the model that performs the best on the 
validation set. Then, for each data point, we can compute the confidence of each model's 
prediction and assign a confidence score based on its distance from the leader class prediction. 
The confidence scores can be combined using a weighted average to make the final decision. 
Overall, using XGBoost, LightGBM, and CatBoost with the LC-CDE technique can be an 
effective approach for anomaly detection, as it combines the strengths of multiple models and 
can handle complex datasets and feature sets. However, it's important to carefully tune the 
hyperparameters of the models and the LC-CDE technique to achieve the best performance. 
C.  LC&CDE: Proposed Ensemble Algorithm 
Anomaly detection using ensemble techniques can be done using XGBoost, LightGBM, and 
CatBoost. The Leader Class and Confidence Decision Ensemble technique can be used to 
improve the performance of the algorithm. Here's an outline of the algorithm: 

754



DESIGN OF A NOVEL ENSEMBLE INTRUSION DETECTION FRAMEWORK USING THE CICIDS 2017 DATASET 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      4353 
 
 
 

1. Data preprocessing: The first step is to preprocess the data. This includes data cleaning, 
data normalization, and feature selection. 

2. Ensemble training: Ensemble training involves training multiple models using different 
algorithms such as XGBoost, LightGBM, and CatBoost. Each model is trained on a 
different subset of the data using different hyperparameters. 

3. Model selection: Once the models are trained, they are evaluated on a validation set. 
The best-performing models are selected for the final ensemble. 

4. Leader class selection: In the leader class selection step, the best-performing model is 
selected as the leader. This model is used as the primary classifier in the final ensemble. 

5. Confidence threshold selection: The confidence threshold is the threshold at which the 
model classifies a sample as an anomaly. The confidence threshold is selected based on 
the validation set's performance. 

6. Confidence decision ensemble: In the confidence decision ensemble step, the other 
models in the ensemble are used to provide a confidence score for each sample. If a 
sample is classified as an anomaly by the leader model and has a low confidence score, 
it is rejected. 

7. Anomaly detection: Finally, the ensemble of models is used to classify samples as 
anomalous or non-anomalous. Samples that are classified as anomalous by the leader 
model and have a high confidence score are considered to be true anomalies. 

This algorithm can be further optimized by tuning hyperparameters using cross-validation and 
selecting the optimal threshold using the ROC curve. 
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IV. PERFORMANCE EVALUATION 
A. Experimental Setup 
Python Scikit-learn, Xgboost, Lightgbm, and Catboost packages were used to develop the 
recommended IDS. The experiments carried out on Google colab. Anomaly detection using 
ensemble techniques can be done using XGBoost, LightGBM, and CatBoost. The Leader Class 
and Confidence Decision Ensemble technique can be used to improve the performance of the 
algorithm. Here's an outline of the algorithm: 
. # Load the data 
df = pd.read_csv('data.csv') 
 
# Split the data into training and testing sets 
X_train, X_test, y_train, y_test = train_test_split(df.drop('target', axis=1), df['target'], 
test_size=0.2, random_state=42) 
 
# Scale the features 
scaler = StandardScaler() 
X_train = scaler.fit_transform(X_train) 
X_test = scaler.transform(X_test) 
 
# Train the XGBoost model 
xgb_model = xgb.XGBClassifier() 
xgb_model.fit(X_train, y_train) 
 
# Train the LightGBM model 
lgb_model = lgb.LGBMClassifier() 
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lgb_model.fit(X_train, y_train) 
 
# Train the CatBoost model 
cb_model = cb.CatBoostClassifier() 
cb_model.fit(X_train, y_train) 
 
# Use the ensemble technique to combine the results of the three models 
def ensemble_predict(X): 
    xgb_pred = xgb_model.predict_proba(X) 
    lgb_pred = lgb_model.predict_proba(X) 
    cb_pred = cb_model.predict_proba(X) 
    preds = np.vstack([xgb_pred[:,1], lgb_pred[:,1], cb_pred[:,1]]) 
    confs = np.vstack([xgb_pred[:,1] > 0.5, lgb_pred[:,1] > 0.5, cb_pred[:,1] > 0.5]) 
    leader = np.argmax(np.sum(confs, axis=0)) 
    return preds[leader,:] 
 
# Use the ensemble model to predict anomalies in the testing dataset 
y_pred = ensemble_predict(X_test) 
y_pred_binary = y_pred > 0.5 
tn, fp, fn, tp = confusion_matrix(y_test, y_pred_binary).ravel() 
precision = tp / (tp + fp) 
recall = tp / (tp + fn) 
f1_score = 2 * (precision * recall) / (precision + recall) 
print('Precision: {:.4f}'.format(precision)) 
print('Recall: {:.4f}'.format(recall)) 
print('F1 Score: {:.4f}'.format(f1_score)) 
 
B. Results and Discussion from the Experiments 
Tables I and II compare the LC&CDE model against LightGBM, XGBoost, and CatBoost on 
the CICIDS2017 datasets. Table I shows the F1-scores for detecting each type of attack in the 
two datasets. Different basic ML models' F1-scores for assault detection vary. Using the 
CICIDS2017 dataset, LightGBM achieves the highest F1-score among the three base learners 
for normal samples, DoS, sniffing, webattacks, botnets, and infiltration attacks, while XGBoost 
beats LightGBM for brute-force attack detection. 
Table I shows that the proposed LC&CDE ensemble model outperforms state-of-the-art 
approaches in all classes. The recommended model has the highest F1-scores among the four 
ML models employed on the two datasets (Tables II and III). The LC&CDE model boosted the 
CICIDS2017 F1-score from 99.792% to 99.811%. Using the top-performing base models for 
each class as the LC&CDE ensemble model's starting point provides apparent advantages. 
Tables II and III compare suggested method's performance on two datasets to state-of-the-art 
techniques [14]. The recommended LC&CDE model enhances state-of-the-art techniques by 
0.09% and 0.11% on CICIDS2017 datasets. The LC&CDE model takes a bit longer to run than 
the three gradient-boosting models, but it's significantly faster than other base learners line  
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KNN and SVM provided in the literature. The recommended ensemble model is built with low-
complexity ML models that can run in parallel and benefit from GPU support. The 
recommended model has the lowest execution time and highest F1-scores across both 
benchmark datasets. 
TABLE I 
MODEL PERFORMANCE COMPARISON FOR EACH CLASS IN DATASET 

 
 

TABLE II 
PERFORMANCE EVALUATION OF MODELS  ON  CICIDS2017

 
 
V. CONCLUSION 
Methods of machine learning (ML) are used to detect attacks and improve security. The 
effectiveness of ML models relies on the type of assault analysed. In this study, we offer 
LC&CDET for top network attack performance on all attack types. It assesses which ML 
models better detect certain risks and employs them as "leading class models" in order to create 

759



DESIGN OF A NOVEL ENSEMBLE INTRUSION DETECTION FRAMEWORK USING THE CICIDS 2017 DATASET 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      4358 
 
 
 

a credible ensemble model. To decrease the likelihood of outcomes and develop prediction 
classes, data on the predictor's degree of confidence is employed. Three gradient boosting 
machine learning algorithms—XGBoost, LightGBM, and CatBoost—are used in the proposed 
LC&CDET ensemble model. The suggested IDS framework can get 99.811% F1- scores on 
the CICIDS2017 datasets, according to experiments. The suggested model outperforms 
previous ML methods in terms of F1-scores for recognising all attacks. This demonstrates the 
viability of the leader-class-based Technique. 
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Abstract

Nowadays, multimedia big data have grown exponentially in diverse applications like

social networks, transportation, health, and e-commerce, etc. Accessing preferred data in

large-scale datasets needs ef�cient and sophisticated retrieval approaches. Multimedia

big data consists of the most signi�cant features with different types of data. Even though

the multimedia supports various data formats with corresponding storage frameworks,

similar semantic information is expressed by the multimedia. The overlap of semantic

features is most ef�cient for theory and research related to semantic memory.

Correspondingly, in recent years, deep multimodal hashing gets more attention owing to

the ef�cient performance of huge-scale multimedia retrieval applications. On the other
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hand, the deep multimodal hashing has limited efforts for exploring the complex

multilevel semantic structure. The main intention of this proposal is to develop enhanced

deep multimedia big data retrieval with the Adaptive Semantic Similarity Function (A-

SSF). The proposed model of this research covers several phases “(a) Data collection, (b)

deep feature extraction, (c) semantic feature selection and (d) adaptive similarity function

for retrieval. The two main processes of multimedia big data retrieval are training and

testing. Once after collecting the dataset involved with video, text, images, and audio, the

training phase starts. Here, the deep semantic feature extraction is performed by the

Convolutional Neural Network (CNN), which is again subjected to the semantic feature

selection process by the new hybrid algorithm termed Spider Monkey-Deer Hunting

Optimization Algorithm (SM-DHOA). The �nal optimal semantic features are stored in

the feature library. During testing, selected semantic features are added to the map-

reduce framework in the Hadoop environment for handling the big data, thus ensuring

the proper big data distribution. Here, the main contribution termed A-SSF is introduced

to compute the correlation between the multimedia semantics of the testing data and

training data, thus retrieving the data with minimum similarity. Extensive experiments

on benchmark multimodal datasets demonstrate that the proposed method can

outperform the state-of-the-art performance for all types of data.
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1 Introduction

In recent years, the emerging growth in multimedia data has been focused on different

applications such as social networks, transportation, health, e-commerce, etc. Data

diversity has become one of the major components of multimedia big data [9], where

multimedia documents suffer from variations in the storage structures and data formats

to show the equivalent semantic information [10]. Thus, retrieving and managing

multimedia documents re�ect the intent of users in heterogeneous big data platforms,

which is considered a major problem. The ef�cient and sophisticated retrieval approaches

need accessing of speci�c data in huge scale datasets [11]. Moreover, the major component

for showing the large-scale data produced in a faster manner is big data owing to the

advancements in cloud computing algorithms and technologies, storage, communication,

and sensing [12]. However, this gigantic data has more number of problems in industries

and businesses. Consequently, it offers more possibilities for eminent future growth by

considering the ef�cient use of data for evaluation [13]. Effective and reliable access is

offered for suitable data in huge scale image repositories due to the complexities in their

contents that have been analyzed in recent years [18].

Multimedia big data retrieval has more bene�ts inclusive of switching a distributed

pattern for storing and processing the enormous multimedia contents [14]. Even though

multimedia computing solves the computational burden and maintenance issues, it

suffers from the storage and processing of multimedia big data. In a big data

environment, a huge amount of commodity computers requires more storage capacity

and enormous computation power while generating multimedia content [2]. As more

applications and services are provided, processed, edited, and retrieved some multimedia

documents, the signi�cant multimedia contents with their storage structures and data

formats demonstrate similar semantic information [15]. Hence, multimedia big data

storage and retrieval are affected by the most common limitation called heterogeneity.

Another complexity in the multimedia retrieval process is users’ intention. In most of the

existing methods, the retrieval process is often restricted to a similar category of

multimedia content like images [16]. It minimizes the Quality of Service (QoS) of

multimedia retrieval due to the failure in identifying the intention of users' search owing

to the lack of type diversity [17].

The semantic feature can be overlapped that plays a crucial role in the research �eld in

terms of semantic memory [24]. In recent years, more research works is carried out in the
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similarity measurement domain [19]. Different applications employ Euclidean distance

[20] as a signi�cant measure. Some of the speci�c scenarios use Mahalanobis distance

[21] as a similarity measurement metric. Though, retrieval systems are impacted by the

query conditions through inappropriate expressions. These problems are solved by

adopting some deep learning methods, in which fuzzy matching techniques [22] are

employed for re�ecting the user’s intent. On the other hand, these retrieval models do not

precisely re�ect the users’ intentions concerning the incomplete information [23]. Hence,

this model proposes a new multimedia big data retrieval model along with the semantic

similarity function.

The major contributions of the developed model are given here as follows:

To present a new multimedia big data retrieval model with deep semantic feature

extraction technique, optimal semantic feature selection, and A-SSF-based retrieval

under the map-reduce framework with the aid of a new hybrid meta-heuristic-

based algorithm.

To choose the most signi�cant semantic features of multimedia big data using a new

hybrid algorithm called SM-DHOA with the objective of correlation maximization

among the features. Therefore, this process gets unique and most representative

features for further processes.

To develop a new A-SSF-based retrieval with SM-DHOA under the map-reduce

framework for the ef�cient retrieval process. It aims to maximize the correlation and

F1-score among the features for retrieving the most suitable data according to the

user query.

To introduce a new algorithm called SM-DHOA with the integration of Deer Hunting

Optimization Algorithm (DHOA) and Spider Monkey Optimization (SMO) algorithms

for selecting the optimal semantic features and to optimize the weight function of

features in map-reduce framework to maximize the retrieval performance with high

precision and F1-score.

To validate the ef�ciency of the suggested A-SSF-based retrieval model with

different existing approaches in terms of standard performance measures along with

statistical analysis.
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The remaining section of the developed model is given here. The existing works are

reviewed in Sect. 2. The proposed multimedia data retrieval using adaptive semantic

similarity and deep learning is depicted in Sect. 3. The optimal semantic feature selection

and map reducer-based multimedia data retrieval are explained in Sect. 4. The proposed

SM-DHOA for enhanced multimedia data retrieval is discussed in Sect. 5. The results are

evaluated in Sect. 6. Finally, the concluding statements are given in Sect. 7.

2 Literature survey

2.1 Related work

In 2015, Guo et al. [1] have developed an economical and effective structure called

“Semantic-based Heterogeneous Multimedia Retrieval (SHMR)” to use the low cost for

retrieving and storing the semantic information. Initially, this model has addressed

individuality in big data environments with heterogeneous multimedia retrieval. Then, a

new method was proposed for extracting and representing the semantic information.

Moreover, this model has offered the multimedia data in semantic storage using a NoSQL-

based technique, which was processed in a parallel way among the distributed nodes.

Last, the developed model has achieved good user experience and high retrieval precision

through a user feedback-driven approach and MapReduce-based retrieval technique. The

suggested model has shown better ef�ciency in terms of economic ef�ciency and retrieval

performance.

In 2018, Ahmad et al. [2] have presented a more effective approach named Bi-Directional

Fast Fourier Transform (BD-FFT) to get the condensed binary codes from the high

dimensional deep features. It was used for saving the memory and simpli�ed the

computation for ef�cient retrieval. The transformed codes were considered as the hash

codes to access the images in the huge scale datasets through Approximate Nearest

Neighbor (ANN) search methods. It has achieved better retrieval accuracy based on the

shorter length codes, which were experimented on Convolutional Neural Network (CNN)

features. The experimentations were carried out on seven different huge scale datasets to

demonstrate the ef�ciency of the suggested retrieval model.

In 2020, Xia et al. [3] have developed a deep correlation mining method for developing the

multimedia retrieval model using “Levinberg-Marquard algorithm-based Deep Typical

Correlation Analysis method (LM-DCCA)”. This model has intended to train the diverse

medial features based on the suggested algorithm. Then, the correlation among the
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trained features was attained to compare the features of diverse multimedia data. This

method has addressed the problem of local optima problems with the Levenberg–

Marquart method. The experimentation was conducted on different datasets to show the

ef�ciency of cross-media retrieval. This model has shown superior retrieval approaches

while comparing with other progressed multimedia retrieval approaches.

In 2020, Sun et al. [4] have implemented a new graph classi�cation-based semantic

similarity model by introducing the feature reduction technique. Here, the suggested

technique has initially learned the representations of vectors through neural language

systems with subtree patterns. Further, similar subtree patterns were merged

semantically to get the novel features. This model has offered a novel feature

discrimination score for selecting the most discriminative features. The experimental

analysis was conducted on real datasets to show the ef�ciency of the suggested retrieval

method using the FRS-KELM graph classi�er.

In 2018, Beltran et al. [5] have developed a new multimedia retrieval model using

probabilistic Latent Semantic Analysis (pLSA) for solving the problems in big data along

with data reduction strategy. This model has aimed to enhance the extraction procedure

for Content-Based Multimedia Retrieval (CBMR). The developed system has focused on

discussing the result of document reduction than other existing approaches, which were

performed using pLSA and Latent Dirichlet Allocation (LDA) in CBMR. The suggested

model has used the retrieval performance in CBMR.

In 2014, Yilmaz et al. [6] have implemented a “RELIEF-based modality weighting

approach termed RELIEF-MM”. This method was the modi�ed version of challenges like

handling unbalanced datasets, challenges with multi-labeled data and noise, class-

speci�c feature selection, and utilizing the technique through machine learning

identi�cations. It has focused on enhanced weight estimation function using RELIEF-MM

to show the reliability and representation abilities of modalities with their discrimination

capacity at lesser computational complexity. The experimental analysis was carried out on

“TRECVID 2007, TRECVID 2008, and CCV datasets” that have shown the robustness and

accuracy of the modality weighting on multimedia data retrieval model.

In 2018, Guo et al. [7] have suggested a new heterogeneous multimedia data retrieval

model using Semantic Ontology Retrieval (SOR) for storing and retrieving the ontologies
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by processing the big data tools. Initially, the environment of ontology representation and

semantic extraction were solved on multimedia big data. Secondly, SOR was used as the

retrieval technique for model de�nition. Third, MapReduce was used for parallel

processing of SOR to propose a new retrieval framework based on distributed nodes. Last,

a user feedback method was presented for achieving a better user experience and high

retrieval precision. The numerical results have shown that the designed SOR was

appropriate for heterogeneous multimedia big data and semantic-based retrieval.

In 2019, Liu et al. [8] have implemented the “Deep Hashing with Multilevel Similarity

Learning (DHMSL)” to learn the discriminative and compact hash codes to explore the

“multilevel semantic similarity correlations of multimedia data.” Initially, the uni�ed

binary hash codes were learned for exploring the multilevel similarity correlation through

the exploitation of semantic label information and the local structure. Consequently, the

uni�ed hash codes were made compact by taking the constraints like quantization and bit

balance. This model has combined the Deep Neural Networks (DNN) for learning the

feature representations using learned uni�ed binary codes. The developed model has

minimized the prediction errors among the outputs of the networks and uni�ed binary

codes. The simulation results were applied on two extensively used multimodal datasets

to show the performance on both text and image-query-image tasks.

In 2018, Alghamdi et al. [30] have employed two types of transfer learning techniques to

retrain the pre-trained VGG-Net (Fine-tuning and VGG-Net as �xed feature extractor)

and obtained two new networks VGG-MI1 and VGG-MI2. In the VGG-MI1 model, the last

layer of the VGG-Net model was replaced with a speci�c layer according to our

requirements, and various functions were optimized to reduce over�tting.

In 2018, Sedik et al. [31] have suggested two data-augmentation models to enhance

learnability of the Convolutional Neural Network (CNN) and the Convolutional Long

Short-Term Memory (ConvLSTM)-based deep learning models (DADLMs) and, by doing

so, boost the accuracy of COVID-19 detection.

In 2018, Sedik et al. [32] have implemented a deep learning model based on CNN and a

hybrid model that combined CNN with ConvLSTM to compute a three-tier probability

that a biometric has been tempered. Simulation-based experiments have indicated that
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the alteration detection accuracy matches those recorded in advanced methods with

superior performance in terms of detecting central rotation alteration to �ngerprints.

2.2 Problem statement

Multimedia big data are dependable to retrieve semantic information concerning video,

text, image, or audio from data sources. The extraction of such information is a major and

challenging problem owing to their growth in media. Thus, there is a huge demand for

fast multimedia retrieval models with the smallest utility gap. These challenges have

occurred with the size and diversity of media in the corresponding �eld. Numerous

approaches are developed in multimedia retrieval that has diverse features and

challenges, as given in Table 1. MapReduce [1] offers better economic ef�ciency and also

reduces investments in hardware, though this model was not able to adapt to a real-time

Internet environment and also suffers from slow retrieval speed. BD-FFT [2] increases

the retrieval performance and overall ef�ciency and also improves the retrieval accuracy

with deep features. However, this model does not perform on sparse features. LM-DCCA

[3] has enhanced the training with a better convergence effect and also improves the

overall performance. This model does not permit users for selecting the counter samples

based on the user’s feedback strategy. FRS-KELM graph classi�er [4] attains better

classi�cation accuracy and selected the more discriminative features. On the other hand,

it is not suitable for applying the developed feature reduction approach in Convolutional

Neural Networks (CNN). Prior-based probabilistic Semantic Analysis (PpLSA) [5]

improves the ef�ciency of information reduction and also increases the number of

parameters required for extracting the information. Conversely, the developed approach

does not support an incremental retrieval. RELIEF-MM [6] guarantees a higher accuracy

rate with better performance and also a computationally ef�cient one. However, this

model will noi use some caching strategies that affect ef�ciency. MapReduce [7] achieves

a good user experience and high retrieval precision and it cannot be applied in real-time

applications. Multimodal hashing [8] is ef�ciently performed on multimedia retrieval. If

the indiscriminative hash bits control the hase code, then the retrieval performance can

be decreased. These challenges can be further used for developing new multimedia big

data retrieval along with semantic feature similarity.

Table 1 Features and challenges of existing multimedia big data retrieval
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3 Proposed multimedia data retrieval using adaptive
semantic similarity and deep learning

3.1 Architectural representation

Multimedia big data have emerged in recent years, which offers different mobile

technologies and online services. Hence, more researches have been focusing on the

multimedia era to target diverse constraints of big data analytics like capturing, storing,

mining, indexing, and retrieval of multimedia big data. In recent days, the widespread

and fast utilization of multimedia data consists of text, video, audio, and image with easy

access and availability for managing the multimedia systems. The major problem in big

data analytics is how to minimize the storage capacity and computational time when

maintaining accurate outcomes even for small datasets. Therefore, to get semantic

information about the text, video, audio, and image from data sources, the multimedia

retrieval system is necessary. However, the extraction of this multimedia information is

more complex owing to the growth in media. Moreover, there is a high demand for faster

multimedia retrieval with the least utility gap. Conversely, it also suffers from the size of

media and diversity. As the major requirement of multimedia is to match the content and

other information based on the user’s necessity, it has also offered best-matched data

retrieval. On the other hand, there are some utility gaps among the delivered data and

expected data, which happen due to the different conditions like failures in retrieval

models for reaching each media data, false content description and poor query generation.

These challenges must be considered while implementing a new retrieval model that

assists in searching for entire items saved on the internet by any other platform through

social networking sites or direct uploads. Moreover, a good multimedia retrieval model

must have completeness and soundness. However, achieving the complete goodness in

the retrieval model is challenging due to the retrieved irrelevant media. Likewise,

completeness refers to the retrieval of entire signi�cant multimedia data according to the

user query, which is not properly attained on the internet. The multimedia big data suffer

from the challenges like transmission, storage, additional compression, and analysis

problems related to ensuring computing and scalability ef�ciency, dealing with

understanding and cognition complexity, organization of heterogeneous and

unstructured data, and solving the QoS and real-time requirements. Here, the technical

and corresponding scienti�c issues promote new multimedia big data retrieval models

with intelligent approaches, as depicted in Fig. 1.
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Fig. 1

Multimedia data retrieval using adaptive semantic similarity and deep learning

The proposed multimedia data retrieval model consists of two stages: training and

testing. Initially, the multimedia data including text, video, audio, and image as

multimedia queries are collected from benchmark datasets, which are �rst processed to

the feature extraction stage for getting the signi�cant information. This suggested model
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has used CNN for getting the semantic features for describing the semantic contents from

multimedia data. The CNN can extract the most useful features through the pooling layer,

which extracts the most important features for enhancing the retrieval performance by

reducing the redundant data or dimensionality of data. The main advantages for the

convolutional layer consist of many �lters which apply convolution operation to the input

to capture some special features and pass the result to the next layer. Due to these

advantages, CNN is properly trained even using different images from the same class.

Optimal feature selection reduces the falsely selected features. Removing the irrelevant

data improves learning accuracy and reduces the computation time. The extracted

semantic features are given to the feature selection process for getting the optimal

semantic features by applying a newly proposed SM-DHOA technique. This process is

essential for the multimedia retrieval model to get the necessary information. When the

huge set of features is processed, the retrieval model suffers from computation and time

complexity. Therefore, feature selection is necessary for getting the most representative

features. Weighted feature extraction trial-and-error for determining the appropriate

number of extracted features can be avoided. A weight-based feature extraction approach

to reduce the number of features for text classi�cation. In the training stage, the weighted

features are stored in the feature library, which is used for the retrieval process in a

testing stage. Moreover, in the testing stage, all the above-mentioned processes are

carried out for multimedia queries. The optimally selected semantic features using the

SM-DHOA are given to the map-reduce framework. Here, it consists of two functions like

mapper and reducer for retrieving the appropriate multimedia data. The optimal features

are mapped into the mapper and generate the intermediate data, which is further given to

the reducer. The reducer performs the retrieval performance using the A-SSF. For

computing this similarity function, the optimal features of both trained data and query

data are multiplied by a weight function. This weight function is optimized by the SM-

DHOA and using the weighted features, the semantic similarity function is computed, and

hence it is termed as A-SSF. The DHO algorithm can highly balance the exploration and

exploitation phases and improve the accuracy of the proposed model. SM is a new type of

swarm intelligence-based algorithm. It is used for �nding the best-�t solution and also

applied to solve complex optimization problems. This aims to maximize the precision and

F1-score for attaining an ef�cient retrieval process.

3.2 Dataset description

This developed multimedia big data retrieval model uses two datasets for

experimentation, as follows.
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Dataset 1: It is collected from “http://press.liacs.nl/mir�ickr/mirdownload.html: Access

Date: 2021-05-20”. It consists of 25,000 �les like multimedia data like images, video,

text, and audio �les with different directories.

Dataset 2: It is gathered from the “https://github.com/satishrdd/Fast_image_retrieval:

Access Date: 2021-05-20”. It consists of images from both query and database with

different lists, where the database includes 1,000 �les and the query consists of 54 �les.

The input multimedia queries collected from both datasets are termed as \(Q_{n}\),

where \(n = 1,2, \ldots ,N\) and the total number of multimedia data in the dataset is

indicated as \(N\).

3.3 CNN-based semantic feature extraction

It is the initial stage of the proposed multimedia big data retrieval model, which is carried

out by applying CNN. The feature extraction is the essential step for developing a new

retrieval model. It is the process of extracting the necessary features from multimedia

data. It is required for extracting every feature of multimedia queries, which helps in

retrieving the relevant multimedia data according to the queries. This stage gets the high

dimensional features from the pooling layer of CNN.

CNN [27] is used in this developed multimedia big data retrieval model because of its

automatic and ef�cient feature extraction capabilities without human intervention, which

is also a computationally ef�cient approach. Moreover, this architecture is less dependent

on pre-processing, and thus, CNN is more ef�cient in this model. Moreover, it is simple

and easy for processing to offer higher accuracy in the retrieval process. CNN is a

feedforward network, which consists of different layers like “convolutional and pooling

(or subsampling)” layers that are grouped into modules. The multimedia query is given as

the input for CNN, which is processed into different stages “convolutional and pooling”

for attaining the speci�c representations, and �nally, the output classes are attained from

the output layer. This paper extracts the necessary semantic features from the pooling

layers.

The input multimedia queries \(Q_{n}\) are given to the input layer of CNN, which is

served as the feature extractors [30] for learning the feature representations from the \

(Q_{n}\). The convolution layer consisted of different neurons that are organized into
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feature maps, in which each neuron has its receptive �eld. Each neuron is correlated with

a neighborhood of neurons in the earlier layer through a set of trainable weights, namely

�lter bank. Here, a new feature map is computed by convolving the inputs through the

learned weights. Moreover, the convolved results are forwarded with a non-linear

activation function. Here, the mth output feature map \(FE_{m}\) is computed in Eq. (1).

Here, the term \(R_{m}\) denotes the convolutional �lter concerning with mth feature

map, \(\zeta\) represents the non-linear activation function, and the 2D convolutional

operator is denoted as ‘\(\zeta \left( * \right)\)’ that is responsible for extracting the non-

linear features from the input \(Q_{n}\). The pooling layer of CNN [31, 32] is used for

minimizing the spatial resolution of the feature maps to get the spatial invariance for

input translations and distortions. Most of the model employs average pooling

aggregation layers for propagating the average of entire input values. The max-pooling

layers choose the largest element in the corresponding receptive �eld as formulated in

Eq. (2).

In Eq. (2), the element at location \(\left( {u,v} \right)\) included through the pooling

region \(\delta_{ps}\) is termed as \(Q_{nmuv}\) that is used for embodying a receptive

�eld about the position \(\left( {p,s} \right)\), and the output of the pooling operation is

denoted as \({\text{FE}}_{mps}\) that is correlated through the mth feature map.

Therefore, the �nal semantic features \({\text{FE}}_{m}\) are attained using the pooling

layer of CNN, where \(m = 1,2, \ldots ,M\) and \(M\) indicate the total number of semantic

features and it is obtained as 784 features, which is further given to the retrieval process.

This CNN-based semantic feature extraction is diagrammatically represented in Fig. 2.

Fig. 2

$$FE_{m} = \zeta \left( {R_{m} *Q_{n} } \right).$$

(1)

$$FE_{mps} = \mathop {\max }\limits_{{\left( {u,v} \right) \in \delta_{ps} }} Q_{nmuv}

.$$

(2)

776



2/22/24, 8:14 PM A new design of multimedia big data retrieval enabled by deep feature learning and Adaptive Semantic Similarity Function | M…

https://link.springer.com/article/10.1007/s00530-022-00897-8 14/43

CNN-based semantic feature extraction for multimedia retrieval process

4 Optimal semantic feature selection and map reducer-
based multimedia data retrieval

4.1 Optimal semantic feature selection

The major contribution of this developed multimedia data retrieval model is to select the

optimal semantic features from the extracted CNN-based semantic features \

({\text{FE}}_{m}\). The feature selection is the process of reducing the noisy, excess, and

extraneous multimedia feature subset to select the optimal features. Finally, the most

signi�cant and optimal features are selected using the SM-DHOA from the extracted

semantic feature subsets. The optimal feature selection is performed using the SM-DHOA

technique to reduce the retrieval time. The optimally selected semantic features using

SM-DHOA are termed as \({\text{FS}}_{m*}\), where \(m* = 1,2, \ldots ,{\text{OM}}\)

and \({\text{OM}}\) represents the total number of optimal semantic features. The

objective model here is minimizing the correlation between features.

The correlation \({\text{CT}}\) among the optimal semantic features \

({\text{FS}}_{m*}\) is found for attaining the minimum correlated features, which is the

primary objective of the developed model as formulated in Eq. (3).
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Here, the two features in the optimal semantic feature set are represented as \(fs\) and \

(fh\), and the total number of extracted optimal semantic features is indicated as \

({\text{OM}}\). It is attained as 10. Hence, the proposed multimedia retrieval model aims

to get unique semantic features with minimum correlation by the SM-DHOA. This

optimal semantic feature selection enhances multimedia retrieval ef�ciency. The optimal

semantic feature selection is shown in Fig. 3.

Fig. 3

$$FF_{1} = \mathop {\arg \max }\limits_{{\left\{ {FS_{m*} } \right\}}} \left( \frac{1}

{CT} \right),$$

(3)

$${\text{CT}} = \frac{{{\text{OM}}\sum {fsfh - } \sum {fs\sum {fh} } }}{{\sqrt {\left(

{{\text{OM}}\sum {fs^{2} - \left( {\sum {fs} } \right)^{2} } } \right) - \left(

{{\text{OM}}\sum {fh^{2} - \left( {\sum {fh} } \right)^{2} } } \right)} }}.$$

(4)
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Optimal semantic feature selection model

4.2 Adaptive semantic similarity in map-reduce framework

This phase is used for retrieving the multimedia data using the map-reduce framework

for handling the big data. The input to the map reduce-based retrieval process uses the

optimal semantic features \({\text{FS}}_{m*}\). The map reduce model consist of

different phases such as mapper function and reducer function. Here, the mapper

function is utilized for mapping the optimal features to provide a transitional values and

the reducer function is performed for processing the transitional values corresponding

with the equal transitional features. In the map-reduce model, the input and output are

considered as the query id and returned list, respectively. The optimally selected semantic

features are given to the mapper, where these features are mapped together for getting

the intermediate results. Further, the reducer �nds the similarity function for ef�cient

retrieval, where the weight function is multiplied with the features of the reducer and

feature library. This weight is optimized using the SM-DHOA for developing the A-SSF.

The weighted feature extraction of the feature library \

({\text{FE}}_{tr}^{{{\text{TR}}}}\) is formulated based on Eq. (5).

Here, the new semantic feature set in the feature library after multiplying the weight

function is represented as \({\text{FE}}_{tr}^{{{\text{TR}}\left( {{\text{new}}}

\right)}}\) and the weight function used for the feature library is termed as \

(wg_{tr}^{{{\text{TR}}}}\), where \({\text{FE}}_{tr}^{{{\text{TR}}}}\) denotes the

features present in the feature library. Similarly, the features attained from the reducer

are considered as \({\text{FS}}_{tr}^{{{\text{Rd}}}}\), which is multiplied with the

weight function for getting the better retrieval results that are derived in Eq. (6).

$${\text{FE}}_{tr}^{{{\text{TR}}\left( {{\text{new}}} \right)}} =

{\text{FE}}_{tr}^{{{\text{TR}}}} \times wg_{tr}^{{{\text{TR}}}} .$$

(5)

$${\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}} =

{\text{FS}}_{tr}^{{{\text{Rd}}}} \times wg_{tr}^{{{\text{Rd}}}} .$$

(6)
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Here, the new semantic weighted feature set is denoted as \

({\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}}\), and the weight

function employed for the reducer is represented as \(wg_{tr}^{{{\text{Rd}}}}\).

Therefore, the weighted features of both feature library and reducer are checked with

adaptive similarity function, where the weights \(wg_{tr}^{{{\text{Rd}}}}\) and \

(wg_{tr}^{{{\text{TR}}}}\) are optimized using the SM-DHOA. Therefore, the adaptive

similarity function is formulated in the reducer as given in Eq. (7).

Here, the total number of weighted features of \({\text{FE}}_{tr}^{{{\text{TR}}\left(

{{\text{new}}} \right)}}\) and \({\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}}

\right)}}\) are represented as \(E_{{{\text{FE}}_{tr}^{{{\text{TR}}\left( {{\text{new}}}

\right)}} }}\) and \(E_{{{\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}}

}}\), respectively.

To summarize, the mapper function considers the pairs of record values and attained the

intermediate results. Then, each pair is processed to get the multimedia retrieval process

using the adaptive similarity function by the reducer. Finally, the returned list is attained

as the multimedia retrieval content. The adaptive semantic similarity in the map-reduce

framework is shown in Fig. 4.

Fig. 4

$$\begin{gathered} {\text{SF}}\left( {{\text{FE}}_{tr}^{{{\text{TR}}\left(

{{\text{new}}} \right)}} ,{\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}}

} \right) \h�ll \\ = \frac{1}{{E_{{{\text{FE}}_{tr}^{{T{\text{R}}\left( {{\text{new}}}

\right)}} }} + E_{{{\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}} }}

}}\left| {\left( {{\text{FE}}_{tr}^{{{\text{TR}}\left( {{\text{new}}} \right)}} } \right)

\cap \left( {{\text{FS}}_{tr}^{{{\text{Rd}}\left( {{\text{new}}} \right)}} } \right)}

\right|. \h�ll \\ \end{gathered}$$

(7)
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Adaptive semantic similarity in map reduce framework

5 Proposed SM-DHOA for enhanced multimedia data
retrieval

5.1 Developed SM-DHOA

This proposed multimedia data retrieval model uses SM-DHOA for selecting the optimal

features for getting the signi�cant features. The suggested model has offered a new

adaptive semantic similarity in map-reduce framework using the SM-DHOA for
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optimizing the weight function in the reducer model. This algorithm aims to enhance the

multi-media data retrieval for big data.

DHOA [25] and SMO [26] algorithms are selected because of their features, in which

DHOA offers ef�cient balancing among exploitation and exploration stages with superior

searching capabilities, which has determined the optimal position effectively. It provides

excellent sensitivity and solves real-time optimization problems owing to the robustness

and ability of faster convergence,. though DHOA suffers from premature convergence.

Thus, there is a need of adopting a new SM-DHOA with the SMO algorithm. It offers

convergence more quickly and requires fewer resources. Hence, SMO is adopted with

DHOA for improving multi-media data retrieval.

In this proposed SM-DHOA, the propagation through the position angle of DHOA is

replaced by the global leader phase of the SMO algorithm. Hence, if \(\left( {f < 1}

\right)\), then the solutions are updated based on the DHOA with leader and successor

positions, or else the solutions are updated based on SMO algorithm with global leader

phase.

The DHOA is motivated by considering the nature of the humans to hunt the deer with the

mobility of hunters to get the best location with “leader and successor” solutions. The

deer positions are updated until �nding the deer. First, the deer is enclosed by the hunters

with some constraints like “deer position and wind angle”. This algorithm has special

characteristics like ef�cient teamwork among hunters for �nding the deer, and better-

attacking procedure to achieve the optimal location of prey through the position of leader

and successor. Moreover, the prey or deer has diverse special characters as given in [25],

which are studied for an ef�cient hunting process. DHOA is derived by initializing the

population as given in Eq. (8).

Here, the number of hunters in the Xth population is indicated as \(p\). Moreover, the

constraints like deer position and wind angle are derived in Eqs. (9) and (10), respectively.

$$X = \left\{ {X_{1} ,X_{2} ,..........,X_{p} } \right\};\,\,\,\,\,\,1 < k \le p.$$

(8)

$$\phi_{k} = 2\pi \,r,$$
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In the aforementioned equation, wind angle \(\omega\) is necessary due to the circular

search space. Here, the wind angle is termed as \(\varphi\), the recent iteration is

represented as \(k\), \(\phi\) indicates the deer’s position angle and \(\,r\) speci�es the

random number in the range of [0, 1]. The positions are propagated based on diverse

constraints. Initially, the position of the optimal search area is anonymous and so, the

solutions are randomly considered that is near to the optimal space through formulating

the �tness function. As mentioned above, the solutions are considered as leader position

and successor position, which are represented as \(X^{ldr}\) and \(X^{Sur}\). These are

considered as the �rst best position and successor position of the hunters, respectively.

(i) “Propagation through Leader’s position”: At the initial stage, the best positions are

formulated, and then every individual in the population is tried to get the best position.

The enclosing behavior to �nd deer is formulated in Eq. (11).

In Eq. (24), the position at the next iteration is denoted as \(X_{k + 1}\), the random

number of wind speed is represented as \(f\) that varies among [0, 2], the position of the

current iteration is termed as \(X_{k}\) and coef�cient vectors are represented as \(Y\)

and \(B\) as formulated in Eqs. (12) and (13), respectively.

(9)

$$\omega_{k} = \phi + \pi \,.$$

(10)

$$X_{k + 1} = X^{ldr} - Y \cdot \,f \cdot \left| {B \times X^{ldr} - X_{k} } \right|.$$

(11)

$$Y = \frac{1}{4}\log \left( {k + \frac{1}{{k_{\max } }}} \right)p,$$

(12)

$$B = 2 \times rnd.$$

(13)
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Here, the term \(p\) is a parameter with the range of [− 1, 1], the maximum iteration is

considered as \(j_{\max }\), and \(rnd\) speci�es the random number in the bounding

range of [− 1, 1].

(ii) “Propagation through position angle” based on global leader position of SMO algorithm:

SMO is a population-based technique inspired by the social interactions among the spider

monkeys, which has been considered the �ssion–fusion social strategy for intelligent

foraging behavior. The monkeys have different groups of leaders like local and global

leaders and corresponding group members. This hierarchy is used for maintaining

defensive boundaries and social bonds. It has different phases like “local leader phase,

global leader phase, local leader learning phase, global leader learning phase, local leader

decision phase, and global leader decision phase”. In this developed SM-DHOA algorithm

global leader phase is considered for updating the position. Once, the local leader phase is

performed for �nding the food, the entire spider monkeys reevaluate their positions

based on the experience of members of the local group and global leader. This process

helps in identifying the most suitable positions through Eq. (14).

In Eq. (14), the term \(X_{newkj}\) expresses the new position update based on the global

leader, the kth spider monkey at jth dimension is formulated as \(X_{kj}\), the random

number is denoted as \(rn\), the global leader position at jth dimension is formulated as \

(GL_{j}\) and the \(s^{th}\) spider monkey at jth dimension is indicated as \(X_{sj}\),

where an arbitrarily chosen index is given as \(j \in \left\{ {1,2, \cdots ,J} \right\}\).

(iii) “Propagation through Successor’s position”: The exploration process of DHOA is

formulated by altering the vector \(B\) with the enclosing behavior. When \(B < 1\) the

random search is initialized. Thus, the position is updated with the position of the

successor by considering the obtained �rst-best solution, which permits a global search

that is derived in Eq. (15).

$$X_{newkj} = X_{kj} + rn\left[ {0,1} \right]\left( {GL_{j} - X_{kj} } \right) + rn\left[ { -

1,1} \right]\left( {X_{sj} - X_{kj} } \right).$$

(14)

$$X_{k + 1} = X^{Sur} - Y \cdot f \cdot \left| {B \times X^{Sur} - X_{j} } \right|.$$
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Here, the successor position of the search agent is represented as \(X^{Sur}\) in the

recent population.

Hence, the designed SM-DHOA is formulated based on the random parameter \(f\), which

decides the position updating through the SMO and DHOA. The pseudo-code of the

proposed algorithm is given in Algorithm 1.

(15)
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This developed SM-DHOA is inspired by the hybridization concept, which offers ef�cient

convergence behavior for the proposed multi-media data retrieval model. The �owchart

of the designed algorithm is given in Fig. 5.

Fig. 5

Flowchart of the designed SM-DHOA algorithm

5.2 Objective model for a-ssf in data retrieval
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The proposed multimedia data retrieval model focuses on ef�cient retrieval using a new

SM-DHOA with optimal semantic feature selection with A-SSF. The weighted feature

extraction is performed to implement the A-SSF computation and the optimization [33]

strategy is used to tune the weight function, thus calling the similarity function A-SSF.

Here, the map-reduce framework is used for retrieval by optimizing the weight function

of features in the reducer for increasing the performance in terms of precision and F1-

score. The major multi-objective function \(FF_{2}\) for A-SSF using SM-DHOA is

derived in Eq. (16).

Here, precision is “the ratio of positive observations that are predicted exactly to the total

number of observations that are positively predicted” as formulated in Eq. (17).

The F1-score is the “harmonic mean between precision and recall. It is used as a

statistical measure to rate performance” as derived in Eq. (18).

Here, terms \(te^{ps}\),\(te^{ng}\),\(fe^{ps}\) and \(fe^{ng}\) refer to the “true

positives, true negatives, false positives, and false negatives,” respectively. The multi-

objective function focuses on improving the retrieval performance through adaptive

semantic similarity in the map-reduce framework using SM-DHOA.

6 Results and discussions

6.1 Experimental setup

$$FF_{2} = \mathop {\arg \min }\limits_{{\left\{ {wg_{tr}^{Rd} ,wg_{tr}^{TR} }

\right\}}} \left( {\frac{1}{{prn + F1 - {\text{score}}}}} \right).$$

(16)

$$prn = \frac{{te^{ps} }}{{te^{ps} + fe^{ps} }}.$$

(17)

$$F1 - {\text{score}} = \frac{{2te^{ps} }}{{2te^{ps} + fe^{ps} + fe^{ng} }}.$$

(18)
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(a)

(b)

(c)

(d)

The proposed multimedia big data retrieval was developed in MATLAB 2020a, and the

experimental analysis was carried out. From the datasets, video to video and audio to an

image is analyzed using dataset 1 and also text to image and image to image is analyzed

using dataset 2. Here, the performance of the proposed model was compared over the

conventional methods like PSO [28], GWO [29], DHOA [25], and SMO [26] and existing

models like BD-FFT [2], FRS-KELM [4], and RELIEF-MM [6]. The experimental analysis

was performed by considering the number of iteration as 10 and the number of

populations as 10.

6.2 Performance measures

Various performance metrics are used for evaluating the performance,which is described

below.

MCC: “correlation coef�cient computed by four values”.

NPV: “probability that subjects with a negative screening test truly don't have the

disease”.

FDR: “the number of false positives in all of the rejected hypotheses”.

FPR: “the ratio of the count of false-positive predictions to the entire count of

negative predictions”.

$${\text{MCC}} = \frac{{te^{ps} \times te^{ng} - fe^{ps} \times fe^{ng} }}{{\sqrt

{\left( {te^{ps} + fe^{ps} } \right)\left( {te^{ps} + fe^{ng} } \right)\left( {te^{ng} +

fe^{ps} } \right)\left( {te^{ng} + fe^{ng} } \right)} }}.$$

(19)

$${\text{NPV}} = \frac{{te^{ng} }}{{fe^{ng} + te^{ng} }}.$$

(20)

$${\text{FDR}} = \frac{{fe^{ps} }}{{fe^{ps} + te^{ps} }}.$$

(21)

$${\text{FPR}} = \frac{{fe^{ps} }}{{fe^{ps} + te^{ng} }}.$$
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(e)

(f)

(g)

(h)

(i)

FNR: “the proportion of positives which yield negative test outcomes with the

test”.

Sensitivity: “the number of true positives, which are recognized exactly”.

Speci�city: “the number of true negatives, which are determined precisely”.

Accuracy: It is a “ratio of the observation of exactly predicted to the whole

observations”.

Recall: It is measured “as the number of true positives divided by the total number

of true positives and false negatives.”

6.3 Analysis of precision

The performance of the designed multimedia big data retrieval model using SM-DHOA

with A-SSF is analyzed in terms of precision by varying the number of multi-media data

(22)

$${\text{FNR}} = \frac{{fe^{ng} }}{{te^{ng} + te^{ps} }}.$$

(23)

$${\text{Se}} = \frac{{te^{ps} }}{{te^{ps} + fe^{ng} }}.$$

(24)

$${\text{Sp}} = \frac{{te^{ng} }}{{te^{ng} + fe^{ps} }}.$$

(25)

$${\text{Ac}} = \frac{{\left( {te^{ps} + te^{ng} } \right)}}{{\left( {te^{ps} +

te^{ng} + fe^{ps} + fe^{ng} } \right)}}.$$

(26)

$${\text{Re}} = \frac{{te^{ps} }}{{te^{ps} + fe^{ng} }}.$$

(27)
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retrieved, which is depicted in Figs. 6 and 7 for meta-heuristic-based algorithms and

conventional models, respectively. When considering the number of the multi-media data

retrieved as 20 for text to image retrieval, the suggested SM-DHOA gets 7.9%, 4.3%, 6.7%,

6%, 4.4%, 6.7%, and 5.5% higher precision rates than PSO, GWO, DHOA, SMO, BD-FFT,

FRS-KELM, and RELIEF-MM, respectively. For an image to image retrieval, the proposed

SM-DHOA attains 5.7%, 4.5%, 6.97%, 5%, 6.9%, 6.9%, and 6.9% maximum precision

rate than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively,

while taking the number of multi-media data retrieved as 40. Similarly, the performance

of the developed SM-DHOA is analyzed in terms of precision with the number of

multimedia data retrieved as 60, which is 3.7%, 5%, 2.4%, 7.6%, 2.4%, 1.2%, and 9%

superior to PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively,

for a video to video retrieval. Likewise, the ef�ciency of the recommended SM-DHOA for

audio to image retrieval is 11%, 1.28%, 2.5%, 6.7%, 8%, 6.75%, and 5.3% progressed than

PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, while taking

the number of multi-media data retrieved as 80. Finally, the proposed model shows better

performance by comparing with the existing approaches.

Fig. 6
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Performance analysis on the precision of the proposed Multimedia Big Data Retrieval model with

different meta-heuristic-based algorithms for a text to image retrieval, b image to image retrieval,

c video to video retrieval, and d audio to image retrieval

Fig. 7
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Performance analysis on the precision of the proposed Multimedia Big Data Retrieval model with

different machine learning-based algorithms for a text to image retrieval, b image to image

retrieval, c video to video retrieval, and d audio to image retrieval

6.4 Analysis of F1-score

For the statistical analysis, the number of the multi-media data retrieval was taken as

R@100 for image retrieval. In our proposed model, image 1 of the actual and predicted

images are compared in terms of recall which is regarded as R@1, further the set of 2 of

the images are compared in terms of recall which is regarded as R@2. Similarly, the

comparison is made for the R@100 images. The proposed multimedia big data retrieval is

evaluated in terms of F1-score with different optimization-based algorithms and

classi�ers as given in Figs. 8 and 9, respectively. The F1-score of the suggested SM-DHOA

shows the better performance, which is 8%, 9.4%, 10.7%, 6.8%, 8%, 6.8%, and 9.4%

advanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM,

respectively, by considering the number of multi-media data retrieved as 40 for text to
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image retrieval. While taking the image to image retrieval, the performance of the

recommended SM-DHOA is 8.75% advanced than PSO and GWO, 8.75% advanced than

DHOA, 7.4% advanced than SMO, 4.8% advanced than BD-FFT, 6% advanced than FRS-

KELM, and 6% advanced than RELIEF-MM when evaluating the number of multi-media

data retrieved as 60. Likewise, when considering the video to video retrieval with the

number of multi-media data retrieved as 80, the developed SM-DHOA is 6.75%, 3.9%,

8.2%, 9.7%, 9.4%, 10.9%, and 8.7% better than PSO, GWO, DHOA, SMO, BD-FFT, FRS-

KELM, and RELIEF-MM, respectively. Finally, when taking the number of multi-media

data retrieved as 100, the implemented SM-DHOA is 11.7%, 13.4%, 8.5%, 16.9%, 5.6%,

8.69%, and 15.3% enhanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and

RELIEF-MM, respectively, for audio to image retrieval. Further, the designed multimedia

big data retrieval model using SM-DHOA with A-SSF establishes superior performance in

terms of F1-score when compared to other approaches.

Fig. 8
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Performance analysis on F1-score of the proposed Multimedia Big Data Retrieval model with

different meta-heuristic-based algorithms for a text to image retrieval, b image to image retrieval,

c video to video retrieval, and d audio to image retrieval

Fig. 9

Performance analysis on F1-score of the proposed Multimedia Big Data Retrieval model with

different meta-heuristic-based algorithms for a text to image retrieval, b image to image retrieval,

c video to video retrieval, and d audio to image retrieval

6.5 Overall performance analysis on the accuracy

The overall performance of the designed multimedia big data retrieval model is analyzed

in terms of accuracy with different optimization-based algorithms and classi�ers as
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given in Fig. 10. While considering the text to image retrieval, the performance of the

designed SM-DHOA is 9.3%, 6.8%, 4.44%, and 4.44% superior to PSO, GWO, DHOA, and

SMO, respectively. The performance of the designed SM-DHOA is 4.3%, 3.2%, and 1%

enhanced than BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the video to video

retrieval. Hence, the performance of the designed model with A-SSF using SM-DHOA gets

a more accurate retrieval rate than other conventional models.

Fig. 10

Performance analysis on Accuracy for the proposed multimedia big data retrieval model for four

datasets with a different optimization-based algorithms and b classi�ers

6.6 Statistical analysis on precision

The statistical analysis on precision for the developed multimedia data retrieval model is

given in Tables 2 and 3, respectively, by considering different query data. “The mean is

the average value of the best and worst values and the median is referred to as the center

point of the best and worst values, whereas the standard deviation is represented as the

degree of deviation between each execution”. While considering the text to image

retrieval, the accuracy of the SM-DHOA is 7.8%, 8.3%, 7.8%, 8.5%, 9.2%, 9.6%, and

7.69% higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM,

respectively. Likewise, the statistical analysis on precision for all the datasets shows

superior performance while comparing with the other existing approaches.
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Table 2 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

di�erent meta-heuristic-based algorithms for four datasets in terms of precision

Table 3 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

conventional models for four datasets in terms of precision

6.7 Statistical analysis on F1-score

The statistical analysis on F1-score of the proposed multimedia data retrieval model with

A-SSF is given in Tables 4 and 5. The performance of the SM-DHOA is 7.5%, 8%, 6.7%,

7.6%, 4.4%, 5.5%, and 9.11% advanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-

KELM, and RELIEF-MM, respectively, while considering the audio to image retrieval. The

median of the suggested SM-DHOA is 5.9%, 7.22%, 5.9%, 5.3%, 3.4%, 5.2%, and 7.8%

higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively,

for audio to image retrieval. Similarly, superior performance is attained by the proposed

model than existing approaches.

Table 4 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

di�erent meta-heuristic-based algorithms for four datasets in terms of F1-score

Table 5 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

di�erent conventional models for four datasets in terms of F1-score

6.8 Statistical analysis on recall

The performance of the implemented SM-DHOA for the multimedia data retrieval is

validated in Tables 6 and 7. The ef�ciency of the recommended SM-DHOA is 7%, 6%, 7%,
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7.3%, 7.7%, 6.9%, and 8.3% higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM,

and RELIEF-MM, respectively, for an image to image retrieval. The median of the

proposed SM-DHOA is 7.3%, 2.3%, 3.5%, 3.5%, 7.8%, 7%, and 7.8% enhanced than PSO,

GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the image to

image retrieval. Therefore, the performance of the designed model is validated in terms of

recall while compared with the other approaches.

Table 6 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

di�erent meta-heuristic-based algorithms for four datasets in terms of recall

Table 7 Statistical analysis of the proposed Multimedia Big Data Retrieval model with

di�erent conventional models for four datasets in terms of recall

7 Conclusion

This paper has developed a new deep multimedia big data retrieval with A-SSF based on

hybrid SM-DHOA. The gathered multimedia data were given to the deep CNN-based

semantic feature extraction for getting the signi�cant features. Then, the optimal

semantic features were selected using the SM-DHOA to minimize the correlation among

the optimal features. Furthermore, the map-reduce framework with A-SSF was developed

using SM-DHOA for an ef�cient retrieval process. Through the performance analysis,

while considering dataset 1, the accuracy of the developed SM-DHOA was 4.3%, 3.2%, and

1% enhanced than BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the video to

video retrieval. Hence, superior performance was observed by the proposed model while

compared to the conventional algorithms. In our proposed SM-DHOA model, results were

found only for text-to-image, image-to-image, video-to-video, and audio-to-image. In

future works, the proposed model extends towards the utilization of audio-to-video or

audio-to-image-to-image processing by utilizing intelligent approaches like the

ensemble learning method.
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movie recommendation.The proposed scheme is viewed as a trustworthy contribution

that signi�cantly improves the ability of movie recommendation by virtue of the KL

divergence-based Fuzzy C-Means clustering mechanism and enhanced sqrt-cosine

similarity. The proposed scheme highlighted and addressed the critical role of the KL

divergence-based cluster ensemble factor in improving clustering stability and

robustness. For prediction, the enhanced sqrt-cosine similarity was used to calculate

successful related neighbor users. The performance of Recommendation is improved

when KLD-FCM is combined with improved sqrt-cosine similarity.The proposed

scheme’s empirical work on the Movielens dataset in terms of MAE, RMSE, SD, and Recall

were found to be superior in recommendation accuracy compared to traditional

approaches and some non-clustering based methods recommended for study. With the

speci�ed number of clusters, it is capable of providing accurate and customized movie

recommendation systems.

Similar content being viewed by others

Use our pre-submission checklist

Avoid common mistakes on your manuscript.

1 Introduction

A Recommendation System (RS) is a �ltering program that enables consumers to evaluate

product recommendations for online purchases and provide information into products

that they are interested in. In recent years, the extensive advancement of science and
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technology has resulted in vast amounts of digital knowledge being accessible via the

internet. As a result of the overabundance of data, users are unable to obtain accurate taste

information. This problem of information overload can be solved with RS, which �lters

out irrelevant information and only recommends related things to users.RS’s knowledge

�ltering system assists users in making decisions in dif�cult situations by scanning vast

data for items of interest. It also offers a personalized proposal based on the user’s desires

and preferences. RS is widely used in e-learning, e-shopping, e-tourism, e-business, e-

government, and social networking sites like Facebook. Articles from research, books,

music, news, �lms, DVDs/CDs, and other e-shopping products recommended by RS for

their clients [1, 2].

To create a working recommendation system, a large amount of data must be collected.

RS accepts a variety of inputs, both explicit and implicit. The explicit ratings of 1 to 5 given

by users for their preferences in the items they purchase make up the covert reviews. User

actions such as accessing and navigating past websites, click and search logs provide

implicit input. Demographic data is another addition to RS. This information index was

developed for each client who visits the site. Following this point, the data is �ltered to

obtain suf�cient data for customer/user suggestions.Content-based �ltering,

collaborative �ltering, and hybrid �ltering technology are examples of �ltering

algorithms that would be more suitable for the recommending engine [3, 4]. The

collection of data and application of recommendation �ltering methods yield a set of

recommendations that comply with the procedures to be considered in a recommendation

system’s calculation. In general, two types of performance are predicted and suggested.

The ranking items for which the target consumer has not been rated are forecasted by

prediction. On the basis of the forecasted ratings, the recommendation recommends the

top-n recommendations to the target consumer, where each item does not include an

evaluation value for these top-n recommendations. The consumer should be ecstatic with

the performance of the recommender [5].

A framework that offers good and helpful recommendations for its own users requires the

use of appropriate and reliable recommendation techniques. The content-based

technology employs a domain-based algorithm that focuses on analyzing the

characteristics of predictive posts. When documents such as blogs, magazines, and news

are recommended, it is the most effective material �ltration technique. The user pro�le

recommendation in the Content-Based Filtering (CBF) approach is based on

characteristics extracted from the content of items checked by the user.Objects that are
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mostly associated with positive items are recommended to the customer. CBF employs a

variety of models to identify similarities between documents in order to generate useful

recommendations. To form the relationship between different documents within the

Corpus, it could use a Vector Space Model or a probabilistic model like the Naive Bayes

Classi�cation method, Decision Trees, or Neural Networks. It’s also possible to use the

Vector Classi�cation method. These approaches make recommendations based on the

underlying model’s statistical analysis or machine learning techniques [6].

Other users’ pro�les aren’t needed for content-based �ltering because they don’t affect

the recommendation. Furthermore, as the user pro�le changes, CBF’s approach adjusts

its recommendations in a very short time. The key drawback of this method is that it

necessitates thoroughly informing and explaining the characteristics of the objects in the

pro�le. CF is a domain-agnostic content prediction technique that can’t be easily or

reliably classi�ed by metadata like �lm or music. Filtering by working together creates a

database of user preferences (user-item matrix). It then matches individuals with

relevant interests and preferences to make recommendations.This group of people is

creating a social network. A consumer receives recommendations for items that he hasn’t

yet rated but that other users in his �eld have given high marks to. CF may make

recommendations in the form of forecasts or recommendations. Collaborative �ltering

has a range of bene�ts over CBF, including the ability to be used in �elds where object

content is scarce and computer system content is dif�cult to assess (such as opinions and

ideals). CF technology should provide persuasion recommendations so that things that are

useful to the user can be recommended, even though the user pro�le does not include the

content [9].

Hybrid �ltration strategies combine various recommendation approaches to boost device

optimization and prevent some of the drawbacks and issues that come with pure

recommending systems. Since one algorithm can overcome its drawbacks with another

algorithm, a combination of algorithms is built to make recommendations more

accurately and ef�ciently than a single algorithm. Using various recommendation models,

a combined model will eradicate the �aws of a single process.Separate algorithms can be

applied and the results merged, content-based co-�lters can be used, content-based

collaborative �lters can be used, and a single recommendation system can be developed to

bring all methods together [10].
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The most promising products from which consumers can choose are included in the

recommendation question. Some well-known approaches for solving the problem of

scalability under model-based collaboration �lters are clustering-based approaches.

Predominantly, the majority of CF-based clustering strategies have relied on K-means

and Fuzzy C-means clustering, which lack the ability to pick a relevant clustering core,

lowering the predictive ef�ciency. As a result, there are trade-offs between scalability and

predictive ef�ciency.Improved clustering techniques were suggested in the study to

recognize agreed problems due to scalability. Many previous studies have shown that

clustering-based CF systems (CF combined with clustering algorithms) are a promising

schema for providing accurate personal recommendations and solving large-scale

problems [8]. Fuzzy C-Means is a soft clustering approach that allows each individual

data to be allocated to multiple clusters based on different membership degrees. They also

concluded that good clustering-based CF performance is dependent on appropriate

clustering techniques as well as the dataset’s design. The analysis shows that the

Clustering algorithm’s stability and robustness need to be improved in order to achieve

critical accuracy in the process of movie recommendation to target users. The following

are the limitations of the current method:

Fuzzy-C refers to a lack of ability to choose the initial cluster Center point, which

can lead to a local optimum solution and affect clustering accuracy. In certain cases,

the obtained clusters can be impractical, affecting the Recommendation outcomes.

To get a good grouping of data, most current clustering algorithms require the

con�guration of some parameters.

The disadvantage of FCM is that it has a higher error rate and needs further

iterations to obtain well-framed clusters.

Because of the prejudices and assumptions that each clustering algorithm contains,

applying a single clustering method generally results in inconsistent results.

The Fuzzy C Means clustering with KL divergence is suggested to solve the

aforementioned limitations. The research work’s contributions have the following

features.

To prevent the drawbacks of a bad initialization, Ensemble FCM clustering is used to

divide users into separate groups.
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The Ensemble Fuzzy C-Means clustering methods use a KL divergence-based

cluster ensemble factor to improve the stability and accuracy of the clustering

process, resulting in successful clustering with the goal of focusing on better

performance results during movie recommendation.

A better approach is to treat the membership vector as a discrete probability

function, with the statistical distance, such as KL divergence, serving as the

similarity metric.

For active users, the enhanced sqrt-cosine similarity is often used to �nd the most

powerful nearest neighbors.

Reduce the problem of scalability.

The latest analysis of RS methods is summarized in Section 2. In addition, work on

various RS is discussed in this chapter. The proposed framework model for the hybrid

video recommender is de�ned in Section 3. The quality of predictions as measured by the

assessment metrics is also stated. Section 4 brings the analysis to a close by highlighting

the algorithms that aided in the achievement of the objectives and promoted the desired

outcome. The study’s limitations have been established, and potential research directions

have been summarized.

2 Related study

Recommend systems use data mining and predictive algorithms to predict user

preferences among the vast array of images, goods, and services available. The rapid

growth of knowledge on the Internet, as well as the number of visits to websites, are

posing signi�cant challenges to system recommendations. The development of precise

recommendations, the successful management of a large number of recommendations,

and the large number of system members are all examples of these challenges.As a result,

new system recommendation technologies are needed that can produce high-quality

recommendations quickly, even for large data sets. There are numerous methods and

algorithms for data �ltering and recommendation. This section provides a brief overview

of recent system-related studies in the literature.

Collaborative �ltering is a widely used and relevant technology that makes predictions

and suggestions based on the ratings and actions of other system users. The key premise

of this strategy is that the user can pick and consolidate views from other users in order to
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understand his choice for the active user. Memory-based CF algorithms generate a

forecast for the entire database or a subset of the user-item database. Each consumer is a

member of a group of people who share similar interests. A prediction of a new user’s

tastes for new objects can be rendered by identifying related neighbors (or active

users).Memory-based collective �ltering has a number of drawbacks, the most

signi�cant of which is that it must use the entire database every time it predicts

something, making it extremely sluggish in memory. If the rating matrix is so broad that

many people use it, the issue becomes serious. Computing resources are depleted, and

device performance suffers as a result, making it impossible for the system to respond

quickly to user requests [11].

The model-based approach learns a model to boost collaborative �ltering technology

ef�ciency using prior scores. The model could be built using machine learning or data

mining techniques. Since these approaches rely on pre-computed models, they can

quickly suggest a large number of items and have been shown to yield results that are

comparable to neighborhood-based recommendation techniques. Dimension reduction,

for example, includes techniques including singular decomposition, matrix completion,

latent semantic approaches, regression, and clustering.Content-based �lters recommend

items on a user’s item pro�le and user pro�le. When an account is created and the

framework is �rst used, these types of pro�les are created. As a result of the user’s

interaction with the system, a better user pro�le is developed. If a user likes an object in

the past, the CBF scheme assumes that the user would like similar things in the future [7].

The most powerful �ltering technique is used in information documents such as web

sites, journals, and news. To produce meaningful recommendations, CBF employs a

variety of models to detect correlations between documents. Model-based vector space

models can be used to represent the relationships between various documents within a

corpus, such as reverse frequency or probabilistic models like the Naive Bayes

Classi�cation, Decision Trees, or Networks. Object metadata is used in the �ltration

mechanisms. Before users can get a recommendation, they’ll need a large collection of

items and a well-organized user pro�le. As a result, the effectiveness of CBF is dependent

on the availability of descriptive data. Over-specialization is another major problem with

the CBF methodology. Users can only get suggestions that are close to their own [12].

In certain applications, hybrids of various types outperformed individual algorithms.

When the algorithms in question cover a wide range of use cases or aspects of the data set,

hybrids can be particularly useful. The suggestion has been suggested to be implemented
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using a range of approaches, including material-, collaborative-, knowledge-based, and

other techniques.Every form of recommendation has its own set of strengths and

weaknesses. In order to improve ef�ciency, these strategies were often combined into

hybrid recommenders. The hybrid recommender method has a higher level of complexity

and implementation costs [14].

The Knowledge Base (KB) suggestion suggests things based on user experience, artifacts,

and/or user relationships. In most cases, KB recommendations maintain a knowledge

base describing how a particular item serves the needs of a speci�c person, which can be

carried out based on inferences about the relationship between a user’s need and a

potential recommendation. The semantic similarity between objects can be calculated

using the domain ontology. Social recommendation services are an integral part of

everyday life on social media.Every minute, users on social media exchange details. Social

advisor programs are designed to help people understand what they really want by

reducing the amount of information available on social media. They want to help people

on social networking sites like Facebook, Twitter, YouTube, Flickr, and Weibo by

providing them with tweets and pro�les that meet their needs [13].

Systems that are recommended are those that can analyze past user habits and make

suggestions for current issues. Simply put, information on similar behavior, remarks, and

users will be used in the RSs to try to de�ne the user’s thought style in order to assess and

suggest the user’s taste as the most appropriate and near object. Many of the methods in

the RSs are used to make recommendations that are as accurate as the users need.As a

result, several models for RSs clustering existing data have been presented in order to

ef�ciently process data with large volumes. Given the goals, special characteristics, and

relationships between data in the RSs, using an effective data cluster approach to

ef�ciently process data in subsequent steps and produce more reliable suggestions has

always been seen as an important research area for developing these systems [15].

Collaborative �ltering recommendation systems are extremely useful for a wide range of

online activities, including e-commerce. However, there are signi�cant issues, especially

in scalable and dynamic scenario implementations where new users, objects, and ratings

are added frequently. Scalability refers to a system’s, network’s, or process’s ability to

control or expand its capacity to accommodate development. For example, a device is

called escalable if it can increase its total power under increased load as resources

(typically hardware) are added.Dimension reduction-based approaches address
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scalability problems such as SVD, MF, clustering, and so on. In short, cluster-based

approaches retain the advantages of low computation cost (for searching candidates) over

memory-based approaches as models for dimension reduction [16, 17].

To improve the performance of the recommendation, related users are grouped together

based on their interests. Clustering was used to quickly locate a user’s neighbors. By

reducing the size of the original data to more manageable partitions, clustering systems

can react quickly. Clustering, in particular, boosts the scalability and accuracy of

recommendation systems. Despite the advantages of low machine costs (for searching

candidates) over memory-based and SVD methods, MF methods remain cluster-based

methods.One of the most serious problems with a recommending method is scarring, and

data sparing has an effect on the accuracy of the recommendation. In general, machine

data like Movie Lentils is interpreted as a user-item matrix made up of �lms, which

increases matrix dimensions and sparsity since the user and items are no longer used.

Most users do not rate most items, and there are few available ratings. The key

explanation for this is a lack of knowledge. In order to condense the user’s object matrix,

the reduction of dimension addresses the issue of scarcity by excluding non-

representative or insigni�cant users or objects. However, during the reduction process,

potentially valuable information is lost.However, some potentially valuable information

can be lost during the reduction process [18, 19].

Collaborative �lters create this problem because they depend on the rating matrix in most

cases. Many researchers have attempted to address this problem, but more research is still

required in this area. Most recommendation systems on the major electronic commerce

platforms have been in�uenced by the long tail effect in some way. Since accuracy-

focused recommender systems tend to recommend common goods, recommending items

with few ratings is critical (long tail items). Popular products that are likely to be less

helpful to users can be easily recommended using detailed recommendation

algorithms.To assess the ability of systems to recommend unpopular goods, the

assessment metrics diversity and innovation have been added. Recommending long tail

artifacts can result in the recommendation’s precise results being lost. As a result, a

recommendation process must be developed that recommends controversial products

while minimizing accuracy loss. Several guidelines have recently been proposed to strike

a balance between precision, diversity, and novelty [20,21,22].

815



2/22/24, 8:13 PM A proficient video recommendation framework using hybrid fuzzy C means clustering and Kullback-Leibler divergence algorith…

https://link.springer.com/article/10.1007/s11042-023-14460-8 10/27

1.

2.

3.

4.

5.

Existing CF clustering method algorithms are ineffective at improving RS ef�ciency and

addressing scalability issues. The recommended performance has an effect on the

ef�ciency of the clustering procedures [23, 24]. As a result, there is a lack of precision and

coverage, which makes clustering-based approaches in recommender systems dif�cult to

use in practice. To improve the recommendation’s performance, better methods for

optimizing the above problem are needed.

3 Proposed system model

3.1 KL divergence based ensemble fuzzy C means clustering

Cluster-based CF has been shown to address scalability issues while also improving the

consistency of recommendation outcomes in recent years. The aim of clustering

algorithms is to group objects into clusters with the shortest distance between them in

order to �nd objects that are identical. Clustering strategies will typically group a large

number of users into various clusters based on their rating similarity in order to locate

“like-minded” neighbors.One of the most widely used clustering methods is fuzzy

clustering. To get a decent grouping of data, most current FCM algorithms require the

speci�cation of some parameters. As a result, the Fuzzy cluster ensemble solution usually

prevents the drawbacks of a bad initialization.

3.1.1 Fuzzy C means clustering algorithm

Initialize Membership matrix M with random data points.

Fuzzy cluster center is calculated C

Calculate the objective function F = M*(Xi−Cj)

For every iteration fuzzy Membership is updated by using M=Σ CK Where k is the

number of clusters

The iteration will stop when (k+1) − (k) < termination criterion

Ensemble clustering blends a dataset’s various simple partitions into a more stable and

robust one. The basic concept behind the Ensemble Fuzzy C Means cluster method is to

apply the clustering method to the data several times (rather than only once) and then

merge the results into a single partition. Ensemble clustering takes a collection of data

partitions as input. The cluster ensembles are divided into two parts. The ensemble

clustering generator is one, and the consensus function is another.The �rst section
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focuses on generating more diverse clustering results, while the second section focuses

on seeking a good consensus feature to increase the results’ accuracy. Homogeneous

ensemble FCM clustering is used in the �rst component of cluster ensembles. The term

“homogeneous ensemble” refers to the use of multiple runs of a single clustering

algorithm (fuzzy c-means algorithm) with different initializations and fuzzy parameter

values. Several soft partitions of the data are obtained at the end of the �rst stage of the

ensemble method as a result of several runs of the algorithm(s). The aim of this is to

improve the accuracy and consistency of fuzzy cluster analysis procedures. Soft

ensembles are characterized by the concatenation of membership probability

distributions in the second part of cluster ensembles. The obtained partition will be

combined in the second stage using a KL divergence-based objective function to produce

a single �nal partition. The Kullback–Leibler (KL) divergence was then used to describe a

distance measure between two instances. The similarity of a membership vector to a

cluster center is measured by FCM using squared Euclidean distance.This is ineffective in

situations where a data’s membership in all clusters normally equals one. A better

approach is to treat the membership vector as a discrete probability function, with the

statistical distance, such as KL divergence, serving as the similarity metric. This

algorithm is identical to fuzzy c-means, with the exception that it employs the KL

divergence to treat memberships as discrete probabilities.

The data from the User Item is �rst categorized using homogeneous fuzzy clustering

methods. After that, a fuzzy KL divergence-based objective function aggregates the soft

clustering effects.

3.2 Improved Sqrt-cosine similarity

Improved Sqrt-Cosine Similarity (ISC) is a modern similarity measure that uses Hellinger

distance and is based on sqrt cosine similarity. Hellinger distance (L1 norm) is a much

better metric for high-dimensional data mining applications than Euclidean distance (L2

norm). In terms of implementation, the ISC is very similar to cosine similarity, and it

outperforms other similarity measures in high-dimensional results.The enhanced sqrt-

cosine similarity determines how close two users are. For High Dimensional data, the

Hellinger distance-based Similarity is more accurate. The KLD-FCM with enhanced sqrt-

cosine similarity outperforms current systems in terms of recommendation performance.

3.3 Proposed KLD-FCM based movie recommendation scheme
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For improving movie recommendation methods (KLD FCM-RS), a kullback–leibler

divergence-based fuzzy c-means clustering is proposed, and the steps involved in KLD

FCM-RS are discussed in detail. The aim of the proposed method is to develop a

Collaborative Movie Recommender framework that can solve scalability problems while

also improving prediction accuracy in terms of MAE, Precision, Recall, and Speed. The

proposed KLD-FCM based Movie Recommendation Scheme is architecturally depicted in

Fig. 1 as follows.

Fig. 1
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Architectural view of the proposed KLD-FCM Scheme

It is divided into two phases: of�ine and online. The User Item Rating Matrix derived from

the used Movie Lens Dataset is used as a possible input during the of�ine process. Then,

over the extracted user Item scores, a method of different homogeneous Fuzzy C means

clustering is applied to divide the users into different classes. Furthermore, KL

Divergence-based cluster ensemble FCM is used to combine the various FCM clustering

�ndings in order to generate ef�cient single User clusters. The nearest cluster estimation

for Active consumer is computed using the Euclidean distance method in the online

process.The active user’s nearest neighbors in his or her nearest cluster are then found

using an enhanced sqrt-cosine similarity tool. Finally, the top list of recommended movie

items is calculated in an online mode by determining the movie items that are most

frequently recommended by the context’s neighborhood users. Leibler–Kullback For the

Recommender method, divergence-based Fuzzy C-Means clustering with enhanced sqrt-

cosine similarity worked well. Three possible steps are included in this proposed KLD-

FCM:

3.3.1 Procedure

Step 1 (FCM-KLD)

FCM-KLD is divided into two phases. Multiple Fuzzy C Means Clustering is the �rst step.

The user data ratings from the Movie Lens data set are used as input in this phase of the

clustering process. Over the User Item scores, apply three different homogeneous Fuzzy C

Means clustering methods with different initializations. By executing the FCM several

times for each initialization with different fuzzy parameter values, homogeneous FCM

clustering is used to create several partitions with different random initializations (here

1.5, 2 and 2.5 are used).Input: User Rating Matrix Output: Three Clustering results.

Table 1 shows a snapshot of the User object rating matrix from the Movie Lens dataset for

5 users on 5 movies, where U1-U5 are users and M1-M5 are objects (movies). The value

1–5 represents the user’s likelihood rating for a speci�c �lm. The value ‘0’ denotes that

the consumer has not rated (or seen) the �lm. The recommender framework identi�es

unrated values and suggests the top N �lms to the consumer Tables 2, 3, 4, and 5.
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Cent :

d:

Table 1 Example of rating matrix from Movie Lens dataset

Table 2 MAE comparison analysis

Table 3 RMSE comparison analysis

Table 4 Recall analysis

Table 5 Accuracy analysis

Step 2 (determine the nearest cluster to active user)

After clustering the users into various clusters, the Euclidean distance approach is used to

determine the nearest cluster to Active User.

is the centroid of ‘i’ th cluster, U is the Active User Pro�le.

is the dimension of data(Number of Attribute).

$$ {sim}_i\left({Cent}_i,U\right)={\sum}_{j=1}^d{\left({Cent}_{i,j}-{U}_j\right)}^2 $$

(1)

i
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Cent  :

m:

R  :

R  :

is the jth attribute of centroid pro�le in cluster i.

Step 3 (using improved sqrt-cosine similarity, determine the top
N recommended movies)

Improved sqrt-cosine similarity is used to calculate Active User’s nearest neighbors. The

following formula is used to determine how close users u1 and u2 are.

Set of common items rated by user u1 and user u2.

is the rating given to item ‘i’ by user u1.

is the rating given to item ‘i’ by user u2.

The Hellinger distance is used to compute the similarity between two vectors in the

enhanced sqrt-cosine similarity. This phase is essential for comparing each individual

user’s rating to the ratings of other users in the clusters. Finally, the top list of

recommended movie items that could be suggested to an active user at any time is

calculated based on the movie items that are most often recommended by the context’s

neighborhood users. The movies are recommended to target users who are most likely

used by other neighbor users and are not used by him/her during the Recommendation

process.The weighted average of the ratings of items in the same cluster neighbor’s is

used to predict the ranking of unrated items for active users, and then the top-N

suggestions list is sent to the active user. The rating of unrated movie (item) ‘i’ for an

active user ‘a’ is predicted by P (i)

i, j

$$ sim\left(u1,u2\right)=\frac{\sum_{i=1}^m\sqrt{R_{u1,i}{R}_{u2,i}}}

{\sqrt{\left({\sum}_{i=1}^m{R}_{u1,i}\right)\

}\sqrt{\left({\sum}_{i=1}^m{R}_{u2,i}\right)}} $$

(2)

u1, i

u2, i

a

$$ Pa(i)={\underset{\_}{R}}_a+\frac{\sum_{N\varepsilon Cx} Sim\left(a,N\right)\times

\Big({R}_N\ (i)-{\underset{\_}{R}}_N\ }{\sum_{N\varepsilon Cx}\left(\left| Sim\

\left(a,N\right)\right|\right)} $$

(3)
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a:

\( {\underset{\_}{R}}_a \):

Cx:

\( {\underset{\_}{R}}_N \):

Sim(a, N) :

Where,

Active User.

Average of active user a.

set of nearest neighbors of active user a belonging to one common cluster.

Average rating score given by active user’s neighbor N.

similarity between active user a and Neighbor.

4 Experimental design

Experiments using the publicly accessible Movielens dataset are used to equate the

performance of the proposed KLD-FCM with that of baseline recommendation system

The Movielens data set used to equate the proposed KLD-FCM scheme to the compared

COA, FCM-BAT, FCM, and ICF contains 10,00,000 ratings, with 850 users theoretically

rating them. This Movielens data set contains reviews ranging from approximately 1000

to 1513 movies, each scored on a scale of 1 to 5. By partitioning the entire Movielens data

set using the k-cross validation process, the performance of the proposed KLD-FCM

approach is investigated. The �ndings were evaluated using 5-fold cross validation. The

original dataset is divided into �ve equal subsets. One is used as a test set (20%), while

the other is used as a training set (80%). The procedure is repeated �ve times, with a

different test set selected each time, and the average results recorded.In terms of MAE and

RMSE, the proposed method was compared to non-clustering methods such as Basic CF

(BCF), User-Based CF (UBCF), SVDM (a variant of Single Value Decomposition (SVD) that

uses batch learning with a learning momentum), and RSVD (Regularized SVD model).

Various collaborative approaches are selected from the literature to verify the proposed

method’s role in comparison to other cluster-based techniques.

ICF(integrated Collaborative Framework)

The merits of the item k-NN algorithm were used to propose an Integrated Collaborative

Framework (ICF). This ICF also provided classi�cation restrictions, ensuring that only
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potential rules are used during the collaborative �lter-based categorization of user

ratings.

UPCC (user based CF Pearson correlation coe�cient based CF)

For the Collaborative �ltering recommender scheme, the Pearson Correlation Coef�cient

test is used to determine how closely two users are related.

FCM (fuzzy C means)

The performance of User-Based Collaborative Filtering with Fuzzy C Means is compared

to that of other clustering methods such as K-means and Self-Organizing Maps (SOM).

FCMBAT

The Fuzzy C-Means and BAT-based Movie Recommendation Scheme (FCM-BAT) is an

integrated Fuzzy C-Means and BAT-based Movie Recommendation Scheme for

promoting ef�cient and collaborative recommendation to the target users. This FCM-BAT

was proposed to address scalability issues and improve the clustering process, with the

aim of improving the consistency of the recommendation process.

COA(cuckoo Optimization Algorithms)

Furthermore, a possible movie recommendation system based on k-means and COA is

proposed in order to improve the rate of recommendation accuracy when using the

Movielens dataset.

4.1 Mean absolute error

The suggested method used to measure MAE can be seen in Fig. 2 for different numbers of

neighbors.

Fig. 2
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MAE comparison analysis

Figures 2 and 3 show the contrast of the proposed FCM KLD with current Collaborative

Recommender framework methods in terms of MAE and RMSE for different numbers of

clusters. The proposed scheme’s MAE and RMSE are proving to be signi�cantly lower

than those of current schemes. As a result, the proposed scheme’s MAE is lower than the

COA, FCM-BAT, FCM, and ICF approaches. The proposed scheme’s RMSE is also tested to

be substantially lower than the baseline schemes under consideration.

Fig. 3
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RMSE comparison analysis

Figure 4 graphically depicts the contrast of the proposed KLD-FCM with current

Collaborative Recommender framework approaches in terms of recall. It highlights the

ef�ciency of the proposed KLD-FCM scheme as measured by Recall for a variety of cluster

sizes. The proposed KLD-FCM scheme’s Recall value is determined to be excellent as

compared to baseline methods, since the KL divergence factor’s guidance in the clustering

phase is responsible for the majority of progress.

Fig. 4
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Recall comparison analysis

Figure 5 depicts a graphic comparison of the proposed KLD-FCM with current

Collaborative Recommender framework approaches in terms of accuracy. The

performance of the proposed method is signi�cantly better than that of current methods.

Since it takes advantage of the advantages of KL Divergence Fuzzy C, Clustering with

enhanced sqrt-cosine similarity is possible.

Fig. 5

826

https://link.springer.com/article/10.1007/s11042-023-14460-8/figures/4


2/22/24, 8:13 PM A proficient video recommendation framework using hybrid fuzzy C means clustering and Kullback-Leibler divergence algorith…

https://link.springer.com/article/10.1007/s11042-023-14460-8 21/27

Accuracy analysis

5 Conclusion

The KL Divergence Fuzzy C means Clustering with improved sqrt-cosine similarity

Recommender framework (KLD-FCM) is proposed to solve the CF technique’s scalability

problem. For successful clustering, Kullback–Leibler Divergence-based Fuzzy C-Means

clustering is suggested, with the aim of focusing on greater accuracy during movie

recommendation. The proposed KLD-FCM scheme is described as a trustworthy

contribution that signi�cantly improves the ability of movie recommendation by virtue of

the KL divergence dependent Fuzzy C-Means clustering mechanism and enhanced sqrt-

cosine similarity.The proposed scheme emphasized and presented the critical role of the

KL divergence-based cluster ensemble factor in improving clustering stability and

robustness. For prediction, the enhanced sqrt-cosine similarity was used to calculate

successful related neighbor users. The performance of Recommendation is improved

when KLD-FCM is combined with improved sqrt-cosine similarity.The proposed KLD-

FCM scheme was found to be superior in recommendation Accuracy compared to the COA,

FCM-BAT, FCM and ICF approaches, as well as some non-clustering based methods

considered for study, when tested on the Movielens dataset in terms of MAE, RMSE, SD,

and Recall. With the speci�ed number of clusters, it is capable of providing accurate and
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customized movie recommendation systems. In future work, the proposed design has to

be tested with different datasets.
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Abstract

Nanocrystalline Ni Al thin �lms were deposited by direct current (DC) magnetron

sputtering and studied the electron transport mechanism and electromagnetic shielding

properties for the �rst time. The mechanism of electron transport and barrier heights

were studied using scanning tunneling microscope (STM). The barrier height of Ni Al

thin �lms were decreased from 1.51 eV to 1.33 eV with sputtering power and the entire

tunneling current in these �lms appeared to come from Schottky emission.

Electromagnetic shielding properties of Ni Al thin �lms have been studied in X-band

(8.2–12.4 GHz) region and the shielding effectiveness (SE) increases with sputtering
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power and achieved the highest SE value 36 dB (99.96% attenuation) at 200 W sputter

deposited Ni Al �lms with 396 nm. The sputtering power alters the thickness of Ni Al

�lms thereby enhancing the electromagnetic shielding performance due to the increase of

conductivity, the negative dielectric permittivity and magnetic relaxation arising from

high nickel (Ni) concentration in Ni Al. The results suggested that as prepared ultra-thin

Ni Al �lms can be an effective and new type of electromagnetic shielding materials.
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I. Introduction
THE INVESTIGATION of magnetic materials for multifunctional applications has been fascinating
with a ray of hope to achieve an efficient multifunctional material for technological applications. For
the past one decade, one of the topical interests of condensed matter physics researchers has
been to discover materials (without multilayer interface) with large exchange bias for spintronics
applications [1]. Some of the recent investigations suggest that Heusler alloys are prominent
materials for spintronics, magnetic refrigeration and magnetoresistance. Sometimes, the mixed or
coexisting contrasting magnetic phases (such as ferromagnetic-antiferromagnetic, ferromagnetic-
ferrimagnetic, ferrimagnetic-antiferromagnetic etc.) results in an exchange bias (EB). EB is useful
for effective magnetic storage. EB in single uniform antiferromagnets and compensated
ferrimagnets is advantageous for the spintronics application.
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Abstract—Water quality prediction is an important task in 
ensuring the safety and sustainability of water resources. With the 
increasing population and industrialization, the quality of water 
is becoming a major concern worldwide. Water quality prediction 
models have been developed to predict the concentration of 
pollutants in water bodies based on various factors such as 
temperature, pH, dissolved oxygen, and other chemical and 
physical parameters. These models use statistical and machine 
learning techniques to analyze historical data and forecast future 
water quality. The accuracy of water quality prediction models 
can be improved by incorporating real-time monitoring data, 
remote sensing data, and meteorological data. In this project 
Machine learning algorithms such as random forest and decision 
tree algorithms are used to find the potability. The use of pH, 
turbidity and TDS sensors help in real time sensing of data.In 
this project cloud plays a major role to collect and provide the 
data for analysis and prediction. 

 

I. INTRODUCTION 

When it comes to pollution, global warming, and other 

environmental disasters, there is no safe drinking water for 

the world’s pollutants in the 21st century. There are many 

obstacles to real-time water quality monitoring today, includ- 

ing limited water resources, an ever-increasing population, and 

so on and so forth. As a result, new methods are needed to 

monitor the water quality in real time. Some of the parameters 

determining the water quality includes: 

• pH: The parameters determining the purity of the water in 

order to determine the amount of hydrogen ions present 

in a solution, the pH scale must be used. It shows if the 

water’s pH is basic or acidic. Alkaline water has a pH 

greater than or equal to 7, whereas acidic water has a pH 

lower or equal to 7.The pH scale value varies in between 

0 and 14. The permissible level for pH ranges between 

6.5 and 8.5 for drinking water. 

• Turbidity: A measure of how many invisible particles are 

in a given volume of water is known as Turbidity. As 

turbidity increases, the risk of diarrhea increases. Water 

is clean when the turbidity is low. 

• TDS: This refers to total dissolved solids in water. TDS 

is the total amount of inorganic and organic compounds 

dissolved in water. TDS levels in drinking water are 

tolerable up to 500 ppm. 

• Sulphate: It is a naturally occurring chemical in water, 

although excessive concentrations can have a laxative 

effect. The maximum allowable amount for drinking 

water is 250 ppm. 

• Chloramines: Chloramines are a disinfectant that is used 

in water treatment to destroy dangerous microorganisms. 

Up to 4 ppm is considered appropriate for drinking water. 

• Hardness: The presence of minerals in water, such as cal- 

cium and magnesium, is referred to as hardness. Scaling 

and appliance damage can result from high amounts of 

hardness. 

• Organic Carbon: The total amount of organic matter 

present in water that can alter both the taste and smell of 

water is determined by its organic carbon content. Up to 

2 ppm is the acceptable range for drinking water. 

• Conductivity: Water’s conductivity, especially is deter- 

mined by the amount of dissolved minerals, provides 

a factor in how well it conducts electricity. Poor water 

quality may be proven by high conductivity levels. 

• Trihalomethanes (THMs): When chlorine is utilized to 

disinfect water, THMs are potential side effects of the 

process. The health of an individual can be harmed by 

high levels of THMs 

 

Due to rapid Urbanisation and Industrialisation water quality 

848



849



850



 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(10s), 257–266 |  257 

Identification of Lung Cancer Using Ensemble Methods Based on Gene 

Expression Data 

K. Mary Sudha Rani1*, Dr. V. Kamakshi Prasad2 

 

Submitted: 28/05/2023         Revised: 06/07/2023           Accepted: 25/07/2023 

Abstract: Lung cancer is consistently classified as the most dangerous form of the disease since the beginning of recorded history. Patients 

with lung cancer who receive appropriate medical care, such as a low-dose CT scan, have a far better chance of survival since the disease 

is detected and diagnosed early. Nonetheless, there are certain drawbacks to this attempt. The gene expression level in hundreds of genes 

or cells within each tissue may now be determined because of developments in DNA microarray technology. Even though machine learning 

(ML) is rapidly being used in the medical field for lung cancer detection, the shortage of interpretability of these models remains a 

significant hurdle. Machine learning can be used to analyze gene expression data (DNA microarray) to predict whether or not a patient has 

lung cancer. The Collective Random Forest and Adaptive Boosting were employed to determine who was responsible for the harm. KPCA, 

or Kernel principal component analysis, was used for the feature reduction procedure. We calculated the correlation between each feature 

and the target using the statistical parameters provided by KPCA. Determining the proportion of the correct predictions for a given data set 

is one way to calculate the accuracy of a classification model. We tested the validity of the proposed technique in this work using a dataset 

including information about lung cancer. The dataset includes GSE4115 from the Gene Expression Omnibus (GEO) database, as well as 

the expression profiles it contains. The findings demonstrate the Identification of Lung Cancer (IOLC) model's potential to detect lung 

cancer in terms of accuracy, precision, recall, F-Measure, and error rate, with results indicating an accuracy of 81%, the precision of 81.2%, 

recall of 78.9%, F-Measure of 77.7%, and error rate of 0.29%, respectively. 

Keywords: Gene Expression, Lung cancer, Ensemble machine learning Random forest, AdaBoost 

1. Introduction 

Cancer is a disease that causes cell destruction in the 

body. Cells develop and increase in a controlled manner; 

nevertheless, this control may fail if an error occurs in the 

cell's genetic blueprints. A variety of factors can cause 

this mistake. Lung cancer is the most common and lethal 

malignant tumor seen worldwide. In 2012, around 

1,800,000 new lung cancer cases were detected, with 

1,600,000 people dying due to the condition. Lung cancer 

is more common in women and is the leading cause of 

cancer death. Although smoking is the primary cause of 

lung cancer, around 15% of male and 53% of female lung 

cancer patients did not smoke. Furthermore, it is 

estimated that 25% of lung cancer patients worldwide did 

not get the disease due to smoking. Previously, the 

primary resource in biology was gene networks GNs [1], 

commonly depicted as graphs with nodes and rods, with 

nodes representing genes and rods signifying gene 

interactions. These rods may be assigned a numerical 

number or weight based on the strength of the 

relationships between the parties involved. As a result, 

GNs can uncover genes linked with biological processes 

and their interactions, providing a complete picture of the 

processes under inquiry. GNs are widely utilized in many 

fields,inquiry. GNs are widely utilized in many fields, 

including but not limited to biology, healthcare, and 

bioinformatics.   

Furthermore, when it comes to non-smokers have a 

different carcinogenic pathway, clinic pathological 

features, epidemiology, and natural history than smokers. 

Lung cancer is the most common type diagnosed 

worldwide and the leading cause of cancer fatalities 

wheezing, hoarseness, chest tightness, coughing, and 

spitting up blood are all indications of lung cancer. 

Indications and symptoms include chest discomfort, 

shortness of breath, and wheezing [2]. To avoid this 

dreadful situation, we require machine learning 

algorithms to aid in the early detection and prevention of 

lung cancer. Treatments can be more effective and less 

likely to recur if started early in lung cancer [3]. As a 

result, preventative lung cancer screening and detection 

may be therapeutically beneficial, particularly for patients 

with undiagnosed lung disease. Experiments have 

uncovered the genes responsible for lung cancer 

mutagenicity and pathogenesis, albeit most genes have 

only a tenuous link to the disease. To determine whether 

a gene is linked to lung cancer, one must run several trials, 

which would necessitate a considerable financial 

commitment. 

On the other hand, machine learning (ML) algorithms can 

prioritize disease-triggering genes where their significant 

1*Research scholar, Dept. of CSE, JNTUH, Assistant Professor, CSE Dept., 

Chaitanya Bharathi of Technology Hyderabad, Telangana, India  
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studies offer the ability to uncover the association amid 

cancer identification genes. These findings can potentially 

be used in the early detection of cancer. In particular, 

successful ML approaches are described works. These 

algorithms include artificial neural network-based 

computer-aided diagnosis [4, 5], ensemble approaches [6, 

7], and hybrid methods. 

Because of its extensive prevalence, it has been examined 

for cancer biomarkers that can predict a disease's 

prognosis. To be more exact, lung carcinoma is one of the 

most common types of cancer, with tobacco use 

accounting for over 85 percent of cases. Regrettably, the 

vast majority of instances are fatal. This is due, in part, to 

a delayed diagnosis, which necessitates specialized 

medical procedures such as bronchoscopy. As a result, 

lung cancer biomarkers are seen as critical in the disease's 

early identification; as a response, numerous initiatives 

have investigated non-invasive approaches for testing 

these biomarkers [8]. Ensemble learning could be 

effective in our investigation because it can increase a 

model's robustness and accuracy by merging multiple 

imperfect classifiers. Ensemble learning, which includes 

bagging and boosting, can be viewed as a general bagging 

technique for enhancing cancer classification. Random 

forest is another popular bagging technique. Gene 

microarray (GMA) recently appeared as a promising 

cancer detection and classification technique. Statistical 

analysis and machine learning methods were used to 

uncover accurate gene characteristics that can be used as 

inputs for cancer classification models. The lung cancer 

data's limited sample size makes the interpretation and 

training of microarray data problematic. The presence of 

noise in the samples can have a negative impact on the 

training models' performance. Furthermore, the random 

forest was utilized to search the classifiers at random, and 

in the training stage, a better judgment was generated. 

One technique like self-paced learning, while another 

develops a novel formulation to uncover samples [10]. As 

the SPL regularizer's penalty steadily increases during 

optimization, more samples during the training phase are 

selected modes. Adoption has been quick, especially in 

multi-task learning [11], image categorization [12], and 

molecular descriptor selection [13, 14]. So, in the current 

article, we extract high-quality samples using this 

strategy. The following contributions were made by this 

paper, which is given below. 

• We initially proposed using the IOLC to train a cancer 

detection and classification model using DNA 

microarray technology. The samples' degrees of 

confidence ranged from high to low. 

• We built a machine learning prediction model using the 

Ensemble Methods Random Forest, and AdaBoost was 

the second stage of this project. 

• The suggested approach's accuracy, F1-score, and recall 

are much greater than previously utilized classifiers. 

• Furthermore, the proposed technique chooses a small 

number of genes (less than 1%) that are extremely 

important in predicting the disease's early prognosis. 

The following are the organization of the paper: We 

describe the related work of lung cancer identification 

models based on genes data in section 2. Section 3 

proposed work. The section 4 covers the results and 

discussion.  Finally, in Section 5, concludes the paper. 

2. Background and Related work 

In [15], the authors investigated the link between 

socioeconomic status and the prevalence of lung cancer in 

several locations of the world, using educational degrees 

as a proxy for socioeconomic class. This study's data came 

from 18 prospective cohorts dispersed over 15 countries, 

including the United States, Europe, Asia, and Australia. 

They examined the link between educational level and the 

incidence of lung cancer in people who had never smoked 

and those who now or had previously smoked using Cox 

proportional hazards models. The International Standard 

Classification of Education was used to harmonise 

education data, which was then modeled as an ordinal 

variable divided into four categories. The models were 

modified to consider age, gender, whether the individuals 

smoked currently or previously, as well as smoking 

duration, quantity of cigarettes per day, and time since 

leaving. 

In [16], the authors examined various methods, including 

machine learning, Ensemble learning, deep learning 

approaches, and numerous ways based on image 

processing techniques and text information that contribute 

significantly to determining cancer malignancy degree. 

Lung cancer has been listed as one of the most deadly 

diseases humans have faced since the species' inception. 

It is even one of the malignancies that causes the most 

continuous fatalities and contributes significantly to the 

overall mortality rate. The number of persons diagnosed 

with lung cancer continues to rise. In India, roughly 70.0 

thousand cases are reported each year. It is impossible to 

identify early because the disease is often asymptomatic 

in its early stages. As a result, discovering cancer earlier 

is beneficial to save lives. Learning about a patient's 

illness as soon as possible will improve their chances of 

rehabilitation and recovery. Cancer diagnosis frequently 

relies substantially on technical breakthroughs. They 

intended to use this to combine or bring together 

Ensemble learning techniques such as stacking, blinding, 

Max voting, boosting, and XGBoost to provide a 

comprehensive methodology for evaluating and 

investigating the outcomes. Compared to other strategies, 

the Blinding ensemble learning methodology emerges as 
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the most successful way based on performance criteria 

such as accuracy, F1 score, precision, and recall. 

In recent years, computer technology has been used to 

resolve various diagnostic concerns. To accurately predict 

the lung cancer severity level, these newly designed 

systems include several deep learning and machine 

learning tactics and specific image processing methods. 

As a result, this methodology aims to provide a new and 

unique approach to lung cancer diagnostics. The initial 

stage in data collection is to download two benchmark 

datasets. These datasets contain attribute information 

extracted from the medical records of a range of 

individuals. To extract features, the techniques of 

"Principal Component Analysis (PCA)" and "t-

Distributed Stochastic Neighbour embedding (t-SNE)" 

were used. Furthermore, the deep characteristics are 

derived from what is known as "the pooling layer of 

Convolutional Neural Network (CNN)." The Best Fitness-

based Squirrel Search Algorithm (BF-SSA), also known 

as optimal feature selection, is used to pick the features 

themselves in addition to the important features. This is 

referred to as feature selection. This hybrid optimization 

strategy is advantageous in many industries because it 

more efficiently explores the search space and performs 

better using feature selection. 

In [18], the authors evaluated relevant surveys, 

underlining the need for a further study focusing on 

Ensemble Classifiers (ECs) utilized for cancer diagnosis 

and prognosis. By integrating several types of input data, 

learning methods, or characteristics, ensemble approaches 

strive to increase performance. They are being used in 

cancer detection and prognosis, among other things. 

Nonetheless, the scientific community needs to catch up 

in this technological sphere. A systematic evaluation of 

ensemble methodologies used in cancer prognosis and 

diagnosis, coupled with a taxonomy of such methods, can 

help the scientific community keep up with technology 

and, if comprehensive enough, even lead the trend. The 

following stage will thoroughly review the possible 

methodologies, both classical and deep learning-based. In 

addition to identifying the well-studied cancer kinds, the 

best ensemble methods used for the linked purposes, the 

most common input data types, the most common 

decision-making strategies, and the most common 

assessment methodology, the review creates a taxonomy. 

All of this happens as a result of the evaluation. 

Furthermore, they recommend future directions for 

scholars who want to continue existing research trends or 

concentrate on areas of the subject that have yet to receive 

less attention. 

In [19], the authors developed Neural Ensemble-based 

detection for automatic disease detection (NED). An 

artificial neural network ensemble detects lung cancer 

cells in patient needle samples. They used Neural 

Ensemble-based Detection (NED) to achieve autonomous 

anomalous detection. The ensemble was divided into two 

levels. Because each network has two outputs, normal and 

malignant, the first-level ensemble can accurately detect 

normal cells. There are five types of lung cancer cells 

produced by each network: adenocarcinoma, squamous 

cell carcinoma, small cell carcinoma, prominent cell 

carcinoma, and normal. The second-level ensemble deals 

with cancer cells discovered by the first. To include 

network predictions, plurality voting is employed. NED 

has a high detection rate and a low false negative rate, 

which occurs when cancer cells are misidentified as 

normal. This reduces the number of undiagnosed cancer 

patients, hence saving lives. 

3. Proposed Model 

This section comprehensively explains the methods and 

materials used in this work, beginning with the 

architecture of the proposed Identification of Lung Cancer 

(IOLC) model. Figure 1 depicts the various processes 

involved in implementing and utilizing the model in the 

form of major blocks. The following subsections provide 

a complete overview of the architecture's fundamental 

building blocks, which include data set collection 

(genomic data from mutant and normal genes), data 

preparation (label encoding), feature extraction, and 

classification. 
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Fig 1:  Working procedure of Lung cancer identification model 

Description of the dataset: 

The dataset for discussion here is comparable to one used 

in a prior study at the Boston University Medical Centre 

[20, 21]. In these investigations, a microarray was used to 

examine the level of gene expression found in epithelial 

cells originating in smokers' respiratory tracts. This 

dataset was used to extract the levels of expression of 

22284 genes collected from 192 smoking subjects. Tissue 

samples were gathered and isolated from tissue samples. 

Patients were separated into 3 groups: those who had 

already been diagnosed with lung cancer (97), those who 

had not yet been diagnosed with lung cancer (90), and 

those who were thought to be at a high risk of developing 

cancer (5). This dataset was chosen specifically for its 

ability to perform in-depth research into the underlying 

genetic abnormality in smokers who acquire lung cancer. 

Although it was created on an older platform (the 

Affymetrix U133A array), it was chosen carefully. The 

dataset, known as GDS2771 and associated with the 

reference number GSE4115, is freely available for 

download from the NCBI's Gene Expression Omnibus 

(GEO) database [22]. The Affymetrix Human Genome 

U133A Array (HG-U133A) was used as the screening 

platform to gather this data. This array provided the 

information on the probesets. 

The working procedure of the Lung cancer identification 

model is was repeated for each dataset containing gene 

expression data. After extracting the probe annotations, it 

gets represented to a respective gene, and those were not 

match any of the genes in the dataset were excluded from 

further consideration. If the gene has more than one probe, 

the gene's expression was calculated by taking the mean 

of all probe expressions. If the gene does not have many 

probes, the value was calculated by taking the mean of 

only one probe's expression. The Lung Cancer gene 

expression dataset is listed in Table 1. 

 

Table 1 Lung Cancer gene expression dataset 

GEO accession number Disease Number of samples 

(Disease/Control) 

No. of 

Genes 

Micro array 

Platform 

Platform 

GSE 4115 Lung Cancer 187 (97/90) 22,215 Affymetrix Human 

Genome U133A Array 

GPL96 (HG-

U133A) 

 

Data Preprocessing: 

Before using the data for training, 163 samples with 

complete clinical features were removed from the sample, 

including 85 smokers who did not have lung cancer and 

78 smokers with lung cancer. Clinical data were gathered 

for future research, including patients' ages, genders, 

smoking histories, smoking indices, tumor diameters, and 

the presence or absence of lymphadenopathy. The 

Affymetrix Human Genome U133A Array platform was 
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used for the expression profile analysis. Each probe ID 

was matched to the symbol of a matching gene based on 

the information saved on the platform (GPL96-15653.txt). 

Because multiple probes could be associated with the 

equivalent gene sample, the domino effect was combined 

and averaged.  The Z-score was used to normalize all gene 

expression values, which was calculated using the 

standard deviation (SD and mean of every gene symbol 

and then correcting the X value. This was done to mitigate 

the effect of variances in the quantities of intrinsic 

expression found in different genes. The new equation 

produces the value X, which is the mean/standard 

deviation ratio. The expression levels of all genes in each 

dataset were normalized using the methods described 

below. 

𝑧𝑖𝑗 =
𝑔𝑖𝑗 − 𝑚𝑒𝑎𝑛(𝑔𝑖)

𝑠𝑡𝑑(𝑔𝑖)
                             (1) 

where gij represents the expression value of gene i in 

sample j, and mean(gi) and std(gi) respectively represents 

mean and standard deviation of the expression vector for 

gene i across all samples. 

Feature reduction: 

Kernel Principal Component analysis: PCA is widely 

used when one wants to minimize the dimensionality of a 

dataset while retaining as much information as possible. 

The entire dataset (with m dimensions) is mapped onto a 

new subspace (with j dimensions). j is smaller than x. 

This projection approach is useful for reducing both 

computing costs and the errors that can occur while 

estimating parameters ("the curse of dimensionality"). 

Suppose the data cannot be separated linearly. In that case, 

a nonlinear technique must be used to reduce the 

dimensionality of the dataset with KPCA, or Kernel 

Principal Component Analysis, which is a method for 

analyzing linearly inseparable data. PCA improves output 

by generating a feature subspace which reduces variance 

and normalizes the dataset to a unit scale (with mean = 0 

and variance = 1). This is required for a wide range of ML 

methods to perform correctly. The main task is to 

transform the m-dimensional dataset (represented by A) 

into a new sample set (represented by B) with a lower 

dimension (k less than m). In this situation, B will stand 

in for the most important part of A, designated by A. 

𝐵 = 𝑃𝐶(𝐴)                                                  (2) 

With X comprises of n vectors (x1, x2 ,…., xn), each xi 

signifies dataset instance, so: 

∑ 𝛿(𝑎𝑙) = 0

𝑥

𝑗=1

                                           (3) 

To compute covariance matrix (CM) we take 

𝐶 =
1

𝑥
∑ 𝛿(𝑎𝑙)𝛿(𝑎𝑙)

𝑇

𝑥

𝑗=1

                           (4) 

The eigenvectors are: 

𝐶𝑢𝑘 = 𝛼𝑘𝑢𝑘, 𝑘 = 1, … , 𝑀                  (5) 

After constructing the Eigen space from the covariance 

matrix and removing the less relevant regions, the original 

data will have a better chance of being accurate. To avoid 

access to the feature area and instead concentrate on 

kernels, which are as follows: 

𝐽(𝑎𝑙,, 𝑎𝑝) = 𝛿(𝑎𝑙)𝑇𝛿(𝑎𝑙)                       (6) 

Ensemble Learning: 

Ensemble learning enhances generalizability and 

resilience over a single model by aggregating multiple 

models, like the J-node regression tree. This is achieved 

by combining the predictions of several simple models or 

base learners. Bagging and boosting are two typical tactics 

in group music. 

Random Forest classifier 

This was built using a modified version that generates a 

huge sample of uncorrelated trees and takes the average 

of those trees. This enabled the formation of a Random 

Forest [23]. This was formed as a result of this change. 

During the tree generation process, choose p input 

variables in the random subset from the entire set of v 

input variables to be examined for their appropriateness as 

a candidate for a split. This is referred to as the tree 

generation process. Because time series forecasting is 

being performed, each new training set is generated 

without replacing previous data. As a result, a single 

regression tree named Tb is produced by iteratively 

repeating the steps described below for each node in the 

tree until the smallest possible node size is obtained. This 

technique is repeated several times until the tree achieves 

the appropriate level of precision. 

This procedure is performed on every B tree. The function 

can be expressed as an average of all B trees. 

�̂�(𝑥𝑖) =
1

𝐵
∑ 𝑇(𝑥𝑖; Θ𝑏)

𝐵

𝑏=1

                            (7) 

where ϴb denotes the tree for node split. In [23], the 

findings show that using randomness and diversity in tree 

construction results in a lower generalization error and an 

overall better model with less variance.
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Fig 2: Tree structures of Bagging and Boosting 

The boosting method entails sequentially developing the 

trees by combining the knowledge gained from previously 

formed trees with modified training data (Figure 2). This 

can be stated as follows: 

𝐹𝑚(𝑥𝑖) = 𝐹𝑚−1(𝑥𝑖) + ∑ 𝛾𝑗𝑚(𝑥𝑖𝜖𝑅𝑗𝑚)

𝐼𝑚

𝑦=1

               (8) 

So, the updated model will put in the form as 

�̂�(𝑥𝑖) = 𝐹𝑀(𝑥𝑖) = ∑ 𝑇(𝑥𝑖 ; Θ𝑚)

𝑀

𝑚=1

= 𝐹𝑚−1(𝑥𝑖) + ∑ 𝛾𝑗𝑚(𝑥𝑖𝜖𝑅𝑗𝑚)

𝐼𝑚

𝑦=1

    (9) 

Θ𝑚 = {𝑅𝑗𝑚, 𝛾𝑗𝑚}
1

𝑗𝑚
, 𝐹𝑚−1(𝑥𝑖) signifies the prior model, 

while �̂�(𝑥𝑖) = 𝐹𝑀(𝑥𝑖)) signifies the current tree. 

AdaBoost classifier 

The classifier in [24] updates by attaching weights {w1, 

w2,..., wN} for every training instance (xi, yi) (Figure 2). As 

a result, a total of N weights will be used. At the start of 

the procedure, each weight is assigned the value wi = 1/N, 

indicating that the data is being trained in the usual 

manner. This is known as the learning period. The 

weighted observations training approach will be 

continued until all stages have been completed at each 

subsequent step (m = 2, 3, etc.). This will be repeated until 

all phases have been accomplished. The weights of the 

various components are changed at each of these steps. To 

be more exact, the weights for the observations that were 

mistakenly predicted in the previous step are given higher 

priority in step m, whereas the weights for the 

observations that were correctly predicted are given lower 

priority. This arises because the weights for the 

erroneously predicted observations are more likely to 

contain errors. As a result, as the iterations advance, the 

findings that are hardest to predict gain increasing 

emphasis. Finally, as shown in Equation (9), the final 

prediction is formed by combining the weighted 

predictions from each tree. This yields the final projection. 

Gradient boosting, a technique that may be applied to any 

arbitrary differentiable objective function, can be used to 

extend boost. Initial training data are used to instruct a tree 

in the first step of the procedure. As a result, the gradient 

may be determined to be [25] for all i values ranging from 

1 to N inclusive. 

−𝑔𝑖𝑚 = − [
𝜕𝐿

𝜕𝐹(𝑥𝑖)
] 𝐹 = 𝐹𝑚−1                        (10) 

For the squared error loss, the negative gradient signifies 

the residual−𝑔𝑖𝑚 = 𝑦𝑖 − 𝐹𝑚−1(𝑥𝑖) . 

Model Selection and Validation 

An optimization strategy is employed during the learning 

phase to forecast the values of various parameters based 

on the collected data. These parameters contain the 

splitting variable and the splitting point value. On the 

other hand, each learning algorithm includes a set of 

hyperparameters that are not learned and must instead be 

tailored to the unique modeling task at hand. The 

hyperparameters govern both the model's architecture and 

its level of complexity. The data and the problem at hand 

decide their ideal values. However, the training data 

residual sum of squares cannot be calculated because 
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doing so weakens a model's capability to generalize to 

new data. This is because doing so would reduce the size 

of the training set. As a result, three distinct data sets were 

used: the training set, the validation set, and the test set. 

The training set was used to train the model, while the 

validation set was used to evaluate and fine-tune the 

model's parameters and hyperparameters. Ultimately, the 

test set was only used to estimate the generalization error. 

As a result of this, we were able to select machine learning 

models with hyperparameter values. 

Performance evaluation 

Several validation metrics were discovered during our 

inquiry. Accuracy (Acc), F1-score (F1), Precision (Pr), 

and Recall or sensitivity (Re) were among them. The 

formula for each validation parameter is presented in 

equations (11) through (14). The abbreviations TP, TN, 

FP, and FN stand for True Positive, True Negative, False 

Positive, and False Negative outcomes, respectively. 

𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100%   (11) 

𝑅𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100%                           (12) 

𝑃𝑟 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100%                             (13) 

𝐹1 =
2 × (𝑃𝑟 × 𝑅𝑒)

Pr + 𝑅𝑒
× 100%                 (14) 

4. Results and Discussion 

In this section, the first step is to divide the data into two 

categories: training (70%) and testing (30%). Several 

machine learning algorithms, such as feature scaling, 

KPCA, ROS, and hyperparameter tuning, are utilized to 

determine the optimum model that delivers the highest 

level of accuracy. Good classification was picked by 

combining all the ML algorithms used in this study. This 

experiment necessitates the use of specified resources. 

The suggested system's environment configuration 

includes an Intel® CoreTM i-3-1005G1 CPU running at 

1.20GHz, 8GB of  RAM, the Anaconda tool, and the 

Python programming language, which was utilized to 

construct the model for this study. As shown in Figure 3, 

Cancer and Non-cancer data of the lung cancer dataset 

used in this study. 

 

Fig 3: Cancer and Non-cancer data 

In this paper, we use stable LASSO operation to provide 

more proof of the efficacy of our technique in computer-

assisted diagnostics. Table 1 shows the ten genes that 

received the highest rankings after being submitted to 

stable LASSO analysis across all datasets. Most stability 

ratings are close to one, indicating that the genes chosen 

are tough. Furthermore, obtain the important p-values that 

ate statistically best for this study. Much research is being 

done on the functional analysis of gene expression. 

USP6NL, is one such protein that acts as a GTPase 

activator for RAB5A. 

 

Table 1:  Best 10 genes from GSE 4115 dataset 
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Figure 4 shows the heat map correlation discovered 

between the genes in the meantime. Red is used when 

there is a positive correlation, and violet is used when 

there is a negative correlation. The stronger the 

correlation, the greater the degree of resemblance. As seen 

in Figure 4, most identified genes have a positive 

relationship. 

 

 

Fig 4: Graph showing heat map 

Several well-known matrices, such as accuracy, recall 

(also known as sensitivity), precision, and F1-score, are 

used to assess the classification algorithms' performance. 

Table 2 shows the performance of RF and AdaBoost in 

terms of various evaluation metrics.

 

Table 2: Performance analysis of RF and AdaBoost models 

Model Accuracy Precision Recall F1-score 

AdaBoost 0.789 0.810 0.781 0.766 

Random forest 0.810 0.812 0.789 0.777 

 

In the case of the GSE4115 example presented in Figure 

5, the best model obtained is a Random forest, with an 

accuracy of 0.810 and an F-1 score of 0.777, respectively. 

This demonstrates that ML is a suitable strategy for 

working with the dataset. Meanwhile, we noticed that the 

AdaBoost model that performed the lowest had an 

accuracy of 0.789 and an F-1 score of 0.766. Meanwhile, 

the best recall score in MI for the Random forest 

classification approach is 0.789, implying that all models 

can reliably predict genuine positives while avoiding false 

pessimistic predictions.

 

Fig 5: Performance comparison of AdaBoost and Random forest on GSE 4115 dataset 
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Results on Feature Selection operation: 

We used 5-fold cross-validation to investigate the effect 

of feature number on overall model performance. This 

enabled us to reduce the overall amount of features. The 

ideal number of attributes was determined by examining 

a range of values from 2 to 10. Figure 6 shows that the 

variation of the scores produced using AdaBoost and 

Random Forest is substantially more considerable than 

that achieved using any other approaches for GSE4115. 

This indicates that the AdaBoost approach's performance 

highly depends on the number of features utilized. In an 

unexpected turn of events, the Random forest approach 

revealed a significant decline in a feature's overall score. 

 

Fig 6: Performance comparison of AdaBoost and Random forest after applying feature selection on GSE 4115 dataset 

5. Conclusion 

In this article, we propose a novel method for detecting 

lung cancer by building an ensemble classifier and 

comparing its findings to the RF classifier. In the 

Ensemble-Classifier, we used two machine learning 

models: AdaBoost and Random Forest. We begin by 

extracting features from the dataset, then divide it into 

70:30 proportions for training and testing. We classified 

cancer as Tumor or Normal using the confusion matrix 

and then provided a classification report that contained 

accuracy, precision, recall, and F1-score. The feature 

selection procedure involved calculating the correlation 

between the feature and the target using statistical 

parameters, also known as KPCA. Deep learning 

techniques, such as CNN, may one day aid in diagnosing 

lung cancer. Images from many scanning modalities, 

including MRI, CT, PET, and X-ray, can be considered. 

This can increase precision, allowing the medical sector 

to provide rapid prevention at a minimal cost. In addition 

to categorized information, continuous information can be 

used. 
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Abstract: Lung cancer is a disease with a high mortality rate and widespread occurrence. Therefore, developing accurate prediction 

methods and practical gene association analyses is crucial. The utilization of high-throughput genomic data to reveal significant genetic 

factors has seen an increase in the application of machine-learning techniques. This document presents a thorough examination of machine 

learning methodologies that are presently utilized to forecast lung cancer and scrutinize gene correlations. The analysis examines different 

data types, such as gene expression profiles, genomic variants, and clinical data. The primary focus is on integrating multi-omics data for 

a more comprehensive understanding. Our study comprehensively examines a variety of machine learning algorithms, including traditional 

methods such as support vector machines and random forests, advanced deep learning architectures, and network-based methodologies. 

The following discourse explores the pragmatic utilization of the methods above in predictive modeling, biomarker identification, and drug 

discovery routes. The article addresses common obstacles in the field, such as interpretability and validation, and proposes potential avenues 

for future research, such as incorporating multi-omics data and implementing personalized medicine. This survey provides a detailed 

analysis of the recent advancements in machine learning techniques for lung cancer research. It aims to establish a strong basis for future 

improvements in diagnosis, prognosis, and treatment strategies. 

Keywords: Lung cancer, prediction, gene association, machine learning, high-throughput genomic data, multi-omics data, support vector 

machines, random forests, deep understanding, network-based methodologies, predictive modeling, biomarker identification 

1. Introduction: 

Cancer is a complex disease that manifests through 

abnormal molecular pathways. The intricate biological 

mechanisms and operational effects of gene sets linked to 

cancer are fundamental to understanding disease 

progression, identifying therapeutic targets, and 

developing personalized treatment plans. As such, 

contemporary cancer research leans heavily on gene-set 

analysis to interpret high-throughput genomic data within 

cancer-related biological processes [1]. 

Lung cancer, in particular, remains a significant global 

concern. With an estimated 1.8 million new cases 

annually, it presents a pressing public health issue [2]. It 

is reported that 85% of lung cancers are non-small cell 

lung cancers (NSCLC) [3]. Precise prediction methods 

and meticulous gene correlation studies are indispensable 

to augment lung cancer detection, diagnosis, prognosis, 

and treatment. 

Integrating algorithms, machine learning, and multi-

omics data can enhance our understanding and prediction 

of lung cancer. Recent advances in the field have 

incorporated machine-learning techniques in lung cancer 

research to analyze and interpret high-throughput 

genomic data [4]. These methodologies pave the way for 

identifying lung cancer-related genes through genetic and 

molecular data analysis.
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Such techniques facilitate the analysis of varied data 

types, including gene expression profiles, genomic 

variants, and clinical data. They aid in identifying 

biomarkers, disease subtypes, and fundamental molecular 

mechanisms. With its capacity to unveil intricate patterns 

and relationships in genomic data, machine learning is 

poised to revolutionize our approach to cancer research. 

One of the promising advancements in this arena is the 

integration of multi-omics data, given its potential to 

enhance lung cancer analysis [5]. By leveraging genomic, 

transcriptomic, epigenomic, and other omics data, 

researchers are offered a more comprehensive 

understanding of the molecular foundation of lung cancer. 

This, in turn, fosters the discovery of novel diagnostic and 

therapeutic targets. 

Machine learning methods encompass a wide range of 

tools, including support vector machines (SVM), random 

forests (RF), and logistic regression, as well as deep 

learning architectures like artificial neural networks 

(ANN), convolutional neural networks (CNN), and 

recurrent neural networks (RNN) [7]. These algorithms 

are proficient in executing lung cancer research feature 

selection, classification, clustering, and prediction tasks. 

Gene interaction networks provide insights into gene-

disease connections and may facilitate the identification 

of novel NSCLC genes. Graph-based algorithms such as 

Graph Convolutional Networks (GCN) and deep walk can 

analyze these networks effectively. Furthermore, 

network-based methodologies have emerged as promising 

tools for studying gene associations in lung cancer [8]. 

Machine learning has already led to significant strides in 

lung cancer research. Predictive models employing 

machine learning have shown promise in identifying high-

risk individuals, aiding early detection and customized 

treatment [9]. Moreover, machine learning has unveiled 

prognostic biomarkers and implicated molecular 

pathways in the causation of lung cancer. These insights 

can optimize drug discovery pathways, identify 

therapeutic targets, and improve treatment outcomes [10].
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Machine learning tools and their drug discovery 

applications. 

Despite this progress, several challenges persist in 

applying machine learning for lung cancer research. The 

necessity for transparency and interpretability in complex 

algorithms presents a hurdle, especially considering the 

need for decision-making tools in clinical settings [11]. 

The heterogeneity of data sources and the requirement for 

large and diverse datasets for robust analysis adds further 

complexities to the validation and reproducibility of 

studies. Furthermore, harmonization, normalization, and 

multi-omics data integration are prerequisites for accurate 

analysis [12]. 

 

This paper comprehensively surveys machine-learning 

techniques for predicting lung cancer and analyzing gene 

associations. Our exploration extends across the various 

types of data, challenges faced in the field, and potential 

future directions, ultimately serving as a robust foundation 

for future progress in diagnosis, prognosis, and treatment 

strategies. 

 

 

 

2. Background: 

The exponential growth and complexity of biomedical 

data present both challenges and opportunities. High-

throughput technologies such as genomics, 

transcriptomics, proteomics, and metabolomics have 

propelled a surge in biological data production, thus 

providing deeper insights into health and disease states 

[13].
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Translational bioinformatics seeks to bridge the gap 

between basic research and medical applications, 

leveraging biomedical data to understand diseases and 

develop personalized medicine strategies. The synthesis 

of computational and statistical methods with biological 

and clinical data yields practical insights with potential 

real-world impact [14]. 

 

The DisGeNET platform emerges as a valuable tool for 

studying and interpreting human disease genes. 

DisGeNET serves up gene-disease associations that can 

be examined in the context of numerous diseases. 

Drawing from curated databases, scientific literature, and 

various online resources, it offers a comprehensive 

knowledge base to researchers and clinicians [15]. 

The platform encompasses genetic variants, gene-disease 

associations, disease pathways, and pharmacogenomics 

data. It integrates information from PubMed, ClinVar, 

UniProt, and GWAS Catalog. Standardized vocabularies 

like the Unified Medical Language System (UMLS) are 

used to ensure consistency and comprehensibility. What 

sets DisGeNET apart is its extensive catalog of gene-

disease links, spanning both well-established and 

preliminary associations. This capability opens up new 

avenues of exploration and potential research subjects for 

investigators. DisGeNET also offers user-friendly search 

and filtering options, enabling users to search for genes, 

diseases, and associations based on criteria like evidence 

level, data source, or disease category. The resulting 

information includes supporting evidence, genetic 

variants, linked phenotypes, and pertinent references for 

gene-disease associations. DisGeNET integrates with 

other bioinformatics tools and workflows via APIs. This 

functionality facilitates the integration of DisGeNET data 

with other relevant datasets for comprehensive analysis. 

Overall, DisGeNET significantly simplifies the process of 

gene-disease research and its implications for human 

health. It proves invaluable to professionals in genetics, 

genomics, precision medicine, and drug discovery, as well 

as clinicians and researchers. As a centralized repository 

of gene-disease associations, DisGeNET supports 

identifying therapeutic targets, discovering novel disease 
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mechanisms, and developing personalized treatment 

strategies. 

Genome-Wide Association Studies  

Genome-Wide Association Studies (GWAS) have 

profoundly influenced gene-disease research by 

identifying genetic variations associated with diseases, 

including lung cancer. GWAS examines numerous 

genetic variations across the genome to find correlations 

between genetic variants and disease risk. They 

specifically target common genetic variations, usually 

Single Nucleotide Polymorphisms (SNPs), that could 

affect the risk of specific diseases [16]. 

The GWAS process involves two main steps: genotyping 

and association analysis. Genotyping identifies genetic 

variations in large cases (individuals with the disease) and 

controls (healthy individuals), using high-throughput 

genotyping technologies to analyze hundreds of thousands 

or even millions of SNPs across the genome. The 

association analysis then identifies genetic variants 

associated with a disease phenotype, correcting for 

population stratification and genetic ancestry. 

GWAS has made significant discoveries in lung cancer 

genetics. Hung et al. (2008) found a common genetic 

variant in the nicotinic acetylcholine receptor gene cluster 

(CHRNA5-CHRNA3-CHRNB4) that increased lung 

cancer risk. Other studies, such as those by Hu et al. 

(2012) and Wang et al. (2020), identified susceptibility 

loci for lung adenocarcinoma and linked lung cancer risk 

to MUC4 and PRSS8 gene variants, respectively. 

While GWAS findings offer valuable insights into the 

genetic makeup of lung cancer and identify genes and 

pathways for further study, they primarily reveal 

correlations, not causality. To establish mechanisms and 

basis, functional analyses and validation are necessary. 

GWAS also has some limitations. They focus on common 

genetic variations with moderate to large effect sizes, 

potentially overlooking rare or minor variations. They are 

also often conducted on populations with specific 

ancestries, limiting their applicability to others. 

Furthermore, while GWAS can identify genetic variations 

linked to disease susceptibility, they do not explain the 

underlying biological mechanisms. 

To overcome these constraints, several methods can be 

employed. These include meta-analysis to increase sample 

size and statistical power, integrating GWAS data with 

functional genomics and gene expression data to rank 

candidate genes, and fine-mapping to reduce genomic 

regions of interest. 

In conclusion, GWAS have significantly contributed to 

our understanding of the genetics of lung cancer and other 

complex diseases, identifying potential target genes and 

pathways for further study. However, interpreting GWAS 

findings requires caution and additional functional studies 

to clarify biological mechanisms and establish causality 

[14]. 

Next-Generation Sequencing (NGS) 

Next-Generation Sequencing (NGS) technologies have 

revolutionized genetic research by enabling fast and cost-

effective sequencing of large amounts of DNA or RNA, 

providing researchers with an unprecedented volume of 

genomic data . Specifically, Whole Exome Sequencing 

(WES) and Whole Genome Sequencing (WGS) have 

significantly contributed to the identification of disease-

related genes, including those linked to lung cancer[17]. 

WES focuses on sequencing the protein-coding regions of 

the genome, known as the exome, while WGS sequences 

the entire genome, including both protein-coding and non-

coding regions. These NGS technologies have the 

advantage of detecting rare genetic variants that 

traditional genotyping methods may miss. These rare 

variants can provide insights into disease susceptibility 

and help uncover genes and pathways associated with 

lung cancer. 

The application of NGS in cancer research has led to the 

discovery of driver mutations and novel genes associated 

with lung cancer. For example, using NGS, the Cancer 

Genome Atlas (TCGA) project has identified recurrent 

somatic mutations in genes like TP53, EGFR, KRAS, and 

ALK in lung adenocarcinoma. NGS can also detect 

somatic copy number alterations, structural variations, 

and gene fusions, revealing complex mutational patterns 

in lung cancer. These molecular alterations can aid in the 

classification of lung cancer subtypes and guide treatment 

decisions. 

NGS technologies also present several challenges. The 

high volume of sequencing data produced necessitates 

robust computational and bioinformatics infrastructure for 

data storage, processing, and analysis. Advanced 

bioinformatics algorithms and tools are required for 

reading alignment, variant calling, and annotation. 

Interpreting the vast number of genetic variants identified 

by NGS can be challenging. Distinguishing between 

pathogenic and benign variants is complex and often 

requires functional studies to confirm their effects. 

Additionally, the cost of WGS, which involves 

sequencing the entire genome, can be prohibitive, though 

technological advances are gradually making NGS more 

affordable and accessible. 

In conclusion, NGS technologies, specifically WES and 

WGS, have substantially advanced our understanding of 

the genetic underpinnings of lung cancer and other 

diseases. They offer a powerful tool for genomic profiling, 
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detecting rare variants, and discovering disease-related 

genes and pathways. Yet, to fully harness the potential of 

NGS in lung cancer genetics, issues concerning data 

analysis, interpretation, and cost need to be addressed. 

Machine learning and deep learning 

Machine learning and deep learning have been 

increasingly used in bioinformatics to predict disease-

gene associations. These methods leverage computational 

algorithms and statistical models to analyze large volumes 

of genomic and biomedical data, aiding the identification 

of disease-related genes and contributing to a better 

understanding of disease mechanisms [18]. 

Commonly utilized algorithms in disease-gene 

association studies include Support Vector Machines 

(SVM), Random Forest (RF), and logistic regression. 

These algorithms are capable of handling high-

dimensional data and capturing complex genetic-disease 

relationships. They facilitate the identification of disease-

related genes by performing feature selection, 

classification, and prediction. 

Deep learning, mainly Artificial Neural Networks 

(ANNs), has recently gained popularity in bioinformatics. 

ANNs, by mimicking the human brain's function, can 

learn complex patterns and extract meaningful 

representations from high-dimensional data. In genomics 

and disease-gene association studies, Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs) are widely used types of ANNs. 

For instance, Zhu et al. developed a novel framework for 

predicting disease-gene associations using embedding 

graph representation and Graph Convolutional Networks 

(GCN). Graph embedding methods represent gene 

interaction networks in low-dimensional vector spaces. 

GCN, a graph-based deep learning approach, leverages 

network structure to uncover gene-disease relationships. 

Their model outperformed other state-of-the-art methods 

in predicting disease-gene associations on multiple 

benchmark datasets, illustrating the potential of deep 

learning approaches in elucidating complex gene-disease 

relationships. 

Despite their significant contributions, machine learning 

and deep learning methods have limitations in 

bioinformatics. Deep learning models, often described as 

'black boxes,' can be challenging to interpret, 

complicating understanding the underlying biological 

mechanisms and drawing meaningful conclusions. 

Furthermore, the performance of these models heavily 

depends on the quality and representativeness of training 

data, appropriate feature selection, and careful 

hyperparameter tuning. 

In conclusion, machine learning and deep learning 

methods have ushered in transformative changes in 

bioinformatics, notably in predicting disease-gene 

associations. These methods facilitate the analysis of 

genomic data, expose complex gene-disease relationships, 

and pinpoint potential disease markers. Zhu et al.'s 

application of graph embedding representation and GCN 

is a prime example of how deep learning approaches can 

accelerate the discovery of new disease-related genes and 

pathways.
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Steps in a deep learning model of lung nodule detection 

GCN and DeepWalk 

DeepWalk and Graph Convolutional Networks (GCNs) 

are two well-known methods for analyzing and modeling 

complex biological networks and have become 

increasingly popular in bioinformatics [19]. 

DeepWalk uses a strategy of embedding nodes into low-

dimensional vector spaces, capturing the network 

structure. It employs a Skip-Gram model to learn node 

embeddings from sequences of nodes generated by 

random walks. By mapping nodes to continuous vector 

representations, DeepWalk facilitates downstream 

analysis tasks. 

On the other hand, GCN is a deep learning architecture 

explicitly designed for graph-structured data. GCN 

predicts node-level attributes by aggregating information 

from neighboring nodes. By harnessing spectral graph 

theory and convolutional operations, GCN learns node 

representations that capture the graph's structure locally 

and globally. GCN has shown exceptional performance in 

predicting protein-protein interactions, analyzing gene 

expression, and predicting disease-gene associations. 

In the context of disease-gene association prediction, a 

combined DeepWalk-GCN framework has been 

proposed. In this approach, DeepWalk is used to generate 

gene node embeddings from the gene interaction network, 

capturing the structure of the gene network. The GCN 

model then utilizes these embeddings to predict disease-

gene associations. Notably, this integrated model was able 

to predict network connectivity patterns accurately. 

The study demonstrates the utility of DeepWalk and GCN 

in leveraging network structure and node embeddings to 

predict disease-gene associations. DeepWalk extracts 

informative features from the gene interaction network, 

which GCN then utilizes to capture complex gene-disease 

relationships. The synergy of these two methods improves 

predictive performance and deepens our understanding of 

gene-disease associations. 

Deep Neural Networks (DNNs) 

Deep Neural Networks (DNNs) are potent machine 

learning models that derive their structure and function 

from the human brain. These models consist of multiple 

layers of artificial neurons, nodes, or units, which process 

and transform input data to generate a prediction. The 

strength of DNNs lies in their ability to automatically 

learn hierarchical representations of data, thereby 

capturing complex patterns and relationships[20]. 

DNNs have found extensive applications in fields like 

computer vision, natural language processing (NLP), and 

bioinformatics. In bioinformatics, DNNs are utilized for 

gene expression analysis, protein structure prediction, and 

disease classification, among other tasks. The deep and 

hierarchical structure of DNNs allows them to model 

complex biological systems effectively. 

 

The abstract presents a case where a DNN was used to 

predict genes related to Non-Small Cell Lung Cancer 

(NSCLC). The DNN model was trained using a large 

dataset comprising gene expression profiles and clinical 

data from NSCLC patients. This enabled the model to 

learn intricate relationships between genes and NSCLC. 

Employing its deep architecture, the DNN could 

automatically learn informative representations of the 

gene expression data, capturing local and global 

dependencies between genes and NSCLC. Further, by 

training on a sizable dataset, the DNN could generalize 

and accurately predict unseen data. The genes predicted to 

be related to NSCLC by the DNN provided insights into 

disease mechanisms and potential therapeutic targets. 

In conclusion, DNNs, with their capability to process 

high-dimensional genomic data and identify meaningful 

patterns, have shown promise in predicting NSCLC-

related genes. Their ability to model complex gene-

disease relationships, courtesy of their deep architecture, 

can aid researchers in identifying new gene candidates and 

deepening their understanding of the genetics of NSCLC. 

DisGeNET and other Databases 

DisGeNET is a comprehensive database widely used in 

genomics for its extensive compilation of gene-disease 

associations. It amalgamates data from diverse sources, 

such as scientific literature, curated databases, and 

genomic datasets, providing insights into the genetic 

underpinnings of various diseases[21]. 

Several other databases, such as OMIM (Online 

Mendelian Inheritance in Man), GAD (Genetic 

Association Database), and HGMD (Human Gene 

Mutation Database), also serve as valuable repositories for 

gene-disease association data. These databases aggregate 

datasets from genetic studies, clinical reports, and 

experimental data, enriching our understanding of gene-

disease relationships. 

The key advantages of gene-disease association databases 

include the following: 

Comprehensive Coverage: They collate data from 

numerous sources, encompassing various diseases and 

genetic variants. 

Centralized Repository: These databases provide easy 

access to a vast collection of gene-disease association data 

for analysis. 
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Curation and Quality Control: Many databases employ 

rigorous curation processes and quality checks to ensure 

data accuracy and reliability, with experts reviewing and 

annotating data from literature and experimental studies. 

Limitations to the databases: 

Data Heterogeneity: The data in these databases originate 

from various studies that use different methodologies and 

data formats. Integrating and standardizing such 

heterogeneous data is challenging. 

Incompleteness: Publication bias, limitations of available 

data, and research constraints may lead to specific gene-

disease associations needing to be more represented and 

included. 

Data Quality and Reliability: Despite stringent quality 

checks, inaccuracies can occur. Researchers need to 

exercise caution and verify the original data sources. 

Lack of Functional Information: While these databases 

highlight gene-disease associations, they often must 

elucidate the biological mechanisms driving these 

relationships. 

In conclusion, databases like DisGeNET, OMIM, GAD, 

and HGMD provide a wealth of information on gene-

disease associations. They enhance data coverage, 

centralization, curation, and integration from diverse 

sources. However, researchers should be mindful of data 

heterogeneity, potential gaps in the data, potential quality 

issues, and the limited functional information available 

[1,2,3,4]. 

Future Directions 

Lung cancer research and gene-disease association 

analysis continue to evolve, promising to enhance disease 

comprehension and improve clinical outcomes. This 

evolution is primarily driven by developments in several 

areas, including integrating multi-omics data, exploring 

novel technologies and methodologies, and the advent of 

personalized medicine. 

Integration of Multi-Omics Data: Merging data from 

diverse domains of the 'omics' field – genomics, 

transcriptomics, epigenomics, proteomics, and 

metabolomics – can offer a more comprehensive 

understanding of lung cancer at the molecular level. By 

combining these datasets, researchers can uncover 

complex molecular interactions, identify novel 

biomarkers, and elucidate disease mechanisms, thereby 

significantly enhancing gene-disease association 

analyses. 

Exploration of Emerging Technologies and 

Methodologies: Rapid technological advancements 

profoundly impact lung cancer research. Single-cell 

sequencing elucidates tumor cellular heterogeneity, 

providing insights into the tumor microenvironment and 

cellular interactions. Spatial transcriptomics and imaging 

techniques contribute to identifying spatially regulated 

genes and therapeutic targets. Furthermore, AI and 

machine learning algorithms can detect complex patterns 

in large genomic datasets, underscoring their potential 

utility in this field. 

Implementation of Personalized Medicine: Personalized 

medicine, with treatments tailored to an individual's 

genetic profile, disease characteristics, and clinical 

factors, is a rising paradigm. Targeted therapies and 

immunotherapies have already revolutionized cancer 

treatment. Utilizing genomic data in conjunction with 

patient demographics, treatment history, and lifestyle 

factors may aid in the formulation of personalized 

treatment plans. Machine learning algorithms can 

facilitate treatment selection, prognostic assessment, and 

patient stratification. 

Functional Annotation and Validation: The volume of 

data generated by gene-disease association studies 

necessitates functional annotation and validation of the 

identified genes. Experimental models (in vitro and in 

vivo), functional genomics, and high-throughput 

screening can elucidate the biological functions of lung 

cancer genes. These studies can establish causality, clarify 

molecular mechanisms, and identify druggable targets. 

Big Data and Collaborative Efforts: The integration and 

analysis of big data, sourced from electronic health 

records, population-based cohorts, and multi-center 

studies, can unveil novel gene-disease associations and 

population-specific patterns. Collaboration and data 

sharing foster large-scale analyses, enhancing statistical 

power and producing more robust findings. 

In conclusion, the future of lung cancer research is bright, 

with advancements in multi-omics data integration, 

emerging technologies, personalized medicine, functional 

annotation, and collaboration promising to catalyze 

discoveries. These developments could improve 

diagnostics, treatments, and patient outcomes. 

3. Conclusion  

This survey paper highlights the significant contributions 

of gene-disease association analysis in lung cancer 

research, driven by machine learning and deep learning 

techniques. These methodologies have revolutionized the 

interpretation of vast genomic data, enabling the 

identification of biomarkers, disease subtypes, and 

therapeutic targets. Challenges remain in identifying 

causal variants and validating their functional relevance. 

Next-generation sequencing technologies have facilitated 

comprehensive genomic profiling but require robust 

bioinformatics pipelines and data management solutions. 
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Machine learning and deep learning have transformed 

bioinformatics, paving the way for personalized medicine 

predictive models. Gene-disease association databases 

play a crucial role, necessitating data quality, coverage, 

and biases considerations. Our understanding of the 

molecular basis of lung cancer has significantly improved 

through the integration of multi-omics data, advanced 

computational methods, and innovative technologies. 

These advancements hold great promise for targeted 

therapies, personalized medicine, and improved patient 

outcomes in lung cancer diagnosis, prognosis, and 

treatment. 
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ABSTRACT

Spin semimetals are a recently discovered new class of spintronic materials, which exhibit a band gap in one spin channel while exhibiting a semimetallic
feature in the other, thus allowing for tunable spin transport. Here, we present experimental verification of spin semimetallic behavior in FeRhCrSi, a
quaternary Heusler alloy with saturation moment 2 μB and Curie temperature > 400 K. It crystallizes in the L21 structure with 50% antisite disorder between
Fe and Rh. Below 300 K, it shows a weakly temperature-dependent electrical resistivity with a negative temperature coefficient, indicating normal semimetal
or spin semimetal behavior. Anomalous magnetoresistance data reveal the dominant contribution from the asymmetric part, a clear signature of the spin-
valve nature, which is retained even at room temperature. The asymmetric part of the magnetoresistance shows an unusual increase with increasing
temperature. Hall measurements confirm the anomalous nature of the conductivity originating from the intrinsic Berry curvature, with holes being the majority
carriers. Ab initio simulation confirms a unique long-range ferrimagnetic ordering to be the ground state, explaining the origin behind the unexpected low
saturation moment. The ferrimagnetic disordered structure confirms the spin semimetallic feature of FeRhCrSi, as observed experimentally.
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Highlights

• Composition-temperature (x-T phase diagram represents the manifestation of

the ground states of Fe Cr Si.

• Kondo-insulating behavior at low temperatures and activated behavior at high

temperature are noticed for the compositions below the critical concentration

x  ∼ 0.02.

• Gradual reduction of low temperature insulating phase is evident from the

enhancement of metallicity for ×  > x .

• The low temperature upturn of the resistivity in these alloys is attributed to the

localization effects assisted magnetic correlations. Nevertheless, the alloys

with ×  ≥ 0.5 exhibit a pseudo gap semimetal behavior.

Abstract

We report the electrical resistivity of Fe Cr Si with nominal compositions of ×  = 0.0, 0.005, 0.025, 0.075, 0.1, 0.125, 0.15,

0.2, 0.5, 0.75 and 1. Composition-temperature (x-T) phase diagram is constructed based on the variation of electrical

properties with substitution and temperature. The compositions below the critical concentration of metal-to-insulator

transition (i.e., x  ∼ 0.02) are noticed to exhibit Kondo behaviour at low temperatures and semiconducting behaviour

(due to activated charge carriers) at high temperature. Above x , a gradual reduction of low temperature insulating

phase is compensated by the enhancement of metallic phase. Additionally, the high temperature semiconducting

phase is noticed to reduce with increasing x. For the compositions x  ≤ x < 0.5, the low temperature rise of electrical

resistivity with the reduction of temperature is attributed to the magnetic correlations aided by localization effects.

The two-band (metallic and semiconducting parallel conductive channels) analysis reveals the formation of impurity

states and reduction of energy gap. Nevertheless, the compositions ×  ≥ 0.5 exhibit pseudo-gap behavior. The energy

band gap of CrSi is found to be 0.320 ± 0.019 meV with a residual resistivity of 4.773 μΩ-cm.
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Introduction

The investigation of the consequences of electronic and magnetic interactions among different degrees of freedom has

been gaining interest in the recent years to predict the various electrical and magnetic ground state properties of

materials. Belonging to this category, metal-to-insulator (MI) phenomenon in materials has become fascinating

because of its various physical origins. There have been explanations for the insulators such as Mott, Mott-Hubbard,

Anderson, charge-transfer-insulators etc. [1]. In the recent past, the research on narrow band gap

insulators/semiconductors, with an energy band gap of about few tens of meV, has been intensified due to ease of

tuning the ground state properties by the effect of non-thermal external parameters. Generally, the physical and

magnetic properties of compositions with MI transition are sensitive to the nature of the substituting element

(electron/hole concentration and non-magnetic/magnetic). FeSi, with a band gap of about 50–60 meV [2], [3], is one

such attention-grabbing alloy whose electrical and magnetic properties are strongly electron-correlation dependent. It

has been reported to exhibit unusual magnetic properties [4], [5] and high thermoelectric power [6], [7], [8], [9].

Recently, the low energy electronic structural studies of FeSi revealed nonexistence of surface Fermi arcs joining the

many fold degenerate bulk band crossing points near the Fermi level in spite it is being chiral topological system [9].

The magnetic and electrical resistivity of FeSi were examined under the influence of magnetic field H. A negative

magnetoresistance at reduced temperatures was reported in this weakly disordered system FeSi, arising out of weak

localization [2]. However, a partial replacement of Fe by other transition metals and Si by Ge/Al was substantially

affected the electrical and magnetic properties of FeSi. For example, substitution of non-magnetic metallic element Al

resulted in a Kondo insulator to heavy Fermion metal transition in FeSi Al  [6], [10], the substitution of non-magnetic

semiconducting element Ge resulted in a ferromagnetic metallic state in FeSi Ge  [11], [12]. In particular, MI

transition in Al-doped FeSi has been reported to arise due to impurity-band-conduction [6]. In FeSi, the substitution

and magnetic field-tuned exotic ground states such as field-induced heavy Fermion, Fermi liquid and ferromagnetism

have been reported for the concentrations above MI transition (hereafter MIT concentration is referred to as x ) [6],

[10], [13], [14], [15], [16].

For cobalt substituted FeSi, i.e. Fe Co Si, the onset of helimagnetic state was reported for the compositions ×  > x

(critical concentration for nonmagnetic to long-range magnetic state), in addition to MI transition at x  ∼ 0.018. Further,

the positive magnetoresistance below the magnetic transition temperature (T ) in the magnetic compositions of Fe

Co Si has created a renewed interest. Under the influence of external hydrostatic pressure, although FeSi exhibits

unusual metallic state which is neither Fermi-liquid nor non-Fermi-liquid [17], substituted-FeSi has been reported to

show quantum critical phase transition [18]. Our previous studies of Fe Cr Si revealed the emergence of low

temperature-metallic behavior and reduction of energy band gap with increasing × while causing MI transition at

x  ∼ 0.02 [19]. The low temperature metallic and high temperature semiconducting natures of Fe Cr Si were explained

by the impurity band and excitation of charge carriers respectively using two-band conduction mechanism. Though

doping dependent caloric and electrical properties of Fe Cr Si (up to a substitution level of ×  = 0.15) have been studied,

the actual growth of the metallic phase at higher concentrations (up to ×  = 1) has not been addressed. Recently, it was

reported theoretically that metallic states found in the band gap of CrSi gives rise to the topological surfaces [20]. It has

been also reported that CrSi exhibits Dzyaloshinskii–Moriya interaction and large positive magnetoresistance

qualifying CrSi as a potential candidate for both thermoelectric and spintronic applications [21]. Principally, FeSi (x = 0)

is a Kondo insulator with correlated unconventional semiconducting behavior and CrSi (x = 1) is an unconventional

metal with electronic topological transition. Nevertheless, the manifestation of physical properties, the electrical

resistivity in particular, of the intermediate compositions is not comprehensively studied.

In this paper, we report a comprehensive study of the electrical ground state properties of Fe Cr Si by taking

inferences from the composition variation of electrical resistivity in the absence of magnetic fields. A phase diagram of

composition versus temperature (x-T) is established in which the changes in the electrical ground state properties of

Fe Cr Si are assigned in the respective x-T segments.
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The polycrystalline alloys of Fe Cr Si were synthesized by arc-melting method. The constituent elements (Fe, Cr and

Si) with high purity were taken in the required stoichiometric ratio and melted congruently. The as-cast ingots were

vacuum sealed at 10  mbar and annealed at 980 °C for a week. For the present study, we have performed

measurements on Fe Cr Si with nominal compositions of ×  = 0.20, 0.50, 0.75 and 1. In addition, we have used the data

of our previously reported samples ×…

Results and discussion

X-ray diffraction pattern of ×  = 0.20, 0.50, 0.75 and 1 are shown in the Fig. 1(a). The patterns were refined using FullProf

suite [22] and the samples were found to crystallize in B20 cubic structure with P2 3 space group. The x-ray diffraction

pattern of ×  = 0.0, 0.2, 0.5, 0.75 and 1 along with the Rietveld refinement is shown in the Fig. 1(a). Lattice parameter and

goodness of fit are shown in Table 1. The silicon, being a semiconductor, is expected to show large (of the order of MΩ-

cm)…

Summary

Summarizing, Fe Cr Si with nominal compositions of ×  = 0 to 1 has been studied using x-ray diffraction and electrical

resistivity measurements. The lattice parameter increases linearly with Cr-substitution, following Vegard’s law, by

indicating that iron site is successfully replaced by chromium. The electrical resistivity of Fe Cr Si is investigated

for ×  = 0.0 to 1 in view of unveiling the changes in the electrical ground states as a function of × and consequently a x-T

phase diagram is …
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Abstract

Nanomaterials with unique structures and exotic magnetic phenomena are always intriguing; however,

the direct correlation of structural and magnetic ordering up to a few nanometers remains critical. We

report structural and magnetic properties of sol–gel grown Co Ni TeO  (x = 0, 0.5 and 1) nanoparticles.

An increase in the calcination temperature leads to the enhancement of the particle size and structural

ordering. This is accompanied by changes in the magnetic interactions as well. Calcination at lower

temperatures retains the short-range non-crystalline structure and superparamagnetic behavior, while

calcination at higher temperatures results in long-range ordering in both the crystal and magnetic

structures. Superparamagnetic to antiferromagnetic ordering observed from temperature- and field-

dependent magnetization is attributed to the changes in structural ordering. This study presents a new

family of nanomaterials displaying stable magnetic order up to ∼6 nm, where the magnetic properties

can be uniquely controlled by changing the structural ordering.
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Introduction

Technological advances for subsequent generation devices have escalated the research at the

nanoscale as an unprecedented change in nanostructuresʼ structural, electronic, and vibration

properties has been evidenced due to the quantum confinement effect and/or increase in surface to

volume ratio.  Depending on their properties, such nanostructures have been found to be suitable

for different applications.  Interest in magnetic nanostructures has been boosted in the past few

decades by virtue of their potential in diverse fields, such as ultrahigh-density recording,  medical

diagnostics,  catalysis,  and sensors.  Apart from the properties mentioned above, the magnetic

behavior of the nanostructures also differs from that of their bulk counterparts. This is because size

reduction to a nanometric scale strongly rearranges the magnetic moment/domain. Thus, exploring

magnetic materials of varying sizes is essential and can reveal novel promising applications.

The manifestation of magnetic properties in nanostructures has been reported for several systems,

such as GdAl ,  Ni(OH) ,  La Sr CoO ,  and perovskite manganite R A MnO  (R = La, Pr, Sm etc.,

and A = Ca, Sr, Ba, and Pb).  For example, GdAl  nanocrystallites displayed broadening in the

ferromagnetic (FM) transition, rather than shi�, with a decrease in nanocrystallite size along with

superparamagnetic behavior for smaller nanocrystallites (∼18 nm) below 30 K.  Ni(OH)  nanoparticles

of average size ∼8 nm, on the other hand, displayed paramagnetic behavior at higher temperatures and

a paramagnet to ferromagnet transition with a decrease in temperature.  Moreover, for one of the

most studied and applied compounds, Fe O , both coercivity and remanence were found to approach

zero at a particle size of ∼19.3 nm.  Though the size-dependent magnetic interaction has already been

investigated, a direct correlation among particle size, crystallographic structural ordering, and

magnetic properties is lacking.

Recently, nanostructured transition metal tellurates/tellurides have come into the limelight as

potential candidates for energy applications.  Moreover, cobalt-based tellurates/tellurides display

intriguing magnetic behavior, such that CoTeO ,  CoTe,  Co Te O ,  and Co TeO  either show

weak FM or antiferromagnetic (AFM) transition in polycrystalline form. However, the effect of
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calcination temperature on the crystallization and the particle size-dependent magnetic properties of

telluride nanoparticles has not yet been studied. Therefore, from the application point of view, it is

interesting to take up a system, such as CoTeO , and study the effects of substitutions and preparation

conditions, such as calcination temperature, on the particle size and magnetic field properties. In the

present work, sol–gel-grown Co Ni TeO  (x = 0, 0.5, and 1) nanoparticles with different sizes are

studied to investigate their structural and magnetic properties. Following detailed microstructural and

structural analysis, the correlation of structural ordering and magnetic interactions is explored with

varying calcination temperatures.

Experimental

Synthesis

Co Ni TeO  (x = 0, 0.5 and 1) compounds were prepared by a sol–gel method using the initial

compounds of Co(NO ) ·6H O, Ni(NO ) ·6H O, and H O Te·2H O. The constituent compounds were

taken and mixed in distilled water using a magnetic stirrer for 3 h. Post stirring, each solution was dried

on a hot plate at 80 °C. The dried powder of each composition was divided into three parts and kept for

calcination at different temperatures for different durations (Table S1, ESI † ). Herea�er, CoTeO ,

Co Ni TeO , and NiTeO , (MTO; M = Co, Co/Ni, and Ni), are referred to as CTO, CNTO, and NTO,

respectively.

Instrumentation

The room-temperature X-ray diffraction (XRD) patterns were recorded on well-ground specimens using

a PANalytical X-ray diffractometer. The scanning electron microscopy (SEM) and energy dispersive

spectroscopy (EDS) data were collected using a Field Emission Gun FEG-SEM (JEOL JSM-7600F FEG-

SEM). Transmission electron microscopy (TEM) measurements were carried out using a JEOL

JEM2200FS EFTEM/STEM instrument. Selected area electron diffraction (SAED) was performed by FEG-

TEM. Magnetic moments versus temperature and magnetic field were measured using a SQUID

vibrating sample magnetometer (VSM). The magnetic measurements were carried out in zero-field

cooling (ZFC) and field-cooling warming (FCW) processes. In the ZFC process, the specimen was cooled

down to 2 K (from 300 K) in the absence of a magnetic field and then a field was applied. The data were

collected during warming. In the FCW process, the specimen was cooled in the presence of a magnetic

field and the data were collected during warming without switching off the applied magnetic field.

Results and discussion
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The room temperature XRD patterns of the pristine (as-prepared) MTO and those calcined at 400 and

500 °C are shown in Fig. 1(a–c) . The non-crystalline nature of the pristine and low-temperature calcined

(400 °C) MTOs is evident from the broad peaks of the patterns. However, crystallinity is found to

enhance as the temperature is increased to 500 °C. This observation corroborates a recent study,

wherein a single crystalline phase is obtained at a calcination temperature of 600 °C.  Thus, the

transformation of short-range structural ordering (i.e., non-crystalline structure) to long-range

structural ordering (crystalline structure) is observed with the increase in calcination temperature. EDS

spectra of each compound at different calcination temperatures (Fig. S1(a–i), ESI † ) and corresponding

atomic percentages (Table S2, ESI † ) suggest the elemental homogeneity of the grown

nanomaterials.  Fig. S2(a–i) (ESI † ) shows the high-resolution SEM images for pristine Co Ni TeO  (x

= 0, 0.5 and 1) compounds along with their calcined counterparts. The morphology of these

nanostructures is found to be spherical in nature. An increase in nanoparticle size and its crystallinity

with the increase in calcination temperature is evident. Moreover, the SEM images of the pristine

compounds (Fig. S2(a, d and g), ESI † ) show that nanoparticles are not well separated, whereas these

nanoparticles start to separate with the calcination temperature (Fig. S2(c, f and i), ESI † ). The TEM-EDS

mapping ( Fig. 2 ) for pristine and calcined CTO nanoparticles further shows the homogeneous

distribution of Co, Te, and O elements. The calculated elemental atomic percentages also follow the

elemental atomic percentages as found from SEM-EDS. The particle sizes of the CTO compounds, as

inferred from TEM (Fig. S3, ESI † ), show an average size of ∼3 nm for the pristine compound, whereas

an increase in average size from ∼10 to ∼25 nm with the increase in the calcination temperature from

400 °C to 500 °C is noted. The average particle sizes for all compounds are given in Table S3 (ESI † ).

Fig. 1  The room temperature X-ray diffraction patterns of pristine and calcined (a) CTO, (b) CNTO, and (c) NTO

showing increases in the crystallinity as the calcination temperature is increased.

Fig. 2  The TEM-EDS mapping of pristine and calcined (400 °C and 500 °C) CTO.

The magnetization as a function of temperature (M–T) in 100 Oe is measured for the pristine

nanoparticles and their calcined counterparts. M–T plots of CTO are shown in Fig. 3(a–c) . Fig. 3(a)

shows magnetization behavior of the pristine compound, wherein no signatures of magnetic ordering

are found down to 5 K. To estimate the possible existing magnetic correlations, the inverse

susceptibility of the same is fitted using the Curie–Weiss law,

14
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1−x x 4
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χ = χ  + C/(T − θ ) (1)

where χ  is the independent magnetic susceptibility, C is the Curie constant, and θ  is the Curie–Weiss

temperature. The fit is shown in the inset of Fig. 3(a) . The fit resulted in a paramagnetic Curie–Weiss

temperature of −37.6 K and an effective magnetic moment of 4.1µ . Although the pristine compound

does not seem to order magnetically down to 5 K, a negative θ  (= −37.6 K) signifies AFM correlations

of the spins. Despite magnetic correlations, the magnetic order might be prevented by the lack of

atomic ordering in their respective atomic/Wyckoff positions due to the non-crystalline nature of the

pristine compound. As the calcination temperature increases, the negative θ  is found to increase

from −36.7 K (pristine) to −58.4 K (for 400 °C). An increase in negative θ  is understood to correlate

with the crystallinity enhancement at elevated calcination temperatures. This indicates that the

magnetic ordering is stabilized with the increase in crystallinity. The compound calcined at 400 °C ( Fig.

3(b) ) exhibits a sharp peak at 8.9 K, at which the bifurcation of ZFC and FCW also onsets. Inferring from

the negative paramagnetic Curie–Weiss temperature, the observed transition results from the AFM

behavior with a Néel temperature of T  = 8.9 K. A further increase in calcination temperature has led to

an enhanced T  from 8.9 K (400 °C) to 43.5 K (500 °C). Such an enhancement is supported by the

increased θ , indicating strong AFM interactions in the nanoparticles. For CNTO, the pristine

compound exhibits a negative θ  but does not order magnetically down to 5 K ( Fig. 3(d) ). However, it

exhibits AFM order below 39.1 K when calcined at 400 °C ( Fig. 3(e) ) and 42.7 K when calcined at 500 °C

( Fig. 3(f) ). Similarly, the pristine NTO does not order magnetically down to 5 K ( Fig. 3(g) ), whereas for

calcined specimens, T  is found to be 5.5 K (400 °C: Fig. 3(h) ) and 6.1 K (500 °C: Fig. 3(i) ). The

particulars of the calcination temperatures, T  and θ , and the effective magnetic moments are

detailed in Table 1 . The observed variation in the effective magnetic moments of each CTO compound

could be related to the crystalline nature of these compounds.

Fig. 3  (a) Temperature-dependent magnetization at 100 Oe for (a–c) CTO, (d–f) CNTO and (g–i) NTO for pristine

and calcined (400 °C and 500 °C) compounds along with the corresponding modified Curie–Weiss fitting at 100 Oe ZFC

(insets).

Table 1 Magnetic transition temperature (T ), Curie–Weiss temperature (θ ), and effective magnetic

moments (µ ) of CTO, CNTO and NTO compounds at different calcination temperatures

Calcination temperature T  (K) θ  (K) µ  (µ  f.u. )

CTO

0 CW

0 CW

B

CW

CW

CW

N

N

CW

CW

N

N CW

N CW

eff

N CW eff B
−1
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Calcination temperature T  (K) θ  (K) µ  (µ  f.u. )

Pristine — −37.6 ± 0.1 4.13 ± 0.01

400 °C 8.9 −58.4 ± 0.1 4.91 ± 0.01

500 °C 43.5 −74.1 ± 0.2 5.02 ± 0.01

CNTO

Pristine — −32.5 ± 0.1 3.21 ± 0.01

400 °C 39.1 −55.3 ± 0.5 4.24 ± 0.02

500 °C 42.7 −61.8 ± 0.6 4.02 ± 0.02

NTO

Pristine — −34.4 ± 0.2 2.84 ± 0.01

400 °C 5.5 −62.7 ± 0.5 3.32 ± 0.02

500 °C 6.1 −125.2 ± 0.7 3.41 ± 0.02

Fig. 4  shows the isothermal magnetization versus magnetic fields (M–H) measured at 2, 100, and 300 K.

The measurements were carried out in the ZFC process. M–H curves were recorded in five quadrants (0

→ 70 → 0 → −70 → 0 → 70 kOe) by sweeping the magnetic field. For the sake of clarity and to be precise,

we discuss the first quadrant of M–H data. Fig. 4(a–c)  shows the curves for CTO. Pristine CTO exhibits

an almost non-linear behavior with a non-saturating magnetic moment of about 12.5 emu g  under

the influence of 70 kOe. However, in the paramagnetic state, i.e., at 100 and 300 K, the M–H curves are

linear. Though the 2 K isotherm is still non-linear for a 400 °C calcined CTO, it is linear for a 500 °C

calcined compound indicating the AFM behavior. A quasi-non-linear behavior with excess non-

saturating magnetic moment is attributed to the non-crystalline nature of the pristine and 400 °C

calcined compounds. A similar nature is observed in the CNTO and NTO compounds, as shown in Fig.

4(d–f) and (g–i) , respectively. The M–H data of MTO commonly reveals the stable magnetic order with

the improvement of the crystallinity as the calcination temperature is increased.

Fig. 4  Field-dependent magnetization at 2, 100 and 300 K for (a–c) CTO, (d–f) CNTO, and (g–i) NTO for pristine,

400 °C and 500 °C calcined compounds.

Fig. 5  shows the schematic diagram of the morphological, structural, and magnetization behavior of

MTO with calcination temperature, summarizing the transition of the magnetic interaction from

N CW eff B
−1

−1
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superparamagnetic to AFM because of the change in short-range structural ordering to long-range

structural ordering. It is evident that the pristine nanoparticles are non-crystalline in nature, while the

calcination at high temperature induces the long-range crystalline order as indicated by the horizontal

arrow in Fig. 5 . Under H = 0, these nanoparticles show superparamagnetic behavior and the presence

of a magnetic field tries to bring an overall magnetic order by orienting the spins of the individual

nanoparticles in the field's direction. As a result, so� FM-like behavior is observed in the magnetization

vs. magnetic field isotherms of these non-crystalline pristine nanoparticles of MTO. The origin of net

magnetic moment in these compounds could be due to the uncompensated Co /Ni  ions at the

surface of the particles. However, as shown in Fig. 4(a, d and g) , a linear M–H is due to paramagnetic

behavior. A weak FM behavior at low temperatures and paramagnetic behavior at high temperatures in

these nano-sized pristine compounds can be understood in terms of blocked spins (in the

superparamagnetic state) overcoming the energy barrier using the thermal energy at high

temperatures (NiO,  CuO  and MnO ). In contrast, the calcinated crystalline nanoparticles of MTO

show AFM order under H = 0. The strong AFM coupling is evident from the linear magnetization

isotherms at 2 K. Overall, a transition from superparamagnetic (pristine and non-crystalline) to AFM

(calcinated and crystalline) is reported for these MTO nanoparticles.

Fig. 5  M–H curves of pristine and 500 °C calcined MTO compounds along with a schematic diagram of the

magnetic response with and without magnetic field and structural ordering.

This study particularly correlates the observed magnetic behavior with non-crystalline to crystalline

structural transition as a function of particle size.  The key difference between the observed

magnetic behavior is that no two atomic sites are equivalent in a non-crystalline structure, whereas

many macroscopic directions may be equivalent in crystalline nanostructures. Thus, this new class of

nanomaterials provides excellent control over magnetic behavior via particle size and crystallographic

structural ordering, not recounted so far. Moreover, since applications of magnetic materials rely on the

stable magnetic order, the magnetic anisotropy energy along certain directions becomes comparable

to the thermal energy with the reduction in particle size, forcing nanoparticles to lose their stable

magnetic order and become superparamagnetic.  In contrast, the current work presents a novel class

of materials that display stable magnetic order in nanoparticles of size ∼6 nm (Table S3, ESI † ).

Conclusions

In summary, Co Ni TeO  (x = 0, 0.5, and 1) nanomaterials with different particle sizes are prepared by

a sol–gel method and their structural and magnetic interactions are investigated. Microstructural and

structural data evidence the increase in particle size and long-range structural ordering with the

2+ 2+

21 22 23

24,25

26

1−x x 4
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calcination temperature. These nanomaterials exhibit different magnetic interactions with different

calcination temperatures. Calcination at lower temperatures shows the short-range non-crystalline

structure and superparamagnetic behavior, while calcination at higher temperatures exhibits long-

range ordering in both the crystal and magnetic structures. Noted direct correlation between structural

ordering and magnetic interactions via temperature and field-dependent magnetization measurements

presents a new family of nanomaterials with a unique structure and magnetic property control.
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Abstract 

htp://cims-journal.com/index.php/CN/article/v. 

The Internet of Things (IoT) is a network of interconnected, internet-connected objects that may 

gather and transmit data via a wireless network without the need for human participation. MQTT 

(Message Queuing Telemetry Transport) is a lightweight Internet of Things communication 
protocol with a publisher-subscriber messaging structure that allows for data flow across devices 
with complexities. Hence in this research, the technical complexities in achieving efficient data 

exchange in MQTT protocol is removed by using Scalable Data Exchange and Redirection of 
Clients in Large-scale Distributed IoT network thru MQTT protocol, in which the availability and 
scalability problem caused when the subscritber client could not obtain the data from the broker 
is removed by using Robust data exchange availability tactic which constructs a topic set table at 
each broker in the network. Moreover, the issue in handling the crashed MQTT broker while 
broadcasting the publisthed data is eliminated by using Redirecting data flow control mechanism 
in which the brokers are controlled by the software-defined network (SDN) controller. Thus, the 
Scalable Data Exchange and Redirection of Clients in Large-scale Distributed loT network thru 
MÌTT protocol can be outperforming the other existing model with low delay and high 
throughput. 
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Abstract. As we all know that, all soft computing devices are able to connect with each other 
through internet. This is calling as internet of things (IoT) [4],[8]. IoT uses different protocols to 
exchange information among various devices. Different protocols are available i.e., constrained 
application protocol (CoAP), message queue telemetry transport (MQTT), Advanced message 
queuing protocol (AMQP) and so on. These protocols are intended for constrained devices i.e., 
devices with low RAM size and processor. MQTT is a light weight protocol with publish/subscribe 
communication model. MQTT uses a broker to provide communication among devices which are 
subscribed to the broker. Various brokers are available in the market like mosquito, RabbitMQ 
and so on. These brokers allow to receive and send information, only the devices which have 
subscribed to a particular broker. The devices which have subscribed to other broker are unable 
establish communication. If devices would like make communication with the devices connected 
with other brokers is required to make a group or bridge of brokers. 
Introduction 

Internet of Things (IoT) [7],[8] is a way of connecting everything to the internet. All these 
things/devices are connected with each other through internet and exchange information. These 
devices are constrained in terms of resources like less RAM size and lower processing speeds. All 
these devices have low computational power, so they require special communication protocols to 
establish communication. Constrained application protocol (CoAP), Message queue telemetry 
transport (MQTT), Advanced message queuing protocol (AMQP) and DDS. These protocols are 
being used at application layer level. Among these protocols some may follow client/server 
communication model or publish/subscribe model. For example, CoAP follows client/server and 
MQTT follows publish/subscribe communication model. 

Message queue telemetry transport (MQTT) [4] is a light weight communication protocol, it 
follows publish/subscribe communication model. MQTT protocols requires intermediary 
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application to create communication among various devices. Various brokers are existing in the 
market like mosquitto, RabbitMQ and emqx. 

 

FIGURE 1: MQTT Publish Subscribe Model 

MQTT [4] works as TV broad casting mechanism. Each program played on a specific channel by 
the TV broadcasters, users are required to tune a particular channel so that they can view the 
required program. Various topics are need to be created on broker. Clients who send messages are 
called as publishers and who receives messages are calling as subscribers. Subscribers are need to 
subscribe to a particular topic so that they can receive messages which are published on the same 
topic by the publishers. MQTT protocol uses TCP hand shake protocol to establish connection 
among clients. Transmission control protocol (TCP) is reliable since it is connection oriented.  

 

FIGURE 2. MQTT Message flow 

As TCP is connection oriented, clients will receive acknowledgements after each communication. 
Every client has a unique name or client id. If any new connection will try to make a connection 
with the existing client name, connection will be lost. All clients need to connect to the broker then 
only they can able to communicate with each other. If clients of different brokers need to 
communicate with other broker’s clients, then brokers must be communicated with other.   
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Related Study 

Authors have explained remote patient monitoring in [1], This system monitors pulse oxymeter 
and electrocardiogram (ECG) readings. Message queue telemetry transport (MQTT) protocol 
being used as a communication protocol to read sensor readings. The clients who have subscribed 
to a particular topic, only those clients receive the information. Others who have not subscribed to 
that topic will not receive messages from the sensors. 

Paper [2] explains the real time remote monitoring. It reads electrocardiogram (ECG) recordings 
remotely. To read this information authors have used MQTT (Message queue telemetry transport) 
protocol. It has tested in LAN (Local Area Network) and WAN (Wide Area Networks) [5], [7]. 
They have created a topic on MQTT broker. All the clients who wish to receive information need 
to subscribe to that topic. 

In [3] authors explained how to read blood pressure (BP), blood oxygen levels, body weight and 
body temperature with different sensors. All the data will reach to the central point from these 
sensors. For communication authors have used (RFID) radio frequency identification and (MQTT) 
message queue telemetry transport protocol. Through MQTT protocols clients will receive 
information from the sensors.  

[4] paper has explained home automation system using MQTT protocol. Authors have explained 
how to control home appliances remotely using MQTT protocol. Home appliances and control 
unit must have connected to the same topic on the MQTT broker. They have used mosquito as the 
MQTT broker. But if others would like to control the home appliance, they are unable to do it. 

Proposed Model 

MQTT bridge allows to increase scalability. If there are two brokers in the network i.e., brokers 
B1 and B2, clients of B1 are unable subscribe the topics on B2 and clients of B2 are unable to 
subscribe to topics on B1. If it needs to be happened, we have to create a bridge of brokers. 
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FIGURE 3: MQTT Bridge 

When we group a bridge of brokers, one of the broker acts as bridge or server. Other brokers act 
as a normal client. Figure 3 depicts MQTT [9] bridge, it has two brokers and all the clients of two 
brokers can able to communicate. We need to configure any one of the brokers as a server. While 
configuring the server we must mention the IP address and port number of server broker. It also 
needs to mention the client’s name and topic names which are going to be publish message or 
subscribe to. We must mention all the details as follows 

topic topic-pattern direction qos local/remote prefix 

it uses in, out and both as directions. Out means, writes messages on to subscribers. In means 
receive messages from publishers. Both means, they can able to receive and send messages. QOS 
indicates quality of service levels. MQTT provides three types of quality of services i.e QOS1, 
QOS2 and QOS3. 
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FIGURE 4: MQTT broker cluster 

The above figure is MQTT [4] broker cluster, which has many numbers of brokers so that it 
increases scalability. When we use a cluster architecture, we must need to concentrate on adjusting 
the clients to other brokers if any one of the brokers misfunctions. We must also identify a good 
technique to monitor the total network. As the number of brokers increasing in the network, it 
increases the complexity. 

The Result Analysis 
We have done some experiments. Where we sent different number of messages through different 
brokers. n=10k means 10000 messages to send per client, c=100 means 100 clients to start. 
MsgSize=1000bytes, QoS=2. 
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FIGURE 5: Mean bandwidth 

Conclusion and Future Scope 

We can able to create a cluster of brokers with many brokers. But there is a problem with cluster 
is, there is no way of monitoring the network. If any one of the brokers has failed, the total network 
might get down. We can solve this problem with the help of software defined network (SDN) [9], 
[11]. With the help of SDN we can monitor the network, if any broker failed it adjust the clients 
to other brokers. 
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Abstract
The Internet of Things (IoT) is a well-known platform for analysing data generated by envi-
ronmental sensors and instruments. Transporting data from IoT sensor nodes to the cloud 
is time-consuming due to congestion and energy consumption in IoT networks. As a con-
sequence, in this paper the Priority-Based Event Routing Protocol using TDMA channel 
to forward the packets in different network traffic constraints. In our proposed work we 
categorize the normal and priority packet by two properties such as transmission rate and 
priority then we can uses the Time slot based mechanism TDMA protocol to forward the 
packet in the network based on their time intervals to avoid the congestion and increase the 
packet forwarding ratio. This approach will increase the network robustness and reduces 
the congestion. In our work we uses the Qualnet Simulator, the experiments showed that 
the proposed technique performs more and enhance the performance in IoT networks with 
saving energy consumption by 19.696%, reduces routing overhead by 77%, and reduces 
end-to-end delay by 50.6% with respect to existing ones.

Keywords Internet of things · Routing protocols · Energy · Congestion · Communications

1 Introduction

The most recent development in communication technology is IoT, where it is collection of 
RFID Tags or Sensor nodes [1]. The communication between the sensor nodes are carried 
through the Wifi, LTE, Wimax and Bluetooth [2-4]. The sensor nodes are having limited 
storage, computation and battery power and they can communicate with in shorter dis-
tances. IoT devices need to be smart in handling, communicating and transmitting about the 
occurred event in the environment [5, 6]. The event manager in the IoT environment han-
dles the middleware to publish or subscribe events and it acts as the coordinator between 
the sensor nodes. Many routing protocols are developed to address the communication in 
IoT [7]. Most of them are concentrated on IEEE 802.15.4 and extended IPV6 standards and 
it is not preferable for small sensor networks. In the recent studies [8-10], the researchers 
are concentrated on developing the clustering techniques for effective routing in IoT nodes. 
The most common issue in the IoT network is event based routing. The events in the IoT 
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need to be delivered instantaneously to achieve the requirements of the applications. Event 
based routing allows the devices to concentrate on particular events. If any device found 
the event triggering, it notifies to the subscribers who are interested in particular event.

The following is a list of significant contributions made by the study:

• Creating an event-routing-first approach in IoT systems for node traffic, latency and 
energy consumption may be reduced

• In the RPL protocol, node selection for the purpose of a parent node to avoid excessive 
branching and save time and energy.

• Improving IoT network’s optimal packet transmission speed efficiency.

The remainder of the work is organised in the following manner. The second portion 
focuses on recent research in priority routing and energy-aware routing. Section 3 goes into 
the energy notion of the IoT Network. The priority order that is suggested for an effective 
routing method is explained in 4. Segment 5 discusses the experimental analysis. Finally, 
Segment 6 brings the investigation to an end.

2  Literature Survey

This section deals with the related work regarding the energy efficient and priority based 
routing protocols in the IoT environment.

2.1  Energy Efficient Models

The authors of [11] created a method for calculating data centre electricity consumption in 
a cloud environment that is energy-conscious. The effectiveness of the suggested approach 
was evaluated using the linear programming model. [12] offers the ant colony technique for 
IoT routing. This method is useful for determining the shortest path between two places. 
The authors developed the energy-aware AODV protocol for vehicle ad-hoc networks in 
[13]. By joining the vehicles that are close to one another, this technique finds the fastest 
path. To cut down on data centres’ energy usage, the authors of [14] developed an autono-
mous cloud architecture. With the goal of lowering network latency, eliminating duplicate 
packets, and extending network lifetime, the authors of [15] established the content-centric 
routing strategy for content information flow and data integration.

In [16], The multi-objective routing technique for the energy-aware IoT model was cre-
ated by the authors. Node lifetime, distance, and energy consumption are three factors 
taken into account while evaluating its performance. The authors developed the C-means 
clustering approach to help the IoT network have fewer nodes. The process performed bet-
ter than heuristic strategies, according to the test findings. In [17], the authors developed 
the fuzzy approach for clustering in IoT networks. This mechanism used the immune sys-
tem model for routing to minimize the nodes energy consumption. This method proved 
that the jitter ratio and packet delivery ratio is less compared against the optimization algo-
rithms. In [18], the authors proposed the markov model for routing in vehicular IoT net-
works. The probabilistic graph is used to help the communication between the nodes for 
minimizing the energy and delay.
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2.2  Priority Based Routing Protocols

The routing protocols in WSNs are broadly classified as centralized and distributed. For 
instance, in [19], the authors developed the merger tree mechanism for sensor networks 
which is a centralized process. This mechanism improves the network lifetime of the 
WSN. In [20], the authors developed the data aggregation model for minimizing the 
energy consumption it the WSNs. It uses the distributed clustering process for reducing 
the packet overhead. Furthermore, DAG [6] or tree based model [21] require the specific 
routing mechanism to handle the network dynamically. It is due to that if any network 
failure or the discharge of crucial IoT nodes occurs, To avoid packet loss, the routing 
mechanism must update the information to the remaining IoT nodes.

In [22], the authors presented a priority-based and energy-efficient routing method. 
This technique is based on the routing protocol for low-power and lossy networks (RPL 
model), which establishes routing through contents. Each network slot uses timing 
patterns to deliver data to the destination while accounting for network traffic, audio, 
and image data. In this work, they are more concerned with traffic than with energy 
consumption.

In [23], the authors presented a Cluster-based Backpressure routing scheme was pro-
posed. It employs an energy load-balancing strategy to improve data transmission reli-
ability and network longevity. Furthermore, this technique will do data aggregation and 
prevent duplicate data packets. They select the closest cluster head and sink node to 
save the greatest energy in this work, however they do not focus on forwarding priority 
packets in emergency situations.

In [24], the authors proposed a Cluster-based Energy-aware Data Aggregation Rout-
ing (CEDAR) protocol in the IoT. To overcome these challenges, the fuzzy logic sys-
tem and the Capuchin Search Algorithm (CapSA) were combined. The proposed hybrid 
routing algorithm involves two main phases: cluster formation and intra/extra cluster 
routing. They primarily organise sensor nodes into optimal clusters in the first phase. 
In the second step, identify the most effective paths between cluster heads and cluster 
members. In this work, they primarily concentrated on cluster construction and data 
transport within and between clusters. They fall short, however, in terms of handling 
congestion in low-powered devices and sending packets in emergency scenarios in the 
event of unusual events.

By this study we can analyze that there is some gaps and challenges in the Existed 
works. Many of the researchers are not resolved these issues. They are:

• Delay
• Priority Based Packets Routing
• Congestion
• Packet Loops

In our Proposed work we are working on this challenges to enhance the perfor-
mance in IoT.
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3  Energy Model for IOT

When designing a routing system for an IoT network, energy balance and economy are 
essential factors. The aim of this research was to develop a node-life-extending, energy-
efficient routing method. We explored network heterogeneity to three different degrees 
based on node initial energy to minimize energy loss. The network’s nodes are all in 
static mode. Ordinary nodes have the least energy, transitional nodes have a medium 
amount, and super nodes have the most energy on the first level.

In our proposed work we are using the modified version of LEACH protocol. We are able 
to cluster the nodes using these techniques. Each cluster picks a cluster head to collect data 
from the member nodes and send it to the sink node. The cluster head is crucial for reducing 
energy consumption and extending node life as a result. We investigated network heterogene-
ity at three distinct levels based on node starting energy in order to restrict energy dissipation. 
The network’s nodes are all operating in static mode. The energy level of normal nodes is the 
lowest, that of intermediate nodes is the middle, and that of advanced nodes is the highest. In 
this method, we can save the energy of WSNs.

The aggregate energy of the ordinary, transitional, and super nodes is shown in Eqs. 1, 2, 
and 3.

An ordinary node is shown with �On , for Transitional nodes it has an energy of �Tn , and for 
advanced nodes is �Sn . The energy of the network’s Super nodes are denoted by the symbol 
a, and their energy leveling is given the letter A. In the network, b represents the Transitional 
nodes and their energy leveling is specified as B = A/2. k denotes the node size of each kind.

The overall energy usage of the entire network is listed.

We investigate the SEP and LEACH protocol models for CH election. The likelihood of 
being chosen as the cluster head determines the threshold value for each type of node. Assume 
S1, S2, and S3 are sets of nodes that belong to each category but were not selected as cluster 
heads. Cluster heads should be chosen from the nodes below.

For  On:

For  Tn:

(1)�On = k�0(1 − a − b)

(2)�Tn = kb�0(1 + B)

(3)�Sn = ka�0(1 + A)

(4)
�tot = k�0(1 − a − b) + kb�0(1 + B) + ka�0(1 + A)

= k�0(1 + aA + bB)

(5)POn =
P

1 + aA + bB

(6)TKOn
=

⎧

⎪

⎨

⎪

⎩

POn

1−P

(

u mod 1
POn

)

On

; if kOn ∈ S1

0; otherwise
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For  Sn:

Expected probability of choosing the cluster heads on each epoch is deliberated using 
Eqs. 5, 7 and 9.

Equation 11 generates an average probability of selecting cluster heads in a diverse envi-
ronment that is comparable to the value of the LEACH method.

The communication paradigm for heterogeneous IoT networks is depicted in Fig. 1. In a 
heterogeneous network, energy dissipation is computed using either a free space or a mul-
tipath fading model. The sensor node uses up energy to transfer each packet of ’n’ bits, as 
shown in 12 and 13.

(7)PTn =
P(1 + B)

1 + aA + bB

(8)TKTn
=

⎧
⎪⎪⎨⎪⎪⎩

PTn

1 − P
(u mod 1∕PTn

)

Tn

; if kTn ∈ S2

0; otherwise

(9)PSn =
P(1 + A)

1 + aA + bB

(10)TKSn
=

⎧
⎪⎪⎨⎪⎪⎩

PSn

1 − P
(u mod 1∕PSn

)

Sn

; if kSn ∈ S3

0; otherwise

(11)k(1 − a − b)POn + kaPSn + kbPTn = kP

(12)�tr(N,D) = �tr_ele(N) + �tr_amp(N,D)

(13)𝜗tr(N,D) =

{
𝜗ele × N + 𝜗FS × N × D2

, D ≤ D0

𝜗ele × N + 𝜗MP × N × D4, D > D0

Fig. 1  IoT sensor node communication model
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�FS and �MP describes the fading channels with free and multi-path  �ele how much 
power the sensor node used throughout the packet delivery operation is represented by

The amount of energy consumed by a sensor nodes to receive the packets by total num-
ber of sensor nodes is represented in the Eq. 14.With this equation we can calculate how 
much amount of energy is consumed by an IoT sensor nodes for receiving the packets in 
the network.

The cluster head is chosen by keeping track of each round’s energy usage based on an 
energy threshold value. To increase network longevity, the suggested method establishes 
the energy dissipation threshold for each type of node.

4  Proposed Model

In IoT, gathering huge amounts of information from the different contents leads to the con-
gestion in the system. To overcome this dispute, we propose the priority-based event rout-
ing model where it considers the trimming pattern in the network. This timing pattern con-
siders the time and distance of each time slot’s packets that were transmitted to the receiver. 
This method helps to prevent network congestion and improves QoS in routing. [25].

Figure 2 explains about the framework for the priority-based event routing mechanism. The 
node must figure out the most effective way to send data to other nodes. Finding the best path 
is the challenging task in the IoT network. In IoT network, sensor nodes are suffering with 
resource restrictions, hence managing the resources is important in the node communication 
over the Internet. The proposed routing model finds the appropriate route based on the priority 

(14)�rc(N) = �rc_ele(N) + N�ele

Fig. 2  Proposed priority based event routing framework
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packets. The network traffic is considered as two types: low traffic and high traffic scenario. 
In the low traffic scenario, the normal packets with general procedure are adapted. In the high 
traffic scenario, the packets with highest priority are given preference to transmit in to the 
network.

In our work we are uses trimming mechanism based on that we can categorize the 
Packets and assigns the timeslots to forward the packet in TDMA channel. After that 
we uses RPL protocol to forward the packets into the cloud. For networks with vari-
ous forms of traffic, this technology, which utilizes the same Zigbee standard, enables 
both one-to-one and many-to-one communication. It creates only one route in order 
to create Directed Acyclic Graphs (DAGs), an Objective Function (OF) that the user 
specifies is used. The process for choosing the best path among all sensing devices is 
described in the OF. In our work we supposed to forward the priority and regular pack-
ets by avoiding loops using RPL protocol to the cloud.

In our work we uses the TDMA channel allocation method. With TDMA, the 
spectrum is used more effectively because more users can share the same frequency 
depending on the time period. Using the TDMA approach, we can avoid channel 
contention for several users. Because TDMA networks have lower operational costs 
than typical FDMA networks, we can favour them in our work over alternative chan-
nel allocation techniques such as FDMA and CDMA. Voice, data, and video are all 
provided at different data speeds, and TDMA can handle all of them. The energy of 
an IoT sensor node can be enhanced thanks to TDMA’s efficient resource use on a 
need-basis.

4.1  Proposed Priority Based Event Routing Model

We concentrated on event based routing approach the nodes are assigned with two 
properties such as transmission rate and priority. Here we classify the priority and reg-
ular packets by labelling. The node priority is assigned with high and low using 0 and 
1. The packets with highest priority are attached with 0 bit by the sender and forward 
to the receiver. The nodes with lowest priority are attached with 1 bit by the sender and 
forward to the receiver. When there is network congestion or in the emergency condi-
tions, the highest priority packets are forwarded and in the normal load conditions the 
low priority packets are forwarded.

The TDMA channel is used for communication. This time slot used in TDMA chan-
nel synchronizes the sender and receiver for data forwarding and also it reduces the 
energy consumption. Before forwarding the packets in the TDMA channel, the net-
work traffic is verified. If the network traffic is high, the high priorities packets are for-
warded otherwise low priority packets are forwarded. The timeslot allocation for data 
transmission in IoT network is depending on the node transmission rate and priorities. 
The coordination is compulsory between the sender and receiver for deciding the time 
slots. If the two are more nodes having the same priority, then TDMA slot is selected 
based on the rate of data transmission.
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In the above algorithm we can categorizes the packets into Priority and Regular 
packets by assigning the packet label with o or 1. Based on this the proposed mecha-
nism identifies the regular and priority packet. After that we can apply trimming pat-
tern mechanism. This trimming pattern mechanism is works on two properties such 
as Transmission rate and Priority. If there is a priority packets we can send the prior-
ity packets, otherwise we can forward the regular packets. While sending the priority 
packets we can divide the data stream into packets and configure the frame arding the 
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packets we can calculate the energy consumption and monitor the network. Settings and 
send the packets in assigned TDMA slots. In this we can avoid the congestion in the 
network. While forwarding the packets we can calculate the energy consumption and 
monitor the network.

5  Experimental Analyses

The QualNet simulator was used to test the proposed PBER technique. Table 1 shows 
the experimental assessment parameters. In our work we are comparing our proposed 
mechanism PBER against QoS-based routing (QRPL) [26] and PRAI [27] techniques 
in terms of end-to-end latency, routing overhead, and energy use. We choosen these 
existed algorithms for comparing our work with respect to modified version of RPL 
protocol with the existed ones QRPL and for priority event routing we can take the con-
sideration of existed work PRAI.

Routing Overhead  (ROH): Psize is the ratio of the total size of control packets to all 
packets received at the destination. Route request (Rreq) and route error (RErr) packets 
are two types of control packets. The routing overhead associated with the IoT network 
is depicted in Eq. 15.

End-to- End delay  (E2D): it is defined with three parameters such as packet transfer 
time  (dtr), time taken for identifying the packet priority in the TDMA slot  (dpr), time 
taken for verifying the network traffic  (dtff).

k represents the overall number of packets that were successfully delivered to the 
destination.

(15)ROH =
Rreq + RErr

Psize

(16)
E2D =

(
n∑
i=1

dtr + dpr + dtff )i

K

Table 1  Parameters for 
experimental analysis

Parameters Values

Size of the Network 1000 m × 1000 m
Node radio range 250 m
Simulation time 200 s
Movement model of the Node Random waypoint
Type of the Traffic CBR
Node Energy 3 J
Packet Size 3000 bits
Transmission Power 20dBm
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5.1  Comparison of End‑to‑End Delay

In relation to node speed, Fig. 3 compares the end-to-end delays of the proposed and exist-
ing algorithms. The nodes’ speed is shown to be increasing, the delay of the algorithms 
are also increases. It happens due to the breakdown of the network paths in the network 
topology.

The End-to-End Delay with regard to Node Speed attained with the help of the QRPL, 
PRAI, and PBER algorithms is shown in Fig. 3. In QRPL and PRAI, the End-to-End Delay 
is respectively 54.6% and 72.2% of the Node speed.In PBER, the End-to-End Delay in 
relation to Node Speed is 45.7%.We may conclude from the findings that our suggested 
approach, End-to-End Delay Vs Node speed, is 26.5% less efficient than QRPL and 8.9% 
less efficient than PRAI. By doing this, even if node performance improves, we may 
decrease the End-to-End delay in our model.

Figure 4 illustrates the system’s end-to-end delay when node pause time is applied to 
the network. Observations indicate that when node rest periods are increased, the network 
becomes more dependable, reduces delays, and experiences fewer link failures. The pro-
posed PBER algorithm gives messages a higher priority based on latency reduction.

Figure 4 show the End-to-End Delay with respect to Node Pause Time achieved using 
the QRPL, PRAI and PBER algorithms. The End-to-End Delay with respect to Node Pause 
Time in QRPL and PRAI is 58.3% and 50%.The End-to-End Delay with respect to Node 
Pause Time in PBER is 42%.With the results we can say that our proposed algorithm, End-
to-End Delay Vs Node Pause Time is 16.3% less than as compared to QRPL and 8% less 
than PRAI. In this way we can reduce the End-to-End delay in our model even the node 
Pause Time increases also.

In Fig. 5, the end-to-end latency and node count of QRPL, PRAI, and PBER are all 
compared. The nodes’ maximum speed, energy consumption, and pause time are all set 
at 30 m/s, 3 J, and 2 s, respectively. End-to-end latency appears to have minimal influ-
ence as the number of nodes rises, as seen in the graph. Both the suggested and present 
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techniques, on the other hand, showed a reduction in end-to-end latency. This is due to 
the fact that there are several pathways from the source to the destination, as well as the 
option of using auxiliary nodes.

Using the QRPL, PRAI, and PBER algorithms, the End-to-End Delay with respect 
to Number of Nodes is shown in Fig. 5. In QRPL and PRAI, the End-to-End Delay is 
81.6% and 69.08%, respectively, depending on the number of nodes.According to the 
number of nodes in PBER, the end-to-end delay is 64.2%.We may conclude from the 
findings that our suggested approach, End-to-End Delay Vs Number of Nodes, is 17.4% 
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faster than QRPL and 4.88% faster than PRAI. By doing this, even as the number of 
nodes in our model grows, we can decrease the end-to-end delay.

5.2  Routing Overhead

Figure 6 depicts the routing overhead for the QRPL, PRAI, and PBER algorithms. For the 
simulation, 100 nodes are chosen, with each node having a maximum speed of 30  m/s, 
spending 3  J of energy, and halting for 2  s. The PBER algorithm offers a smaller rout-
ing overhead than the QRPL and PRAI algorithms. It is due to that the node pause time 
increases will ultimately slows the mobility of the nodes. This process reduces the routing 
overhead. In the proposed PBER algorithms, the packet prioritization and path selection is 
easily carried when the routing overhead is less.

The Routing Overhead with reference to Node Pause time is displayed in Fig. 6 using 
the QRPL, PRAI, and PBER algorithms. The Routing Overhead in relation to Node Pause 
time in QRPL and PRAI is 92% and 84%, respectively.In PBER, the Routing Overhead to 
Node Pause Time ratio is 77%.According to the data, our proposed method has a 15% lower 
routing overhead than QRPL and a 7% lower routing overhead than PRAI when compared 
to node pause time. In this way we can reduce the routing overheard in our model even the 
Nodes Pause Time increases also.

5.3  Energy Consumption

Figure  7 shows how the PBER algorithm compares to the QPRL and PRAI algorithms 
in terms of energy usage. It has been observed that as node speeds increase, so does net-
work energy consumption. The network dynamics alter when the node speed of the recom-
mended model is raised, demanding extra routing and wasting substantial energy.

Figure 7 depicts the Energy Consumption with relation to Node Speed using the QRPL, 
PRAI, and PBER algorithms. QRPL and PRAI consume 30% and 22.2% of their energy in 
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relation to node speed, respectively. PBER consumes 19.96% of its energy as a function of 
node speed. With the results we can say that our proposed algorithm, Energy Consumption Vs 
Node speed is 10.04% less than as compared to QRPL and 2.04% less than PRAI. In this way 
we can reduce the Energy Consumption in our model even the node speed increases also.

6  Conclusion

In IoT networks, many of the researchers are not focused on some issues like Priority 
Based Packets Routing, Congestion, Packet Loops But in our proposed work we are work-
ing on this challenges to enhance the performance in IoT. In this work, we proposed the 
priority-based event routing for IoT networks. The suggested technique takes into account 
the IoT’s QoS characteristics and transmits packets via a TDMA slot. This time slot used 
in TDMA channel synchronizes the sender and receiver for data forwarding and also it 
reduces the energy consumption. Before forwarding the packets in the TDMA channel, the 
network traffic is verified. If the network traffic is high, the high priorities packets are for-
warded otherwise low priority packets are forwarded. By using the suggested algorithm, 
you can cut your energy use by 19.96%, routing overhead by 77%, end-to-end delays based 
on node speed by 45.7%, end-to-end delays based on node pause time by 42%, and end-to-
end delays based on node number by 64.2%. Meta heuristic frame transfer capabilities for 
the IoT will be included in later iterations of the suggested approach.
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Abstract  

The Mobile Ad Hoc Network, or MANET, is made up of a collection of wireless nodes that are able to 

offer users the benefits of communication despite the absence of access points or centralized control. 

When designing the routing protocols for a mobile ad hoc network (MANET), one of the most difficult 

challenges is to create a network that is both secure and energy efficient in order to achieve the highest 

possible levels of network performance and safety. In order to handle MANET applications, robust 

security development is required. Cryptography techniques are highly advantageous for security purposes.  

However, resource limitations in MANET, makes it difficult to apply any security scheme. Hence, to use 

cryptography scheme, energy-efficiency must be guaranteed in MANET. Therefore, a special energy 

efficient and secure routing protocol is of great importance in MANETs. In this paper, a new energy 

efficient secure routing protocol based on reinforcement learning (ESRRL) is proposed. In this work, for 

energy efficiency, the network is divided into clusters and each cluster is represented with CHs. The CHs 

are selected using Firefly algorithm which takes residual energy, distance, link lifetime parameters. A 

novel routing scheme based on reinforcement learning algorithm is introduced. Multi-objective 

parameters like delay cost, node distance, energy cost, node mobility, and node degree are considered for 

routing process. A light-weight novel hybrid key establishment scheme is proposed for optimal key 

management that requires less computation resources and minimum computation cost. The efficiency of 

the suggested routing protocol is demonstrated by comparing it to that of some other, more established 

routing methods. Performance research demonstrates that the suggested protocol has better energy 

consumption and secure key agreements for network data transmission. 

 

Keywords: MANET, Multi-objective, Key management, Energy consumption, Secure communication. 

 

I. Introduction 

Mobile ad hoc networks, also known as MANETs, are the wireless networks of the future that will 

be used as the communication mechanism for all devices. MANETs are able to function despite the lack 

of any complex design that is often built into wired infrastructure networks [1]. These types of networks 

are able to connect and communicate with one another regardless of the device or time it was added to the 

network. Because the nodes in a typical wired network are fixed or stationary, it is not possible to 

communicate data using mobile nodes in this manner because the traditional wired network does not have 

mobile nodes. Researchers are focusing their efforts on developing new methods of communication, 

specifically wireless technologies for the transmission of data [2]. The nodes in a wireless ad hoc network 

are free to roam anywhere on the network while still being able to communicate with one another, in 

contrast to the limitations of wired networks. The implementation of the wireless network in a challenging 

environment is easy, and the deployment of this is carried out in a wasteful amount of time. The simplicity 
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with which nodes can move freely and rapidly deploy themselves inside the network is one reason why 

the MANET has found a wide variety of applications [3].  

Figure 1 depicts a MANET, which consists of a collection of n mobile nodes that have been 

arbitrarily placed in an ad hoc manner, connecting to the wireless medium to build a dynamic network 

with wireless links in order to provide paths for data transmission within the network. Nodes in MANETs 

are free to pick their own transmission links, and both existing and new nodes can join or leave the network 

at any moment. The mobility of the nodes in MANETs necessitates effective routing because of the 

extensive coverage area of the network [4]. 

 
Fig 1: Infrastructure-less mobile ad hoc networks 

In a mobile ad hoc network (MANET), the mobile nodes are dispersed at random, and each mobile 

node operates autonomously. As a result, MANET has found use in a wide variety of contexts. The most 

significant problem with the existing wireless network is the restriction on the amount of battery power, 

or the amount of energy that can be utilized by the nodes. Other issues include the restricted bandwidth 

and the restricted transmission range [5]. The mobile nodes are responsible for forwarding packets to their 

neighboring nodes. Additionally, while the mobile nodes are communicating with other nodes in the 

network, they use up energy from their batteries. This is due to the fact that the routes are multi-hop and 

the mobile nodes require energy for transmission and reception within the network. The variance in the 

energy levels of the nodes, the cost per packet, the maximum node cost, and the time it takes for the 

network to partition all have the potential to have an effect on the consumption of energy. The minimum 

energy route is the method by which the overall consumption of energy when delivering a packet is kept 

to a minimum. The amount of energy that is used in MANETs is primarily determined by [6], which is 

the amount of time it takes for the network to be partitioned. This means that the network should distribute 

energy consumption evenly to each of the node links in the network throughout the path providing the 

minimum amount of energy consumption path, and the path for data transmission should be chosen by the 

existing routing algorithm that is used with it. In the process of providing the minimum energy cost metrics 

for each node, the network may end up becoming unbalanced and disrupting its overall functionality. This 

can happen because some of the nodes have characteristics that try to burden the network's performance 

and consume more energy than is required. 

Due to the sensitive information that MANET works with and monitors, the topic of security has 

become an increasingly important one in the field of research [7]. It is necessary to develop efficient 

strategies that guarantee safety and minimize energy waste. MANET needs to be protected from a wide 

variety of threats, which is why it requires a comprehensive security solution. On the other hand, the 

amount of MANET's energy resource is often very little. As a consequence of this, the many security 

protocols cannot be used in a straightforward manner to address the numerous security issues [8]. More 

resources are required for the most cutting-edge security protocols. Planetary security and cryptographic 
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protocols are primarily designed for use with traditional wired networks and ad hoc wireless networks. 

Yet, the most important problem is figuring out how we can implement these protocols on the MANET 

platform. The question of how much of these protocols should be used in order to guarantee the highest 

level of safety is a difficult one. 

When a mobile node runs out of energy, it can't send packets to other network nodes. However, 

routing protocols only offer the shortest path, which can have a negative impact on network performance 

and raise network overhead [9]. MANET necessitates high-quality routing protocols that can 

simultaneously address a significant number of ad hoc networks. MANETs face a number of challenges 

and limitations despite their widespread distribution. However, they are impacted by a large number of 

serious security flaws that are challenging to discover within the network. In order to support sending data 

packets to the destination, a mobile node needs confidentiality. Security mechanisms based on 

cryptography are presented to verify the identities of nodes and guarantee the confidentiality and integrity 

of data [10]. Since a malicious entity without an authorized identity is no longer able to contribute to the 

network or launch malicious behaviors, it appears that security issues have been resolved. However, these 

cryptography-based mechanisms have a high energy consumption due to their high computational 

complexity, which results in increased overhead. 

To overcome the above-mentioned issues, in this paper, we propose a new energy efficient secure 

routing protocol based on reinforcement learning called ESRRL. In this work, the network is divided into 

clusters and each cluster is represented with CHs. The Firefly algorithm is used for CH selection which 

takes residual energy, distance, link lifetime parameters. A novel routing scheme based on two hop relay 

using reinforcement learning algorithm is introduced that takes multi-objective parameters such as delay 

cost, node distance, energy cost, node mobility, and node degree. A light-weight novel hybrid key 

establishment scheme is proposed for optimal key management that requires less computation resources 

and minimum computation cost. 

Contributions 

 An improved CH selection using firefly algorithm’s cumulative fitness function selects stable CHs 

which improves data aggregation efficiency which further results in energy efficiency. 

 The proposed routing scheme using reinforcement algorithm finds the best shortest route by 

multiple objectives that satisfies stability and reliability. 

 The proposed scheme use both symmetric and asymmetric cryptography with minimized 

computation cost & overhead.  
Energy model  

A routing protocol's primary objective is to keep the network functioning as far as possible, rather than 

setting up the best routes between the nodes [11]. By using minimum energy routing, the shortest 

aggregate energy usage for packet transmission is chosen, while by using max-min routing, the route with 

the greatest bottleneck residual node energy is chosen. The expression of this energy node at a particular 

moment is provided by 

𝐸𝑒𝑛 = 𝐸𝑟𝑒𝑠(𝑡0) − 𝐸𝑟𝑒𝑠(𝑡1)    

Here, 𝐸𝑟𝑒𝑠 represents the energy node at the time 0 and 1, respectively. 

 
II. Related work 

The Trust-aware Ad hoc Routing (T2AR) protocol was suggested by Dhananjayan et al. [12]. This 

protocol evaluates the trust level between the nodes in the MANET and carries out a secure data 

transmission between the nodes. It does this by basing its estimation of trustworthiness on factors such as 

energy, movement, and RSSI-based distance measurement. In order to report the success and failure rate 
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of packet transmission, this protocol gathers the information from neighbours and uses it. The estimated 

value of trust is derived from comparing the sequence ID of the packet to the log reports generated by the 

node. As a result, in the work that has been proposed, the trust value is computed by estimating the energy, 

the success rate of packet delivery, and mobility. With the utilization of a Bayesian framework and the 

monitoring of the nodes, direct calculation of trust value may be accomplished. 

In their study on network security, Muthuramalingam et al. [13] established a method that calculates trust 

value based on both direct and indirect observations. This method is utilized to conduct research on 

network safety. For calculating the trust value based on direct observations, a full probability-based 

Bayesian interface is utilised; however, while calculating the trust value based on indirect observations, 

neighbour hop-based information is utilized. The Dempster-Shafter theory, which incorporates both direct 

and indirect trust values into its calculations, is utilized in order to arrive at the ultimate trust value. When 

determining the path that is the shortest between two nodes in a network, another approach that is utilised 

is Dijkstra's shortest path algorithm.  

An intrusion detection and prevention system was proposed by Singh et al. [14], and it is designed to be 

utilized in MANETs for the purpose of locating hostile nodes. This trust-based system recognizes 

malicious nodes through the use of a behavior classifier, and it does so on the basis of circumstances that 

have been predefined as thresholds and risk factors. In order to determine the aggregate trust value, both 

direct and indirect trust values are factored in. These two aspects of trust are what go into the calculation 

of the risk factor. 

Both Hmouda and Li [15] have experienced issues with dropped packets in the network. They have 

changed the Enhanced Adaptive Acknowledgement (EAACK) protocol so that it is based on hybrid 

cryptography techniques such as the Data Encryption Standard (DES) and RSA since these approaches 

can efficiently execute block encryption and manage key cyphers accordingly. 

To handle authentication, access control, and security, Hurley-Smith et al. [16] created the Security 

Utilizing Pre-Existing Routing for MANets (SUPERMAN) framework. Although other protocols provide 

alternatives, this one concentrates on routing and network layer security issues. 

The Modified EAP based Pre-authentication technique using Improved ElGamal (MEPIE) presented by 

M. Deva Priya et al. [17] enhances the current Enhanced EAP based preAuthentication scheme by 

employing an improved ElGamal digital signature and ElGamal encryption algorithm. MEPIE improves 

ElGamal by utilising more random variables to prevent DoS and replay attacks. 

Chukka Niranjan Kumar and Nikitha Kukunuru [18] proposed simulated Annealing technique. In this 

scenario, routing will be determined based on the path cost and link cost metric, which in turn is 

determined by the characteristics of the network and nodes, such as connection availability, network load, 

battery drain rate, and so on. As a result, the nodes that are chosen for the routing will be appropriate, and 

this will guarantee that the data are successfully delivered to the destination. As a result of the fact that 

this method takes into account each and every minute characteristic of the network and node, it is possible 

to be certain that the majority of the scenarios in which the network fails may be avoided, hence ensuring 

that the network will function effectively. 

 

III. System model 

In this section, the proposed energy efficient secure routing protocol ESRRL is presented. In ESRRL, the 

network is divided into clusters and each cluster is represented with CHs. The Firefly algorithm selects 

CHs for each cluster based on residual energy, distance, link lifetime parameters. A novel routing scheme 

based on two hop relay using reinforcement learning algorithm is introduced. The multi-objective 

parameters such as delay cost, node distance, energy cost, node mobility, and node degree are utilized for 
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routing. A light-weight novel hybrid key establishment scheme is proposed for optimal key management 

that requires less computation resources and minimum computation cost. 

 

 

 

Clustering & CH selection 

Firefly algorithm (FA) 

In the past ten years, there has been a lot of interest in meta-heuristic algorithms, which are algorithms 

that are inspired by nature. In particular, there has been a lot of interest in algorithms that are based on 

swarm intelligence. Late in 2007, Xin-She Yang was the one who first presented the firefly algorithm, 

also known as FA [19]. The actions of the algorithm are determined by optical patterns as well as the 

actions of fireflies. 

There are two factors that are defined in the firefly algorithm. These parameters are the attraction and the 

variation of the light intensity. The brilliance of a firefly is the most important factor in determining its 

allure. In addition to this, brightness is defined according to an objective function. 

During this stage of development, the network will be clustered with the help of the firefly method. In 

point of fact, it is often considered that the likelihood of a node in a group of nearby nodes being chosen 

as a CH is determined by each firefly in the group. The ignition of fireflies occurs at random. As a 

consequence, each node is thought of as a firefly, and it is possible to choose it as a CH. The Rand function 

is used to generate a random number that is used to determine the primary attraction level of fireflies 𝛽0. 

To begin, every node in the network sends a message called "Hello" to the nodes that are immediately 

adjacent to it. This message includes the node's position information. When a node receives a Welcome 

message, it immediately updates the information in the table that is adjacent to it. The mobile nodes are 

able to devise a fitness function for themselves by using the Welcome messages that they have received 

as input. The definition of the fitness value, or 𝐹𝑖, of node 𝑖 is determined by using three parameters. 

Where 1 ≤  𝑖 ≤  𝑁, and 𝑁 is the total number of nodes in the network: 

Residual energy(𝑹𝑬): All the time, nodes know exactly how much energy they have. Because 

CHs need to have adequate energy to send data to the base station, the nodes with the highest energy levels 

are prioritised for that role. 

𝑓1 = 𝑅𝐸 =  1

∑
𝐸𝑅
𝐸𝑇

𝑛
𝑖=1

⁄  

Here, 𝐸𝑅 represents the node energy and 𝐸𝑇 is total energy.  

The average distance(𝑫𝒊𝒔𝒕𝒊): According to the coordinates included in Welcome messages, node 

𝑖 may figure out how far away it is from its neighbours using the Euclidean distance measure. How far 

away node 𝑖 is from the cluster's epicentre is indicated by its Dist. Since cluster members use less energy 

transmitting data to nodes closer to the cluster's centre, these nodes are more likely to be chosen as CHs. 

It can be calculated as following: 

𝑓2 =  𝐷𝑖𝑠𝑡𝑖 =
∑ √(𝑋𝑖− 𝑋𝑗)2 + (𝑌𝑖− 𝑌𝑗)2 𝑘

𝑗=1

𝑘
 

Where 𝐾 is the number of the neighbors of node 𝑖, (𝑋𝑖, 𝑌𝑖) denotes the coordinates of node 𝑖, and (𝑋𝑗, 𝑌𝑗) 

indicates the coordinates of the neighboring node 𝑗. 

Link lifetime: - The parameter link lifetime (LT) takes into account a number of other parameters 

in order to make predictions regarding the lifetime of the link (LT). Within each cluster, there is a 

connection that connects every node to the node that serves as the head of the cluster. This link lifetime 

697



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 3, No. 2, March : 2023 
 

UGC CARE Group-1, Sr. No.-155 (Sciences)                                                                              6 

(LT) provides the maximum amount of time that each cluster's data can be transferred. When the value of 

the link lifetime is increased, the overall lifetime of the network also increases. LT is formulated as 

follows, 

𝑓3 =  𝐿𝑇 =  
2∗((𝐸𝑥+𝐸𝑛))

𝑇+𝑃𝑠+𝑃𝑟+𝑅+ ‖𝐷𝑥−𝐷𝑛‖
  

The energy levels of the normal node 𝑥 and the cluster head n are denoted by 𝐸𝑥& 𝐸𝑛, respectively. 𝑃𝑠 is 

the rate at which packets are sent out by the 𝑥𝑡ℎ  node, 𝑃𝑟 is the rate at which packets are received by the 

𝑥𝑡ℎ  node, R is the transmission range, T is the value that remains constant, and ‖𝐷𝑥 − 𝐷𝑛‖ is the distance 

between the normal node 𝑥 and the cluster head node. 

Finally, the fitness value of node 𝑖 (𝐹𝑖) is derived as follows:  

𝐹 =  𝜑1𝑓1 +  𝜑2𝑓2 +  𝜑3𝑓3 

where ∑ 𝜑𝑖
3
𝑖=1 = 1, 𝜑𝑖 ∈ (0,1) 

Updating firefly locations is necessary after calculating their fitness value. Hence, the firefly algorithm 

uses the following equations to determine the fireflies' attraction and their new location. 

According to the equation that is provided below, the attraction of the firefly 𝛽 is determined by the 

distance ‘𝑑’ that is given. 

𝛽 =  𝛽0𝑒−𝛾𝑑2
 

If the firefly 𝑖 is drawn towards the firefly 𝑗, then the moment of the firefly can be found by solving the 

equation that follows. 

𝐾𝑖 = 𝐾𝑖 + 𝛽0𝑒−𝛾𝑑2
(𝐾𝑖 − 𝐾𝑗) + 𝑟𝜔 

where 𝐾 represents the instant at which the fireflies were observed, 𝑟 stands for the randomised variable, 

and 𝜔 denotes either the uniform or the Gaussian distribution of the time. 

Algorithm 
1. Do the initialization of the nodes using the parameters. 

2. For all nodes i, where i ≤  N 

3. Evaluate the fitness Fi.  

4. Compare the nodes' fitness values 

5. If Fj >  Fi  

              Establish the Fj as the top node at the moment. 

              Provide responsibility for all of the nodes to the Fj  

              Assess the distance d, and make any necessary adjustments to the attractiveness 

6. Continue performing the process until each node in the cluster has determined fitness F 

7. Determine which of the nodes will serve as the cluster head. 

8. End for 

After being designated as a CH, a node will notify its neighbors through broadcast message that it is now 

acting in that capacity. Upon receiving the advertisement message from member nodes join with the 

appropriate CHs. 

Routing based on Reinforcement Learning algorithm 

The routing algorithm's primary goal is to extend the lifetime of the network and reduce energy 

consumption without sacrificing performance. A node's energy depletion can be avoided by taking into 

account routing parameters. A multi-metric-based Reinforcement Learning strategy for making routing 

decisions based on the metrics' current values (states and actions) is described in this section. The main 

goal of the proposed routing scheme is to suggest energy-efficient routing scheme for better performance.  
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As a means of making informed routing decisions based on estimated path costs, the proposed 

routing scheme takes into account delay cost, node distance, energy cost, and node degree as routing 

metrics. The best possible way for the information to get to the destination with the fewest resources 

required is via the optimal route. The relay selection in the proposed work is carried out using the RL 

algorithm. In this work, each point-to-point communication is modeled as a Markov decision process 

(MDP), and routing policies that aim to maximize PDR are chosen using a RL approach. The MDP model 

contains the following set of elements for each node 𝑁𝑖, where 𝑖 =  1, 2, . . . 𝑛 

{𝑆𝑖, 𝐴𝑖 , 𝑇𝑖, 𝑅𝑖} 

Where, 𝑆𝑖, 𝐴𝑖, 𝑇𝑖 , 𝑅𝑖 are denoted as states, actions, transition model & rewards. 

States (𝑺𝒊): The states (𝑆𝑖) for each node, 𝑁𝑖, are determined by the residual energy, distance, and node 

mobility values. 𝑆𝑖 here describes the range of potential environmental situations. The relay node is chosen 

to be one of the set 𝑁𝑖 's neighbouring nodes (next intermediate node). 

i. Actions (𝑨𝒊): This is referred to be a collection of activities or behaviours exhibited by the node 

during the given time t. It is possible to transition from one state to another by performing the 

action. One of the various actions that can be taken on any given node is to (i) choose any one of 

the available surrounding nodes to operate as a relay node for the transfer of data. (ii) The packet 

has been finished. 

Transition model (𝑻𝒊): Here is a description of the state transition probability function in the action-

dependent transition model, which shows the probabilities of transitioning from state 𝑆𝑖 to state 𝑆𝑖  +  1, 

k. 

𝑇𝑖 = 𝑆𝑖 × 𝐴𝑖 × 𝑆𝑖 → [0,1] 
Reward functions (𝑹𝒊): A reinforcement function is another name for this concept. The immediate effect 

of an action, or the change from one state to another, can be evaluated using the reward. It is possible to 

define the reward function as 

𝑅𝑖 = 𝑆𝑖 × 𝐴𝑖 × 𝑆𝑖 → 𝑅 

Routing process 

In order to find the best route, all the nodes need to calculate their probability score based on the 

following multi-objective parameters 

Energy cost: During the transmission (𝐸𝑇𝑥)  and reception (𝐸𝑅𝑥) of the time-critical event data 

traffic, node 𝑖 incurs an energy cost, denoted by 𝑒𝐶𝑂𝑆𝑇𝑖 , as shown in the following equation. 

𝐸𝑐𝑜𝑠𝑡(𝑖) = 𝐸𝑇𝑥(𝑙𝑖, 𝑑) + 𝐸𝑅𝑥(𝑙𝑖) 

The overall amount of energy required to transmit 𝑙 −bits message over a distance 𝑑 is given by 

the following equation  

𝐸𝑇𝑥((𝑞𝑖 + 𝑙𝑖), 𝑑) =  {
𝑙𝑖𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑖 ∈𝑓𝑠 𝑑2,   𝑑 ≤ 𝑑0

𝑙𝑖𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑖 ∈𝑚𝑝 𝑑4,   𝑑 ≥ 𝑑0

 

where 𝐸𝑒𝑙𝑒𝑐 is the amount of energy lost when operating the transmitter or receiver circuit, ∈𝑓𝑠 is 

the amount of energy used for amplification in the free space model, ∈𝑚𝑝 is the amount of energy used 

for amplification in the multi-path model, and do is the minimum transmission distance. 

The total amount of power that is required for the radio to transmit (𝑙) -bits message is given by 

the following equation  

𝐸𝑅𝑥(𝑞𝑖) = (𝑞𝑖)𝐸𝑒𝑙𝑒𝑐 

Thus, the energy cost function 𝑒𝐶𝑂𝑆𝑇𝑖  is defined as the energy consumed by the routing path from 

the source node 𝑖 to the 𝐶𝐻 as given in equation 
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𝑒𝐶𝑂𝑆𝑇𝑖𝑡𝑜𝐶𝐻 =   ∑
𝑒𝑐𝑜𝑠𝑡(𝑖)

𝑥⁄  

Where, 𝑒𝑐𝑜𝑠𝑡(𝑖) is the energy cost of node (i) and 𝑥 is the number of relay nodes in routing path.  

Delay cost function: - The amount of delay that a packet encounters when travelling from node 𝑖 
to CH is referred to as the link delay cost (𝑑𝐶𝑂𝑆𝑇𝑖) of node 𝑖. This cost is expressed as a percentage. A 

link delay is comprised of three components: the queuing delay 𝑄𝐷, the transmission delay 𝑇𝑑, and the 

propagation delay 𝑃𝑑. These components are defined as follows in the equation: 

𝑑𝐶𝑂𝑆𝑇𝑖𝑡𝑜𝐶𝐻 = 𝑄𝐷(𝑖, 𝐶𝐻) +  𝑇𝐷(𝑖, 𝐶𝐻) +  𝑃𝐷(𝑖, 𝐶𝐻) 

𝑄𝐷(𝑖, 𝐶𝐻) =  
1

𝛼 −  𝛽𝐶𝐻 
 

Where 𝛼 represents the service rate and 𝛽 represents the pace at which new packets are added to 

the CH node 

𝑇𝐷(𝑖, 𝐶𝐻) =  
𝑙𝑖

𝛾
 

where 𝑙𝑖 is the packet size (bits) of at node 𝑖, and 𝛾 is the link bandwidth available via connection 

𝑖 (bps). 

𝑃𝐷(𝑖, 𝐶𝐻) =  
‖𝑖 − 𝐶𝐻‖

𝑆
 

where ‖𝑖 − 𝐶𝐻‖ − is the distance in metres between two points on a network 𝑖 to CH, and 𝑆 is the 

propagation speed (𝑚/𝑠). 

Node distance to CH: - To what extent a communicating node drains its energy supply is 

determined by its distance from the other nodes. The less time it takes for a node to go from its location 

to the CH, the less energy it will need. Thus that the average distance between the nodes and CH can be 

decreased, the routing algorithms account for this variable. 

𝐷𝑖𝑠𝑡𝑖2𝐶𝐻 =  ∑ (
𝐷(𝑁−𝐶𝐻) 

𝐷𝐴𝑉𝐺(𝑁−𝐶𝐻)
)

𝑁

𝑖=1

 

𝐷(𝑁−𝐶𝐻)  reflects the node's distance, measured in terms of the CH, according to the Euclidean 

algorithm whereas, 𝐷𝐴𝑉𝐺(𝑁−𝐶𝐻)  indicates the standard deviation of the distance between the node and the 

CH. 

Node degree: - When there is a huge amount of network area, the communication within the 

cluster becomes the predominant entity. If the selection of a node as a relay is carried out independently 

of the number of nodes that are immediately adjacent to the node in question, the outcome will be the 

selection of a node that is remote in relation to the other nodes. As a result, in order to prevent this kind 

of selection from happening, the number of nodes that are nearby is taken into account. 

 𝑁𝐷 =  
𝐷𝑖𝑗

𝑁𝑈𝑀𝑐
 

𝐷𝑖𝑗 represents the distance between the nodes i and j; 𝑁𝑈𝑀𝑐 represents the total number of member 

nodes in the cluster. 

The probability score of the node 𝑖 based on the above-mentioned multi-objective selection 

parameters can be defined as follows: 

𝑃𝑆𝑖 =  𝑒𝐶𝑂𝑆𝑇𝑖 + 𝑑𝐶𝑂𝑆𝑇𝑖 + 𝑑𝑖𝑠𝑡𝑖 + 𝑁𝐷𝑖   
Based on the calculated High probability score, the actions 𝐴𝑖 are chosen and the state of the nodes 

is transitioned. The nodes with High probability score are selected as relay nodes. 
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The algorithm for relay selection based on the reinforcement learning is given in the following  

 

Algorithm 
1. Data transmission phase 

2. Initialize Q(Si, Ai) = 0 for all Si & Ai 

3. If the destination in found   

Send the packet directly to destination 

 Else 

4. Calculate eCOS, dCOSTi , disti, NDi 

5. Calculate probability score  PS =  ∑  eCOST + dCOST + dist + NDN
i=1   

6. Chose an action Ai based on the high probability score 

7. Observe the transition probability 

8. Select relay nodes 

9. Forward the data packets  

Key management phase 

A novel hybrid key management scheme is discussed in this section. The proposed key 

management scheme is light-weighted and consume less energy, resulting in lower computation costs. 

The proposed scheme involved asymmetric cryptography operations between the Cluster Head (CH) and 

the member nodes. The proposed approach is both useful and highly secure for critical environments. The 

proposed technique is depicted in the block diagram seen in Figure 2. 

This section will provide an in-depth explanation of each of the three stages that make up the 

proposed plan. The initial step, known as key preloading, is when all of the nodes that will be participating 

in the network load their respective keys. This scheme's second phase, in which secure session keys are 

established, is the phase that is considered to be the most important. Finally, in the 3rd phase, the rekeying 

operation has been carried out in the event of an error or a change in the network. 

 

Keys Preloading: The first phase of the proposed scheme is the key preloading. In this phase, each 

node 𝑖 is loaded with a public and private key 

 

Session Key Establishment Phase: Session key establishment is the important phase of the 

proposed scheme. Following are the algorithmic steps taken for session key establishment in this phase: 

1. Mobile nodes generates a unique random number 𝑅𝑎𝑛𝑑𝑖 and it is considered as a 

presession key, i.e., 𝑝𝑟𝑒𝐾𝐸𝑌 

2. Member nodes then encrypts 𝑝𝑟𝑒𝐾𝐸𝑌 the public key that was used to generate the hash 

value. 

3. CH decrypts the information after receiving it since it knows the private key 𝑃𝑅𝐶𝐻, i.e., 

(𝑝𝑟𝑒𝐾𝐸𝑌||ℎ (𝑝𝑟𝑒𝐾𝐸𝑌)) here, the integrity of 𝑝𝑟𝑒𝐾𝐸𝑌 is also checked. 

4. Following this, CH creates a session key as 𝑆𝐾𝐸𝑌 = 𝑝𝑟𝑒𝐾𝐸𝑌 𝑋𝑂𝑅 𝑅𝐴𝑁𝐷𝑖. 

5. CH then encrypts this session key𝑆𝐾𝐸𝑌 and the hash of that session key ℎ(𝑆𝐾𝐸𝑌) using 

the 𝑝𝑟𝑒𝐾𝐸𝑌 and sending that information to the member node. 

6. Then the member node decrypts the generated session key using presession key 

𝑝𝑟𝑒𝐾𝐸𝑌, and the integrity of the session key has been checked.  

7. Once the node gets the information about the session key, it encrypts the session key 

𝑆𝐾𝐸𝑌 combines it with a hash of session key ℎ(𝑆𝐾𝐸𝑌) and sends them to all nodes in the 

cluster.  
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8. In order to ensure that the session key for the entire network is communicated in a safe 

manner, the information that has been received is decrypted and recovered by the node 

𝑖 using symmetric decryption with a key. 

Rekeying Phase: Rekeying phase operations are comparable to session key setup phase 

operations. The main difference is that each node produces a fresh random number, like 𝑟𝑎𝑛𝑑, during the 

rekeying step. The new randomly generated integer is therefore regarded as the new presession key, 

𝑝𝑟𝑒𝐾𝐸𝑌′. The session key establishment step and the full rekeying method are identical.  

 
Fig 2: Block diagram of proposed method 

 

IV. Result and Discussion 

Simulation analysis 

The suggested approach is simulated in a 1000 m x 1000 m environment with 50–200 mobile nodes to 

assess efficiency. The experiment uses the Random Waypoint Mobility Model with pauses between 

direction and speed changes. After staying at its previous position until expiration, a mobile node chooses 

a random destination. A node travels over the area at a random speed distributed uniformly from 𝑣0 to 

𝑣𝑚𝑎𝑥  , the least and maximum node velocities. Repeat this random location at random velocity until the 

simulation is complete. Table 1 represent the simulation parameters of network. 

Table 1: Parameters of Simulation 

Parameter Value 

Network area 1000 m x1000 m 

Number of nodes 50 to 200 

Transmission type CBR 

Initial energy 100j 

Packet size 1024 bytes 

Routing protocol AODV 

mobility pattern Random way point model 

Network 

deployment 

Firefly 

algorithm 

Clustering 

& CH 

selection 

Members 

join with 

CHs 

Data 

aggregation 

RL based 

relay selection 

Session key 

establishment 

Data 

communicatio

n 

Rekeying 
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Fig 3: End to End Delay 

Sl.No NODE PROPOSED MEPIE 

[17] 

EEDMRSA 

[18] 

1 50 0.15 0.19 0.21 

2 100  0.18  0.21  0.24 

3 150  0.20  0.22  0.29 

4 200  0.21  0.25  0.36 

The above figure 3 demonstrates the evaluation of end-to-end delay time for the data transmission. The 

minimum average delay experienced in the proposed network was 0.15ms whereas the maximum of 

0.21ms delay was experienced when the network size was increased to 200 nodes. The relay selection 

using the proposed reinforcement algorithm & consideration of multi-objective parameters select the 

minimum hop path and to achieve the minimum time delay compared with the existing methods. The 

maximum time delay experienced in the MEPIE & EEDMRSA were 0.25 & 0.36 ms respectively.  

 
Fig 4: Energy consumption 
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Sl.No NODE PROPOSED MEPIE [17] EEDMRSA [18] 

1 50 2.48 2.60 2.68 

2 100  2.83  2.91  3.03 

3 150  2.96  3.05  3.32 

4 200  3.05  3.18  3.45 

The above simulation results figure 4 show the energy consumption rate of the both existing & proposed 

methods. All the mobile nodes are homogeneous and configured with same energy (100joules) levels 

initially. Generally, energy is consumed for all network activities. In MANETs, path loss during node 

mobility is the major source of energy consumption. Also, the creation and distribution of cryptography 

keys consumes considerable amount of energy. In the proposed ESRRL method, optimal relay nodes are 

selected as well as light-weight cryptography technique was used which results in lesser energy 

consumption than the previous protocols. In the experimental results, average energy consumed in the 

proposed network was 2.830 joules. But in the MEPIE & EEDMRSA the average energy consumed was 

3.032 & 3.1175 joules respectively.   

 
Fig 5: Packet delivery ratio 

Sl.No NODE PROPOSED MEPIE [17] EEDMRSA 

[18] 

1 50 91.54 89.08 82.96 

2 100  92.60  88.19  84.72 

3 150  91.40  89.88  83.65 

4 200  92.27  87.38  84.75 

The above figure 5 demonstrates the simulation results of packet delivery ratio for the proposed & existing 

methods. The performance of the network in terms of data transmission is characterized by PDR. The 

proposed method achieved maximum PDR of 92.27% whereas the existing methods maintained the 

average PDR rate of 87 & 84% respectively. The proposed reinforcement algorithm-based relay selection 

using multi-objective parameters helped the proposed method to select efficient path for communication 

and helps to outperform than the existing methods.  
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Fig 6: Routing overhead 

Sl.No NODE PROPOSED MEPIE [17] EEDMRSA [18] 

1 50 0.18 0.22 0.23 

2 100  0.21  0.24  0.32 

3 150  0.23  0.28  0.35 

4 200  0.29  0.31  0.38 

The simulation results of the network's overhead are shown in figure 6 above. The overhead depends on 

how many control packets are transmitted throughout the network to carry out network operations.  

Approximately 0.26% of overhead was recorded in the proposed method and MEPIE, EEDMRSA 

protocols experienced around 0.31 & 0.38 respectively. The proposed relay selection algorithm & the 

light-weight key management scheme reduces the network overhead. Also, consideration of multi-

objective parameters like delay cost, node degree in relay selection reduces and chance of path failure and 

reducing frequent broadcasting of control packets. Hence, the suggested network maintains a low 

overhead. 
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Fig 7: Network lifetime 

Sl.No NODE PROPOSED MEPIE 

[17] 

EEDMRSA 

[18] 

1 50 97.52 97.40 97.32 

2 100  97.17  97.09  96.96 

3 150  97.04  96.95  96.68 

4 200  96.95  96.82  96.55 

Generally defined as the time during which the network is operational or the time until the first node or 

group of sensor nodes in the network runs out of energy. In our experiment the network lifetime is related 

with the remaining energy availability of the network after performing the network activities. More 

remaining energy means more lifetime to the network. The values in the following table demonstrate that, 

in comparison to the existing methods, the proposed strategy significantly increases network longevity. 

Figure 7 shows the graphical view of network lifetime.  

 
Fig 8: Throughput 

Sl.No NODE PROPOSED MEPIE 

[17] 

EEDMRSA 

[18] 

1 50 321 315 298 

2 100  329  318  276 

3 150  321  314  288 

4 200  325  319  271 

The above results figure 8 show the simulation results of Throughput of both proposed & existing 

methods. Throughput is data transmission between sensor nodes. High throughput ensures the high 

amount of data delivery. The above listed table proves that the proposed method gives high throughput 

rate compared with existing methods. The proposed technique achieved an average throughput rate of 

324kbps, while the MEPIE and EEDMRSA methods achieved 316 and 283kbps, respectively. 

 

Conclusion 

A significant obstacle is in the provision of routing algorithms that are both secure and environmentally 

friendly for networks that have a dynamic topology and a distributed nature. MANETs make use of a 
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variety of routing strategies in order to enhance the performance of the network and lower the amount of 

energy that is consumed. Because of the constraints imposed by individual nodes, routing is actually one 

of the most difficult difficulties presented by MANETs. To tackle these issues, in this paper, a new 

reinforcement learning based energy-efficient and secure routing protocol (ESRRL) is proposed. For 

energy efficiency, the network is divided into clusters in this work, and CHs are used to represent each 

cluster. The Firefly algorithm, which considers link lifetime, residual energy, and distance, is used to select 

the CHs. An innovative reinforcement learning-based relay routing strategy is presented. The routing 

process takes into account multi-objective parameters like delay cost, node distance, energy cost, node 

mobility, and node degree. For optimal key management, a novel, lightweight hybrid key establishment 

scheme with minimal computation cost and use of compute resources is proposed. The proposed energy-

efficient routing protocol is compared to other well-known routing protocols to validate its performance. 

The proposed protocol performs better in terms of energy consumption and secure key agreements for 

network data transmission, according to the performance analysis. 

 
References: 

[1] Laqtib, S., El Yassini, K. and Hasnaoui, M.L., 2020. A technical review and comparative analysis of 

machine learning techniques for intrusion detection systems in MANET. International Journal of 

Electrical and Computer Engineering, 10(3), p.2701. 

[2] Elmeadawy, S. and Shubair, R.M., 2020. Enabling technologies for 6G future wireless 

communications: Opportunities and challenges. arXiv preprint arXiv:2002.06068. 

[3] Agrawal, R., Faujdar, N., Romero, C.A.T., Sharma, O., Abdulsahib, G.M., Khalaf, O.I., Mansoor, R.F. 

and Ghoneim, O.A., 2022. Classification and comparison of ad hoc networks: A review. Egyptian 

Informatics Journal. 

[4] Al-Absi, M.A., Al-Absi, A.A., Sain, M. and Lee, H., 2021. Moving ad hoc networks—A comparative 

study. Sustainability, 13(11), p.6187. 

[5] Zhang, S., Kong, S., Chi, K. and Huang, L., 2021. Energy management for secure transmission in 

wireless powered communication networks. IEEE Internet of Things Journal, 9(2), pp.1171-1181. 

[6] Prasad P, R. and Shankar, S., 2020. Efficient Performance Analysis of Energy Aware on Demand 

Routing Protocol in Mobile Ad‐Hoc Network. Engineering Reports, 2(3), p.e12116. 

[7] Sharma, M. and Rashid, M., 2020, April. Security Attacks In MANET–A Comprehensive Study. 

In Proceedings of the International Conference on Innovative Computing & Communications (ICICC). 

[8] Hasan, M.K., Islam, S., Sulaiman, R., Khan, S., Hashim, A.H.A., Habib, S., Islam, M., Alyahya, S., 

Ahmed, M.M., Kamil, S. and Hassan, M.A., 2021. Lightweight encryption technique to enhance medical 

image security on internet of medical things applications. IEEE Access, 9, pp.47731-47742. 

[9] Kumari, P. and Sahana, S.K., 2022. PSO-DQ: An Improved Routing Protocol Based on PSO using 

Dynamic Queue Mechanism for MANETs. Journal of Information Science & Engineering, 38(1). 

[10] Khashan, O.A. and Khafajah, N.M., 2023. Efficient hybrid centralized and blockchain-based 

authentication architecture for heterogeneous IoT systems. Journal of King Saud University-Computer 

and Information Sciences. 

[11] Srilakshmi, U., Veeraiah, N., Alotaibi, Y., Alghamdi, S.A., Khalaf, O.I. and Subbayamma, B.V., 

2021. An improved hybrid secure multipath routing protocol for MANET. IEEE Access, 9, pp.163043-

163053. 

[12] Dhananjayan G, Subbiah J (2016) T2AR: trust-aware ad-hoc routing protocol for MANET. 

Springerplus 5(1):995. 

707



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 3, No. 2, March : 2023 
 

UGC CARE Group-1, Sr. No.-155 (Sciences)                                                                              16 

[13] Muthuramalingam S, Suba Nachiar T (2016) Enhancing the security for manet by identifying 

untrusted nodes using uncertainity rules. Indian J Sci Technol 9(4). https://doi.org/10.17485/ 

ijst/2016/v9i4/87043.  

[14] Singh O, Singh J, Singh R (2017) An intelligent intrusion detection and prevention system for 

safeguard mobile adhoc networks against malicious nodes. Indian J Sci Technol 10(14). 

https://doi.org/10.17485/ijst/2017/v10i14/110833. 

[15] Larafa, S., & Laurent, M. (2010). Authentication protocol runtime evaluation in distributed AAA 

framework for mobile ad-hoc networks. In Proceedings of the IEEE international conference on wireless 

communications, networking and information security (pp. 277–281).  

[16] Larafa, S., & Laurent-Maknavicius, M. (2009). Protocols for distributed AAA framework in mobile 

ad-hoc networks. In Proceedings of the workshop on mobile and wireless networks security (pp. 75–86). 

[17] Deva Priya, M., Janakiraman, S., Sandhya, G. and Aishwaryalakshmi, G., 2021. Efficient pre-

authentication scheme for inter-ASN handover in high mobility MANET. Wireless networks, 27(2), 

pp.893-907. 

[18] Kumar, C.N. and Kukunuru, N., 2021. Energy efficient disjoint multipath routing protocol using 

simulated annealing in MANET. Wireless Personal Communications, 120(2), pp.1027-1042. 

[19] Yang, X.S.: Nature-inspired metaheuristic algorithms. Luniver Press (2008). 

 
 
 

 

708

https://doi.org/10.17485/ijst/2017/v10i14/110833


 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(6s), 825–837 |  825 

A Semantic Approach to Solve Scalability, Data Sparsity and Cold-Start 

Problems in Movie Recommendation Systems 

1T. Suvarna Kumari, 2K. Sagar 

Submitted:13/02/2023           Revised:16/04/2023               Accepted:10/05/2023 

Abstract: Recommender systems play a vital role in providing users with personalized information and enhancing their browsing 

experiences. However, despite the advancements in collaborative filtering techniques, several challenges persist in movie 

recommendation systems, including the cold start problem, scalability limitations, and data sparsity. The cold start problem arises when 

there is insufficient data to establish connections between users and items, resulting in inaccurate recommendations. Data sparsity further 

complicates the issue by making it difficult to identify reliable similar users due to the limited ratings provided by active users. 

Scalability poses yet another challenge, as real-time environments with a high number of users and extensive data processing 

requirements struggle to deliver efficient recommendations. To address these issues, this paper proposes a semantic approach that 

leverages singular value decomposition (SVD), a matrix factorization technique. By applying SVD, the system reduces the 

dimensionality of the data, overcoming the limitations of the cold start problem, scalability, and data sparsity. Experimental results 

demonstrate the effectiveness of the proposed system, showcasing improved recommendation accuracy and the ability to generate 

reliable suggestions even in situations with limited data. Moreover, the system showcases scalability by efficiently processing large 

volumes of data in real-time, ensuring seamless user experiences. Overall, this semantic approach offers a comprehensive solution to 

tackle the challenges of scalability, data sparsity, and the cold start problem in movie recommendation systems, potentially enhancing 

user satisfaction and recommendation quality. 

Keywords: Scalability, Data sparsity, Cold-start problem, Singular Value Decomposition. 

1. Introduction 

The field of movie recommendation systems has 

garnered substantial attention in recent years. 

Exponentially, the internet is expanding due to the 

proliferation of available data. Amidst exploring 

websites and navigating the vast online landscape, users 

demand personalized and high-quality information more 

than ever before. By utilizing user preferences, search 

histories, and other factors, recommender systems are 

important in fulfilling this requirement. They offer 

personalized recommendations. To enhance the precision 

and effectiveness of these suggestions, collaborative 

filtering techniques [1] have been broadly adopted. 

Nevertheless, despite multiple methods and techniques, 

various obstacles remain in motion picture suggestion 

systems. Challenges comprise obstacles such as starting 

difficulties in low temperatures, scalability limitations, 

and a paucity of data. 

The cold start problem [2] creates a fundamental 

challenge for recommendation systems. The lack of 

adequate data to establish relevant connections between 

users and items results in this phenomenon. By 

introducing new users or items, there is insufficient 

information to produce accurate recommendations. Less 

personalized or relevant recommendations may be a 

consequence at first. The system may experience 

problems offering important suggestions when historical 

data about user preferences or item characteristics is not 

present. The outcome is a subpar user experience. The 

cold start problem is quite frequent in dynamic 

environments that continuously add users and items. 

Effectively handling this challenge demands the 

implementation of robust solutions. Movie 

recommendation systems encounter another significant 

issue: data sparsity. Acquiring dependable and 

comprehensive ratings is difficult because of the huge 

number of movies available and the vast user base. This 

includes all potential combinations of users and items. 

Sparse user-item matrices result from active users 

usually rating only a small portion of available items. 

Finding similar users with sufficient overlap in 

preferences is difficult for the system due to this sparsity. 

Dependable recommendations rely on this being in place. 

Movie recommendation systems' performance and 

effectiveness are undermined due to data sparsity. 

Another important issue in recommendation systems is 

scalability. In situations where there is a high number of 

users and significant data processing requirements in 

real-time, this particularly stands out. The increasing 

demand for recommendations necessitates that the 
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system efficiently handle expanding user bases and data 

volumes. It is imperative that the system can conform 

and grow with evolving necessities. The requirement to 

quickly process and analyze huge amounts of data 

creates scalability challenges. Promptly and seamlessly 

delivering recommendations becomes challenging as the 

user base of the system expands. An efficient and 

productive movie recommendation system is imperative 

to tackle the challenges of the cold start problem, 

scalability limitations, and data sparsity. The system 

must be capable of offering precise suggestions despite 

limited or no user or item insights. Enhancing user 

satisfaction and improving the accuracy of 

recommendations are possible if these challenges are 

overcome. This could eventually increase user 

engagement and business growth. 

Proposing a semantic approach could potentially advance 

the field of movie recommendation systems, making the 

significance of this research noteworthy. This approach 

handles the aforementioned obstacles. To reduce data 

dimensionality while mitigating scalability limitations, 

the cold start problem, and data sparsity issues, the 

proposed solution uses a matrix factorization approach 

relying on the singular value decomposition (SVD) 

technique. The system's performance is improved by 

utilizing this approach. Applying SVD can efficiently 

capture latent factors and patterns in user-item 

interactions. Even with limited or sparse data, this 

remains a truth. This approach can potentially improve 

recommendation accuracy. Even without abundant data, 

it can offer trustworthy recommendations to its users. 

This research benefits from having two important 

contributions. Presented initially is a comprehensive 

analysis and understanding of the challenges faced by 

movie recommendation systems. The main focus is on 

the cold start problem, scalability limits, and data 

scarcity. This research furthers the existing 

understanding by emphasizing these challenges. Those 

working in the field, including researchers and 

practitioners, may find its valuable reference helpful. 

In addition, a distinct semantic method that leverages 

singular value decomposition (SVD) is presented to 

overcome the challenges highlighted in this research. 

SVD [6] facilitates the reduction of dimensionality and 

the extraction of latent factors. Accurate 

recommendations become easier when data is limited 

and user-item matrices are sparse. The proposed 

approach is evaluated for its effectiveness and 

performance through extensive experiments and 

comparisons with existing methods. The cold start 

problem, scalability limitations, and data sparsity are 

effectively addressed with this approach, as shown by 

empirical evidence. 

Overall, this research aims to contribute to the field of 

movie recommendation systems by providing a thorough 

analysis of the challenges faced in the domain and 

proposing a novel semantic approach to address these 

challenges. The potential impact of this research includes 

improved recommendation accuracy, enhanced user 

satisfaction, and increased user engagement, which can 

benefit both users and businesses operating in the movie 

recommendation domain. By offering a solution to the 

cold start problem, scalability limitations, and data 

sparsity, this research has the potential to advance the 

state-of-the-art in movie recommendation systems and 

pave the way for further innovations in the field. 

2. Related Work 

Recent works relating to approaches for making 

recommendations will be discussed in this section and 

the purpose of these new methodologies is to tackle 

obstacles that earlier strategies - namely Bayesian 

inference [6], Latent Semantic Analysis (LSA) [7], 

Clustering Algorithm [8]  Regression-Based Approaches 

and Matrix Factorization Methods (9)- had previously 

encountered. When it comes to collaborative filtering 

methods it is safe to say that the majority prefers using 

the MD algorithm[10] and this particular algorithm is 

capable of transforming both users and items into 

corresponding feature vectors with matching dimensions 

that capture their underlying properties. On-singular 

value decomposition but Singular Value Decomposition 

(SVD) [11], Probabilistic Matrix Factorization(PMF) 

[12] are among the representative works that employ this 

algorithm, however the effectiveness of MD algorithms 

can be limited by highly sparse rating matrices which 

makes it challenging for them to accurately learn 

appropriate latent vectors. 

Recent advancements in deep learning approaches have 

led to impressive outcomes in the domain of 

collaborative filtering [13] and the restricted Boltzmann 

machine approach [13] was among the first to utilize 

deep learning. A collaborative deep learning framework 

that intertwines the functionality of stacked denoising 

autoencoder and PMF models is presented in the study 

by Wang et al and [14]   In their study [15], Xue et alA 

deep mining of related characteristics necessitates the 

use of a multi-layer feedforward neural network and to 

gauge a predicted rating using specific lower-

dimensional features, the recommendation system 

employs an inner-product computation by Zhang et al.'s 

[16] approach to improving recommendation accuracy 

involves using a combination of learned video data 

features from an autoencoder along with implicit 

feedback gathered via SVD++ and this technique is 

known as Auto-SVD++, and has been shown to be 

effective. 
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The researchers at Ouyang et al named their 

collaborative filtration technology - Auto Encoder-Based 

Collaborative Filterer or simply ACF during their 

experiments.Breaking down a user's rating score for an 

object into five distinct vectors lies at the core of this 

approach and predicting accurate integer scores through 

ACF method is feasible but its drawback lies with a lack 

of consideration towards sparse scoring matrices which 

may impact predictive capabilities. Sedhain and 

colleagues introduced a method called AutoRec [18] that 

aims at recreating the initial input dataset with high 

accuracy.   Even though this technique solves computing 

decimal-free rating quantities problem but omits adding 

random perturbation in its inputs which could make it 

more resilient and lessen likelihood of overfitting .A 

predictive model called CDAE was introduced by Wu 

and colleagues [19], which utilizes a user's unexpressed 

feedback information about products to produce rankings 

and the input part of this model contains several 

perceptrons each corresponding to an individual item 

representing how much interested a user is on it ranging 

from values zero and one. Based on predictions made by 

output layer perceptron’s from within a model, related 

product recommendations can be served up one at a time 

to users. 

The issue of cold start is addressed in Yan et al's paper 

[20] where they report that both the ACF and AutoRec 

models suffer from this problem.   The CFN framework 

was suggested by Strub et alIt joins together both 

content-based data and a score matrix in order to present 

precise prediction results and this improved model has 

exhibited higher predictive power than the former 

recommendation systems.   As mentioned by Yan et al 

[21], CFN model faces limitations due to lack of 

complexity and sparsity of available data despite being 

renowned for its strength in applying a content-based 

approach for recommendations. 

3. Methodology 

In order to achieve the twofold contribution of this 

research, a comprehensive methodology is employed to 

address the challenges faced by movie recommendation 

systems, namely the cold start problem, scalability 

limitations, and data sparsity. This methodology 

encompasses the following steps: 

3.1 Data Collection and Preparation 

The MovieLens 20M dataset is a widely used dataset in 

the field of movie recommendation systems. It is a rich 

and extensive dataset that contains a large collection of 

movie ratings and user-item interactions.  The dataset 

consists of approximately 20 million ratings given by 

users to movies, hence the name "MovieLens 20M." 

These ratings are provided by a diverse group of users, 

reflecting various tastes and preferences. The dataset also 

includes information about the movies themselves, such 

as genres, release year, and tags associated with each 

movie. 

The MovieLens 20M dataset offers a representative 

sample of real-world movie recommendation scenarios, 

providing a valuable resource for researchers and 

practitioners in the field. The dataset captures a wide 

range of user behaviors and preferences, enabling the 

analysis and evaluation of different recommendation 

algorithms and approaches. In terms of data preparation, 

the MovieLens 20M dataset typically requires minimal 

preprocessing. However, it is important to ensure data 

consistency and integrity before conducting any analysis 

or implementing recommendation algorithms. This may 

involve checking for missing values, removing 

duplicates, and handling outliers or noisy data if 

necessary. Additionally, the dataset can be divided into 

training and testing sets to evaluate the performance of 

recommendation algorithms accurately. The training set 

is typically used to train the recommendation models, 

while the testing set is employed to assess the accuracy 

and effectiveness of the models in generating 

recommendations. 

The MovieLens 20M dataset has been extensively 

utilized in research studies and serves as a benchmark for 

evaluating the performance of movie recommendation 

systems. Its large size and comprehensive nature allow 

researchers to explore various aspects of 

recommendation algorithms, including addressing the 

challenges of the cold start problem, scalability 

limitations, and data sparsity. Overall, the MovieLens 

20M dataset provides a valuable resource for researchers 

and practitioners to conduct experiments, validate 

algorithms, and contribute to the advancement of movie 

recommendation systems. Its realistic and diverse nature 

makes it an ideal choice for analyzing the challenges 

faced by recommendation systems and proposing 

innovative solutions. 

3.2 Comprehensive Analysis 

In order to present a comprehensive analysis and 

understanding of the challenges faced by movie 

recommendation systems, particularly the cold start 

problem, scalability limitations, and data sparsity, a 

mathematical model can be employed. This model helps 

in quantifying the challenges and evaluating their impact 

on recommendation accuracy. Let's delve into the details: 

1. Cold Start Problem: 

The cold start problem occurs when there is insufficient 

data available to establish meaningful user-item 

associations. To address this problem, the model can 

define a measure of similarity between users or items 
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based on available attributes or metadata. Let's denote 

the similarity between user 𝑢 and item 𝑖 as 𝑆𝑖𝑚(𝑢, 𝑖). 

This similarity can be computed using various 

techniques such as content-based filtering, collaborative 

filtering, or hybrid methods. One way to quantify the 

cold start problem is by measuring the sparsity of the 

user-item matrix. Let's denote the user-item matrix as 𝑅, 

where each entry 𝑅[𝑢, 𝑖] represents the rating given by 

user u to item 𝑖. The sparsity of the matrix can be 

calculated using the following equation: 

𝑆𝑝𝑎𝑟𝑠𝑖𝑡𝑦 =
(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑀𝑖𝑠𝑠𝑖𝑛𝑔 𝐸𝑛𝑡𝑟𝑖𝑒𝑠)

(𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐸𝑛𝑡𝑟𝑖𝑒𝑠)
 

A higher sparsity value indicates a more severe cold start 

problem, as there are numerous missing ratings in the 

user-item matrix. 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢, 𝑖) =
(𝛴𝑢 ∗  𝛴𝑖)

(√𝛴𝑢2 ∗  √𝛴𝑖2)
 

Here, 𝑢 represents the user's preference vector, and 𝑖 

represents the item's content vector. The cosine 

similarity measure calculates the cosine of the angle 

between the user preference vector and the item content 

vector, indicating their similarity. 

2. Scalability Limitations: 

Scalability limitations in movie recommendation systems 

arise due to the increasing number of users and the large 

volume of data that needs to be processed. One approach 

to address scalability is matrix factorization, which 

reduces the dimensionality of the user-item interaction 

matrix and captures latent factors. Singular value 

decomposition (SVD) is a commonly used matrix 

factorization technique. It decomposes the user-item 

interaction matrix into three matrices: 𝑈, 𝛴, and 𝑉. 

User-Item Matrix ≈  𝑈 ∗  𝛴 ∗  𝑉𝑇   

Here, U represents the user matrix, Σ represents the 

diagonal matrix of singular values, and V represents the 

item matrix. By reducing the dimensionality of the 

matrix, scalability can be improved, allowing faster 

processing and recommendation generation. 

To handle scalability, the model can employ techniques 

like singular value decomposition (SVD) or non-negative 

matrix factorization (NMF) to efficiently compute the 

lower-rank approximation of the user-item matrix. These 

techniques reduce the computational complexity and 

enable faster processing of recommendations in real-time 

environments. 

3. Data Sparsity: 

Data sparsity occurs when it becomes difficult to find 

reliable similar users or items due to the limited ratings 

provided by active users. To address data sparsity, the 

model can utilize collaborative filtering techniques to 

find similarities between users or items and make 

recommendations based on these similarities. 

One common approach is neighborhood-based 

collaborative filtering, where similar users or items are 

identified based on their ratings. Let's denote the set of 

similar users to user u as 𝑁(𝑢). The similarity between 

users can be computed using various metrics such as 

cosine similarity or Pearson correlation coefficient. The 

recommendation for user u can then be generated by 

aggregating the ratings of similar users: 

Predicted Rating for user u and item i = ∑ (𝑆𝑖𝑚(𝑢, 𝑣)  ∗

 𝑅[𝑣, 𝑖]) / ∑ 𝑆𝑖𝑚(𝑢, 𝑣) 

Here, 𝑆𝑖𝑚(𝑢, 𝑣) represents the similarity between users 

𝑢 and 𝑣, and 𝑅[𝑣, 𝑖] represents the rating of user 𝑣 for 

item 𝑖. 

 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑢, 𝑣)

=
𝛴((𝑅𝑢 −  Ȳ𝑢) ∗  (𝑅𝑣 −  Ȳ𝑣))

(√𝛴(𝑅𝑢 −  Ȳ𝑢)2 ∗  √𝛴(𝑅𝑣 −  Ȳ𝑣)2)
 

Here, 𝑅𝑢 represents the ratings given by user 

𝑢, Ȳ𝑢 represents the mean rating of user 𝑢, 𝑅𝑣 represents 

the ratings given by user 𝑣, and Ȳ𝑣 represents the mean 

rating of user 𝑣. The Pearson correlation coefficient 

measures the linear correlation between the ratings of 

users 𝑢 and 𝑣. 

By incorporating these mathematical models and 

equations, the comprehensive analysis and understanding 

of the challenges faced by movie recommendation 

systems, including the cold start problem, scalability 

limitations, and data sparsity, can be quantified and 

evaluated. These models provide a framework to assess 

the impact of these challenges on recommendation 

accuracy and guide the development of effective 

solutions. 

By employing these mathematical models and equations, 

the methodology provides a comprehensive analysis of 

the challenges faced by movie recommendation systems. 

It addresses the cold start problem through content-based 

filtering, scalability limitations through matrix 

factorization, and data sparsity through neighborhood-

based collaborative filtering. These mathematical 

formulations enable a deeper understanding of the 

challenges and lay the foundation for proposing 

innovative solutions to enhance recommendation 

accuracy and system performance in movie 

recommendation systems. 

Experimental Design: A set of experiments is designed 

to evaluate the impact of the identified challenges on the 
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performance of existing movie recommendation systems. 

Multiple metrics, such as recommendation accuracy, 

coverage, and diversity, are selected to measure the 

effectiveness of different approaches in addressing the 

challenges.  

3.3 Data Collection and Preprocessing: 

Preprocessing the MovieLens 20M dataset involves 

handling missing values, removing duplicates, and 

addressing data inconsistencies or noise to ensure the 

integrity and accuracy of the data. Let's discuss each step 

in detail, along with mathematical models and equations 

where applicable: 

1. Handling Missing Values: 

• Missing values in the dataset can occur when users 

have not provided ratings for certain movies. One 

approach to handle missing values is to impute 

them with appropriate values. One commonly used 

imputation technique is mean imputation, where 

missing ratings are replaced with the mean rating of 

the respective user or item. 

Mathematical Model: 

• Mean Imputation for User u: If a user u has missing 

ratings (R_u,m) for movie m, the imputed rating 

(𝑅_𝑖𝑚𝑝𝑢𝑡𝑒𝑑_𝑢, 𝑚) can be calculated as follows: 

𝑅𝑖𝑚𝑝𝑢𝑡𝑒𝑑𝑢
, 𝑚 = Mean(𝑅𝑎𝑡𝑖𝑛𝑔𝑠𝑢) 

• Mean Imputation for Item m: If an item m has 

missing ratings (R_u,m) by user u, the imputed rating 

(R_imputed_u,m) can be calculated as follows: 

R_imputed_u,m = Mean(Ratings_m) 

2. Removing Duplicates: 

• Duplicates in the dataset can occur when the same 

user rates the same movie multiple times or due to 

data entry errors. Removing duplicates ensures that 

each user-movie rating is unique and eliminates 

redundancy. 

Mathematical Model: 

• Duplicate Removal: For each user u and movie m, if 

there are multiple ratings (R_u,m) available, remove 

the duplicate ratings and keep only the unique rating. 

3. Addressing Data Inconsistencies and Noise: 

• Data inconsistencies or noise in the dataset can arise 

due to various factors, such as outliers, incorrect 

ratings, or data entry errors. It is important to identify 

and address these issues to ensure accurate analysis 

and reliable recommendations. 

• Outlier Detection and Removal: Statistical techniques 

like z-score or interquartile range (IQR) can be 

employed to identify outliers in the ratings. Outliers 

can be removed or adjusted to mitigate their impact 

on the analysis. 

• Data Consistency Checks: Perform consistency 

checks to identify any inconsistent or incorrect 

ratings. For example, ratings that are outside the valid 

rating range or ratings provided by users who have 

not engaged with the system for an extended period 

can be flagged for further investigation or removal. 

 Algorithm: Algorithm:  Preprocess MovieLens 20M 

Dataset 

Input: MovieLens 20M dataset Output: Cleaned 

and preprocessed dataset 

1. Handle Missing Values: 

• For each user u and movie m in the dataset: 

• If the rating Ru, m is missing (null or NaN): 

• Calculate the mean rating for user u: Meanu = 

Mean(Ratingsu) 

• Set the missing rating Rimputedu
, m to Meanu 

2. Remove Duplicates: 

• Create an empty set to store unique user-

movie rating pairs: 𝑈𝑛𝑖𝑞𝑢𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑠𝑆𝑒𝑡
 

• For each user u and movie m in the 

dataset: 

• If the rating 𝑅_𝑢, 𝑚 is not present 

in 𝑈𝑛𝑖𝑞𝑢𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑠𝑆𝑒𝑡
: 

• Add the rating 𝑅𝑢, 𝑚 to 

𝑈𝑛𝑖𝑞𝑢𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑠𝑆𝑒𝑡
 

• Else, remove the duplicate rating 

𝑅_𝑢, 𝑚 from the dataset 

3. Address Data Inconsistencies and Noise: 

• For each user u and movie m in the 

dataset: 

• Check for data inconsistencies or 

noise in the rating Ru, m: 

• If R_u, m is an outlier or 

inconsistent: 

• Adjust or remove the rating 

Ru, m from the dataset 

4. Return the cleaned and preprocessed 

dataset 

713



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(6s), 825–837 |  830 

 

Pseudo code: Preprocess MovieLens 20M Dataset 

function preprocessMovieLens20M(dataset): 

    // Step 1: Handle Missing Values 

    for each user u in dataset: 

        for each movie m in dataset: 

            if rating R_u,m is missing: 

                Mean_u = calculateMean(Ratings_u) 

                R_imputed_u,m = Mean_u 

    // Step 2: Remove Duplicates 

    Unique_Ratings_Set = empty set 

    for each user u in dataset: 

        for each movie m in dataset: 

            if R_u,m not in Unique_Ratings_Set: 

                Add R_u,m to Unique_Ratings_Set 

            else: 

                Remove R_u,m from dataset 

    // Step 3: Address Data Inconsistencies and Noise 

    for each user u in dataset: 

        for each movie m in dataset: 

            if R_u,m is an outlier or inconsistent: 

                Adjust or remove 𝑅𝑢, 𝑚 from dataset 

    return dataset 

3.4 Singular Value Decomposition (SVD) in the 

context of the MovieLens 20M dataset: 

Singular Value Decomposition (SVD) is a matrix 

factorization technique that decomposes a matrix into 

three separate matrices, allowing us to reduce 

dimensionality and capture latent factors. In the case of 

the MovieLens 20M dataset, we can apply SVD to the 

user-item interaction matrix to extract meaningful 

information. 

1. User-Item Interaction Matrix: Let's denote the user-

item interaction matrix as 𝑀, which represents the 

ratings given by users to movies. The matrix 𝑀 has 

dimensions of m x n, where m is the number of 

users and n is the number of items. Each element 

𝑀(𝑖, 𝑗) in the matrix represents the rating given by 

user 𝑖 to item 𝑗. 

2. Singular Value Decomposition (SVD): SVD 

decomposes the user-item interaction matrix M into 

three separate matrices: 𝑈, 𝛴, and 𝑉, such that 𝑀 =

 𝑈𝛴𝑉𝑇 . 

• User Matrix (U): The user matrix U has dimensions 

m x k, where k represents the desired reduced 

dimensionality. Each row 𝑈(𝑖, ∶) in U represents the 

latent factors associated with user i. The columns of 

U contain the corresponding singular vectors. 

• Diagonal Matrix of Singular Values (Σ): The 

diagonal matrix 𝛴 is a 𝑘 𝑥 𝑘 matrix, where 𝑘 

represents the reduced dimensionality. The 

diagonal elements of 𝛴 contain the singular values 

in descending order. These singular values quantify 

the importance of each latent factor. 

• Item Matrix (V): The item matrix 𝑉 has dimensions 

𝑛 𝑥 𝑘, where each row 𝑉(𝑗, ∶) represents the latent 

factors associated with item j. The columns of V 

contain the corresponding singular vectors. 

Mathematically, the SVD can be represented as: 𝑀 =

 𝑈𝛴𝑉𝑇 

3. Dimensionality Reduction: To reduce the 

dimensionality of the SVD representation, we can 

select the top-k singular values and corresponding 

singular vectors. This allows us to retain the most 

significant latent factors while discarding the less 

important ones. 

Let's denote the reduced matrices as 

𝑈′(𝑚 𝑥 𝑘′), 𝛴′(𝑘′𝑥 𝑘′), and 𝑉′ (𝑛 𝑥 𝑘′), where 

𝑘′ represents the reduced dimensionality. To achieve 

dimensionality reduction, we keep only the top-k' 

singular values and the corresponding columns in 𝑈 and 

𝑉. 

The dimensionality-reduced representation can be 

expressed as: 𝑀 ≈  𝑈′𝛴′𝑉′𝑇 

Here, 𝑈′ has dimensions 𝑚 𝑥 𝑘′, 𝛴′𝑖𝑠 𝑎 𝑘′𝑥 𝑘′diagonal 

matrix, and 𝑉′ has dimensions 𝑛 𝑥 𝑘′. These matrices 

represent the reduced-dimensional representations of the 

user-item interaction matrix. 

By applying SVD and dimensionality reduction, we can 

effectively capture the latent factors associated with 

users and items in the MovieLens 20M dataset. This 

allows us to address challenges such as the cold start 

problem, scalability limitations, and data sparsity, 

leading to improved recommendation accuracy and 

efficiency in movie recommendation systems. 

3.5 Cold start problem 

Let's explain how to address the cold start problem using 

the reduced-dimension U and V matrices obtained from 

Singular Value Decomposition (SVD), along with 

incorporating content-based filtering techniques. We'll 
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present the explanation using mathematical models and 

equations: 

1. Utilizing Reduced-Dimension 𝑈 and 𝑉 Matrices for 

Recommendations: After applying SVD to the user-

item interaction matrix, we obtain the reduced-

dimension U and V matrices, namely U' and 𝑉', 

respectively. These matrices capture the latent 

factors associated with users and items. 

To generate recommendations for new users or items, we 

can utilize these reduced-dimension matrices. The 

recommendation process involves calculating the 

predicted ratings based on the latent factors and 

similarities between users/items. 

Let's denote the latent factor vectors for a new user as 

𝑢𝑛𝑒𝑤and for a new item as 𝑣𝑛𝑒𝑤 . The predicted rating for 

the new user 𝑢𝑛𝑒𝑤and new item 𝑣𝑛𝑒𝑤can be computed as 

the dot product between their latent factor vectors and 

the corresponding columns of the reduced-dimension 

matrices U' and V': 

Predicted Rating(𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤) =  𝑢𝑛𝑒𝑤 ∗  (𝑉′)𝑇 ∗

 (𝑈′)𝑇 ∗  𝑣𝑛𝑒𝑤  

Here, (𝑉′)𝑇represents the transpose of the reduced-

dimension item matrix 𝑉′, and (𝑈′)𝑇represents the 

transpose of the reduced-dimension user matrix 𝑈′. The 

dot product of 𝑢𝑛𝑒𝑤and (𝑉′)𝑇captures the similarity 

between the new user and existing items, while the dot 

product of 𝑣𝑛𝑒𝑤and (𝑈′)𝑇captures the similarity between 

the new item and existing users. 

2. Incorporating Content-Based Filtering Techniques: 

To leverage the characteristics of items and user 

preferences, content-based filtering techniques can 

be incorporated into the recommendation process. 

Content-based filtering utilizes item features and 

user preferences to calculate similarity scores and 

enhance recommendation accuracy. 

Let's denote the feature vector of item 𝑣 as 𝑓𝑣, which 

represents the characteristics or attributes of the item 

(e.g., movie genre, actors, directors). Similarly, let's 

denote the preference vector of user 𝑢 as 𝑝𝑢, which 

represents the user's preferences or profile. 

To incorporate content-based filtering, we can calculate 

the similarity between the feature vector 𝑓𝑣of the item 𝑣 

and the preference vector 𝑝𝑢of the user u. One common 

similarity measure used is the cosine similarity: 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢, 𝑣) =
(𝑝𝑢 ∗  𝑓𝑣)

(||𝑝𝑢|| ∗  ||𝑓𝑣||)
 

Here, ||𝑝𝑢||and ||𝑓𝑣||represent the Euclidean norms of 

the preference vector and feature vector, respectively. 

By combining the predicted rating based on the reduced-

dimension 𝑈 and 𝑉 matrices with the content-based 

similarity scores, we can generate more accurate 

recommendations for new users or items. 

The final recommendation score for the new user-item 

pair (𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤)can be calculated as a weighted sum of 

the predicted rating and the content-based similarity 

score: 

𝐹𝑖𝑛𝑎𝑙 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤)

=  (1 −  𝛼)

∗  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔(𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤)

+  𝛼 

∗  𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤) 

Here, α is a weighting factor that determines the relative 

importance of the predicted rating and the content-based 

similarity score. By adjusting the value of α, we can 

control the balance between collaborative filtering (based 

on the reduced-dimension U and V matrices) and 

content-based filtering. 

By utilizing the reduced-dimension 𝑈 and 𝑉 matrices 

obtained from SVD and incorporating content-based 

filtering techniques, we can effectively address the cold 

start problem in movie recommendation systems. This 

approach leverages both collaborative and content-based 

information to generate accurate recommendations for 

new users or items, enhancing the overall 

recommendation quality. 

3.6 Scalability Limitations: 

To address scalability limitations in movie 

recommendation systems, one widely used technique is 

approximate matrix factorization. This technique aims to 

optimize the computation and recommendation 

generation in real-time environments with a high number 

of users. By utilizing the reduced-dimension U and V 

matrices obtained from Singular Value Decomposition 

(SVD), we can achieve efficient processing of large 

volumes of user-item interactions. 

One of the most recommended approaches for 

optimizing computation and recommendation generation 

in real-time environments is using matrix factorization 

with gradient descent optimization. This technique 

iteratively updates the elements of the U and V matrices 

to minimize the prediction error between the actual 

ratings and the predicted ratings. 

Here's an explanation of this technique in mathematical 

notation and equations: 

1. Objective Function: The objective is to 

minimize the prediction error between the 

actual ratings (𝑅𝑢, 𝑚)and the predicted ratings 

(\ℎ𝑎𝑡{𝑅}𝑢, 𝑚)obtained from the matrix 
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factorization. This can be achieved by 

minimizing the following objective function: 

𝐽 =  𝛴(𝑢, 𝑚)(𝑅𝑢, 𝑚 −  ̂ {𝑅}𝑢, 𝑚)
2

+  𝜆 (||𝑈||
2

+  ||𝑉||
2

) 

Here, 𝛴(𝑢, 𝑚) represents the sum over all user-item 

pairs, 𝜆 is a regularization parameter, and ||𝑈||
2
and 

||𝑉||
2
represent the 𝐿2 regularization terms to prevent 

overfitting. 

2. Update Rules: To minimize the objective 

function, we use gradient descent optimization 

to iteratively update the elements of the 𝑈 and 𝑉 

matrices. The update rules for 𝑈 and 𝑉 are as 

follows: 

𝑈′ =  𝑈 +  𝛼 (𝛻𝑈 −  𝜆𝑈)𝑉′ =  𝑉 +  𝛼 (𝛻𝑉 −  𝜆𝑉) 

Here, 𝑈′ and 𝑉′ represent the updated 𝑈 and 𝑉 matrices, 

𝛼 is the learning rate, 𝛻𝑈 and 𝛻𝑉 represent the gradients 

of the objective function with respect to 𝑈 and 𝑉, and 𝜆𝑈 

and 𝜆𝑉 are the regularization terms. 

3. Gradient Computation: The gradients of the 

objective function with respect to 𝑈 and 𝑉 can 

be computed as follows: 

𝛻𝑈 =  −2 𝛴(𝑢, 𝑚)(𝑅_𝑢, 𝑚 −  () ̂{𝑅}_𝑢, 𝑚)𝑉 𝛻𝑉 

=  −2 𝛴(𝑢, 𝑚)(𝑅_𝑢, 𝑚 

−  () ̂{𝑅}_𝑢, 𝑚)𝑈 

These gradients provide the direction in which the U and 

V matrices should be updated to minimize the prediction 

error. 

By iteratively updating the 𝑈 and 𝑉 matrices using the 

gradient descent optimization technique, we can 

efficiently process large volumes of user-item 

interactions and generate recommendations in real-time. 

This approach allows us to overcome scalability 

limitations and provide timely and accurate 

recommendations in movie recommendation systems. 

3.7 Datasparsity  

Let's explain how the reduced-dimension U and V 

matrices can be utilized to mitigate data sparsity 

challenges and employ neighborhood-based 

collaborative filtering techniques to enhance 

recommendation accuracy in mathematical terms: 

1. Utilizing Reduced-Dimension U and V Matrices 

for Data Sparsity: The reduced-dimension U 

and V matrices obtained from Singular Value 

Decomposition (SVD) capture the latent factors 

associated with users and items in a lower-

dimensional space. This representation helps 

overcome data sparsity challenges by 

identifying similar users or items based on their 

latent factor representations. 

Mathematically, let's consider the reduced-dimension 𝑈′ 

matrix (𝑚 𝑥 𝑘′) and 𝑉′ matrix (𝑛 𝑥 𝑘′), where 𝑘′ 

represents the reduced dimensionality. These matrices 

capture the latent factors associated with users and items, 

respectively. 

To mitigate data sparsity challenges, we can measure the 

similarity between users or items based on their latent 

factor representations. One common similarity measure 

is the cosine similarity. 

For two users 𝑢 and 𝑣, the cosine similarity 

(𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢, 𝑣)) can be calculated using the reduced-

dimension 𝑈′ matrix as follows: similarity(𝑢, 𝑣) =

 𝑈′(𝑢, ∶) •
𝑈′(𝑣,∶)

(||𝑈′(𝑢,∶)||∗ ||𝑈′(𝑣,∶)||)
 

Here, 𝑈′(𝑢, ∶) and 𝑈′(𝑣, ∶) represent the latent factor 

representations of users 𝑢 and 𝑣 in the reduced-

dimension U' matrix. The dot product (•) calculates the 

similarity between the two user vectors, and the 

denominators normalize the similarity values. 

Similarly, for two items 𝑖 and 𝑗, the cosine similarity 

(𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖, 𝑗)) can be calculated using the reduced-

dimension 𝑉′ matrix: similarity(𝑖, 𝑗) =  𝑉′(𝑖, ∶) •
𝑉′(𝑗,∶)

(||𝑉′(𝑖,∶)||∗ ||𝑉′(𝑗,∶)||)
 

Here, 𝑉′(𝑖, ∶) and 𝑉′(𝑗, ∶) represent the latent factor 

representations of items 𝑖 and 𝑗 in the reduced-dimension 

V' matrix. 

By calculating the cosine similarity between users or 

items, we can identify similar users or items with respect 

to their latent factors. This information can be utilized to 

improve recommendation accuracy and overcome data 

sparsity challenges. 

2. Neighborhood-Based Collaborative Filtering: 

Neighborhood-based collaborative filtering is a 

technique that utilizes the similarity between 

users or items to generate recommendations. It 

identifies a set of similar users or items, called 

the neighborhood, and uses their ratings or 

preferences to make recommendations. 

To employ neighborhood-based collaborative filtering, 

we need to define a threshold for similarity and select the 

top-k most similar users or items. 

For a given user u, we can identify the top-k similar 

users (𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)) based on the cosine similarity 

between their latent factor representations: neighbors(u) 

= top-k users with highest similarity(𝑢, 𝑣) 
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