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Abstract 
 
In this paper we present the design, implementation 

and evaluation of a simple, practical and cost effective 
localization solution, called Walking GPS, that can be 
used in real, manual deployments of WSN. We evaluate 
our localization solution exclusively in real deployments 
of MICA2 and XSM motes. Our experiments show that 
100% of the deployed motes localize (i.e,. have a location 
position) and that the average localization errors are 
within 1 to 2 meters, due mainly to the limitations of the 
existing commercial GPS devices. 
 
1. Introduction 

 
Wireless Sensor Networks (WSN) have generated a lot 

of interest recently. The interest, initially in the academic 
community, was due to the challenging research problems 
posed by these devices with very limited resources (e.g. 
memory, processing power, radio bandwidth, energy). 
More recently, due to the tremendous potential of WSN in 
military, civil and industrial applications, real 
deployments of these networks have become imminent.  

Many elegant and clever solutions have been proposed 
and evaluated in simulators and real system deployments, 
for several of the problems present in the WSN. Among 
these problems are energy conservation, efficient data 
placement and aggregation, programming paradigms and 
topology control. However, despite the attention it has 
received, accurate localization is a problem that remains 
unsolved in a real, ad-hoc deployment, without 
sophisticated, expensive hardware. In this paper we 
present a solution to this problem, when manual 
deployment is an option. 

In many applications it is envisioned that WSN will be 
deployed from Unmanned Aerial Vehicles. In the 
meantime, manual deployments have been prevalent and 
the employed localization solutions have used some 
variant of associating the sensor node ID with prior 
knowledge of that ID’s position in the field.  

We propose in this paper a solution, called Walking 
GPS, in which the deployer (either person or vehicle) 
carries a GPS device that periodically broadcasts its 
location. The sensor nodes being deployed, infer their 
position from the location broadcast by the GPS device.  

The main contribution of this paper is that we present 
the design, implementation and the real world evaluation 
of a solution for the localization of wireless sensor nodes 
that are deployed manually in the field. Our solution is 
simple, cost effective and has very little overhead. Despite 
the simplicity of the idea, many system design and 
implementation issues had to be addressed in order to 
make the solution work and be efficient. We further 
hypothesize that the lessons learned from our experience 
can be extended to aerial deployments, for an initial, 
coarse localization. 

The rest of the paper is structured as follows. In the 
second section we present related work, emphasizing 
research that focused on real system implementations. We 
present the system design and architecture of our Walking 
GPS localization solution in section three and the 
implementation of the system in section four. We present 
our extensive experimental results in section five and 
conclude in section six by summarizing the main 
contributions and propose future extensions of our 
solution. 
 
2. Related Work 
 

Recent developments, driven by both industrial and 
academic research, continuously expand the applicability 
of sensor networks at an unprecedented momentum. The 
inherent interaction between sensor networks and the 
physical world makes location-awareness one of the 
essential services for many emerging applications such as 
location-based directory service (e.g., GHT) [1] and entity 
tracking [2]. In response, many algorithms have been 
proposed to address the localization problem in sensor 
networks. 

Among these solutions, some of them are designed 
under certain assumptions and mostly evaluated in 



 

simulation environments. For example, the Amorphous 
positioning algorithm proposed in [3] uses offline hop-
distance estimations and multilateration to estimate nodes’ 
locations, assuming an isotropic RF radio. The APIT 
positioning algorithm [4] is a scheme in which a node 
infers its position based on the possibility of being inside 
or outside of a triangle formed by any three anchors . In 
this scheme, more powerful anchors, that cover the entire 
deployment area, are required. In the Received Signal 
Strength Indicator (RSSI) techniques (RADAR [5] and 
SpotOn [6]), either theoretical or empirical models are 
used to translate signal strength into distance estimates. 
These approaches show promising results in simulation 
and controlled laboratory environment. However, in 
practice, many empirical studies [7] [8] [9] demonstrate 
that in most environments, RF radio is not isotropic and 
there is, actually, no connection between the signal 
strength degradation and the distance an RF signal travels.  

Another set of solutions use Time of Arrival (TOA) [10] 
and Time Difference of Arrival (TDOA) [1] [11] [12] 
techniques to obtain pair-wise distances. These techniques 
demonstrate high accuracy in localization in real 
deployment. However, they require extensive 
infrastructure support, such as GPS in [10], high per-node 
cost as in Cricket [11] [12] and AHLos [13]. In addition, 
the limited range of ultrasound (normally 7 – 10 meters) 
used in TDOA, imposes the requirement of a high-density 
anchor nodes, which makes the overall system cost for 
localization prohibitively high for large scale sensor 
networks.  

Recently, mobile robots have been utilized as an 
effective instrument to localize sensor nodes [14] [15].  
Although the ideas are similar to those in this paper, due 
to the significant discrepancy in the deployment 
configuration, their designs currently require a fine-tuning 
of parameters, in order to achieve a high accuracy. This 
tuning may prove to be problematic for a non-expert. 

In view of various limitations exhibited by current 
localization schemes, we aim to find a practical solution 
that not only provides high localization accuracy in a 
running system, but also requires very low system cost.   
 
3. System Architecture 
 

In this section, we present the architecture of our system,  
and the design decisions we encountered. We support our 
decisions with background material and a description of 
the internals of our software components. 

An alternative to the Walking GPS localization scheme 
is enabling each sensor node with GPS capabilities. This 
monolithic solution is both expensive and inefficient.  

In the Walking GPS architecture, however,  the system 
is decoupled into two software components: the GPS 
Mote and the Sensor Mote. A UML deployment diagram 
is shown in Figure 1. 

Sensor Mote

Localization

GPS Mote

GPS

 
 

Figure 1. Software components for the Walking 
GPS scheme 

 
The GPS Mote runs on a MICA2 mote. The mote is 

connected to a GPS device, and outputs its location 
information at periodic intervals. The Sensor Mote 
component runs on all sensor nodes in the network. This 
component receives the location information broadcast by 
the GPS Mote and infers its position from the packets 
received. 

This architecture enabled us to push all complexity 
derived from the interaction with the GPS device to a 
single node, the GPS Mote, and to significantly reduce the 
size of the code and data memory used on the sensor node. 
Through this decoupling, a single GPS Mote is sufficient 
for the localization of an entire sensor network, and the 
costs are thus reduced. 

A relatively simple design for the GPS Mote would 
have been to periodically broadcast the actual GPS 
location received from the GPS device. A GPS location is 
represented by a latitude and a longitude, which are 
angular measures from the Equator to North or South, and 
Prime Meridian to East or West, respectively. Due to the 
relatively small size of a sensor network (hundreds to a 
few thousand meters), the use of global (i.e. GPS) 
coordinates is very inefficient. The inefficiency stems 
from the size of the packets used for passing location 
information – a significant portion of the location is likely 
to be the same for all sensor nodes – as well as from the 
computational costs encountered when aggregating data, 
e.g., triangulation of several GPS coordinates  for 
positioning a target. 

In order to reduce the overhead incurred when 
exchanging data containing global GPS coordinates (the 
GPS coordinates take 11 bytes out of 29 bytes, which is 
the payload size of a TinyOS packet), we decided to use a 
local, Cartesian, coordinate system. This local coordinate 
system of reference, which uses linear units, is better 
suited for WSN, than a global coordinate system.  

A local coordinate system is built from a global system, 
that uses GPS coordinates, in the following way: the local 
system of reference has an origin (called a Reference 
Point) specified in terms of global coordinates (GPS 
coordinates). The distance between this Reference Point 
(with coordinates λ1 and ϕ1)  and another point, with a 
GPS location specified by λ2 and ϕ2 , can be computed as 
follows [16]: 
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are conversion factors that represent the distances for 1 
degree change in latitude and longitude, respectively. The 
unit of measure is meter/degree. The parameters in the 
above formulas are: a=6,378,137 meters, 
b=6,356,752.3142 meters and h is the height over the 
ellipsoid. The influence of h on the conversion factors is 
minimal and a value of 200 meters is assumed. The X and 
Y coordinates of the point with a GPS location specified 
by λ2 and ϕ2 are given by the two additive terms in (1). 
The Y-axis of the local coordinate system is oriented in 
the North/South direction and the X-axis in the East/West 
direction. All variables specified in (1), (2) and (3)  (i.e., λ, 
ϕ and h) can be directly obtained from a commercial GPS 
device. The result of our design is that the GPS Mote 
transforms the global coordinates received from the GPS 
device into local coordinates and broadcasts these local 
coordinates. 

The localization scheme that makes use of the Walking 
GPS solution has two distinct phases:  
- the first phase is during the deployment of the sensor 
nodes. This is when the Walking GPS solution takes place. 
The carrier (soldier or vehicle) has a GPS-enabled mote 
attached to it; the GPS-enabled mote periodically beacons 
its location; the sensor nodes that receive this beacon infer 
their location based on the information present in this 
beacon. 
- the second phase is during the system initialization. If at 
that time, a sensor node does not have a location, it will 
ask its neighbors for their location information. The 
location information received from neighbors is used in a 
triangulation procedure by the requester, to infer its 
position. This second phase enhances the robustness of 
the scheme. 

The internals of the two components running on the 
GPS Mote and on the Sensor Mote, are described further 
in the following subsections. 
 
3.1. GPS Mote 
 

A GPS Mote without a Reference Point is in an 
Uninitalized state. No messages are sent by the GPS Mote, 
as long as it is in this state. A Reference Point can be 
obtained either through radio communication, or from 
flash memory. Once a Reference Point is obtained 
through radio, it is also stored in the flash memory. A 
GPS Mote with a Reference Point is in an Initialized state. 

The state transition diagram for the GPS Mote is shown 
in Figure 2, below. 

 

 
 

Figure 2. State transition diagram for the GPS 
Mote 

 
The initialization of the GPS Mote is done by sending a 

packet of type INIT_GPS, with a format shown in Table 1. 
In addition to the latitude and longitude of the Reference 
Point, two more parameters are sent: the sending power 
and the sending period.  
 

Table 1. INIT_GPS message format 
 

Reference 
Point Latitude 

Reference Point 
Longitude 

Sending 
Power 

Sending 
Period 

4 bytes signed 
integer 

4 bytes signed 
integer 

1 byte 
unsigned 

2 bytes 
unsigned 
integer 

 
The sending power is used for limiting the 

communication range of the GPS Mote. The intent is that 
only the motes in the vicinity of the deployer receive the 
localization information. The sending period describes the 
frequency with which the localization packets are sent. 
This frequency is correlated with the speed of deployment. 

The format for the latitude and longitude of the 
Reference Point is an optimized for space version of the 
more general dom’ss.ss” format (degrees, minutes, 
seconds). The unit for the 4-byte format that we use is the 
1/1000 of a second and the formula for computing it, is 
the following: 

 
coord = d * 36 * 105 + m * 6 * 104 + ss.ss * 103 

 
When an INIT_GPS packet is received, its information 

is stored in the flash memory, to be available after a 
system reset. A packet of type RESET puts a GPS Mote 
back into an Unitialized state, and erases the portion of 
the flash memory that stores the Reference Point, Sending 
Power and Sending Period. 

 The GPS Mote sends location information by 
broadcasting an INIT_LOCALIZATION packet, with the 
format shown in Table 2. 

Besides the X and Y coordinates, the GPS Mote 
broadcasts the GPS coordinates of the Reference Point as 
well. We chose this design because the base stations are 
also deployed using the Walking GPS solution. 

 
 



 

Table 2. INIT_LOCALIZATION message format 
 

Reference Point 
Latitude 

Reference Point 
Longitude 

X Coord. Y Coord. 

4 bytes signed 
integer 

4 bytes signed 
integer 

2 bytes 
signed 
integer 

2 bytes 
signed 
integer 

 
The base stations can be queried for the reference point 

of the local coordinate system, hence that is the reason for 
broadcasting it as part of the INIT_LOCALIZATION 
packet. Thus, the Reference Point information, present in 
the INIT_LOCALIZATION packets, is only used by base 
stations. 
 
3.2. Sensor Mote 
 

The Sensor Mote can also be in one of two states: 
Initialized (if location information is present) or 
Uninitialized. The state transition diagram for the Sensor 
Mote is shown in Figure 3, below: 

 

 
 

Figure 3. State transition diagram for the Sensor 
Mote 

 
A Sensor Mote can become Initialized in one of two 

circumstances: a) if it receives an INIT_LOCALIZA-
TION message (event that can happen during the Walking 
GPS phase of our localization scheme) or b) if the sensor 
node sent a HELP_REQUEST message and neighboring 
nodes reply with HELP_REPLY messages (event that can 
happen during the system initialization phase). If a sensor 
node enters the  system initialization phase and it does not 
have a location (which was supposed to have been 
acquired as part of the Walking GPS), then the sensor 
node broadcasts a packet of type HELP_REQUEST. 
Neighboring nodes that have a location respond by 
broadcasting packets of type HELP_REPLY, with the 
format shown in Table 2. A sensor node that sent 
HELP_REQUEST messages, stores the HELP_REPLY 
responses in a buffer and computes its own location at the 
centroid of the locations received from its neighbors. 

After obtaining the location information, a sensor node 
stores its location in flash memory, to be available after a 
system reset. If a RESET packet is received the location 
information is erased from the flash and the sensor node 
becomes Unitialized. 

For Sensor Motes, we provided support for two 
methods of deployment:  

- ON_AT_DEPLOYMENT, or the first deployment type, 
is the type of deployment in which a sensor node is 
powered on right before it is deployed (the deployer 
reaches the point of deployment, then turns on the power 
and places the mote on the ground). 
- ON_ALL_THE_TIME, or the second deployment type, 
is the type of deployment where the sensor node is 
powered all the time. This second scenario is more 
convenient for the deployer (no mechanical switches to be 
turned on/off), and more likely to be used in a real world 
deployment, however it is more challenging, since the 
sensor node needs to infer its location from a set of 
beacons containing, most likely, different locations.  

The complexity associated with the two deployment 
types, is different. For the case in which the sensor nodes 
are turned on right before the deployment, the solution is 
trivial. The first received INIT_LOCALIZATION packet 
provides the actual location. When the sensor nodes are 
on all the time, they need to infer from the RSSI value the 
time when they were deployed. In order to achieve this, 
we use a circular buffer with a window size of 4, which 
stores location information received in the 
INIT_LOCALIZATION messages. Two configurable 
parameters are used: a minimum RSSI value (called 
Lower Bound RSSI), below which the sensor mote no 
longer accepts localization packets (this reduces the risk 
of receiving messages from GPS Motes that are far away) 
and an interval RSSI (called Delta RSSI). We employ a 
moving average computation for the packets present in the 
circular buffer. A subsequent INIT_ LOCALIZATION 
message is accepted if its RSSI is in the interval [Avg. – 
Delta RSSI, Avg. + Delta RSSI]. In order to obtain its 
location, a sensor node goes back in the circular buffer, a 
configurable number of entries (currently two) and 
retrieves the location present in that entry in the buffer.  
 
4. System Implementation 

 
The Walking GPS localization scheme requires that the 

deployer has a GPS Mote attached to it. We built a 
prototype, called the GPS Mote assembly, that can be 
worn during the deployment. This prototype consists of a 
GPS device mounted on top of a bicycle helmet. The GPS 
device is connected through and RS232 cable to the GPS 
Mote that is attached with a velcro to a wristband. Figure 
4 illustrates the prototype. 

For the GPS device, we used the eTrex Legend [17] 
device produced by Garmin. The GPS device is WAAS 
(wide-area augmentation system) enabled, and it provides 
updated location information with high accuracy (error < 
3 meters), at a rate of 1Hz. Our choice to use a 
commercial GPS device for experiments was due to its 
ease of use and seamless integration. We also 
implemented a miniaturized version of the GPS Mote 
using the MTS420CA sensor board from Crossbow Inc. 



 

[18]. We have not performed extensive performance 
evaluation experiments to assess the accuracy of location 
information obtained from the miniaturized version of the 
GPS Mote. For our deployment method (used in the 
Walking GPS scheme) the miniaturization was not an 
important factor. 

 

 
 

Figure 4. GPS Mote assembly 
 

We performed tests on MICA2 motes and on the newer 
generation of motes, called XSM, from Ohio State 
University and Crossbow [19]. We used both platforms as 
Sensor Motes. For the GPS Mote, we only used MICA2 
motes. 

Several parameters were used for performance tuning. 
For the GPS Mote, the sending power of the radio was set 
for all experiments to 0xA and the rate at which the 
beacons were sent was set to 3Hz, unless the experiment 
(described in the following section) indicates a different 
value. For the Sensor Mote, two parameters were used: 
the Lower Bound on the RSSI value (packets with a signal 
strength smaller than the threshold were discarded), and 
the Delta RSSI, both explained in the preceding section. 
We provide the values of these parameters in an 
ADC_Count unit, which is a measure of the signal 
strength associated with a received radio packet. Both, 
MICA2 and XSM motes use a Chipcon CC1000 radio and 
the formulas for converting the ADC_Count unit to S.I. 
unit (dBm) is [20]: 

 
/1024ADC_CountsVV batteryRSSI ×=   

49.2V51.3RSSI RSSIdBm −×−=  

 
The values of the Lower Bound RSSI and Delta RSSI 

parameters, in ADC_Count units, are given in Table 3. 
We implemented the Walking GPS localization scheme 

in nesC (approximately 1500 lines of code) for the 
TinyOS operating system. For the GPS Mote, the total 
code size was approximately 17KB and the data size was 
595 bytes. The code size for the Sensor Mote module was 

972 bytes and the data size was 117 bytes. The code has 
been released and it is available at [21] [22] .  

 
Table 3. Sensor Mote parameter values used in 

experiments 
 

 Lower Bound RSSI Delta RSSI 
MICA 2 200 50 

XSM 35 5 
 
 

5. Performance Evaluation 
 
In this section we present the experimental results 

obtained from the evaluation of the Walking GPS 
localization scheme. In order to better understand the 
performance of each individual component of our system, 
we first evaluated each component separately. In the 
second part of our experiments, we evaluated the system 
in its entirety. 
 
5.1. GPS Mote 
 

The purpose of this experiment was to evaluate the 
accuracy of the GPS device and the precision of the 
transformation performed on the global GPS coordinates, 
in order to obtain the local coordinates (i.e., Cartesian). In 
this experiment we did not evaluate the Sensor Mote part 
of the Walking GPS scheme. The results are shown in the 
Figure 5. 

 
 

Figure 5. Walking in a straight path, then a loop 
 

The experiment consisted in walking with the GPS 
Mote assembly in a straight alley, for approximately 215 
meters, then turning left and following a U-shape path, 
going around a parking lot. The walk was performed at a 
speed of about 1.3 meters/sec and the rate with which the 
initialization beacons were sent was 2Hz. The average 



 

accuracy, as indicated by the Garmin GPS device, was 
approximately 4 meters. The beacons were received by a 
base station attached to a laptop, which were carried 
during the entire experiment. The starting point was in the 
upper right part of the graph: 

In Figure 5, as well as in the figures that follow, the 
Cartesian coordinate system is aligned to the North-South 
and East-West directions. The X-axis represents the East-
West direction and the Y-axis represents the North-South 
direction. 

To further verify the validity of the experimental data, 
we superimposed the trajectory obtained in the 
experiment onto an aerial map [23]  of the area where the 
experiment took place. The result in shown in Figure 6. A 
very good match can be observed, between the 
experimental data and the reality in the field. 

 

 
 

Figure 6. Super-imposing Figure 5 on an aerial 
map 

 
 

 
Figure 7. Linear fit for a portion of the path, 

shown in Figure 5. 
 

For estimating the average error present in the 
localization, the portion of the experimental data, shown 
in Figure 5, that represented the walking in a straight path 
(not including the U-shape), was used in a regression 
linear fit. The result of the linear fit as well as the upper 
and lower 99% confidence limits, are shown in Figure 7. 

From the linear regression analysis we obtained a 
coefficient of determination (R2) of 0.99952, i.e., 99.9% 
of the variability can be explained by the linear model. 
The value for Mean Square Error (MSE) was 1.782m2. 
This indicates an approximate error in localization on the 
order of 1 – 1.5 meters.  

 
5.2. Sensor Mote 

 
The purpose of this experiment was to evaluate the 

performance of the second component of the Walking 
GPS scheme, namely the Sensor Mote. In this experiment 
we did not evaluate the GPS Mote part of the Walking 
GPS scheme.  

For this experiment we used 30 MICA2 motes as 
Sensor Motes. The test was performed outdoors. For this 
experiment, we configured the GPS mote to not use the 
actual readings of the GPS device. In this mode, called the 
“debug” mode, the X-coordinate is incremented with each 
broadcast, and the Y-coordinate has a value of 0 at all 
times. This allowed us to better identify the exact packet 
that is used by the Sensor Mote for inferring its location. 

We performed the experiment 30 times, for each 
receiving mote. The beacons, containing location 
information, were sent at a rate of 1Hz. We used a lower 
rate because we wanted to control the timing when each 
mote was deployed. Using a lower rate enabled us to 
better synchronize the actual deployment with the 
occurrence of a particular beacon. The Sensor Motes were 
deployed at the same physical location, at approximately 
the time when the 18th initialization beacon was sent. In 
Figure 8, we show the number of motes for all X-
coordinates that were obtained during the experiment. 
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Figure 8. Number of motes for each X-coordinate 

 
From Figure 8 it can be seen that, with a relatively good 

accuracy, the sensor motes inferred the correct location. 



 

There is little variability in the value of the X-coordinate 
and this can be explained by our deployment process – we 
attempted to deploy each mote at the correct beacon 
number (the 18th) – however this procedure was not very 
rigorous. The small variability in the X-coordinate values, 
present in Figure 8, indicates a relatively good control in 
choosing which packet (among the ones present in the 
circular buffer) is used for determining the actual location. 
Empirical evaluations can provide insights regarding the 
length of the circular buffer and which entry from the 
buffer would best approximate the actual deployment 
location. For these evaluations, various deployment 
scenarios need to be considered (e.g., the speed with 
which the deployer moves, the rate at which the GPS 
device computes a new location and locations are 
broadcast, type of motes used in the deployment). 

 
5.3. Deployment 

 
The Walking GPS solution was evaluated in an open 

field, as shown in Figure 9. For an easier estimate of the 
localization error, we marked a 6x5 grid on the ground 
and we deployed the sensor motes in this grid. We want to 
emphasize the fact that the deployment being done in a 
grid was not used in any way during our localization. A 
deployment in any other regular geometric shape could 
have been performed. We used a grid because it was easy 
to create and it was easier to visually assess the 
performance. 
 

 
 

Figure 9. Field where the experiments took place 
 

We performed an experiment to verify, using only the 
GPS Mote, the grid marked on the ground. This 
experiment was similar in nature with the one shown in 
Figure 5. The walk was done on the grid marked in the 
field. This time the walk with the GPS assembly was for 
shorter distances and alternating directions, at a speed of 
about 1 meter/second. The localization packets were 
stored on a laptop, carried during the walk. The result of 
the experimental evaluation is shown in Figure 10.  

The starting point was the upper-left corner, 
approximately at the (0, 0) coordinate. The path shown in 
Figure 10, was followed in all the following experiments 
as well. From Figure 10 we can observe a good fit 
between the experimental data and the path that was 

followed. In the experiments that follow, we provide 
numeric localization errors by performing a manual best 
fit of a strict grid with unit 10 meters, to the experimental 
data. The average localization error is defined as follows: 
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where (xi, yi) is the coordinate obtained experimentally for 
the i-th mote, (xi

grid, yi
grid) is the coordinate of the i-th 

mote on the fitted grid, and N = 30 in our experiments. 

 
Figure 10. Walk with the GPS Mote along the grid 

 
It is critical in understanding the following experimen-

tal results to note that the average location errors are not 
with respect to the “ground truth” location, but rather are 
relative to the known geometry of the deployment grid. 

 
5.4. Integrated System - First Deployment Type 

 
In this experiment we evaluated the entire system, 

consisting of 30 MICA2 motes that were deployed in the 
aforementioned grid. Each mote was turned on at its place 
of deployment, right before being deployed. This was 
described above as the First Deployment Type. The first 
localization packet provided the location of the receiving 
mote. The experimental results are shown in Figure 11. 

The average localization error obtained from fitting a 
grid to the experimental data is 0.8 meters with a standard 
deviation of 0.5 meters. From Figure 11, as well as from 
the numerical results of the localization error, it can be 
observed a remarkably good fit. In this deployment type 
the errors are only due to the estimation of the global 
coordinate, done by the GPS hardware. 

 



 

 
Figure 11. System deployment using the first 

deployment type 
 
 
5.5. Integrated System - Second Deployment Type 

 
The purpose of this experiment was to evaluate the 

performance of the second deployment type. In this 
experiment the sensor nodes were powered on all the time. 
The experimental results are depicted in Figure 12. 

The localization error obtained from fitting a grid to the 
experimental data is 1.5 meters with a standard deviation 
of 0.8 meters. The average localization error is larger than 
in the experiment where the nodes were turned on right 
before deployment. 

 
Figure 12. System deployed using the second 

deployment type 
 

The less accurate location is due to the incorrect 
inference of the exact moment a sensor node was 
deployed. The same effect was observed and depicted in 
Figure 8, where there was some variance in the value of 
the X-coordinate. Nevertheless, an average localization 
error of only 1.5 meters is very good for deployments of 
sensor nodes not equipped with specialized hardware. 

5.6. Integrated System – Dual Deployer 
 
The purpose of this experiment was to evaluate the 

performance of the Walking GPS localization scheme 
when using two commercial GPS devices (the same 
model however). A GPS device, as any other hardware 
device is dependent on calibration. Even after stringent 
calibration procedures, some variability in the indicated 
location is expected. From the direct reading of the global 
GPS location as shown by two GPS devices positioned 
next to each other, differences on the order of 1/1000 of a 
minute and sometimes even 1/100 of a minute, were 
observed. It was anticipated that these differences will 
contribute to an even larger localization error. 

The deployment in this experiment was done along the 
length of the grid field (lines containing 6 motes). Three 
of the vertical lines (the middle and the two extreme ones) 
were deployed using one of the GPS devices, the other 
two vertical lines were deployed using the second GPS 
device. The experimental results are shown in Figure 13. 

 
Figure 13. System deployment using two GPS 

devices 
 

The localization error obtained from our fitting of a grid 
to the experimental data is 1.6 meters with a standard 
deviation of 0.9 meters. In this deployment scenario, the 
average localization error is the largest. In addition to the 
errors encountered in previous experiments, here, the GPS 
device calibration has an additional contribution. When 
comparing the results of this experiment with the previous 
one, in which only one GPS device was used, it can be 
observed that the effect the device calibration has on 
location error was relatively small, of about 0.1 meters. 
 
6. Tracking Application 

 
The proposed Walking GPS localization solution has 

been integrated and tested with a target tracking 
application [2] developed in our research group. A 
screenshot of the tracking application is shown in Figure 



 

14. The experiment used 32 XSM motes, deployed in a 
parking lot, approximately 8 meters apart (spacing was 
not rigorous). 

 

 
 

Figure 14. Target tracking application using 
Walking GPS 

 
We observed a very good match between the locations 

reported by the tracking application and the real 
deployment of the nodes. We do not provide exact 
localization errors, due to the irregular deployment (the 
spacing was only approximate). 
 
7. Conclusions and Future Work 

 
In this paper we presented the design, implementation 

and the evaluation of a localization solution that can be 
used in situations in which WSN are deployed manually. 
The method to deploy sensor nodes manually is currently 
used in several projects and there are scenarios of real 
system deployments, where the manual deployment is, 
still, the only viable solution. Our proposed solution has 
very little overhead and it is cost effective.  

The experience from the development of the current 
system can be further used in future research that will 
address the aerial deployment. Considering the sensor 
deployment rate, deployment altitude, sensor trajectory 
and the actual location at the beginning of deployment, 
some coarse location information can be inferred using 
our solution, giving a starting point for finer and more 
granular localization schemes. 
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Many middleware services for sensor network applications have been developed successfully.  
Localization - finding the position of sensor nodes - remains one of the most difficult research 
challenges to be solved economically and practically. 
 
Our answer to this challenge is a localization system called Spotlight.  This system employs an 
asymmetric architecture, in which field motes do not need any additional hardware than what 
they currently have.  All sophisticated hardware and computation reside on a single Spotlight 
device.  We demonstrate that this localization is much more accurate than the range-based 
localization schemes and that it has a much longer effective range than the solutions based on 
ultrasound/acoustic ranging.  Meanwhile, since only a single sophisticated device is needed to 
localize the whole network, the amortized cost will be much smaller than the cost to add 
hardware components to individual sensors. 
 
The general idea of the Spotlight technique is to use a sophisticated spotlight device to generate 
controlled events that assist the localization of sensor nodes.  An event could be, for example, the 
presence of light in an area.  Using the time when an event is perceived by a sensor node the 
sensor node can be inferred.  We envision, and depict in Figure 1, a sensor network deployment 
and localization scenario as follows: wireless sensor nodes are randomly deployed from a 
helicopter.  A device (e.g. helicopter) flies over the network and generates light events over 
predefine traces.  The sensor nodes detect the events and report to a base station the times when 
the events were detected.  The base station computes the location of the sensor nodes.  

 

 
 

Figure 1: Localization of a sensor network using the Spotlight system 
 

Formally, suppose that space A contains all sensor nodes Ni, and each node Ni is located at Pi(x, 
y, z).  To determine Pi(x, y, z), a spotlight localization system needs to support three major 
functions as shown in Figure 2,  namely a Detection Function D(e), an Event Distribution 
Function E(t) and a Localization Function L(t).  The Detection Function D(e) is supported by the 
sensor nodes.  It is a sensing module to determine whether an external event happens or not.  The 
Localization Function L(t) and the Event Distribution Function E(t) are supported by a spotlight 
device.  The Localization Function is an aggregation algorithm, which calculates the intersection 
of multiple sets of points.  The Event Distribution Function E(t) describes the locations of the 



events (e.g. light spots) within the space A  over a certain period of time.  We implement multiple 
realizations of the E(t) function including Point Scan, Line Scan and Space Cover.  Since the E(t)  
function  is only realized at the spotlight device, its complexity  is transparent to sensor nodes.  
 

 
 

Figure 2: Spotlight system architecture 
 

With the support of the three functions, the localization scheme proceeds as follows: 
 
1. A spotlight device distributes events into the space A over a period of time. 
2. During the event distribution, sensor nodes record the time sequence T = {t1, t2 ... tn} when they 
detect the event. 
3. After the event distribution, each sensor node sends the detection time sequences to the 
spotlight device. 
4. The spotlight device estimates the location of sensor nodes, using the time sequence T and the 
known E(t) function. 
  

 
 

Figure 3: Spotlight System implementation 
 
As shown in Figure 3, during this demonstration, we use a NEC MultiSync MT1030 projector 
connected to a DELL laptop.  By projecting light to a vertical Veltex board, we distribute well-
controlled events to the Mica2 motes attached to the board.  Specifically, we will demonstrate the 
localization process of the point scan, line scan and area cover.  We will also provide insights into 
how this localization scheme can be successfully applied to realistic outdoor environments. 
 
    © Copyright by Tian He, Radu Stoleru and John A. Stankovic All Rights Reserved 



Achieving Realistic Sensing Coverage
in Wireless Sensor Networks

Joengmin Hwang, Tian He, Yongdae Kim
Department of Computer Science, University of Minnesota, Minneapolis

1 Introduction

Despite the well-known fact that sensing patterns in reality
are highly irregular, researchers continue to develop protocols
with simplifying assumptions about the sensing. For example,
a circular 0/1 sensing model [2] is widely used in most existing
simulators and analysis. While this model provides high-level
guidelines, it could cause wrong estimation of system perfor-
mance in the real world.

Our answer to this issue is a sensing area modeling tech-
nique, which obtains the coverage of sensor nodes through event
training. The main idea is using discrete controlled events to
identify the sensing coverage based on event detection results
by individual sensor nodes. A key architectural advantage of
this approach is a lightweight design in sensor node with mini-
mal overhead. Besides communication, each sensor node only
needs to support a simple detection function (with optional time
synchronization requirement). We evaluate our model using a
physical experiment on a testbed consisting of 40 MicaZ motes.
Our evaluation results shows we can identify the sensing area
with low error rate with simple training method.

2 Sensing Area Modeling

In this section, we introduce the design of our system at the
architectural level.

2.1 Assumptions

We assume that we can generate controlled events with
known time and location. This can be done through two ap-
proaches. First, events can be generated by using real targets.
For example, one or multiple robots can move along predefined
traces to activate PIR motion sensors in the field. Other events,
such as vibration and sound, can be generated similarly. Sec-
ond, the controlled events can be injected using special devices
such as infrared radiation generator, Spotlight [1] and our pro-
totype system described. Since the methods to generate con-
trolled events are diversified, we intentionally describe our ap-
proach conceptually independent of the concrete method used.
The targeted application scenarios are 1) to identify the cover-
age of motion sensors with a room, 2) to discover blind spots in
a surveillance area, and 3) to compensate the irregularity of tiny
proximity sensors used for paper-edge detection in printers.

2.2 Main Idea

The main idea of our training-based modeling approach is to
generate controlled events in the space where the sensor nodes
are deployed. An event could be, for example, the presence
of an object in an area or a light spot projected on a plate of
sensors. Formally, an event can be defined as a detectable phe-
nomenon e(t, p) that occurs at time t and at location p ∈ A ⊂R

k

(k = 1,2,3). Without loss of generality, we use k = 2 in the rest
of the paper. An event is said to be controlled if we can enforce

a relationship between the time t and location p. In other words,
a set of controlled events can be described as the event locations
over the discrete time: G : R → R

2, where G(t) = pt = (xt ,yt)
where t ∈ {t1,t2, ...,tn}.

It consists of two major parts: an event generator G and a
set of sensor nodes ni (i ∈ N). The event generator G could
be a single device or multiple distributed devices that can gen-
erate a sequence of controlled events e(t, p) with known spa-
tiotemporal correlation G(t) = p(xt ,yt). We define Si(t, p) as
the detection function of node ni. If node ni can detect event
e(t, p), Si(t, p) = 1, otherwise Si(t, p) = 0. In case of detection,
sensor nodes store the timestamp t locally. By the end of train-
ing, a sensor computes the location of all events it detects by
inputting the timestamps into G(t). Therefore, a set of times-
tamps Ti = {t i

1,t
i
2, . . . ,t i

n} stored in node ni can be converted to

a set of locations Pi = {pi
1, pi

2, . . . , pi
n} within the sensing area.

The location set Pi can be directly used to describe the sensing
area of node ni.

2.3 Design of Event Generator G(t)

Since the overhead and accuracy of the sensing modeling
is largely determined by G(t), it is important to consider sev-
eral solutions to optimize G(t) under different system configu-
rations.

2.3.1 Regular G(t)

To illustrate the basic functionality of an event generator, we
start with a simple sensor system where the sensing area of a
node is a line segment. We shall find out the portion of the line
included in the sensing ranges of sensor node n1 and n2. To
achieve this, the event generator creates discrete point events
along this line [0,L] with constant speed v with same interval
D. Formally, G(t) = t · v where t = kD/v and 0 ≤ k ≤ L/D.
For example, a sensor node n1 collects a set of six timestamps
T1 = {t1,t2, . . . ,t6} at which the events are detected. From func-
tion G, the actual locations of events are converted to a set of
locations P1 = {t1v,t2v, . . . ,t6v}. The sensing coverage of sen-
sor n1 can be defined as the line segment that covers P1. For
the sensor n2, it reports timestamps T2 = {t4,t5,t6,t7} and the
sensing coverage of sensor n2 is defined as the line segment
that covers P2 = {t4v,t5v,t6v,t7v}. The intersection of T1 and
T2, T1 ∩ T2 = {t4,t5,t6} indicates the coverage of two sensors
is overlapped. The regular training can be generalized to the
case when the events occur in a plane by dividing the plane into
several lines with a certain interval.

In addition to the progressive scanning, the G(t) function of
the regular training can generate events with an arbitrary se-
quence as long as every point in the area is covered. Also, as
long as we can match the event and its position we can use any
training method for G(t) which includes unsupervised event.
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Figure 1. System Setup
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Figure 2. Errors in regular G(t) with
varying interval and irregularity
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Figure 3. Errors in hierarchical G(t)
with varying interval and irregularity

Algorithm 1 Hierarchical G(t) process

Output: Pi: The sensing area of ni.
1: G(t) starts with level-1 events e(t, p) (The number of level-

1 event is decided by the minimum sensing area)
2: Node ni reports Si(t, p) for all level-1 events
3: repeat
4: for all level-k adjacent pair e(tm, pm) and e(tn, pn) do
5: if any node detects only one of events && no event

generated at position
pm+pn

2
before then

6: Generate a level-(k +1) event at position
pm+pn

2
7: end if
8: end for
9: k = k +1

10: until (k = Maximum Level)
11: Pi is a set of positions p where Si(t, p) = 1

2.3.2 Hierarchical G(t)

Hierarchical G(t) is motivated by the observation that the
boundary area of a sensing coverage requires more detail than
the area in the middle of coverage. With the hierarchical G(t),
we can reduce the number of events required to obtain the same
accuracy as regular G(t). A level-1 event divides the area into
four sub-areas, and level-2 events divide the area into 16 sub-
areas. In general, level-i events divide an area into 4i sub-areas.
If an event is a level-i event, it is also a level- j event, where
j ≥ i. Two events are said to be adjacent(or a pair) if they
are neighboring each other vertically, horizontally or diagonally
(e.g., an event could have maximal eight adjacent events). Two
adjacent events are said to be a boundary pair if only one of two
adjacent events is within a sensing range of some node. form a
boundary pair). The event in the boundary pair is called bound-
ary event. The main idea of Hierarchical G(t) is to recursively
generate new events in the middle of boundary pairs. It works
in a way similar to the binary search within a two-dimensional
space. We describe the step by step operation of Hierarchical
G(t) in Algorithm 1.

3 System Implementation

We design and implement a complete version of our sys-
tem which includes regular and hierarchical training on the
TinyOS/Mote platform. The NesC language is used to program
the motes and Java is used to build the regular and hierarchical
generators. The compiled image of a full mote implementation

occupies 14,500 bytes of code memory and 605 bytes of data
memory. For each event we generate, we assign a unique ID.
By using these IDs, we eliminate the need for time synchroniza-
tion. We use an oracle algorithm that assumes the knowledge of
the sensing area of the nodes. Basically, this algorithm activates
a sensor node (e.g., through projecting light to a sensor), if the
controlled event e(t, p) is within the sensing area of the node.
We want to emphasize that the oracle algorithm and generated
ground truth is used only for the purpose of evaluation. This
knowledge is not used in any part of our proposed algorithm.
Figure 1 shows the implementation setting. After each run, the
training results are visualized on the board and compared with
the ground truth.

In experiments, we investigate the impact of training interval
(resolution) and sensing irregularity in both training methods.
We divide error into two types: (1) false positive f p: the area
measured as a part of sensing coverage but is not a part of real
sensing coverage, or (2) false negative f n: the area which is
measured as not in the sensing coverage but is a part of real
sensing coverage. Figure 2 and 3 shows the coverage error in
regular training and hierarchical training respectively. The de-
gree of irregularity of sensing coverage is denoted by var where
higher value means more severe irregularity. Our result shows
that with a small training interval, we can achieve very precise
coverage modeling, f p is almost 0% and f n is at 1% to 8%
and even if we increase the interval, f p is still almost 0%. The
performance of hierarchical training is almost similar to the reg-
ular training, which means we can do an efficient training while
saving the cost of event generation.

4 Conclusion

This paper intends to draw attention to the sensing irregular-
ity issue known but largely ignored by many designers. We con-
tribute to this area by designing and implementing two training-
based methods that accurately identify the sensing patterns of
nodes using controlled events. Our design has been fully im-
plemented and evaluated in a test-bed consisting of 40 MicaZ
motes. We hope this work motivates our community to seri-
ously consider the reality issues existed in the sensor networks.

5 References
[1] R. Stoleru, T. He, J. A. Stankovic, and D. Luebke. High-Accuarcy, Low-

Cost Localization System for Wireless Sensor Networks. In Sensys’05,
November 2005.

[2] T. Yan, T. He, and J. A. Stankovic. Differentiated Surveillance Service for
Sensor Networks. In SenSys’03, November 2003.
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Hierarchical Training:
With the hierarchical G(t), we can reduce the number of 
events required to obtain the same accuracy as regular 
G(t).

Research Issue:
Despite the well-known fact that sensing patterns in 
reality are highly irregular, researchers continue to 
develop protocols with simplifying assumptions about 
the sensing. For example, a circular 0/1 sensing model 
is widely used in most existing simulators and analysis. 
While this model provides high-level guidelines, it could 
cause wrong estimation of system performance in the 
real world. 

Achieving Realistic Sensing Coverage in Wireless Sensor Networks

Joengmin Hwang, Tian He, Yongdae Kim
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{jhwang, tianhe, kyd}@cs.umn.edu

Regular Training:
The sensing area of a node is a line segment. We shall
find out the portion of the line included in the sensing 
ranges of sensor node n1 and n2. To achieve this, the 
event generator creates discrete point events along this 
line [0, L] with constant speed v with same interval D. 
Formally, G(t)=tv where t = kD/v and 0 < k < L/D.  The 
sensing coverage of sensor n1 can be defined as the 
line segment that covers P1={t1 v, t2 v, … , t6v}.

Implementation:
We have implemented a complete version of Regular 
Training and Hierarchical Training on Berkeley 
TinyOS/Mote platform, using 40 MicaZ motes as shown 
below.The compiled image of a full mote 
implementation occupies 14,500 bytes of code memory 
and 605 bytes of data memory.

Conclusion:
This paper intends to draw attention to the sensing 
irregularity issue known but largely ignored by many 
designers. We contribute to this area by designing and 
implementing two training-based methods that 
accurately identify the sensing patterns of nodes using 
controlled events. Our design has been fully 
implemented and evaluated in a test-bed consisting of 
40 MicaZ motes. 

Acknowledgements:
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Project Overview
Our answer to this issue is a sensing area modeling
technique, which obtains the coverage of sensor 
nodes through event training. The main idea is using 
discrete controlled events to identify the sensing 
coverage based on event detection results by 
individual sensor nodes. A key architectural 
advantage of this approach is a lightweight design in 
sensor node with minimal overhead. Besides 
communication, each sensor node only needs to
support a simple detection function (with optional time
synchronization requirement). We evaluate our model 
using a physical experiment on a testbed consisting of 
40 MicaZ motes. Our evaluation results shows we can 
identify the sensing area with low error rate with 
simple training method.

Assumptions:
We assume that we can generate controlled events with 
known time and location. This can be done through two 
approaches. First, events can be generated by using 
real targets. For example, one or multiple robots can 
move along predefined traces to activate PIR motion 
sensors in the field. Other events, such as vibration and
sound, can be generated similarly. Second, the 
controlled events can be injected using special devices 
such as infrared radiation generator, Spotlight and our 
prototype system described. Since the methods to
generate controlled events are diversified, we 
intentionally describe our approach conceptually 
independent of the concrete method used. The targeted 
application scenarios are 1)  to identify the coverage of 
motion sensors with a room, 2) to discover blind spots in 
a surveillance area, and 3) to compensate the 
irregularity of tiny proximity sensors used for paper-
edge detection in printers.

Architecture:
We employ an architecture to model sensing coverage.

Evaluation:
We evaluate our architecture with physical system  as 
well as an extensive simulation with 1,000 nodes.

Fig 1. System Architecture

Fig 10.  Error in Hierarchical G(t) with varying interval and irregularity 

Fig 8.  System Implementation

Fig 9.  Error in Regular G(t) with varying interval and irregularity 

Fig 1.  Directional range 

Fig 2. (1) Sensing area  of node A     (2) Sensing Area of node B

Fig 3.  System architecture

Fig 4. Regular training  

Fig5. Hierarchical partition Fig 6. Level of detail

Fig 7. Hierarchical training
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1 Introduction

Wireless Sensor Networks (WSNs), consisting of thousands
of low-cost sensor nodes, have been used in many applica-
tion domains such as military surveillance [1], habitat monitor-
ing [4] and scientific exploration [6]. Limited power supplies
and difficulties in harvesting ambient energy make energy con-
servation a critical issue to address. As one of solutions, energy-
efficient sensing coverage extends system lifetime by leveraging
on the redundant deployment of sensor nodes. Existing algo-
rithms [5, 7, 8, 9] are designed to be well distributed and local-
ized with solid performance gains. While the state-of-the-art is
encouraging, we believe there are some aspects that need further
investigation. In most algorithms, extending system lifetime is
achieved essentially through coordination among neighboring
nodes. The local node density, therefore, imposes a theoreti-
cal upper bound on the system lifetime, if a continuous sensing
coverage or a partial coverage is required. Such a bound can be
surpassed through global scheduling. However, the overhead of
global scheduling would increase significantly if the coordina-
tion among the nodes goes beyond the neighborhood.

To address these issues, we introduce a two-tier global
scheduling method, called uScan. At the first level, coverage
is scheduled to activate different portions of an area. We pro-
pose an optimal scheduling algorithm to minimize area breach.
At the second level, sets of nodes are selected to cover active
portions. Interestingly, we show that it is possible to obtain
optimal set-cover results in linear time if the layout of areas sat-
isfies certain conditions. We have implemented and evaluated
our design on the Berkeley TinyOS/Mote platform [2], using 30
MicaZ motes. The results indicate that uScan is a lightweight
solution with significant energy savings, compared with local-
ized solutions.

2 uScan Design

uScan is a two-level schedule algorithm, which works as fol-
lows: Suppose we provide sensing coverage to a given area us-
ing uScan. First, uScan divides the area into small regions, and
decides the working schedules for these regions. This level of
scheduling is conceptually independent of the deployment of
the nodes. At the second-level, we assign nodes to cover the
active regions at different time intervals, using a set-cover tech-
nique. By combining the first-level schedule and the set-cover
assignment, we can decide the working schedule of individual
nodes.

2.1 Assumption

We assume that nodes are time-synchronized and their lo-
cations are known. These are common assumptions for many
sensor network applications [1, 4, 6]. Accuracy of time syn-
chronization and localization do not need to be precise, because
clock drift can be resolved by slightly extending the active du-

ration and localization error can addressed using the method
proposed in [8]. For the clarity of the protocol description in
the rest of the paper, we refer the sensing area of a node as a
circle with a nominal radius r centered at the location of the
node. However, our design works under irregular sensing areas
as long as nodes are aware of their sensing areas.

2.2 Definition of the Node Schedule

In essence, a sensing coverage algorithm decides the work-
ing schedule of individual sensor nodes. Specifically, uScan
describes the behavior of a node using two parameters, namely
the schedule bits S and switching rate R.

• Schedule bits S: It is an infinite binary string in which
1 denotes the active state and 0 denotes the inactive state.
Since the sensing coverage schedule is usually periodic,
follows a certain pattern. Therefore, we can express S with
a regular expression. For example, (0010)∗ can be used to
denote a repeated off-off-active-off schedule.

• Switching rate R: It defines the rate of toggling between
states. For example, a switching rate of 0.5HZ requires a
node to read one bit from the schedule S every 2 seconds
(when consecutive bits have the same value, there is no
need to change power state of the node physically).

2.3 Level I: Tile Scheduling

In uScan, we partition an area under surveillance into some
small regions of the same shape, a process called tessellation.
These small regions are called tiles, which can be regular trian-
gles, rectangles or regular hexagons in a 2-D space. The size of
tiles is set to be smaller than the minimum target size, so that a
target is detected as long as a portion of a tile is covered. In this
section, we discuss two methods for the tile-level scheduling.
They differ in the energy consumption rate and the detection
delay.

• Line Scan: Instead of trying to cover all tiles, we only
cover a column/row of tiles in a certain interval of time
during one round of scan. The covered columns/rows are
increasing or decreasing consecutively.

• Systolic Scan: Systolic Scan emulates the cardiac cycles
of a beating heart. Over the area under surveillance, we
sense the tiles from the inner layer to the outer layer con-
tinuously.

Both line scan and systolic scan specify only the set of tiles
need to be activated (covered) at a given point of time. The task
of covering each tile set is accomplished by the second-level
node scheduling, which is described in the next section.

2.4 Level II: Node Scheduling

Tile-level scheduling determines the set of active tiles TSi

at the time interval i. In this section, we describe how we can

1



Fig. 1. Test-bed Setup
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Fig. 3. System Half Life vs. Densities

translate a known tile schedule into a corresponding node sched-
ule bits S, which can be interpreted directly by a generic switch-
ing algorithm.

The main idea of our approach is to find the optimal set of
nodes which could cover all the tiles that need to be active at
time interval i. Before node scheduling, we first map physical
node coverage into the coverage bipartite graph according to
the coverage relationship. Then we divide node scheduling into
two steps. First, for a tile set T Si, we keep identifying 1-cover
set with minimal number of nodes, until the size of 1-cover set
is above a certain threshold. Secondly, we create schedules for
nodes such that each identified 1-cover set provides coverage to
T Si in a round-robin fashion.

The generic Minimum Set Cover problem has been proven
NP-Hard [3]. Fortunately, we find line scan coverage is a spe-
cial case of the generic set cover problem, because a node only
needs to cover a continuous segment of tiles. By mapping the
coverage bipartite graph into a directed acyclic graph with fol-
lowing rules:

1. Map N tiles in TSi into N vertex V = {v1, ...,vN} and add
one extra vertex vN+1.

2. If a node covers a set of tiles {Ti, ...,Ti+n}, we create n
directional edges (vi,v j) where v j = vi+1, ...,vi+n+1. Each
edge has a unit cost.

We reduce the tile set cover problem to the problem of find-
ing out the shortest paths from v1 to vN+1, with the overall run-
time of O(|V |)+ O(|E|).

We note that the proposed polynomial algorithm does not
apply to generic tile scheduling, where a tile set does not form
a continuous curve or where a node can cover multiple seg-
ments of a tile set simultaneously. In these cases, we adopt a
greedy set-cover method by choosing the node that covers the
most number of tiles first.

In order to support line scan or systolic scan in a 2-D space,
we need to identify cover sets for the whole area (not just for a
single tile set). Thus a node may need to cover multiple tile sets
T Si. To effectively handle the cases where we have to select
cover sets for multiple T S, we designed an algorithm that each
node maintains a counter SC which records how many times
it has been selected into a unique cover sets. While selecting
cover sets for each tile set T S, instead of solely consider the
number of nodes in the cover sets, the algorithm calculates the
minimum cover set among the nodes whose SC counter values
are as small as possible.

After obtaining cover sets for every tile set T Si, we build
the final schedule of node according to all the cover sets it’s be-
longed to, which can be executed directly by our generic switch-
ing algorithm.

3 Implementation and Evaluation

We have implemented a complete version of uScan on
Berkeley TinyOS/Mote platform, using 30 MicaZ motes as
shown in Figure 1. The compiled image of a full implemen-
tation occupies 21,040 bytes of code memory and 907 bytes
of data memory. The results showed that uScan is a lightweight
and efficient coverage design. To reveal the system performance
at scale, we have conducted some initial large scale simulations
with 10,000-node. Under full coverage mode as shown in Fig-
ure 3, we demonstrated that our global scheduling algorithms
provide significant energy savings over previous protocols such
as DiffSurv [8] under metrics such as Half-life, Coverage Over-
time and Node Energy Consumption. In the future, we plan
to investigate the performance under partial coverage mode at
scale as well, with additional metrics such as Detection Delay
for Static Targets and Worst-Case Breach (WCB) for Mobile
Targets.

4 Conclusion

The major contribution of this work is a two-level global
scheduling algorithm called uScan. In the first level, we pro-
pose two tile-level scheduling algorithm. In the second level,
we propose a linear algorithm to address the set-cover problem
when the layout of tiles satisfies certain conditions. We evaluate
our architecture with a network of 30 MicaZ motes, an exten-
sive simulation with 10,000 nodes, as well as theoretical anal-
ysis. We believe our work has successfully provided flexibility
and efficiency for the sensor network coverage problem.
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Tier I: Tile Scheduling:
Tile-level scheduling determines the set of active tiles 
at a certain time interval. Nodes within a sensor 
network only support a generic switching algorithm, 
which has neither the concept of tiles nor the partition
information of the tiles.

Research Issue:
Wireless Sensor Networks (WSNs), consisting of 
thousands of low-cost sensor nodes, have been used 
in many application domains such as military 
surveillance, habitat monitoring and scientific 
exploration. Limited power supplies and difficulties in 
harvesting ambient energy make energy conservation 
a critical issue to address. As one of solutions, 
energy-efficient sensing coverage extends system 
lifetime by leveraging on the redundant deployment of 
sensor nodes. Existing algorithms are designed to be 
well distributed and localized with solid performance 
gains. While the state-of-the-art is encouraging, we 
believe there are some aspects that need further 
investigation. In most algorithms, extending system 
lifetime is achieved essentially through coordination 
among neighboring nodes. The local node density, 
therefore, imposes a theoretical upper bound on the 
system lifetime, if a continuous sensing coverage or a 
partial coverage is required. 

Tier II: Node Scheduling
Node Scheduling translates a known tile schedule into 
a corresponding node schedule bits S.  The main idea 
of our approach is to find the optimal set of nodes 
which could cover all the tiles that need to be active at 
time interval i. Before node scheduling, we first map 
physical node coverage into the coverage bipartite 
graph according to the coverage relationship. Then we 
divide node scheduling into two steps. First, for a tile 
set TSi, we keep identifying 1-cover set with minimal 
number of nodes, until the size of 1-cover set is above 
a certain threshold. Secondly, we create schedules for
nodes such that each identified 1-cover set provides 
coverage to TSi in a round-robin fashion.

uScan: A Lightweight Two-Tier Global Sensing Coverage Design

Yu Gu and Tian He
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Specification of Node Schedule:
In essence, a sensing coverage algorithm decides the 
working schedule of individual sensor nodes. 
Specifically, uScan describes the behavior of a node 
using two parameters, namely the schedule bits S and
switching rate R.

Schedule bits S: It is an infinite binary string in which
1 denotes the active state and 0 denotes the inactive 
state.

Switching rate R: It defines the rate of toggling 
between states. 

Implementation:
We have implemented a complete version of uScan 
on Berkeley TinyOS/Mote platform, using 30 MicaZ
motes as shown below. The compiled image of a full 
implementation occupies 21,040 bytes of code
memory and 907 bytes of data memory.

Conclusion:
The major contribution of this work is a two-level 
global scheduling algorithm called uScan. In the first 
level, we propose two tile-level scheduling algorithm. 
In the second level, we propose a linear algorithm to 
address the set-cover problem when the layout of tiles 
satisfies certain conditions. We evaluate our 
architecture with a network of 30 MicaZ motes, an 
extensive simulation with 10,000 nodes, as well as 
theoretical analysis. We believe our work has 
successfully provided flexibility and efficiency for the
sensor network coverage problem.
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Project Overview
To address these issues, we introduce a two-tier 
global scheduling method, called uScan. At the first 
level, coverage is scheduled to activate different 
portions of an area. We propose an optimal 
scheduling algorithm to minimize area breach. At the 
second level, sets of nodes are selected to cover 
active portions. Interestingly, we show that it is 
possible to obtain optimal set-cover results in linear 
time if the layout of areas satisfies certain conditions. 
We have implemented and evaluated our design on 
the Berkeley TinyOS/Mote platform [2], using 30
MicaZ motes. The results indicate that uScan is a 
lightweight solution with significant energy savings,
compared with localized solutions.

Assumptions:
We assume that nodes are time-synchronized and 
their locations are known. These are common 
assumptions for many sensor network applications. 
Accuracy of time synchronization and localization do 
not need to be precise, because clock drift can be 
resolved by slightly extending the active duration and 
localization error can addressed using the method 
proposed by DiffSense. For the clarity of the protocol 
description, we refer the sensing area of anode as a 
circle with a nominal radius centered at the location of 
the node. However, our design works under irregular 
sensing areas as long as nodes are aware of their
sensing areas.

Asymmetric Architecture:
We employ an asymmetric architecture to improve the 
flexibility and extensibility of the design.

Fig 2. Line Scan

Fig 3. Systolic Scan

Evaluation:
We evaluate our architecture with physical system  as 
well as an extensive simulation with 10,000 nodes.
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Target tracking systems need to meet certain real-time constraints in response to transient
events, such as fast-moving targets. While the real-time performance is a major concern in these
applications, it should be compatible with other important system properties such as energy
consumption and accuracy. This work presents the real-time design and analysis of VigilNet,

a large-scale sensor network system which tracks, detects and classifies targets in a timely and
energy efficient manner. Based on a deadline partition method and theoretical derivations to

guarantee each sub-deadline, we are able to make guided engineering decisions to meet the end-
to-end tracking deadline. The results from 10,000-node simulation and 200 mote field test reveal
the effectiveness of our design.

Categories and Subject Descriptors: C.3. [Special-Purpose and Application-Based Sys-

tems]: Real-Time and Embedded Systems; C.2. [Computer Communication Networks]:

Distributed Systems

General Terms: Design, Performance, Experimentation

Additional Key Words and Phrases: Sensor Networks, Real-Time, Tracking, Energy Conservation

1. INTRODUCTION

Recent developments in sensor techniques make wireless sensor networks (WSNs)
available to many application domains [Dutta et al. 2005; He et al. 2004; Juang
et al. 2002; Simon et al. 2004; Xu et al. 2004; Arora and et al. 2005]. Most of these
applications, such as battlefield surveillance, disaster and emergency response, deal
with various kinds of real-time constraints in response to the physical world. For
example, surveillance may require a sensor node to detect and classify a fast moving
target within 1 second before it moves out of the sensing range. Compared with the
traditional distributed systems, the real-time guarantee for sensor networks is more
challenging due to the following reasons. First, sensor networks directly interact
with the real world, in which the physical events may exhibit unpredictable spa-
tiotemporal properties. These properties are hard to characterize with traditional
methods. Second, although the real-time performance is a key concern, it should
be performance compatible with many other critical issues such as energy efficiency
and system robustness. For example, it is not efficient to activate the sensors all the
time only for the benefit of a fast response. This naive approach severely reduces



the system lifetime [He et al. 2004]. Third, the resource constraints restrict the
design space we could trade off. For example, the limited computation power in
sensor nodes makes the Fast Fourier Transformation not quite suitable for real-time
detection. All these issues challenge us with two questions. How to make the design
of a large-scale real-time sensor network system manageable? And how to trade off
among system metrics while maintaining the real-time guarantee? Our answer to
these questions, presented in this paper, is a case study of the VigilNet system, a
real-time outdoor tracking system using a large-scale wireless sensor network.

Our contribution lies in the following aspects: 1) This work addresses a real-
world application with a running real-time system, designed and implemented over
the last few years. 2) We demonstrate how to guarantee the end-to-end tracking
deadline in a complex sensor system. For a given sub-deadline partition, we identify
the system configurations that meet the sub-deadlines without compromising other
important system properties. 3) The real-time design and tradeoffs are validated
by a large-scale field evaluation with 200 XSM motes and an extensive simulation
with 10,000 nodes. These evaluations reveal quite a few practical design suggestions
that can be applied to other real-time sensor systems.

The remainder of the paper is organized as follows: Section 2 introduces the track-
ing process in VigilNet. Section 3 identifies the real-time requirements. Section 4
provides a real-time analysis of VigilNet’s tracking performance and its tradeoffs. In
Section 5 we describe the implementation of the VigilNet system. In Section 6, we
evaluate the real-time performance of VigilNet in an outdoor field test. In Section 7,
we conduct a large-scale simulation to further validate and analyze the real-time
issues in VigilNet. Section 8 discusses the related work. Section 9 concludes the
paper.

2. OVERVIEW OF VIGILNET TRACKING OPERATIONS

VigilNet is an energy-efficient surveillance and tracking system, designed for spon-
taneous military operations in remote areas. In these areas, the events of interest
happen at a relatively low rate, i.e. the duration of significant events (e.g., in-
truders) is very short, compared with the overall system lifetime (e.g., 5-minute
tracking per day). According to our empirical results [He et al. 2006], nearly 99%
of energy is consumed during the idle-waiting period for potential targets. There-
fore to conserve energy, the most effective approach is to selectively turn a subset of
nodes off, and wake them up on demand in the presence of significant events. This
power management technique fundamentally shapes the VigilNet tracking process.
It introduces a set of new delays that traditional tracking systems do not experience.

In this section, we give a brief overview of the VigilNet tracking operation, serving
as a background for the real-time design and analysis in the following sections. As
shown in Figure 1, after a target enters the area, it activates the first sensor node
that can confirm the detection, then other nodes nearby are awakened to form a
group to deliver the aggregated reports to the base. More specifically, the VigilNet
tracking operation has six phases:

A. Initial Activation: VigilNet stays in the power management state when there
are no targets. The power management protocol puts nodes into either one of
two states: sentry and non-sentry. In brief, a node becomes a sentry node



�������
� �������	�


����
�������	� ������

��	��
���������	�

�����	����
���	��

����
��	�������

������
��������

� ���� ���	��

�� !" # �� !" $ �� !" %

�� !" & �� !" ' �� !" (

Fig. 1. The Delay Breakdown in Tracking Operation

if it is a part of the routing infrastructure or it needs to provide the sensing
coverage. Otherwise, it becomes an inactive non-sentry node. The details of
sentry selection can be found in [He et al. 2004]. If the sentry nodes are awake
100% of time (i.e. the deployed area is always covered), any incoming target
is covered by at least one sentry node immediately. On the other hand, if
the sentry nodes have a certain duty cycle (i.e. they go to sleep and wake up
periodically to save energy), there will be an initial activation delay, denoted
as Tinitial, before the first sentry node starts to sense the incoming target.

B. Initial Target Detection: After the initial activation, it takes a certain de-
lay, defined as Tdetection, for the first sentry node to confirm the detection.
This delay consists of the hardware response delay, the discrete sampling delay
and the delay to accumulate a sufficient number of samples before a detection
algorithm recognizes the target.

C. Wake-up: Normally, the detection from a single sentry node does not provide
sufficient confidence in detection and classification, therefore a group-based
tracking is designed in VigilNet. In order to form a group with a reasonable
size, non-sentry nodes need to be awakened after the initial target detection
by a sentry node in Phase B. We define the wake-up delay Twakeup as the time
required for a sentry node to wake up other sleeping non-sentry nodes. This
delay is determined by the toggle period of none-sentry nodes.

D. Group Aggregation: Once awakened, all nodes that detect the same target
join the same logic group in order to establish a unique one-to-one mapping
between this logic group and the detected target. Each group is represented by
a leader which maintains the identity of the group as the target moves through
the area. Group members (who by definition can sense the target) periodically
report to the group leader. A leader reports a detection to the base after the
number of member reports exceeds a certain threshold, defined as the degree of
aggregation (DOA). We use Taggregation to denote the group aggregation delay,
which is the time required to collect and process the detection reports from the
member nodes.

E. End-to-End Report: After group aggregation, the leader node reports the
event to the nearest base. Multiple bases are used to partition a network into
several sections, in order to bound the end-to-end delivery delay Te2e.

F. Base Processing (Tbase): A base is in charge of processing the reports from
the leaders of different logic groups. Since the reports from the same logic
group are spatiotemporally correlated, a string of consecutive reports can be



further analyzed and summarized for end users. For example, taking the time
stamps and the locations of targets as the inputs, a base uses the least-square
estimation to obtain the velocity of each target.

3. REAL-TIME REQUIREMENTS IN VIGILNET

To ensure the effectiveness of target tracking, VigilNet must meet a certain real-time
constraint. Specifically, VigilNet should detect, classify and analyze the incoming
targets within a certain end-to-end deadline (e.g., 5 seconds from Phase A to F).
As shown in Section 2, the end-to-end deadline is affected by many system param-
eters, which form a high-dimensional design space where the number of possible
configurations increases exponentially with the number of system parameters. It
is intractable to identify a system-wide global optimal solution within this design
space. Therefore, we adopt the deadline partition method to divide the end-to-end
deadline into multiple sub-deadlines. By confining the real-time decisions within
each phase, we make the end-to-end analysis manageable in a lower-dimensional
design space. For a given end-to-end deadline, a designer can make an initial
partition, according to the workload, system resources available and preliminary
estimation of the delay in each phase. As a concrete example, supposing a target
enters the field with a speed up to 20 mph, to guarantee that this target can be
detected by the first sentry node with a probability higher than 90%, we need to
design a detection algorithm with a sub-deadline less than 1 second, assuming the
detection range is 10 meters. After the initial partition, one can identify a system
configuration to guarantee the sub-deadlines, based on the analysis in this work.
As long as the individual sub-deadlines are met, we have a certain guarantee on
the end-to-end delay.

4. VIGILNET REAL-TIME TRACKING ANALYSIS

The description in this section follows the natural order of VigilNet’s tracking op-
erations presented in Section 2. Such design and analysis is validated later with a
real system implementation consisting of 200 XSM nodes as well as a large-scale
simulation in Section 6 and 7, respectively.

4.1 Initial Activation Delay and Its Tradeoffs

In a duty-cycle-based power management scheme, the sentry nodes go to sleep and
wake up periodically. In this case, the initial activation delay Tinitial may not be
zero, because the sentry nodes near the target’s entry point may be asleep when
the target enters the field. In this section, we identify a quantitative relationship
between the energy savings and the Tinitial, which helps us make decisions to guar-
antee that the initial activation finishes within a given sub-deadline Dinitial.

In our VigilNet design, all sentry nodes agree on a common sentry toggle period P
and a common sentry duty cycle SDC. The starting time of a period is randomized
in each node. For each period, a sentry wakes up and stays awake for P · SDC,
then goes to sleep for P · (1 − SDC). Assuming a target enters the tracking area
from point s for L meters till it reaches the point e, as shown in Figure 2(a),
we first derive Pr, the probability that a single sentry node detects this target.
Obviously, the nodes that may detect the target must be in the rectangle or the
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Fig. 2. Detection Probability for fast targets

semi-circle shown in the Figure 2(a). The size of the area is 2SR · L + π · SR2/2,
where SR is the Sensing Range. For a single node located at (x, y) in this area,
the probability that the node detects the target P (x, y) is SDC + l(x, y)/(P · TS)
if SDC + l(x, y)/(P · TS) ≤ 1, where l(x, y) is the overlapping length of the node’s
sensing range and the target’s trace, and TS is the Target Speed. If we consider
all possible locations in this area, we can get Pr in Equation 1 by integrating and
normalizing P (x, y) over the area. We note that when (x, y) is in the circle (area

A), as shown in Figure 2(b), l(x, y) =
√

SR2 − y2 + L − x. When (x, y) is in area

B, l(x, y) = 2
√

SR2 − y2.

Pr =

∫

A

(SDC+

√
SR2

−y2+L−x
P ·T S )ds+

∫

B

(SDC+
2
√

SR2
−y2

P ·T S )ds

(2SR·L+πSR2/2)

= SDC + π·SR·L
(2L+π·SR/2)·TS·P

(1)

We note that Pr calculated by Equation 1 is valid only when the target speed is
faster than or equal to 2SR/(P − P · SDC). We define this as a fast target. For
a target with a speed slower than 2SR/(P − P · SDC), which we define as a slow
target, it may happen that for a node located at (x, y), the corresponding l(x, y)
is greater than (P − P · SDC) · TS, so that SDC + l(x, y)/(P · TS) > 1. For
the node at this location, the probability that it detects the target is 1 instead of
SDC + l(x, y)/(P · TS). Therefore, we need to revise the result in Equation 1 for
slow targets. We define variable a such that SDC + 2a/(TS · P ) = 1. In Figure 3,
it can be easily proven that if a node appears inside area C bounded by the dashed
arc and lines, the probability that it detects the target is 1. Note that the distance
between the dashed line and the target trace is

√
SR2 − a2. The dashed arc is

centered at (L − 2a, 0) and its radius is SR. The rest of the area is divided by the
circle with radius SR centered at (L, 0) into area A’ and area B’. The detection
probabilities for nodes in area A’ and area B’ have the same forms as those for
nodes in area A and area B in the fast target case, correspondingly. Then we have

Pr =

∫

A′

(SDC+

√
SR2

−y2+L−x
P ·T S )ds+

∫

B′

(SDC+
2
√

SR2
−y2

P ·T S )ds+
∫

C

1ds

(2SR·L+πSR2/2)

= SDC + π·SR2·L+min[(L−a)k(SR,a),0]
(2SR·L+π·SR2/2)·TS·P ,

(2)

in which k(SR, a) = 2a
√

SR2 − a2 − 2SR2 cos−1(a/SR).
In the paper, we omit the intermediate derivation, for those interested, more

information can be found at [Cao et al. 2005].
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Now we are ready to provide a statistical real-time guarantee for the initial
activation process, i.e., we need to ensure a target is detected before the sub-
deadline Dinitial. Equivalently, a target should be detected before it enters for
L = TS · Dinitial meters. Obviously, P (Tinitial < Dinitial) equals P (Tinitial · TS <
L), where P (Tinitial · TS < L) is the probability that at least one of nodes in
the area (A+B) detects the target. If there are n nodes in the area, the proba-
bility that at least one of them detects the target is 1 − (1 − Pr)

n. Suppose the
sentry density is Ds and n conforms to a Poisson distribution with parameter λ
=(2SR · L + π · SR2/2)Ds, therefore, the probability that the initial activation
finishes before sub-deadline Dinitial is:

P (Tinitial < Dinitial) = P (Tinitial · TS < L) = 1 − e−Pr·λ (3)

Equation 3 identifies a feasible region for us to decide the system parameters
such as sentry duty cycle (SDC) and sensing range (SR) to ensure the real-time
property in Phase A. In addition, we can obtain the expected value of Tinitial from
the formula E(Tinitial) =

∫ ∞
0

(1 − P (Tinitial < t))dt =
∫ ∞
0

(1 − P (SD < TS · t))dt.
According to Equations 1 and 3, we have the expected delay for a target whose
speed is greater than or equal to 2SR/(P − P · SDC):

E(Tinitial) =
e−SDC·π·SR2·DS/2

(2SR · SDC · TS + πSR2/P )DS
(4)

Similarly, for a target whose speed is lower than 2SR/(P − P · SDC), we have

E(Tinitial) =
e−SDC·π·SR2·DS/2[1 − k(SR,a)e−(2SR·SDC·T S·P )(1−SDC)Ds/2

2SR·SDC·TS·P+πSR2+k(SR,a) ]

(2SR · SDC · TS + πSR2/P )DS
(5)

One caveat in the analysis needs some attention. Above we derive the expected
detection delay for a duty cycle based system with random deployment. However,
sentry nodes are located more evenly than totally randomly case [He et al. 2004].
Fortunately, we can prove that the random deployment case provides a theoretical
upper bound for the sentry-based deployment case. It can be easily proved that if
for all t, P (T1 < t) > P (T2 < t), we must have E(T1) < E(T2). For 0 < Pr < 1,
1 − (1 − Pr)

n is a strictly concave function of n. Therefore, E(1 − (1 − Pr)
n) ≤

1− (1−Pr)
E(n), and the left side of the equation equals the right side if and only if

n is a constant. Given the same E(n), the more scattered the distribution of n is,
the smaller the value of E(1−(1−Pr)

n) is. Since the sentry nodes are selected more
uniformly than the random case, P (Tinitial < Dinitial) for the sentry based system
is greater than a totally randomly distributed system, and therefore the expected
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Fig. 4. Initial Delay vs. SDC

delay is smaller. The expected delay for the random case can be used as an upper
bound for the expected detection delay for a more evenly distributed system. Later,
we will see from the simulation that the analytical result overestimates the Tinitial

by 15%.
We can further take the detection delay Tdetection into account, since a successful

detection in Phase B activates a full tracking process. In this case, we establish an
equivalent model for Tinitial. Specifically, in Equation 4 or Equation 5, we substitute
SDC with the effective sentry duty cycle SDCeff = SDC − Tdetection/P and sub-

stitute SR with the effective sensing range SReff =
√

SR2 − (Tdetection · TS/2)2.
Figure 4 gives a more concrete view of the tradeoff between SDC and expected
Tinitial. We take parameters from the real VigilNet implementation: DS = 0.01node/m2,
P = 10s, SR = 10m, TS = 10m/s and Tdetection = 1000ms. This result is consis-
tent with what we obtained from the real experiments and simulations.

4.2 Sentry Detection Delay and Its Tradeoffs

After the initial delay in Phase A, a target approaches the vicinity of a sensor
which begins to observe a different signal pattern than that without a target. With
the current sensing algorithms, the signal pattern can be amplitude, frequency, or a
combination of the two. We call the signal pattern corresponding to a target a target
signature. The recognition of a target signature indicates a sensor-level detection,
and produces data for higher-level detection and classification algorithms.

As defined before, Tdetection is the time for a detection algorithm to recognize a
target signature. This delay must be smaller than a certain sub-deadline Ddetection.
Multiple reasons contribute to this delay. First, the sensor hardware has a response
delay for the physical signals that the target generates. Second, the sensing circuitry
requires special operations with a further delay. For example, the magnetometer in
MICA2 node [CrossBow 2003] takes about 35ms to stabilize after the potentiometer
adjustment. Third, the sampling is discrete and periodic, not continuous, which
leads to sampling delay. Fourth, the target signature itself may be time related
(e.g., a certain frequency), which can not be recognized from just one sample.
Finally, the VigilNet system is designed for outdoor deployment. It must adapt to
environmental noise and dynamics, such as the change of temperature, the motion
of small plants on windy days, and the sound of animals. Hence, noise filtering is
a key step in the recognition of the target signal pattern. Such filtering usually
needs to accumulate and analyze measurements over a period of time, and imposes
a delay in detection.

Now we describe how to decide the sub-deadline Ddetection. Obviously, a detection
algorithm must finish before a target moves out of the sensing range of a node.



Suppose that the nominal sensing area is a circle with a fix sensing range SR, the
amount of time a target stays in a node’s sensing range can be derived from the
speed of the target, TS, and the minimum distance from the target’s trajectory
line to the sensor node. Since the target trajectory intersects with the sensing
circle randomly, we assume this minimum distance is uniformly distributed within
[0, R), therefore the probability that a target stays in one sensing circle for at least
Ddetection seconds can be calculated as

P (t > Ddetection) =

√

1 − (T S·Ddetection)2

4SR2 Ddetection < 2SR
T S

P (t > Ddetection) = 0 Ddetection ≥ 2SR
T S

(6)

According to Equation 6, the sub-deadline Ddetection can be decided by choosing
a desired P (t > Ddetection) value.
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In addition, we desire to know how a detection algorithm performs under a given
sub-deadline Ddetection. We define the Detection Confidence (DC), as the confidence
on the target detection, i.e., 100% DC indicates this sensor has no doubt about the
existence of the target. Normally, the longer Ddetection is, the more information
about target signature a sensing algorithm can obtain, and therefore, it can achieve
a higher detection confidence DC. Such a relationship depends on the type of
sensors. In order to quantitatively analyze the relation between DC and Ddetection

as a case study, we performed experiments on XSM motes with the magnetic sensing
algorithm detecting a moving vehicle in an outdoor environment. We approximate
the sensing range as 7 meters around the sensor node, according to empirical data.
Figure 5 plots the relation between the detection confidence and the detection delay,
based on the experiments. As we can see from the figure, DC does not have a linear
relation to Ddetection. Based on experimental measurements, we use a polynomial
to characterize DC versus Ddetection. Figure 5 shows a series of polynomials of
different orders that fit the points representing the relation between the detection
confidence and the detection delay. The plotting indicates that the polynomials of
an order higher than 5 are fairly close to each other and fit the points well. Hence,



we choose the polynomial of order 5 to characterize the relation, as shown below.

DC = f(Ddetection) =

5
∑

i=0

aiD
i
detection (7)

The coefficients of the polynomial calculated from the curve fitting are a5 =
1.0999, a4 = −13.1138, a3 = 51.3443, a2 = −73.2343, a1 = 54.6671, a0 = 0.2402.
The polynomial f(Ddetection) characterizes the relation of the detection confidence
and the imposed sub-deadline Ddetection when the vehicle is moving at a relatively
low speed. In the scenarios where the vehicles move faster, the detection delay tends
to be shorter and detection confidence will be higher because the targets impose a
faster change to the sensor readings. Hence, f(Ddetection) represents a conservative
estimation of the detection confidence, given a certain amount of time available to
the sensor node to capture and process the target signals.

We note that in the analysis of the time-related properties of the sensing algo-
rithms, we choose such a conservative-case approach instead of a worst-case ap-
proach. In many cases, the worst-case scenario is a rare event that the system is
not designed to handle well. For example, with the magnetic sensing algorithm,
the worst case of detection delay is infinity – if a vehicle moves extremely slowly,
it provides a low-frequency signal just as the background noise, resulting in a non-
detection for that target. We note that an analysis with such a worst-case scenario
provides little insight into the system. To represent a reasonably practical scenario,
we study a conservative case in which a target can be detected.

In conclusion, we must provide a detection algorithm that finishes before a given
sub-deadline Ddetection. According to Equations 6 and 7, when running a detection
algorithm with a sub-deadline Ddetection, one node can detect P (t > Ddetection)
percent of targets with DC percent of the confidence in detection. This analysis
justifies the benefits of fast detection algorithms and the need for group aggregation
to improve the detection confidence.

4.3 Wake-up Delay and Its Tradeoff

Once a target is detected in Phase B, we need more nodes to join in order to increase
the confidence in detection. We design a wake-up service to activate the non-sentry
nodes after the sentry nodes detect the incoming targets. Different target speeds
impose different sub-deadlines Dwakeup to the wake-up services.

Normally the wake-up service can be supported either through hardware or soft-
ware. Several hardware solutions have been proposed in [Dutta et al. 2005; Gu
and Stankovic 2004]. Since the wake-up circuits accumulate the ambient energy
slowly, the current hardware solutions are not fast enough for the real-time target
tracking. Therefore, we propose a software-based wake-up strategy, which has a
short average delay and a predictable worse-case delay.

The wake-up operation goes as shown in Figure 6. A non-sentry actually does not
sleep all the time. It periodically wakes itself up, quickly senses the radio activity at
a particular frequency. If no radio activity is detected, this node goes back to sleep,
otherwise it remains active and starts to sample the environment. We control the
non-sentry operation through two parameters: Toggle Period (TP ) and Channel
Clear Access duration (CCA). The toggle period is defined as the time interval
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Fig. 6. The Wake-up Operation

between two consecutive wake-up instances. The CCA is defined as the minimal
time for a radio module to detect the existence of the radio signal. For example,
the CC2420 radio transceiver takes at least 2ms (8 symbol periods, as specified by
802.15.4 [IEEE ]) to access the radio activity. Based on TP and CCA, we can get
the Non-Sentry Duty Cycle (NSDC) as CCA

TP . At the sentry side, once a sentry
detects a target, it broadcasts a radio message with a long preamble. This long
preamble is guaranteed to be sensed by neighboring non-sentry nodes as long as
this preamble has a length equal to or longer than the toggle period of non-sentry
nodes. The worst case wake-up delay WCDelay equals TP . In other words, the sub-
deadline Dwakeup can be ensured trivially in our design by setting TP = Dwakeup.
Let the power consumption for an active node during a unit of time be E, the
energy consumption for a non-sentry node is E×CCA

TP . Since the amount of time to
check the radio activity (CCA) is constant for a specific radio hardware, the length
of the toggle period determines the energy consumption rate in non-sentry nodes.
In general, a long toggle period TP leads to a low energy consumption, however,
it also leads to a long delay in waking up the non-sentry nodes. Figure 7 shows
such a tradeoff, using the CC1000 radio transceiver for MICA2/XSM motes as an
example. As shown in Figure 7, a sub-deadline of 200ms lead to a 99% energy
saving for the non-sentry nodes.
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4.4 Aggregation Delay and Its Tradeoffs

Once all nodes near the target are awakened in Phase C, the group-based tracking
begins. To avoid an excessive power consumption, instead of relaying every detec-
tion message back, VigilNet sends only aggregates to the base stations for further
processing. Such an online aggregation process is subject to a certain sub-deadline
Daggregation determined by the target speed and the node density.

Specifically, we organize the nodes in the vicinity of a target into one group.
We use a semi-dynamic leader election [Luo et al. 2005] to minimize the delay.
Nodes that detect the target become the group members, which, upon detection,
immediately report their own locations and sensing data to a leader. The leader
then averages the locations of members as the estimates of the target positions,
and sends such estimates to a base station. To filter out the sporadic false alarms
of individual nodes, we introduce a configurable parameter, DOA (Degree of Ag-
gregation), which forces the leader to withhold reports to a base station until the
number of received member reports reaches DOA. To achieve a high confidence in
target detection, one should set a high DOA value (e.g., 4). On the other hand,
a higher DOA value inevitably introduces a longer group aggregation delay since
the leader waits longer to expect more member reports. This tradeoff allows us to
choose appropriate DOA to meet the sub-deadline Daggregation.
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Fig. 8. The Detection Areas Before and After Movement

The relation between DOA and the group aggregation delay is complicated by
various factors, e.g., the sensing range, the target speed, and the node density.
Therefore, we make several assumptions to simplify the analysis, including a circular
sensing range, a straight target trajectory and randomly distributed nodes. Based
on these assumptions, Figure 8 depicts the movement of a target with a speed TS
for a time period T . Again, the sensing range of a sensor node is SR. The white
circle and the grey circle denote the detection area of the target before and after
movement, respectively. Nodes located in the diagonally lined area are the new
detectors of the target, which contribute to DOA by sending reports to the leader.
To guarantee a certain sub-deadline Daggregation, the number of new detectors must
exceed or equal DOA before the sub-deadline Daggregation:

Daggregation ≥ Taggregation =
DOA

2 · SR · TS · D
(8)



where D represents the node density. Note that after the wake-up process, not
only the sentry nodes but also the non-sentry nodes participate in the tracking.
Equation 8 quantitatively reveals a feasible region for us to guarantee the sub-
deadline Daggregation. For example, if the network density (D) and the sensing
range (SR) are fixed, we can exploit a feasible solution, using different DOA values
under different target speeds. Figure 9 gives a more concrete design space by
depicting the group aggregation delay for varied DOA values and target speeds
when the sensing range is 10m, the node density is 1 per 100 m2. We note that
this result is consistent with the results obtained from the large-scale simulations
presented in Section 7.
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Fig. 9. Minimal Group Aggregation Delay for Varying DOA and Target Speed

4.5 Communication Delay and Its Tradeoff

After group aggregation in Phase D, the leader delivers the aggregated tracking
reports to a nearby base. Suppose the end-to-end communication sub-deadline is
De2e and one-hop worst case communication delay is TWC MAC [He et al. 2003],
we need to ensure that the number of hops is smaller than De2e/TWC MAC . For
a given node density, the hop length Lhop can be estimated through Kleinrock-
Silvester formula [L.Kleinrock and J.Slivester 1978], which gives the correlation
between the hop length Lhop, the communication range CR and the number of
neighbors N as:

Lhop = CR × (1 + e
−N −

∫ 1

−1

e
−

N
π

(arccos(t)−t
√

1−t2)
dt) (9)

Therefore, to guarantee a sub-deadline De2e, when we deploy the network, we
should ensure that every node can reach a base within a radius of Le2e:

Le2e =
De2e · Lhop

TWC MAC
(10)

In VigilNet, the sub-deadline De2e is guaranteed by partitioning the whole net-
work into multiple sections based on the Voronoi diagram [Okabe et al. 2000].
Specifically, a network with n bases is partitioned into n Voronoi sections such that
each section contains exactly one base and every node in that Voronoi section is
closer to its base than to any other base inside the network.



4.5.1 Base Deployment Strategy. We have shown that an ideal deployment should
ensure that each node is able to reach a base within a distance of Le2e, so that the
sub-deadline De2e can be satisfied. This possesses an implicit requirement on the
number of base stations and their positions. We therefore provide a detailed analy-
sis regarding this requirement and compare the performances of different strategies.

We model the area S with each side as D. Suppose the total number of deployed
base stations is N , each serving nodes located within a radius of L. We assume
that a large number of other non-base nodes are deployed in the area as well. The
problem is, what is probability that every non-base node can reach a base within
a distance of L, given a certain deployment strategy? Furthermore, what is the
best deployment strategy available? We shall analyze three different deployment
strategies: random, grid and optimal. In particular, we show that the optimal
strategy is a special case of the grid deployment.

We first consider random deployment. We derive the probability in question as
follows. Consider an arbitrary point Q under question. Since each base can serve
a radius of L, once a base station is deployed, we know that the point Q has a

probability of πL2

S of being located inside this base’s service radius. Therefore,
once N bases are deployed, the coverage probability for an arbitrary point Q is

1−(1− πL2

S )N . Notice that this derivation does not take into account the boundary
effect. This approximation is valid when S � πL2, as verified in our experiment.
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Fig. 10. Random Deployment Performance

Figure 10 validates our analysis on the performance of the random deployment
strategy. In particular, we assume that D = 1000m. The number of bases N and
the serving distance L are both adjustable. All simulation results are plotted based
on 50 rounds of data, and the confidence interval is 95%. As shown in this figure,
the analysis result roughly fits the experimental data, with certain inconsistencies.
These inconsistencies are introduced by the boundary effect: the bases deployed
near the boundary have a service area less than πL2, therefore, the observed cov-
erage probability is slightly lower than the predicted coverage probability.

An interesting problem regarding deployment strategies is redundancy. Since
typically more bases than needed are provided, it is interesting to consider the



ratio between the number of base stations deployed to the minimum number of base
stations required. For example, when L = 100m, using the random deployment,
we observe that roughly 150 bases are needed to provide each potential node real-
time service (the coverage probability is more than 98%). The redundancy can

be calculated at πL2×N
D2 , which is 4.71. This is indeed quite high. We, therefore,

discuss more efficient deployment strategies, assuming we can position the base
stations at desired places accurately.

We focus on two types of grid strategies, square based and hexagon based. These
strategies are shown in Figure 11.
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Fig. 11. Regular Deployment Strategies

In the first type of grid deployment, the base stations form a regular square
structure. The redundancy can be determined to be about 1.57. The second type
of grid deployment forms the honeycomb structure, where regular hexagons are
used. Notice that this figure also shows the Voronoi diagram partitions associated
with the honeycomb structure. The second grid deployment has a redundancy of
2π

3
√

3
, or approximately 1.208.

Previous literature [Williams 1979] has proved that the optimal redundancy ratio
for any circle covering is exactly 2π

3
√

3
. This result indicates that the honeycomb

based node deployment is the optimal strategy. Indeed, boundary effect also exists
in this type of deployment, however, when the area is considerably large, the actual
redundancy ratio should approach the optimal bound.

4.6 Base Processing Delay and Its Tradeoffs

After a base receives the reports delivered in phase E, it performs the high-level
processing such as the velocity estimation. In order to do so, a base node needs
to accumulate several reports from the network. The delay to accumulate the
reports Tbase is subject to its sub-deadline Dbase. We defined the minimal number
of reports needed by the base as K. This value can be one, if the in-networking
processing is sufficient. The frequency of reports depends on the speed of the
target and the aggregation of locations from nodes at different locations. From the
analysis in Section 4, we know that after the target enters the system for time t, the
expected number of nodes that can sense the target is (π · SR2/2 + 2SR · TS · t)D.



Obviously, if the target goes further for ∆t, the expected number is increased by
2SR · TS · ∆t. Considering the detection delay Tdetection, only nodes that are
√

SR2 − (Tdetection · TS/2)2 meters away from the target trajectory can recognize
the target. Therefore, we can estimate the number of reports (NR) generated before
the sub-deadline Dbase as:

NR = (2TS · D ·
√

SR2 − (Tdetection · TS/2)2) · Dbase (11)

Alteratively, to guarantee Dbase, we need to select K, the minimal number of
reports needed by the base, to be a value smaller than NR.

Now we consider how the selection of K impacts the accuracy in velocity estima-
tion. Since each location report is an approximation of the target location, there is
an error in the result of velocity estimated using the least square method. With-
out loss of generality, we first consider the velocity along the x-axis. Statistics has
established the variance of the estimated slope in a two-variable least square linear
regression as:

σ2

∑K
i=1(xi − x̄2)

,

where σ is the standard deviation of the disturbance, which in our case is the
detection error of a single report; xi in our case is a timestamp. It is hard to get
the distribution of

∑K
i=1(xi − x̄)2, but a rough estimation can be obtained by a

simplification so that the values of xi are evenly distributed and xi = i/(2D · SR ·
TS · PR). Thus we can get an estimation of the standard deviation of the velocity:

4σ · D · SR · TS · PR
√

3K(K + 1)(K − 1)
, (12)

where σ is the standard deviation of the location error of a single report. Equa-
tion 12 reveals the tradeoff between the accuracy in tracking and the delay in base
processing. In brief, Tbase increases linearly with the number of reports required
and the standard deviation of the velocity estimation reduces approximately lin-
early with K−3/2.

4.7 Summary of the Analysis and Tradeoffs

Dealing with the physical world, many sensor-based systems must respond to exter-
nal stimuli within certain time constraints. Such constraints could change over time
with the changes of the application objectives. For example, a surveillance system
should be able to track fast vehicles at a high energy budget as well as slow person-
nel at a smaller budget. So it is desirable for a system designer to have the ability
to trade off the system parameters to satisfy certain real-time constraints. In this
section, we use the deadline partition method to guarantee the sub-deadline of each
phase, consequently guaranteeing the end-to-end deadline. This approach makes
the real-time design for a complex sensor network manageable. Since VigilNet aims
at various tracking scenarios, for a given end-to-end deadline, the actually parti-
tion among the phases would vary significantly. Our analysis is independent of how
the sub-deadlines are assigned, which gives the designer more flexibility to choose



appropriate partition. Currently, the deadline partition is done statically, and we
shall investigate the solutions that allow dynamic online partition in the future.

We note our analysis provides a set of generic design guidelines for other track-
ing systems with or without certain features. For example, the tracking system
presented in [Arora et al. 2004] does not consider the power management, which
makes the analytical results of Tinitial and Twakeup trivially zero, while other an-
alytical results are still applicable. Other notable insights from our analysis are:
First, to guarantee the same sub-deadline, a higher node density is desired in the
slow-target case, however a slower duty cycle can be tolerated without jeopardizing
the detection. Second, it is very beneficial to increase the wake-up delay, when
possible, in exchange for the energy saving. Third, fast detection algorithms are es-
sential. Fourth, a low network density increases the group aggregation delay, which
indirectly reduces the detection confidence. Fifth, theoretically, honeycomb is the
optimal base placement strategy.

We also note due to the unpredictable and statistical nature of environmental
inputs (e.g., a target could move infinitely slowly, and sensing and communication
ranges could be highly irregular), VigilNet is not quite amenable to the traditional
precise worst-case real-time analysis. Nevertheless, the analytical results we provide
can assist the designer to provide soft real-time guarantee and make guided decisions
on system configurations. In the Section 6 and Section 7, we validate our real-time
design and analysis through a physical test-bed with 200 XSM motes as well as a
large-scale simulator with 10,000 nodes, respectively.

5. SYSTEM IMPLEMENTATION

A large portion of code of VigilNet is written in NesC [Gay et al. 2000], a module
oriented extension of the C programming language. Since the concept of traditional
OS kernels does not exist in TinyOS [Hill et al. 2000], a NesC programmer can
directly access the hardware devices, which facilitates the time analysis within a
single node [Mohan et al. 2004]. The network infrastructure in VigilNet is a multi-
path diffusion tree rooted at bases. The contention-based B-MAC protocol [Polastre
and Culler 2004] is the default media access control protocol, which has certain
uncertainty in the communication delay. Three detection algorithms are designed
separately for acoustic, magnetic and motion sensors. They identify the target
signatures through a lightweight classification scheme as described in [Gu et al.
2005]. VigilNet consists 40,000 lines of code, supporting multiple existing mote
platforms including MICA2, MICA2dot and XSM. The compiled image occupies
83,963 bytes of code memory and 3,586 bytes of data memory.

Among 30 protocols implemented within VigilNet, we only describe the time-
related services here. Other information can be found at [He et al. 2006; He et al.
2006; He et al. 2004]. VigilNet needs a millisecond-level synchronization to co-
ordinate the operations among the nodes. In addition, to obtain precise timing
measurements in the experiments, we need a network-wide synchronization be-
tween a base and other nodes within the field. Several well-known schemes are
able to achieve a high synchronization precision, however they do not match well
with VigilNet requirements. GPS-based schemes [Wellenhoff et al. 1997] typically
achieve persistent synchronization with a precision of about 200 ns. However, GPS



devices are expensive and bulky. The reference broadcast scheme (RBS) proposed
in [Elson and Romer 2002] maintains information relating the phase and frequency
of each pair of clocks in the neighborhood of a node. While RBS achieves a precision
of about 1 µs, the message overhead in maintaining the neighborhood information is
high and may not be energy-efficient in large systems. We believe that fine-grained
clock synchronization achieved by costly periodic beacon exchanges may not be
suitable for the energy-constrained surveillance system. Therefore, we modified
the FTSP time synchronization protocol [Maroti et al. 2004] to synchronize the
motes only during the initialization phase, using a synchronization beacon broad-
cast by the base station at the beginning of each initialization cycle. Since the
underlying MAC layer provided by TinyOS does not guarantee reliable delivery,
the base station retransmits the synchronization beacon multiple times. The syn-
chronization beacons are propagated across the network through limited flooding
with timestamp values reassigned at intermediate motes immediately prior to the
transmission of the timestamp. This eliminates the uncertainty in MAC contention
delay. Receivers take the timestamp from the beacon plus a fixed hardware delay
as their own local time. The timer drift that accumulates over time is rectified
by a new system cycle (i.e., a repeated initialization phase). The frequency of re-
initialization is a configurable parameter, which can be calculated based on the rate
of clock drift and the desired accuracy of time synchronization. As for the current
VigilNet system, the accuracy of tens of milliseconds is sufficient, which leads to
about once per day synchronization.

6. EVALUATION OF REAL SYSTEM PERFORMANCE

In the evaluation, we validate the analytical results as well as provide more insights
into the timing issues from the real system and simulation perspectives.

6.1 Experimental Settings

Fig. 12. Deployment Site

As a real-time online tracking system, VigilNet is designed to complete detection,
classification and velocity estimation within 4 seconds. The field test was done



on a T-shape dirt road in Florida as shown in Figure 12 from the aerial view.
We deployed 200 XSM motes which are equipped with CC1000 radio, magnetic,
acoustic, photo, temperature and passive infrared sensors (PIR). Along the road,
nodes were randomly placed roughly 10 meters apart, covering one 300-meter road
and one 200-meter road. Through a certain localization [Stoleru et al. 2004; He
et al. 2003; Stoleru et al. 2005], nodes were aware of their positions. In order to
measure various kinds of delay, all nodes within VigilNet synchronized with the base
within 1∼10 milliseconds using the techniques described in [Maroti et al. 2004]. The
time stamps of various actions such as initial detection were sent back to the base,
so that we can calculate the delay. We used a Ford Explorer that weighted about
4000 lbs. as the target.

6.2 Delay Measurements

When a car enters the surveillance area at about 10 meters per second (22 mph),
a detection report is issued first, followed by classification reports. Finally, after
sufficient information is gathered, velocity reports are issued. Figure 13 illustrates
the cumulative distribution of different delays. The communication delay (leftmost
curve) is much smaller compared with other delays. About 80% of detections are
done within 2 seconds. Over 80% of the classification and velocity estimations are
made within 4 seconds. The empirical results from most runs are consistent with
our analysis in Section 4 and the simulation results in Section 7.
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Fig. 13. Various Delays Measurements from Field Test

We emphasize here that field experiments indicate that VigilNet meets its real-
time requirement and our real-time analysis can approach the reality with a reason-
able precision, despite the amount of complexity within the VigilNet (30 protocols
integrated). On the other hand, we acknowledge that due to various physical con-
straints, field experiments can only exploit a very limited design space and obtain
a limited amount of data. Therefore, to understand the real-time properties in
VigilNet at scale with a much larger context, we provide a large-scale simulation in
the next section.

7. LARGE-SCALE SIMULATION

Our simulator is a discrete simulator, written in C++. It emulates the tracking
operations as shown in Figure 1. We distribute 10,000 nodes randomly within a
100,000 m2 rectangle area, assuming nominal circular sensing and communication



ranges. We run each experiment 30 times with different random numbers. The
figures are plotted with the average value as well as the 95% confidence interval.

7.1 Experiment Setup

We note that our evaluation does not choose deadline/sub-deadline miss ratios
as the major metrics, because such an approach reveals less information about the
tradeoff between actual delays and other system performance parameters. Since the
mean value and 95% confidence intervals of the delays are plotted in the figures, one
can determine the appropriate system settings for a given deadline requirement.

In our experiments, we study several system-wide parameters that directly affect
the real-time properties of VigilNet. These parameters are: 1) the target speed
(TS), 2) the physical delay in detection (Tdetection), 3) the sentry duty cycle (SDC),
4) the non-sentry duty cycle (NSDC), 5) the required degree of aggregation (DOA),
6) the sensing range (SR) and 7) the required number of reports for base processing
(K). We match the simulations with the analysis to see how well they fit with each
other.

We use the settings from the VigilNet system as the default values for these
system parameters, which are listed in Table I. Unless mentioned otherwise, the
default values in Table I are used in all experiments. The metrics used to measure
the system performance are mainly the six types of delays discussed in Section 2,
the end-to-end delay and the energy consumption per day per node.

Table I. Key System Parameters

Parameter Definition Default Value
TS Target Speed 10 m/s
SDC Sentry Duty Cycle 50%
NSDC Non-Sentry Duty Cycle 1%
DOA Degree of Aggregation 1%
SR Sensing Range 10
K Reports required by the base 1

D Node Density 0.01 m2

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4  6  8  10  12  14  16  18  20  22  24

D
el

ay
s(

m
s)

Target Speed

T_inital
T_detection

T_wakeup
T_agg
T_e2e

T_base
T_total

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4  6  8  10  12  14  16  18  20  22  24

D
el

ay
s(

m
s)

Target Speed

T_inital
T_detection

T_wakeup
T_agg
T_e2e

T_base
T_total

Fig. 14. Delays vs. Target Speed
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Fig. 15. Energy Consumption vs. Target Speed

7.2 Performance vs. Target Speed

The target speed determines the spatiotemporal distribution of events over a certain
time period. It is crucial to understand its impacts on the tracking performance.
In this experiment, we incrementally increase the target speed (TS) from 5m/s to
15m/s in steps of 1 meter. As expected from our analysis in Section 4, Tinitial and
Taggregation decrease with the target speed, as shown in Figure 14. One interesting
observation is that the descend rate of Tinitial diminishes when TS becomes larger.
This is because a node needs a sufficient sensing time to ensure detection. It is
possible that a quick target passes one sensor without detection, which negatively
affects the Tinitial. Since VigilNet deals with a rare event model, the energy con-
sumed during the tracking is not perceptibly affected by the target speeds as shown
in Figure 15.
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Fig. 16. Delays under Varying Detection Delay

7.3 Performance vs. Detection Delay

Different tracking systems use different sensing devices and detection algorithms,
which have various detection delays Tdetection. In this experiment, we increase the
delay in the detection algorithm Tdetection from 500 ms to 1000 ms in steps of 50 ms.
It is interesting to observe in Figure 16 that at a speed of 10m/s, the detection delay
has a small impact on the initial delay, however it contributes most significantly to
the overall increase of the total tracking delay. Again, since the detection time is
relatively small, this system parameter does not noticeably affect the overall energy
consumption, as shown in Figure 17.
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Fig. 17. Energy Consumption vs. Detection Delay
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Fig. 18. Delays vs. Sentry Duty Cycle
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Fig. 19. Energy Consumption vs. Sentry Duty Cycle

7.4 Performance vs. Sentry Duty Cycle

From the analytical results in Section 4, we obtain an analytical delay curve between
Tinitial and SDC in Figure 4. In this experiment, we obtain a set of other curves
(Figure 18) through the simulation. By comparing these two results, we conclude
that they are consistent with each other. For example, at a default 50% duty cycle,
Tinitial obtained from the analysis in Figure 4 is 1600ms, while Tinitial obtained
from the simulation (Figure 18) is 1360ms (Note that our analysis is relatively
conservative). In addition, Figure 19 reveals that the energy consumption escalates
linearly with the SDC, which indicates that an efficient sentry scheduling algorithm
is beneficial.
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 15

 15.5

 16

 16.5

 17

 17.5

 18

 18.5

 19

 19.5

 20

 1  2  3  4  5  6  7  8  9  10

A
v

g
 E

n
er

g
y

 C
o

n
su

m
ed

 
 P

er
 D

ay
 P

er
 N

o
d

e 
(m

A
h

)

Non-Sentry Duty Cycle

Energy Consumption Per Day
 15

 15.5

 16

 16.5

 17

 17.5

 18

 18.5

 19

 19.5

 20

 1  2  3  4  5  6  7  8  9  10

A
v

g
 E

n
er

g
y

 C
o

n
su

m
ed

 
 P

er
 D

ay
 P

er
 N

o
d

e 
(m

A
h

)

Non-Sentry Duty Cycle

Energy Consumption Per Day

Fig. 21. Energy Consumption vs. Non-Sentry Duty Cycle

7.5 Performance vs. Non-sentry Duty cycle

Here, we evaluate the impact of the wake-up operation on the delay and energy
consumption. First, the simulation results confirm that the average wake-up delay
is approximately half of the toggle period as predicted in Section 4.3. Since the
wake-up delay Twakeup is one order of magnitude smaller than other delays such
as Tinitial, a slight decrease in the wake-up delay, shown in Figure 20, does not
noticeably impact the overall delay. However, interestingly a slight increase of the
Non-Sentry Duty Cycle leads to a significant increase in energy consumption as
shown in Figure 21. This is because the non-sentry nodes are by far the majority,
so a duty-cycle increase for the non-sentry nodes leads to a quick increase in the
total energy. This result indicates that it is beneficial to increase the wake-up delay,
when possible, in exchange for the energy saving.
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Fig. 22. Delays vs. DOA
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Fig. 23. Energy Consumption vs. DOA

7.6 Performance vs. DOA

In-network processing through data aggregation can reduce the amount of data
transmitted over the network and can increase the confidence in target detection.
However, to accumulate enough report, it inevitably introduces a certain delay.
This experiment studies the effects of data aggregation. We gradually increase the
DOA threshold for a leader to report to the base. Since the DOA value only affects
the tracking phase, which has a small energy consumption, DOA’s impact on the
energy consumption is not noticeable. On the other hand, with a larger DOA value,
it takes more time for a leader to collect the member reports. For example as shown
in Figure 22, it takes as long as 2.39 seconds to achieve DOA value of 5. We note
that this simulation result is again consistent with the analytical results shown in
Figure 9, which has an estimated delay of 2.5 seconds.
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Fig. 24. Delays vs. Sensing Range

7.7 Performance vs. Sensing Range

To accommodate various requirements in detection and classification, different
tracking systems use sensors with different ranges. Figure 24 and Figure 25 in-
vestigate the impact of sensing range to the tracking performance and energy con-
sumption. With a large sensing range, a smaller number of sentries is required.
Therefore, the total energy consumption decreases quickly. For example in Fig-
ure 25, the energy reduces by 75% when the sensing range increases from 10m to
28m. It is interesting to see that the initial delay Tinitial actually slightly increases.
This is because the number of sentry nodes reduces while the coverage per sensor
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Fig. 25. Energy Consumption vs. Sensing Range

increases, the total coverage by all sentry nodes remains the same. We can de-
rive from Equation 3 that the expected Tinitial is higher when the sensing range is
smaller, given the same coverage in both cases. This analytic result is confirmed by
the simulation results shown in Figure 24. Due to the space constraints, we omit
the detailed derivation here.
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7.8 Performance vs. Number of Reports

To improve the estimation of target velocity and to classify targets with a high
confidence, a base node normally needs to accumulate a certain number of spa-
tiotemporally related reports from the same logic tracking group. This experiment
investigates the impact of the number of reports required by a base on the tracking



delays. Obviously, this only affects Tbase. Figure 26 shows that Tbase approximately
increases linearly with the number of reports, which is expected from our analytical
results in Section 4.6. Since the operation is done at the base, there is no energy
impact to the sensor network, as shown in Figure 27.

8. RELATED WORK

Real-time protocols have been designed at different layers to guarantee the effec-
tiveness of the interactions between wireless sensor networks and the physical world.
At the MAC layer, RAP [Lu et al. 2002] uses a novel velocity monotonic scheduling
to prioritize the real-time traffic and enforce such prioritization through a differenti-
ated MAC Layer. Woo and Culler [Woo and Culler 2001] propose an adaptive rate
control scheme to achieve fairness among the nodes with different distances to a base
station. Li [Li et al. 2005] proposes a SLF message scheduling algorithm to exploit
spatial channel reuse, so that deadline misses can be reduced. Carley [Carley et al.
2003] designs a periodic message scheduler to provide a contention-free predicable
medium access control. At the network layer, He [He et al. 2003]et al. support a
soft real-time communication service with a desired delivery speed across the sensor
network, using feedback-based adaptation algorithms that enforce per-hop speed in
face of unpredictable traffic. Felemban [Felemban et al. 2005] presents a novel
packet delivery mechanism, called multi-path and multi-speed routing protocol, for
probabilistic QoS guarantee in wireless sensor networks. At the aggregation layer,
Vasudevan [Vasudevan et al. 2003] proposes an application-specific compression for
time delay estimation in sensor networks, and He [He et al. 2004] adaptively per-
forms application independent data aggregation in a time sensitive manner. The
real-time solutions at the application is highly diversified. Huang [Huang et al.
2003] et al. propose the Mobicast protocol to provide just-in-time information dis-
semination to nodes in a mobile delivery zone. Given the complete knowledge of
traffic pattern, Somasundara [Somasundara et al. 2004] proposes a mobile agent
scheduling algorithm to collect the buffered sensor data, before the buffer overflow
occurs at the sensor nodes. Nam [Nam et al. 2005] proposes time-parameterized
sensing task model for real-time tracking. Yang [Yang and Vaidya 2004] proposes
a wakeup scheme that assists balancing energy saving and end-to-end delay. The
Lightning protocol [Wang et al. 2004] localizes the acoustic source with a bounded
delay regardless of the node density.

Besides the real-time protocol design, several researchers have focused on the
time analysis for sensor networks. Lu [Lu et al. 2005] studies how to minimize
the communication latency given that each sensor has a duty cycling requirement
of being awake for only 1

k time slots on average. In [Mohan et al. 2004], Mohan
et al. provides a cycle-accurate WCET analysis tool for the applications running
on the Atmega Processor Family. Abdelzaher [Abdelzaher et al. 2004] derives a
real-time capacity bound for multi-hop wireless sensor networks. It is a sufficient
schedulability condition for a class of fixed priority packet scheduling algorithms.
Using this bound, one can determine whether a certain traffic pattern can meet its
real-time requirement beforehand.

With advances in the sensor techniques, several large-scale sensor systems have
been built recently. The GDI Project [Szewczyk et al. 2004] provides an environ-



mental monitoring system to record animal behaviors for a long period of time.
The shooter localization system [Simon et al. 2004] collects the time-stamps of
the acoustic detection from different nodes within the network to localize the posi-
tions of the snipers. These systems mention some timing issues, however they do
not treat real-time as a major concern. Our previous publications on VigilNet [He
et al. 2004; He et al. 2006] focus on the middleware services and overarching system
integration. To the best of our knowledge, this work is the first to analyze the
real-time performance and its tradeoffs in a real-world large-scale wireless sensor
system.

9. CONCLUSION

In this paper, we demonstrate the feasibility to design a complex real-time sen-
sor network, using the deadline partition method, which guarantees an end-to-end
tracking deadline by satisfying a set of sub-deadlines. We also analytically identify
the tradeoffs among system properties while meeting the real-time requirements.
We validate our design and analysis through both a large-scale simulation with
10,000 nodes as well as a field test with 200 XSM nodes. We contribute a set of
tradeoffs that are useful for the future development of real-time sensor systems.
Given real-time constraints, a system designer can make guided engineering judg-
ments on the system parameters. Here we just name a few. First, to guarantee
the same sub-deadline, a higher node density is desired in the slow-target case,
however a slower duty cycle can be tolerated without jeopardizing the detection.
Second, it is beneficial to increase the wake-up delay, when possible, in exchange
for the energy saving. Third, fast detection algorithms are essential. Fourth, a low
network density increases the group aggregation delay, which indirectly reduces the
detection confidence. Fifth, theoretically, honeycomb is the optimal base placement
strategy to meet the communication sub-deadline.

Finally, we acknowledge that although it is amenable to provide the worst-case
real-time analysis for a certain protocol such as the wake-up protocol in Section 4.3,
however, due to the dynamic and unpredictable nature of the sensor networks, it
is a long-term research goal for us to achieve precise worst-case real-time analysis
across the whole system.
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Sensor networks open a new frontier for embedded distributed computing. Paradigms for sensor
network programming in the large have been identified as a significant challenge towards devel-
oping large-scale applications. Classical programming languages are too low-level. This paper
presents the design, implementation, and evaluation of EnviroSuite, a programming framework

that introduces a new paradigm, called environmentally immersive programming, to abstract dis-
tributed interactions with the environment. Environmentally immersive programming refers to
an object-based programming model in which individual objects represent physical elements in
the external environment. It allows the programmer to think directly in terms of environmental
abstractions. EnviroSuite provides language primitives for environmentally immersive program-
ming that map transparently into a support library of distributed algorithms for tracking and
environmental monitoring. We show how nesC code of realistic applications is significantly sim-
plified using EnviroSuite, and demonstrate the resulting system performance on Mica2 and XSM
platforms.
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1. INTRODUCTION

This paper presents EnviroSuite, the first sensor network programming framework
for environmentally immersive programming. The need to facilitate software devel-
opment for sensor networks motivates new high-level abstractions for programming-
in-the-large. These abstractions must hide the details of distributed monitoring and
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tracking algorithms, capture the unique properties of these networks such as their
distributed interactions with a physical environment, and address the issue of scale.

Traditional programming languages such as Java and C, as well as their sensor
network adaptations, such as nesC [Gay et al. 2003] and its extension galsC [Cheong
et al. 2003; Cheong and Liu 2005], are too low-level. Their basic computation,
communication and actuation unit is typically the sensor node. Programmers must
think in terms of single node activities and explicitly encode interactions among
nodes. For example, programmers are exposed to reading sensing data from appro-
priate sensor devices, aggregating data pertaining to the same external stimulus,
deciding where to send it, and communicating with actuators if needed. If the
monitored activity moves in the environment, programmers are responsible for spa-
tial and temporal correlation of measurements obtained about the activity across
a changing set of sensor nodes, and associating that data with event progress.

A more desirable approach would be for the programmers to encode only overall
network behavior, leaving it to the underlying system to decompose such behavior
into node-level algorithms. Examples of higher-level abstractions that address this
concern include logical-node-based primitives [Gummadi et al. 2005], token-based
languages [Newton et al. 2005], database-centric abstractions [Madden et al. 2003;
Yao and Gehrke 2002; Madden et al. 2005], event-based systems [Li et al. 2004],
group-based primitives [Blum et al. 2003; Whitehouse et al. 2004; Welsh and Main-
land 2004; Liu et al. 2003], state-centric approaches [Liu et al. 2003] and virtual
machines [Levis and Culler 2002; Boulis et al. 2003]. These paradigms offer logical
nodes, tokens, queries, events, sensor node groups, and logical state, respectively,
as the underlying abstractions with which the programmer operates.

EnviroSuite is an object-based programming system. Its abstractions revolve
directly around elements of the environment as opposed to sensor network con-
structs such as regions, neighborhoods, or sensor groups. The existence of the
sensor network is thus made more transparent. EnviroSuite is different from other
object-based systems in that its objects are representations of elements in the ex-
ternal environment. Dynamic object instances are created automatically by the
run-time system when the corresponding external elements are detected and are
destroyed when these elements leave the network. A unique mapping between
object instances and the corresponding environmental elements is maintained by
the system. Object instances float across the network following (geographically)
the elements they represent. The execution of object code at the location of the
corresponding physical element is ideal for sensing and actuation tasks. Objects
encapsulate the aggregate state of the elements they represent, making such state
available to their methods. These objects (as opposed to the individual nodes) are
therefore the units that encapsulate program data, computation, communication,
sensing and actuation. Classical objects (that do not represent any environmental
elements) are also supported. We call the above model, environmentally immersive

programming (EIP).

This paper presents the first comprehensive design and implementation of an
environmentally immersive programming framework. EnviroSuite abstractions are
supported by an underlying library called EIPLib, which is implemented in nesC
on TinyOS [Hill et al. 2000], an operating system designed specifically for sen-
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sor networks. We evaluate EnviroSuite and several applications written in it on
TOSSIM [Levis et al. 2003] as well as on a mote-based sensor network. TOSSIM is
an emulator that runs the actual nesC service code, emulating on a PC the behavior
of programs on the Berkeley motes [U. C. Berkeley 2005]. The framework extends a
previous tracking middleware service by the authors, called EnviroTrack [Abdelza-
her et al. 2004], which introduced a network address space where representations
of environmental entities are the addressable objects.

Finally, two remarks are in order on what EnviroSuite is not. First, EnviroSuite
is not a replacement to other emerging programming paradigms such as group-
based primitives, database-centric abstractions, event-based systems, and virtual
machines. This paper does not argue for a single approach to the exclusion of
others. The most appropriate abstractions are often a personal choice that depends
on subjective programmer preferences as well as application specifics. Ultimately, it
is the availability of multiple programming alternatives that induces more software
development. EnviroSuite is therefore presented and evaluated for its own merits,
and not as a substitution for other high-level paradigms.

Second, EnviroSuite is not a programming language in itself. EnviroSuite is a
framework that extends other programming languages with environmentally im-
mersive programming primitives. This extension takes two different forms. First,
the programmer is allowed to define and use variables that summarize elements of
a potentially distributed environmental state (such as the average temperature of
a region or the current location of a moving target). Second, the programmer may
define code that is geographically distributed and associate the time and place of
its execution with the occurrence of certain environmental events. Both the ag-
gregate variables and distributed code are encapsulated within simple objects. As
with other distributed computing paradigms, remote communication is allowed be-
tween objects. The purpose is to abstract the distributed aspects of environmental
interactions and computation.

With distribution hidden from the programmer, logical computation can be per-
formed using the native programming language. The current implementation of
EnviroSuite extends nesC. However, there is nothing in its design and general ab-
stractions that is nesC specific. The implementation can be easily re-targeted to
support other programming languages. nesC was chosen due to its wide popularity
in the sensor network community and due to the availability of a compiler for the
current mote hardware.

The remainder of the paper is organized as follows. Section 2 introduces the
overall architecture of the EnviroSuite framework. Section 3 provides a detailed de-
scription of the exported abstractions. Section 4 presents the design of the essential
algorithms underlying these abstractions. Section 5 highlights the implementation
details. Section 6 presents and analyzes performance evaluation results. Section 7
discusses related work. Section 8 concludes the paper.

2. SYSTEM ARCHITECTURE

EnviroSuite lets the programmer think in terms of objects in the external envi-
ronment that are relevant to the application. An environmental object may refer
to a localized entity (such as a moving vehicle) or a distributed region of the en-
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  object type: VEHICLE
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report location to the
base station every 5
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attribute: location

  object type: PERSON
  object ID: person01

method:
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  object ID: network_health01
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attribute: voltage

mapping

Fig. 1. One-to-one mapping between physical events and event objects

vironment (e.g., a geographic area or an area specified by some sensory signature
such as high temperature). Typically, the system must keep some state or other
information about each object. This state is maintained in variables encapsulated
within the object that can be accessed using object methods. Hence, each object
is given by (i) a sensory or geographic signature that defines its boundaries or lo-
cation, (ii) a set of data variables to be collected in its vicinity, and (iii) a set of
methods that can be performed in its context. The fact that the obtainment of
values stored in the encapsulated variables and the execution of local methods may
need distributed computation (such as data aggregation) is hidden from the pro-
grammer. The programmer may also define regular objects that are not linked to
objects in the environment. We call them function objects . Environmental objects
and function objects seamlessly coexist in the programmers’ world and can invoke
each other’s methods using a remote object invocation mechanism. An example of
such mapping is depicted in Figure 1.

The example in Figure 1 represents a surveillance application that monitors ve-
hicle and person movement in a hostile territory (e.g., behind enemy lines). Each
tracked vehicle or person is mapped into a dynamically instantiated object with
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Monitoring and Tracking Applications in EnviroSuite

Monitoring and Tracking Applications in nesC

EnviroSuite Middleware

EIPLC
EIPLib

- Primitive Algorithms
- High-level services

Fig. 2. Relation of EnviroSuite, EIPLC & EIPLib

a unique label, denoted by an object ID in EnviroSuite. Desired event attributes
such as location can be returned for the object. This application also periodically
monitors the health of the network by collecting information on nodes that are alive
and their remaining power. The network is thus mapped into an object that main-
tains aggregate health statistics. Computation, communication and actuation can
be logically attached to these objects. Examples include reporting vehicle location
by vehicle objects, turning on microphones in their vicinity for tracking purposes,
or sending out alarms if system health fails to meet an acceptable threshold.

These primitives are supported by the environmentally immersive programming
library (EIPLib), which provides a series of algorithms containing the detailed
implementations (such as sensor data processing, object maintenance, and inter-
object communication) and some other higher level services. A compiler (EIPLC )
is introduced to translate EnviroSuite applications into nesC. The relation among
EnviroSuite, EIPLC and EIPLib is depicted in Figure 2.

Programmers design and implement environmental monitoring and tracking ap-
plications using a combination of EnviroSuite and nesC. Taking such implemen-
tations as input, the compiler (EIPLC) configures and restructures services and
protocols in EIPLib to automatically produce as output the corresponding imple-
mentations in the nesC language. The resulting code can be compiled on TinyOS
and uploaded to the motes. In the following sections, we describe in more details
the abstractions of EnviroSuite, the services and protocols provided in EIPLib to
support these abstractions, and the translation of these abstractions carried out by
EIPLC.

3. ENVIRONMENTALLY IMMERSIVE PROGRAMMING SYNTAX

When a programmer develops a monitoring application using EnviroSuite, the pro-
grammer creates a virtual world with a set of logical objects, which attempts to
reflect the real world with a set of physical objects. Each object is defined by a
sensory signature such that contiguous groups of nodes that satisfy that signature
will be given a unique object ID. These object IDs constitute a global name space
available to the programmer. Various data operations can then be performed on
different locales defined by the corresponding object IDs. These operations are
typically coded as methods encapsulated in the corresponding objects. Observe
that EnviroSuite is only concerned with (i) grouping together nodes that satisfy
programmer-defined sensory signatures, (ii) giving global names to those groups,
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object VEHICLE

object_condition =
    ferrous_object() && background_sound()

object_attribute location
attribute_value = AVERAGE(position())
attribute_degree = 2
attribute_freshness = 500ms

object_main_function = vehicle.getLocation

object type

object context

object attribute

object method

Fig. 3. Object declaration of object VEHICLE

(iii) executing programmer-defined data operations within each named group, and
(iv) storing programmer-defined group state in variables encapsulated within the
named objects. The correspondence between the groups and meaningful aspects of
the environment is the programmer’s responsibility. For example, there is inherent
uncertainty regarding whether or not a motion and magnetic signature defined by
the programmer truly signals the presence of a vehicle. EnviroSuite is concerned
only with tracking the defined signature. The uncertainty in the interpretation of
the signature must be handled at a higher-level.

Syntactically, an EnviroSuite program consists of a list of object declarations
such as the one shown in Figure 3. Each declaration specifies a user-defined object
type, an object condition statement, declaration of object attributes, and the object
methods.

The object condition statement creates a mapping between the software object
and the corresponding environmental element. For example, it can specify the
sensory signature of an external tracked entity, or a geographic area defining a
physical region. An object is created for each contiguous region where the object
condition is true. A contiguous region is one that is not partitioned. In other words,
there exists a path between any two nodes in the region that has no intermediate
hops outside the region. We call this region the object context. A null object
condition specifies that this object is not a representation of an environmental
element (e.g., a pure computational object), which is called a function object, as
mentioned above.

Specifications of object contexts are followed by declarations of encapsulated
data to store the state of the object. Such data typically refers to aggregates of
sensory measurements or node attributes over the object context. They can be
thought of as query results over the context. The declaration specifies the method
of aggregation together with confidence and freshness parameters. Finally, as in
traditional object-based systems, an object main function specifies the name of a
default constructor method to be automatically executed when the object is created.
Other methods can be defined to be executed when called. Object methods can
access the attributes of their encapsulating object and perform remote method
invocations on other objects.

Objects are instantiated either statically or dynamically. The former is useful to
represent fixed environmental elements such as topological features of the terrain.
The latter is useful, for example, to represent dynamically arriving targets in the
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Table I. Keywords for basic EnviroSuite ob-
ject declaration

Object Context object condition

Object Attributes object attribute

attribute value

attribute degree

attribute freshness

Object Methods object main function

object function

environment. As described later in this paper, special care is taken to ensure unique
representation (i.e., that a single object is instantiated to refer to a single target,
even though the target causes multiple sensor hits).

EnviroSuite keywords for basic object declarations are listed in table I. More
detailed discussion on EnviroSuite object contexts, attributes, and methods is pre-
sented in the following subsections respectively, using the object declaration exam-
ple depicted in Figure 3.

3.1 Defining the Object Context

In EnviroSuite, the object condition statement defines the object context, which is
the continuous region where the object condition is true. EnviroSuite includes a
library of sensor data processing algorithms (called the condition library) designed
by domain experts for purposes of defining object contexts. These algorithms return
(possibly) filtered or otherwise processed sensor outputs (e.g., temperature()),
or identify specific boolean environmental conditions (e.g., ferrous object() or
vehicle sound()), or return node attributes (e.g., position() or voltage()). A
boolean expression of such conditions can then define the region of object context.
We call it the object condition statement. For example, the following declaration
defines the condition that represents the potential presence of a vehicle:

object condition = ferrous object() && vehicle sound();

In this example, ferrous object() is a function that returns true when the
magnetometer output indicates a significant disturbance to the earth magnetic
field (consistent with the passage of a large ferrous object), and vehicle sound()

indicates microphone output of energy and pitch consistent with the sound of a
passing vehicle. Implementation of such functions is described in [Gu et al. 2005].

The idea is to compile a library of such conditions to abstract the specifics of
sensor processing away from the programmer in much the same way device drivers
abstract the details of device I/O away from application code. The separation
between high-level application code and low-level sensor processing comes at the
cost of increased condition library size, since many different algorithms need to be
written to identify a sufficient range of useful conditions for each sensor type. This
is not unlike the proliferation of device drivers (one for each version of every possi-
ble device) in contemporary operating system installations. The success of device
drivers as a means for separating concerns leads one to believe that the condition
library will considerably simplify application development in sensor networks. An
object executes when and where the conditions defined in its condition statement
become true.
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Observe that conditions can also be parameterized. For example, the condition:

object condition = altitude()>500 && temperature()<32;

defines the region (i.e., object context) that satisfies freezing temperatures on top
of a local hill. The case of object condition = NULL specifies a function object
not associated with an environmental element (region or physical entity).

3.2 Defining Object Attributes

The main purpose of objects invoked in response to environmental conditions such
as those mentioned above is usually to monitor attributes of environmental events,
targets or regions. These attributes are measurements collected and aggregated by
nodes in the object context. Specification of attributes requires specification of (i)
the sensor measurements in question, and (ii) optionally, their method of aggrega-
tion. Aggregation is always performed over all nodes within the object context. The
sensor measurements to be aggregated could be any environmental measurements,
or node attribute measurements such as remaining battery power or node position,
for which a measurement function exists in the condition library described above.
A library, called the aggregation method library, is supplied, which lists a set of
aggregation methods such as AVERAGE, MAX and RANGE on attributes. For example,
to define an aggregate attribute, targetLocation, EnviroSuite programmers can
simply specify the corresponding node measurement, position(), from the condi-
tion library, and the name of the appropriate aggregation method, say AVERAGE,
from the aggregation method library, in an object attribute clause, such as:

object attribute targetLocation {
attribute value = AVERAGE(position());

}

Within the declaration of an attribute, EnviroSuite allows the programmer to
specify the minimum aggregation degree, attribute degree. The aggregate at-
tribute is valid only when it is the aggregation result from at least as many nodes
as attribute degree. This knob allows programmers to control the confidence in
retrieved information. The feature is especially useful in reducing false alarms. An-
other important property of attributes is freshness. Most monitoring applications
have temporal data validity constraints. Usually, stale information is of no use. En-
viroSuite allows programmers to define attribute freshness, which determines
how often aggregate attributes are to be sampled and updated by the mechanisms
that compute them in EIPLib.

3.3 Defining Object Methods

Sensor network applications can have more complex functionality than merely mon-
itoring attributes. In general, computation, communication or actuation could be
encapsulated into the definition of an object. EnviroSuite tries to make full use
of existing general-purpose languages, such as nesC, and their existing modules,
such as those exported by TinyOS, by separating real object method implementa-
tion from object declaration. In object declaration, EnviroSuite programmers are
required to denote the name of functions implementing in a general language the
object methods. Such functions can use the EnviroSuite communication primitives
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(using keyword ES IOC and ES IOCRESULT) and read values of encapsulated aggre-
gate attributes of the object (using keyword ES GETATTRIBUTE). The separation of
object method declaration and object method implementation retain independence
of EnviroSuite abstractions from the underlying programming language.

There are two types of object methods that can be encapsulated within an object.
Those object methods specified in object main function statements are functions
which will be automatically executed upon the creation of the corresponding ob-
ject. In contrast, object methods specified in object function statements will
be executed only when they are called by other objects. Assuming programmers
choose nesC as the general language to implement object methods, the following
clause specifies that the implementation of the main object method can be found
in nesC command getLocation within interface vehicle.

object main function = vehicle.getLocation;

To facilitate communication and coordination beyond the scope of one object,
we introduce a RPC-like mechanism in EnviroSuite, called the Inter-Object Call

(IOC). IOC is different from traditional RPC in several aspects. First, both the
caller and the callee of IOC can be migrating across nodes as the location of the
external object changes. Such migration is transparent to programmers, who simply
specify the callees instance name (to be stated below) and never worry about which
physical nodes these objects are located on. Second, IOC is asynchronous. Callers
do not block themselves to wait for results. Instead, results declare their arrivals
by interrupts. The keyword for IOC is ES IOC and ES IOCRESULT. The former is
used for executing an IOC and declaring its handler and the latter for receiving IOC
result interrupts. All object methods defined in an object can be remotely called by
any other objects by using its reference. The underlying low-level communication
protocol and routing extensions to support IOC have been previously published
in [Blum et al. 2003] and are thus not described in this paper.

3.4 Defining Static Object Instances and Global Variables

The above discussion covered declaration of object types. Objects that represent
fixed environmental elements, such as topological features of the terrain, can be
statically instantiated. These static instances can be used, for example, as the
destinations of IOCs that invoke object methods. Object types that do not have
static instances will be instantiated dynamically at run-time when their object
conditions become true. They would have to send their handle to any other objects
that need to communicate with them.

EnviroSuite also allows programmers to define globally shared static variables in
(static) object declarations and to access defined static variables in object method
implementation by using EnviroSuite keyword, ES READ and ES WRITE.

The next section gives a complete tracking application implemented in Enviro-
Suite, including code samples for static instances and static variables.

3.5 A Tracking and Monitoring Application in EnviroSuite

A typical tracking and monitoring application written in EnviroSuite (and some
nesC) is shown in Figure 4. The main function of this application is to estimate the
current location of a tracked vehicle, update the estimates every 500 ms and report
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1.   object VEHICLE {
2.       object_condition = ferrous_object()&&vehicle_sound();
3.       object_attribute location {
4.           attribute_value = AVERAGE(position());
5.           attribute_degree = 2;
6.           attribute_freshness = 500ms; }
7.       object_main_function = vehicle.getLocation; }

8.   object NETWORK_HEALTH {
9.       object_condition = TRUE;
10.     object_attribute energyLevel {
11.         attribute_value = voltage();
12.         attribute_freshness = 20m; }
13.     object_main_function = networkHealth.getEnergyLevel; }
14. static NETWORK_HEALTH networkHealthInstance;

15. object MONITOR {
16.    object_condition = NULL;
17.    object_main_function = monitor.start;
18.    object_function = monitor.reportLocation;
19.    static int vehicleNumber = 0; }
20. static MONITOR monitorInstance;

Object Declarations

21. Triple_float_t *currentLocation;

22. command result_t vehicle.getLocation() {
23.     call ES_WRITE(monitorInstance.vehicleNumber,
                                    monitorInstance.vehicleNumber +1);
24.     return call Timer.start(TIMER_REPEAT, 500); }

25. event result_t Timer.fired() {
26.     currentLocation = call ES_GETATTRIBUTE(location);
27.     ES_IOC report = call monitorInstance.monitor.
                                            reportLocation(currentLocation);
28.     return SUCCESS; }

29. ES_IOCRESULT report(bool result) {
          //deal with remote call results here
30.     return; }

31. uint16_t currentEnergyLevels[MAX_NODE_NUMBER];

32. command result_t networkHealth.getEnergyLevel() {
33.     return call Timer.start(TIMER_REPEAT, 1200000); }

34. event result_t Timer.fired() {
35.     currentEnergyLevels = call ES_ATTRIBUTE(energyLevel);
          //deal with obtained node IDs and voltage values here
36.     return SUCCESS; }

37. command result_t monitor.start() {
38.     return SUCCESS;  }

39. command bool monitor.reportLocation(Triple_float_t
      Location) {
          //deal with received target location here
40.     return TRUE; }

object method implementation of object VEHICLE

Implementations of Object Methods

object method implementation of object NETWORK_HEALTH

object method implementation of object MONITOR

Fig. 4. An EnviroSuite application

the estimated location to the base station every 500 ms. The total number of vehi-
cles is counted. At the same time, voltage values for individual nodes are collected
every 20 minutes to obtain system health information. This application illustrates
the main abstractions supported by the framework, as well as the programming
style.

The application declares three object types VEHICLE, NETWORK HEALTH and MONI-

TOR which refer to a dynamically instantiated object, a geographic region object
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and a function object, respectively (lines 1 - 20).
For object type VEHICLE, the object condition statement (line 2) specifies its

sensory signature as ferrous object() and vehicle sound(). The object attri-

bute statements (lines 3 - 6) define an aggregate attribute location for which the
value is the average of positions of more at least 2 nodes, updated every 500 ms. The
object main function statement (line 7) states that main object method imple-
mentation can be found in interface vehicle that includes command getLocation.

For object type NETWORK HEALTH, the object condition statement (line 9) speci-
fies its object context as TRUE to include all nodes in the network. The object attri-

bute statements (lines 10 - 12) define an attribute energyLevel as the voltage values
of individual nodes with an update rate 20 minutes. The object main function

statement (line 13) defines that main object method is command getEnergyLevel

in interface networkHealth, which obtains an array of node IDs and voltage val-
ues. Line 14 creates a static instance networkHealthInstance for object type
NETWORK HEALTH so that it will be instantiated statically in system initialization
and IOCs can be made through this reference.

For object type MONITOR, the object condition statement (line 16) specifies
NULL as the object context since the object is not mapped to any environmental
element. The object main function statement (line 17) specifies the command
start in interface monitor as the main object method. Finally, the object func-

tion statement (line 18) defines that command reportLocation in interface moni-
tor can be remotely called by any other objects by using IOC and its static instance
monitorInstance (line 20). Line 19 defines a static variable vehicleNumber which
is globally accessible by any object through ES READ and ES WRITE.

In the object method implementation of object VEHICLE, it is defined that static
variable vehicleNumber is increased by one whenever a new instance of VEHICLE

is created (line 23). For each instance, every 500 ms (line 24) the current value of
aggregate attribute location is fetched (line 26) and sent to the base station by
using ES IOC (line 27) to remotely call method monitor.reportLocation located
in static instance monitorInstance. In line 29, ES IOCRESULT keyword is used to
receive IOC interrupts of ES IOC report. The interrupt handler name must be the
same as ES IOC which is report and the parameters should be of the same type as
the returned value of remote called method reportLocation which is bool.

In the object method implementation of object NETWORK HEALTH, it is defined
that every 20 m (line 33) the current values of individual voltages are collected
(line 35) and analyzed (not included) to monitor system health.

The object method implementation of object MONITOR includes the implemen-
tation of its constructor method monitor.start (lines 37 - 38) and its exported
method monitor.reportLocation (lines 39 - 40).

This application is used as a running example throughout this paper. It is com-
piled and evaluated on an actual sensor network as well as on TOSSIM.

4. OBJECT MAINTENANCE ALGORITHMS

To support EnviroSuite abstractions, the main question is how physical state,
events, and activities can be uniquely and identically mapped into objects despite of
distribution and possible mobility in the environment. This section gives extensive
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answers.
While all objects in EnviroSuite have the same declaration syntax and program-

ming interface, underneath the common API, EnviroSuite supports three different
implementations of objects, namely, event objects (created for mobile events de-
fined as those that dynamically change their geographical locations), region objects

(mapped to static or slowly moving regions), and function objects (not mapped to
an environmental element).

To alleviate the programmers burden, EnviroSuite can automatically determine
the best category for each object based on the keywords used in the object condi-

tion statement. Conditions defined in terms of volatile measurements (such as
motion sensing) typically give rise to dynamic contexts with rapidly changing node
membership, which are more appropriately implemented as event objects. In con-
trast, conditions defined in terms of slowly changing measurements (such as tem-
perature) result in more stable groups that can be implemented as region objects.
Taking sensor type into account therefore allows the compiler to make intelligent
guesses about the most appropriate group management protocols to use for object
implementation. The programmer is allowed (although not required) to annotate
the object as event or region object, overriding the compilers intelligent guess. An
incorrect annotation, however, will result in impaired performance. Function ob-
jects are similar to region objects, except that they do not interact with the physical
environment. In the following, we describe the three different object maintenance
protocols, which determine how and when to form the object context, what group
management protocols are involved, where to execute object code, and how to
compute object attributes.

4.1 EVENT OBJECT MAINTENANCE

Typically, event objects are created dynamically in response to environmental
events that may be mobile and usually fast moving. (A compile-time warning
is generated if a static instance is declared for such objects.) In the current im-
plementation and in the discussion below, only localized events are supported. By
a localized event, we mean those with a geographically limited sensory signature,
such as moving vehicles. We call such localized events, targets. Supporting events
with a large signature that move quickly is challenging because of the high over-
head. However, we do support slowly moving large-signature events as described
in region objects.

The core component of our event object implementation is the multi-target group

management protocol (MGMP). When the condition statement of an event object
evaluates to true in a new contiguous region, MGMP creates a new globally unique
address, object ID, and associates it with the geographically contiguous group of
sensor nodes which sense the environmental event. The movement of the contiguous
region associated with the event results in dynamic changes to group membership.
The protocol ensures that the same object ID is maintained for the event object
despite mobility and membership changes, so that it can always be addressed via
its uniquely assigned object ID. Dynamically created event objects are aware of
their ID and must explicitly send it to other objects if they want to be contacted.
Observe that the internal details of MGMP are transparent to the programmer.
From the perspective of application code, the only visible effect of MGMP is the
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Fig. 5. States of nodes around an environmental event

dynamic creation and deletion of object instances (in response to environmental
conditions). These instances encapsulate aggregate object attributes as defined by
the programmer.

Internally, MGMP elects a leader in each object context to maintain a persis-
tent and unique object ID, collects raw data from group members in the context,
performs aggregation functions on the leader to compute object attributes, and
coordinates computation and actuation tasks as defined in object methods.

In the following, we discuss how MGMP maintains object uniqueness (one-to-one
mapping of external events to logical objects) and object identity (immutability of
the mapping function) for fast moving targets.

4.1.1 State Machine Representation. MGMP treats each node as a state ma-
chine. The sensor network around an environmental event might have the state
distribution shown in Figure 5. It should be noted that although we use circles to
indicate sensing areas, we do not assume sensing areas are circular.

All nodes sensing an event constitute the member set. A single leader is elected
by MGMP among the member set. The leader sends periodic heartbeats to nodes
within half an object resolution (default half is two times the sensing range) away
from itself to claim its leadership and to inform them of the existence of the event.
Note that the sensing range can be statically derived from the sensor characteristics,
and, if the event is detected by a combination of multiple sensors, the shortest one is
used. Heartbeats are disseminated through limited flooding, and later on, members
communicate to the leader through reverse paths of flooding. The period of these
messages, called the heartbeat period, is one of the key parameters of MGMP. As
we show in the evaluation section, this period can be chosen automatically by
EnviroSuite from a high-level specification of the maximum abject creation latency.

All nodes that cannot sense the event themselves but know of its existence
through received nearby leader heartbeats are said to be in the follower state. All
MGMP control messages are transmitted to nodes within half object resolution

away from senders. Thus, half the object resolution must be no less than two
times the sensing range, since nodes within the same sensing area must commu-
nicate with each other to agree on a single leader. The minimal tolerable object
resolution in EnviroSuite is therefore four times the sensing range.

At any point of time, a node stays at a single state from a set of states Ss:
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Fig. 6. State machine in MGMP

Ss = {Null, Follower, Member, NewCandidate, LeaderCandidate,

Leader, ResigningLeader}

To make MGMP suitable for sensor devices with limited computation and storage
ability, we allow each node except leaders to maintain only one object/object ID to
reduce algorithm complexity both in time and space. For instance, a node cannot
act as member of two different objects/object IDs. Figure 6 depicts the general state
machine algorithm of MGMP without providing details of associated objects/object
IDs.

4.1.2 Maintaining Object Uniqueness. Object uniqueness can be compromised
in several cases. The first is at the time when a new event causes the creation
of a new object. Multiple object IDs for one event may be created since there is
no agreement on a single leader initially. To solve the problem we employ a de-

layed object creation mechanism, which delays the creation of a new object by an
amount called the candidate period, until we are of high confidence that the group
of nodes has elected a single leader node. In this mechanism, null nodes, when
sensing an event, transit their states to newCandidate and begin to send periodic
CANDIDATE messages at the heartbeat period, containing sequence numbers and
their own node ID. To prolong system lifetime, instead of using the fixed heartbeat
period, we can enhance energy balancing by using a dynamic period inversely pro-
portional to remainder energy of nodes. Hence, nodes with a higher energy will
become candidates first and will have a higher chance of being elected. In the case
of re-transmissions, candidates with a higher energy can back-off less, hence hav-
ing a higher chance of successfully claiming leadership. The node with the smaller
sequence number or, if sequence numbers are equal, with the bigger node ID is
forced to quit from the newCandidate state and transition to state member. This
procedure is called candidate election, which finally results in only one node at the
newCandidate state. After a given delay (namely, the candidate period) this node
transits to the leaderCandidate state. The candidate period is measured in the
number of periodic CANDIDATE messages sent before one newCandidate node can
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transit to the leaderCandidate state. The candidate election algorithm ensures a
single leaderCandidate in the absence of message loss. Even if messages can be
lost, by increasing the candidate delay, a single leaderCandidate can be generally
guaranteed since the possibility of consecutive message loss is small. In the eval-
uation section, we determine a good choice for the candidate delay, such that the
programmer need not be involved in the decision.

The next problem that compromises uniqueness occurs during leader re-election.
When tracked events move out of the current leaders sensing ranges, these leaders
must handover their leadership to other nodes, which is called object migration. Ob-
ject migration, especially frequent object migration caused by fast moving events,
challenges the maintenance of object uniqueness. MGMP solves this problem by
introducing the follower state. Through heartbeats from leaders, follower nodes
know in advance the event objects associated with incoming events. When these
nodes come to sense these events, they join the existing objects as member instead
of creating spurious objects. It was shown in [Abdelzaher et al. 2004] that this
mechanism is successful in maintaining object uniqueness as long as object velocity
is below some maximum limit.

The third case that challenges object uniqueness is when multiple events of same
signatures become closer than defined object resolution, or even cross each others
path. To simplify the situation, we assume that event crossing does not coincide
with event disappearance. In the previous cases without event crossing, the delayed
object creation mechanism and the introduction of the follower set ensures object
uniqueness. Here, we need only to prevent accidental object termination during
event crossing, so that object uniqueness is maintained. The leadership handoff
mechanism used in MGMP prevents object termination as long as the object is
maintained by one leader node and at least one member node. Thus, the key in
maintaining object uniqueness during event crossing is to balance member nodes
between merging objects to assign at least one member for each object, which is
detailed below.

To show the member balancing mechanism, Figure 7 depicts part of the state
machine, which describes how member nodes choose their corresponding objects.
Memberx denotes member state with object ID x. A simple way to balance Member
nodes is to divide member nodes based on leader position. When a member node
receives heartbeats from multiple objects, it chooses to join the one with the nearest
leader since there is a higher possibility that this node is sensing the same event as
that leader. However, such division is not accurate since leader positions are not
identical to event locations. It is also possible that a member node is actually sensing
the same event as the farther leader. For this reason, a new state called freeMember

is introduced into the state machine. The continuous reception of n continuous
heartbeats from object 2 can transit member1 to freeMember and then to member2

even if the last heartbeat was from a closer leader (object 1). The introduction
of freeMember allows wrong choices to be corrected, thus ensuring correctness of
member balancing. The member balancing mechanism prevents object termination
successfully, therefore enhancing object uniqueness in the third case.

4.1.3 Maintaining Object Identity. While object uniqueness refers to maintain-
ing a single object representation for each external target, maintaining object iden-
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Fig. 7. Member balancing mechanism

tity refers to keeping the correct association between external targets and their
representing objects. In the case where events with same signatures are closer than
one object resolution, an extra mechanism is required to maintain identity since
member balancing only ensures object uniqueness. EnviroSuite makes the default
extra assumption that targets tend not to change direction abruptly. This assump-
tion, for example, allows disambiguation of crossing targets based on their path.
The default assumption can be customized by programmers if needed.

EnviroSuite keeps a record of the recent trajectory of each target (storing it
within its representing object). To reduce system overhead, instead of using posi-
tion information of group members to estimate target locations, EnviroSuite takes
leaders positions as an approximation. When transferring leadership, each leader
also transfers its maintained history of the last n−1 old leaders positions plus its
own. When two events E1 and E2 cross each others path, each object leader is able
to receive the heartbeat from the other. Each object leader marks itself by the con-
catenation of the old object ID (O1) and the new object ID (O2) as its temporary
object ID (O1O2). The two leaders exchange their event trajectories such that each
remembers both. After separation, a disambiguation algorithm is used, based on
recorded history and current locations to chose the ID assignment most consistent
the default (straight path) assumption.

4.2 REGION AND FUNCTION OBJECT MAINTENANCE

Region object maintenance differs from event object maintenance since region ob-
jects are associated with a relatively fixed set of nodes. What we implement for
region object maintenance is a spanning-tree based information collection structure
described in [He et al. 2004]. Like event objects, the details of region object main-
tenance are transparent to the programmer. The application code is only aware of
the object and its encapsulated aggregate attributes.

When a region object is initialized (statically at system deployment time or dy-
namically, depending on whether a static instance is declared), a default leader
node disseminates tree construction requests to the object context with a running
hop-count initialized to zero. Requests are flooded outward with hop-count incre-
mented at every intermediate hop. After receiving tree construction requests, nodes
establish multiple reverse paths towards the sending nodes. As a result, a multi-
parent diffusion tree is constructed with the leader residing at the root. Spanning
tree construction stops when nodes are reached that do not satisfy the region object
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condition statement. Such nodes become the outer boundary of the tree and serve
a role similar to followers in event objects. If these nodes ever satisfy the condition
statement they become members and recruit other followers for which the state-
ment is not satisfied. Also, if tree leaves cease to satisfy the object condition, they
truncate themselves from the tree and become outer boundary nodes. Hence, mem-
bership of the tree can change slowly over time. Measurements needed to compute
object attributes can flow up the tree from members towards the leader and get
aggregated along intermediate hops. We do not provide details of aggregation al-
gorithms here, since similar mechanisms have been described in previous literature
such as directed diffusion [Intanagonwiwat et al. 2000] and TAG [Madden et al.
2002]. Our contribution lies in the uniform programming abstractions presented on
top of such mechanisms.

One aspect where our region object maintenance algorithm differs from previ-
ous work is that we automatically migrate the root of the aggregation tree to the
location that minimizes communication and aggregation overhead, as well as to a
higher energy node, periodically escaping energy depleted regions. This load bal-
ancing flexibility is made possible in our programming model since we implement
the program inside the network, alleviating external bottlenecks. After each migra-
tion, a (possibly partial) tree reconstruction is done to form a new spanning-tree
rooted in the new host node.

The introduction of region objects enables EnviroSuite to support not only track-
ing functions, but also region monitoring functions such as contour finding and
system health monitoring, thus making EnviroSuite applicable to a broader set of
applications.

Function objects are quite similar to region objects except that there are no
object contexts and object attributes in function objects. There is no need for
object context maintenance and object attribute collection since function objects do
not interact directly with the physical environment. In EnviroSuite, the leader of a
function object always migrates to the gravity center of all other objects which have
recently communicated with the function object through IOC or global variable
access.

Like in event objects, leaders in region objects and function objects are respon-
sible for object method execution.

5. IMPLEMENTATIONS IN NESC

In this section, we take nesC, the most popular language in sensor network area, as
the general language that implements EnviroSuite. EnviroSuite object declarations
(defined by programmers) and object methods (assumed to be written in nesC
by programmers) are to be automatically translated by EIPLC into a whole nesC
application by selecting and integrating primitive algorithms provided in EIPLib.
This section describes how we design EIPLib to simplify the work of EIPLC and
how we implement the compiler EIPLC with the help of EIPLib. Although the
implementation details are specific to nesC, most design decisions we make in this
section are portable to other languages.

All nesC applications consist of a set of components. A component provides and
uses interfaces, as defined in the components provides and uses clauses. An interface

ACM Transactions on Computational Logic, Vol. V, No. N, October 2005.



18 · Liqian Luo et al.

describes the parameters of a set of commands and events. There are two types
of components: modules and configurations. Modules provide application code,
implementing one or more interfaces. Configurations connect interfaces used by
components to interfaces provided by other components. The action of connecting
component interfaces is called component wiring. It is the main mechanism for
building large applications from smaller modules. Wiring is done at compile time,
and offers no run-time overhead. We use wiring extensively to connect application
components to components implemented by our language libraries.

5.1 EIP Service and Protocol Library (EIPLib)

EIPLib contains a series of primitive algorithms to be used by EIPLC to build
comprehensive applications in nesC, currently including: sensor data processing
algorithms (condition library), aggregation algorithms (aggregate method library),
object maintenance algorithms and inter-object communication protocols. It also
contains higher level services as potential consumers of primitive algorithms, includ-
ing: object context determination components, object attribute collection compo-
nents and object method execution components.

Each condition such as temperature() and vehicle sound() is associated with a
sensor data processing algorithm in EIPLib, which returns processed sensor outputs
either as a meaningful value or a boolean either immediately or in a phase-splitting
way. However, the association and ways of accessing are hidden in EIPLC and
programmers are only aware of available condition names and their purposes. Also,
each aggregation method such as AVERAGE is associated with an aggregation algo-
rithm which implements the method. In the current version, object maintenance
algorithms contain separate implementations for three object categories: event ob-
jects, region objects and function objects. As stated in the beginning of Section 4,
the object categories are transparent to programmers and are determined by EIPLC
based on the object condition statement. (Advanced APIs are provided for so-
phisticated programmers to override default rules.) Inter-object communication
protocols provide supports for maintaining links between dynamic objects, which
is required to implement IOCs and global variable access. All these primitive algo-
rithms are implemented as nesC components with standard interfaces.

Object context determination components determine whether the current node
should join some object context based on object declarations. Object attribute
collection components collect raw object attributes from member nodes, apply ag-
gregation methods to form aggregate attributes in leader nodes, and support access
to aggregate attributes. Object method execution components are responsible for
executing object methods in leader nodes whenever corresponding objects exist.
These higher level components are also implemented in the form of nesC compo-
nents, yet differ from usual nesC components in many ways, including:

(1) They are not pre-wired since object declarations and object method imple-
mentations are not available until compile time. Wiring is left for the compiler so
that primitive algorithm components may be freely selected and wired into higher
level components to construct any EnviroSuite applications defined by program-
mers.

(2) They contain special clauses that are recognizable only by the compiler. In
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Fig. 8. Translate an EnviroSuite application into a nesC application

many cases, such clauses are necessary to guide language translation. For exam-
ple, the configuration of object context determination components may include
a special clause ({ ES COMPONENTS}) which indicates the position where necessary
sensor data processing components are to be listed by EIPLC. These clauses greatly
simplify the implementation of EIPLC by giving some hints.

The hierarchical structure between primitive algorithms and high level compo-
nents is also critical. In this structure, various configurations can be achieved by
changing only the high level components while other components can remain un-
changed, thus reducing the complexity of the compiler.

5.2 EnviroSuite Compiler (EIPLC)

EIPLC is essentially a translator that takes EnviroSuite code as input and outputs
desired environmental monitoring applications in nesC, which then can be compiled
by a standard nesC compiler and uploaded to the motes. EIPLC is implemented
in Perl, a language with powerful built-in support for text processing. Current
implementation of EIPLC contains 1533 lines.

EnviroSuite application code consists of two parts, object declarations and object
method implementations. The detailed translation of both parts is illustrated in
Figure 8.

EIPLC analyzes object declarations line by line, making corresponding configu-
rations and integrations. As depicted in Figure 8, for object context definitions,
EIPLC identifies all conditions, locates the corresponding sensor data processing
components by searching condition library, which lists all condition names and the
corresponding implementations, wires them into object context determination com-
ponents. A feature of EIPLC is that it automatically determines the best category
for each object based on these conditions and integrates the corresponding object
maintenance algorithms.

For object attribute definitions, besides identifying conditions and wiring corre-
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sponding components into object attribute collection modules, EIPLC also wires
aggregation components. Additional work includes setting attribute refreshing
timers based on attribute freshness definition and validating resulted aggregate
attribute based on attribute degree definition. Based on object method defini-
tions, EIPLC wires the implementations into object method execution components.
EIPLC also copies global variable definitions into object method execution com-
ponents and enables remote access to global variables by implementing local read
and write commands, which respond to received remote calls. For each static ob-
ject instance, EIPLC randomly selects a node as the default leader, which initially
executes the main object function, and migrate the leader to a more power-efficient
position later.

EIPLC also filters object method implementations for keywords, translating
ES GETATTRIBUTE into command calls to object attribute collection components
and ES IOC, ES IOCRESULT, ES READ and ES WRITE into command calls and event
handlers of inter-object communication components.

As seen above, EIPLC successfully bridges between low-level implementations
in EIPLib and high-level abstractions exported by EnviroSuite by making several
intelligent steps that are transparent to the programmers: selecting sensor data
processing algorithms; automatically identifying object categories and applying cor-
responding maintenance algorithms; and automatically collecting and aggregating
attributes from multiple nodes.

Observe that, one clause in an EnviroSuite application may result in multiple
changes in higher level components, and one higher level component from EIPLib
may be changed multiple times by multiple EnviroSuite clauses, which means
EIPLC may need to change the same file in EIPLib repeatedly. Considering such
phenomenon, instead of creating corresponding new code line by line, we store the
resulting changes in a hash of hashes, so that already changed code can be further
changed easily. The hash of hashes stores, for each file and each special clause such
as { ET COMPONENTS}, their corresponding nesC code. Only after analyzing the
entire EnviroSuite application, EIPLC changes files from EIPLib based on the re-
sulted hash of hashes. The storage space needed by the hash of hashes may be very
large. However, we consider it acceptable since EIPLC runs on a PC and therefore
does not have severe storage constraints.

6. PERFORMANCE EVALUATION

This section provides a detailed quantitative analysis of EnviroSuite. We begin by
evaluating the performance of a series of micro-benchmarks on simulators, which
analyze the primary features of EnviroSuite: object uniqueness and identity main-
tenance, and inter-object communication support. The first set of benchmarks
tests object uniqueness and identity management during object creation, object
migration and object crossing (which is the most challenging case). The second set
of benchmarks tests inter-object communication. We then move to real platforms
to evaluate the performance of a surveillance system built using the EnviroSuite
framework. Both tracking performance and monitoring performance are evaluated
to demonstrate event objects and region objects. The evaluated system is the one
described in Section 3. Its abbreviated code is given in Figure 4.
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Fig. 9. Object creation delay for varied heartbeat period and candidate period

6.1 Performance of Object Operations

To evaluate the performance of primitive object operations, we choose TOSSIM
since EnviroSuite produces real nesC code for motes and TOSSIM can emulate the
execution of the real code on the motes without the need for deployment. The radio
model simulated in TOSSIM is almost identical to the 40 Kbit RFM-based stack on
the motes. To control per-hop message loss at the packet level we added an external
program component. We focus on fast-moving objects (event objects), since their
real-time maintenance offers the most challenge to the EnviroSuite infrastructure.

In our emulated experiments, we set the sensing range to 100 feet (approximately
30 meters). Current sensor devices such as the micropower impulse radar [Azevedo
and McEwan 1996] can detect objects up to 50 meters away. Radio range is set
to 300 feet. Current sensor network products such as the Mica2 and Mica2Dot
motes [U. C. Berkeley 2005] have a maximum outdoor radio range of 500 feet to
1000 feet under ideal conditions when sending with full power. Sensor nodes are
placed on a grid 100 feet apart.

6.1.1 Experiment 1 - Object Creation. EnviroSuite associates a logical object
with each physical event. It is critical that such association should be done as soon
as possible to reduce the inconsistency between the physical world and the logical
world exported by EnviroSuite. In the first experiment, we measure object creation
delay, defined as the difference between the time the first node senses an external
stimulus and the time an object ID is created for the corresponding object. The
external entity tracked, in this case, is a vehicle. The tracking code is given in
Figure 4.

The delay of object creation is decided by both the candidate period, which indi-
cates how many candidate messages must be sent before creating objects, and the
heartbeat period, which determines candidate message intervals. In the following
we show the experimental data that allow these parameters to be selected auto-
matically by EnviroSuite from a high-level specification of the maximum tolerable
object creation delay. Figure 9 plots object creation delay versus heartbeat period
for different candidate periods.

From Figure 9 we observe that object creation delay increases with the increase
in both the candidate period and the heartbeat period. The plots show only those
points for which a non-zero number of objects are created. A candidate period of
1 performs best in terms of object creation delay. However, it is undesirable since
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Fig. 10. Number of objects created for varied heartbeat period and candidate period

it causes spurious objects at higher heartbeat periods as stated below.
The candidate period and the heartbeat period affect not only object creation

delays but also object uniqueness. Figure 10 shows the impact of the candidate pe-
riod and the heartbeat period on object uniqueness by plotting the average number
of created objects. Ideally, only one object should be created per experiment, since
the only target is deployed.

Figure 10 shows that with shorter heartbeat periods, candidate periods 2, 3
and 4 perform similarly. However, longer candidate periods result in a longer
object creation delay, so that when the heartbeat period exceeds a certain threshold,
objects cannot be formed in time before the vehicle moves out of their sensing
ranges. Figure 10 shows that for candidate period 4, it is difficult to create objects
after the heartbeat period exceeds 2 seconds, while for candidate period of 2, objects
can be created up to a heartbeat period around 5 seconds. We therefore choose 2
as the default candidate period in EnviroSuite. A longer candidate period should
be chosen in the presence of message loss.

Given the default candidate period (of 2), the object creation delay can be chosen
anywhere from a small fraction of a second to multiple seconds depending on the
choice of heartbeat period, as shown in Figure 9. The programmer should therefore
specify a maximum tolerable value of object creation delay. This specification stems
easily from application domain knowledge. For example, in a vehicle tracking appli-
cation, a delay of 1-2 seconds between vehicle entry into the field and the creation
of a corresponding event object is quite tolerable. EnviroSuite then uses Figure 9
to compute the corresponding heartbeat period. Observe that a smaller heartbeat
period implies more communication, more energy consumption, and consequently
a shorter lifetime. Hence, a trade-off exists between system responsiveness (object
creation delay) and lifetime.

6.1.2 Experiment 2 - Object Migration. The core part of EnviroSuite is to
uniquely and identically map physical events to logical objects. In this experi-
ment, we reveal how fast object migration could be performed without breaking
object uniqueness and identity. Object migration is caused by the movement of
associated events. Hence, from the perspective of applications, the velocity limit of
object migration is more meaningfully expressed by the maximum tolerable event
velocity. It is defined as the maximum velocity of events, which can be uniquely and
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Fig. 11. Maximum tolerable event velocity for varied heartbeat period and object resolution

identically mapped to logical objects. Observe that for a given maximum object
migration speed (in hops per second), the corresponding maximum event velocity
depends on the radio range (distance per hop). The data presented below is for the
range parameters mentioned in Section 6.

We explore several factors, which affect maximum tolerable event velocity, in-
cluding heartbeat period and object resolution (in multiples of sensing range). As
is shown in Figure 11, the maximum tolerable velocity increases when the heart-
beat period decreases, since a shorter heartbeat period results in a shorter leader
re-election delay and thus a higher trackable velocity. This trend is reversed when
heartbeat period becomes short enough to cause message loss or congestion as
shown in Figure 11 (for a half object resolution of 2 sensing ranges) when heart-
beat period falls below 0.5 s. Increasing object resolution has positive impact on
the maximum tolerable velocity since a bigger set of followers allows the vehicle
to go farther without causing new object creation. Similar results were reported
in [Abdelzaher et al. 2004]. We stress, however, that results reported in [Abdelzaher
et al. 2004] were obtained from algorithm simulation in GloMoSim. In contrast,
results presented in this paper test the performance of actual nesC code generated
by our functional EIPLC compiler for the application in Figure 4.

Next, we evaluate how robust the object uniqueness guarantee is against message
loss during object migration. TOSSIM does not provide message loss models at the
packet level. Thus, we add a simple external program to control per-hop packet
loss ratio. Figure 12 depicts the average number of objects formed per run as a
function of target velocity in the presence of different degrees of packet loss. As
before, the ideal number should be 1 object per run.

From Figure 12, we see that EnvoroSuite can completely tolerate a 10% loss
ratio since we get similar results to those with 0% loss ratio. EnviroSuite can also
tolerate a loss ratio of up to 30% when event velocity does not exceed 68 mph.
Larger velocities or loss percentages, however, cause spurious objects to emerge.
Observe that at a very high event velocity, the number of formed objects decreases
again, which might seem like an anomaly. The explanation lies in that very high
speed objects do not have enough time to form in the first place.

6.1.3 Experiment 3 - Object Crossing Performance. Next, we explore the effi-
cacy of EnviroSuite in maintaining object uniqueness and identity when two objects
of the same sensory signature (i.e., fulfill the same object condition statement)
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cross paths. In this experiment, two vehicles are moving straight along crossing
diagonals with the same speed of 24 mph. The diagonals cross in the center of the
field. However, these objects may not start at the same time, and hence may not
reach the crossing point together. We vary their relative start times to vary the
shortest distance reached between the two objects at the crossing point (which we
call, the crossing distance). We show the percentage of runs where object unique-
ness and identity are maintained as a function of crossing distance. As shown in
Figure 13, object uniqueness and identity are ensured in most cases even when the
two targets cross the center point at the same time (crossing distance is 0).

Each bar in Figure 13 represents the average of more than 10 runs. The tracked
trajectory for one run with crossing distance 0 is shown in Figure 14. After passing
the center point, although object identity is lost for a while, the system successfully
recovers from the confused state after accumulating enough history.

The results prove the relative success of our adopted direction disambiguation
algorithm. It also shows that defensive programming is advisable. While we elevate
the level of abstraction to that of objects representing environmental elements, the
programmer should expect such objects to be occasionally confused. The applica-
tion code may chose to implement its own disambiguation on top of EnviroSuite
object IDs.

6.1.4 Experiment 4 - Inter-object Communication. Programming for communi-
cation and coordination between objects becomes very simple by using IOC and
global variables. In this experiment, we evaluate a vehicle counting application,
which counts the total number of vehicles in a global variable, to analyze the perfor-
mance of inter-object communication. As seen in the code from Figure 4, whenever
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a vehicle appears, the global variable vehicleNumber is increased by one through
an ES WRITE call from the corresponding vehicle object.

In this scenario, four vehicles enter the coverage field one by one, maintaining
the same speed of 35 mph and thus the same distance. The first one goes straight
from (-1, 1) to (16, 1); the second from (-5, 5) to (16, 5); the third from (-9, 9) to
(16, 9); the last from (-13, 13) to (16, 13).

Figure 15 plots the counter values as a function of time in this application. Input
represents real numbers of vehicles. Output represents the counting results achieved
by the application. Delay between the input and output curves represent the end-
to-end performance of remote object invocation. These delays reflect the sum of
object creation delay and inter-object communication delay.

6.2 A Surveillance System

Finally, we test the complete surveillance application written in EnviroSuite, de-
scribed in Section 3. This surveillance system tracks all in-field vehicles, counts
their number and monitors system health at the same time. The EnviroSuite code
of this application can be translated by EIPLC into a nesC application. Emitted
nesC code size of different services in the translated application is listed in Table II.

Table III compares EnviroSuite code and emitted nesC code of the same appli-
cation in terms of module number, code length and size. The code size of the nesC
version gives a good estimation of required programming effort if the whole system
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Table II. Services and code sizes of the nesC application trans-
lated from the EnviroSuite application

Service Name Code Size (KB)

Sensing Data Processing 10.8
Event Object Maintenance 25.6
Region and Function Object Maintenance 28.5
Inter-object Communication 15.0
Other Service (Aggregation, etc.) 25.1
Object Method Components 6.0

Table III. Code Comparison of EnviroSuite Version and nesC Version

Module Number Code Length (lines) Code Size (KB)

EnviroSuite Version 3 218 5.9
nesC Version 12 3692 111.0

is to be programmed directly in nesC. As is seen from Table III, the code size of the
nesC version is more than ten times of that of the EnviroSuite version. Thus, the
estimated programming effort with EnviroSuite is roughly an order of magnitude
less. The result reflects the efficiency of EnviroSuite compared with node-based
languages, such as nesC.

6.2.1 Tracking Performance. In this experiment, we evaluate the efficiency of
EnviroSuite in terms of tracking performance and power consumption by comparing
it to a simple baseline. This baseline is to plot the trajectory of a tracked target at
a base station located in (0, 0). In the EnviroSuite implementation, members, who
are sensing the target, report to the current leader their own positions every 0.5
seconds. The leader aggregates these positions and reports the average to the base
station twice per second. The baseline has a simple implementation of the same
application. Each node that senses the target sends its own position to the base
station every 0.5 seconds. The base station averages received positions twice per
second. In both the EnviroSuite version and the baseline, a minimum aggregation
degree of 2 is enforced to reduce false alarms.

The actual testbed for this experiment consists 40 Mica2 motes laid out in a
10×4 grid with integer (x, y) coordinates ranging from (0, 0) to (9, 3). The goal
is to track a rectangular object, 1 square grid in size, moving straight along the
middle of the longer axis, with a speed of 0.5 grid per second. This testbed does
not take into account errors in localization and time synchronization services. To
ensure enough tracking accuracy for real applications, we require that localization
errors not exceed half grid and time synchronization errors be kept in the order of
ms. Many existent techniques support such precision.

Figure 16 compares the target trajectory obtained by the EnviroSuite application
to the one resulting from the baseline. Some tracking error is seen because our
sensor devices have no notion of proximity to the target. As shown in Figure 16,
the EnviroSuite version has a smaller average tracking error compared with the
baseline although it introduces a little more variability. The underlying reason is
that in the baseline, position reports from nodes may not be in order when they
arrive at the base station, since they may have traversed multiple hops, which
results in more inaccuracy.

Figure 17 depicts the number of packets sent or forwarded by each node in a slice
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of the network over the duration of the experiment (where X , Y is the coordinate
of each node). Each bar in this figure represents the average of 15 runs to ensure a
statistical significance at the 0.05 level. The number of packets is important as it
is proportional to power consumption. It can be seen that the EnviroSuite version
achieves its comparable tracking performance with much less power consumption
in terms of the number of transmitted packets. Hence, our tracking algorithms are
more energy-efficient.

In the baseline test, most packet transmissions occur on nodes with Y coordinates
between 1 and 2 since only these nodes can forward the packets to the base station.
The nodes with smaller X coordinates in the baseline send much more packets than
those in the EnviroSuite version since each node sensing the target sends packets
directly to the base station located in (0, 0). Hence, a greater number of packets
have to be forwarded by nodes with smaller X coordinates. In the EnviroSuite
version, position reports are aggregated locally by leaders, amounting to much
fewer packets forwarded to the base station.

6.2.2 Monitoring Performance. In this experiment, we utilize the NETWORK -

HEALTH object coded in Figure 4 to monitor the health of the network by collecting
information on nodes that are alive and their remaining power. Alarms will be sent
out if a big portion of the network is dead or lacks power.

We carry out this experiment on a network of 27 XSM motes [Dutta et al. 2005]
deployed in a grassy field. The system performs the function of vehicle tracking as
well as health monitoring. For system health monitoring, the NETWORK HEALTH ob-
ject is determined as a region object by EIPLC, thus a multi-parent spanning tree
is automatically constructed at object initialization to collect power information of
each node every 20 minutes. The system is tested for several hours. Figure 18 de-
picts the collected power information, where the black bars represent initial voltage
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reported by the region object, the grey ones show voltage reported after 20 minutes
and the white ones shows voltage reported after 40 minutes. Node 0 is the base
node, which consumes the most power.

7. RELATED WORK

EnviroSuite opens a new category of distributed programming paradigms. It dif-
ferentiates itself from traditional paradigms such as CORBA [Vinoski 1997], Mi-
crosoft’s COM [Microsoft 1994], and remote procedure calls [Birrell and Nelson
1984] by combining within its programming abstractions objects and events in the
physical world.

Several communication and programming models have been proposed for sensor
networks in recent years. These include node-based languages, virtual machines,
database-centric abstractions, event-based models, and group-based primitives. En-
viroSuite is different in that its abstractions are not centered about computational
constructs such as queries or sensor groups. Instead, these abstractions are centered
around elements of the physical environment. The aspiration is that at the highest
level of abstraction, the existence of the sensor network itself should be entirely
transparent.

Node-based languages such as nesC [Gay et al. 2003] and galsC [Cheong et al.
2003; Cheong and Liu 2005] are too low-level since they typically take the sensor
node as basic computation, communication and actuation unit. To address this
issue, higher-level languages that export logical nodes [Gummadi et al. 2005] were
proposed to abstract away from physical sensors. EnviroSuite successfully raises the
abstraction level to logical objects mapped from physical elements, thus expedite
the procedure of design and programming compared with node-based languages.

Virtual machines such as Mate [Levis and Culler 2002] and SensorWare [Boulis
et al. 2003] allow large sensor networks to be reprogrammable frequently by writing
application scripts, replicating them through the network and executing them au-
tomatically. However, they usually concentrate on issues related to code replication
and auto-execution rather than raising programming abstraction levels. For exam-
ple, to reduce energy cost of code replication, Mate even provides an instruction-like
language to shorten code length, which actually puts extra burden on programmers
shoulders.

Database-centric abstractions such as TinyDB [Madden et al. 2003] and Cougar
[Yao and Gehrke 2002] view sensor networks as databases that allow users to ex-
press requirements as queries, and to distribute and execute these queries. Com-
paratively, our work, instead of providing a specific data collection and aggregation
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model, attempts to support a wider range of applications by encapsulating not only
computation and communication units but also actuation units into its program-
ming abstractions.

Event-based models such as [Li et al. 2004] are similar with database-centric
abstractions except that they view the sensor field as an active entity that auto-
matically push data streams to users when defined events are triggered instead of
a passive database which only responds upon queries.

Group-based primitives such as Hood [Whitehouse et al. 2004] and Abstract Re-
gions [Welsh and Mainland 2004], provide neighbor discovery and neighborhood
data sharing mechanisms. Compared with EnviroSuite, these abstractions are pas-
sive. In contrast, EnviroSuite abstractions are active objects that encapsulate local
code and aggregate state, as well as share data across neighborhoods or regions.

Another group-based paradigm, State-centric programming [Liu et al. 2003], de-
scribed a programming abstraction mostly related to our work. However, it is
implemented and evaluated only on Pieces simulator built in Java and Matlab,
which can not simulate some critical features of wireless communication including
message collision. In contrast, our paper presents a detailed implementation in
nesC on TinyOS, an operating system for real sensor network devices, and provides
comprehensive evaluation results both in TOSSIM and real sensor devices. Fur-
thermore, the underlying group management protocol [Liu et al. 2003] differs in its
mechanisms for object classification and identity management.

An earlier paper by the authors [Abdelzaher et al. 2004] presented a program-
ming paradigm focusing on tracking applications. In this paper, we expand this
idea and present programming abstractions that successfully support a broader
set of applications including not only event tracking but also regional monitoring
applications.

Finally, we should mention that a criticism of current high-level programming lan-
guages has been that they are too application specific. Hence, intermediate-level
languages such as [Newton et al. 2005] were proposed as a step towards macropro-
gramming. EnviroSuite attempts to cater to a general application pool by diversi-
fying the supported object types.

8. CONCLUSION

In this work, we describe an environmental immersive programming paradigm for
application developers in sensor networks. We present the design, implementation
and evaluation of a framework implementing this paradigm. The EnviroSuite frame-
work successfully exports high-level abstractions, such as objects and inter-object
calls. It implements low-level distributed protocols such as sensing data process-
ing, group management and inter-object communication in an underlying library
EIPLib, transparent to programmers, thus resulting in a considerable potential
to reduce development costs of deeply embedded systems. This paper describes
the first comprehensive design and implementation of all EIP abstractions includ-
ing objects, their attributes, methods and inter-object calls (The concept of EIP
was described earlier in [Blum et al. 2003]). This paper also presented the first
comprehensive evaluation of the performance of real nesC code generated by the
EnviroSuite compiler from EnviroSuite source files. This is to be distinguished from
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prior initial results, which reported some GloMoSim simulations.
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In this paper, we investigate the impact of radio irregularity on wireless sensor networks. Radio

irregularity is a common phenomenon which arises from multiple factors, such as variance in

RF sending power and different path losses depending on the direction of propagation. From our

experiments, we discover that the variance in received signal strength is largely random; however, it

exhibits a continuous change with incremental changes in direction. With empirical data obtained

from the MICA2 and MICAZ platforms, we establish a radio model for simulation, called the Radio

Irregularity Model (RIM). This model is the first to bridge the discrepancy between spherical
radio models used by simulators and the physical reality of radio signals. With this model,
we investigate the impact of radio irregularity on several upper layer protocols, including MAC,
routing, localization and topology control. Our results show that radio irregularity has a relatively
larger impact on the routing layer than the MAC layer. It also shows that radio irregularity leads to
larger localization errors and makes it harder to maintain communication connectivity in topology

control. To deal with these issues, we present eight solutions to deal with radio irregularity. We
evaluate three of them in detail. The results obtained from both the simulations and a running

testbed demonstrate that our solutions greatly improve system performance in the presence of
radio irregularity.

Categories and Subject Descriptors: C.2.1 [Computer Communication Network]: Network
Architecture and Design; I.6 [Computer Methodologies]: Simulation and Modeling

General Terms: Design, Algorithms, Measurement, Performance, Experimentation

Additional Key Words and Phrases: Sensor networks, wireless communication, radio irregularity,
sending power, path loss, link asymmetry, packet loss, localization, topology control

1. INTRODUCTION

Radio irregularity is a common and non-negligible phenomenon in wireless sensor
networks. It results in irregularity in radio range and variations in packet loss in
different directions, and is considered as an essential reason for asymmetric links
as viewed by upper layers in the protocol stack. Several empirical studies [Gane-
san et al. 2002][Woo et al. 2003][Zhao and Govindan 2003][Cerpa et al. 2003] on
the Berkeley mote platform have shown that the radio range varies significantly
in different directions and the percentage of asymmetric links in a system varies
depending on the average distance between nodes.

The impact of radio irregularity on protocol performance can be investigated
through a running system. However, few researchers have actually pursued this
direction, because of two reasons: First, the complexity and cost of performance
evaluations on a running system escalate, when sensor networks scale up to thou-
sands or more nodes. Second, repeatable results of radio performance are extremely
hard to obtain from uncontrolled environments, hence leading to difficulties in sys-
tem tuning and performance evaluation. As a result, simulation techniques are used



as an efficient alterative to evaluate protocol performance. Unfortunately, most ex-
isting simulations do not take radio irregularity, a common phenomenon in wireless
communication, into account. The spherical radio patterns assumed by simulators
such as [Zeng et al. 1998] may not approximate real radio properties well enough
and hence may lead to an inaccurate estimation of application performance.

Several researchers [Ganesan et al. 2002][Woo et al. 2003][Zhao and Govindan
2003][Cerpa et al. 2003] have already shown extensive evidence of radio irregular-
ity in wireless communication. Their main focus is to observe and quantify such
phenomena. This paper is distinguished from the previous ones for the initiative in
bridging the gap between spherical radio models used by simulators and the phys-
ical reality of radio signals. We first verify the presence of radio irregularity using
empirical data obtained from MICA2 and MICAZ platforms. The results demon-
strate that the radio pattern is largely random; however, it exhibits a continuous
change with incremental changes in direction. Based on experimental data, a radio
model for simulations, called the Radio Irregularity Model (RIM), is formulated.
RIM takes into account both the anisotropic properties of the propagation media
and the heterogeneous properties of devices.

With the help of the RIM model, we explore the impact of radio irregularity on
MAC, routing, localization and topology control performance. Among the proto-
cols we evaluate, we find that radio irregularity has a significant impact on rout-
ing, localization and topology control protocols, but a relatively small impact on
the MAC protocols. We also find that location-based routing protocols, such as
Geographic Forwarding (GF) [Karp 2000] perform worse in the presence of radio
irregularity than on-demand protocols, such as AODV [Perkins and Royer 1999]
and DSR [Johnson and Maltz 1996]. We propose several potential solutions to
deal with radio irregularity in wireless sensor networks. We evaluate the Symmet-
ric Geographic Forwarding solution in simulation, and implement the Asymmetry
Detection Service as well as the Bounded Distance Forwarding solution in running
systems with 27∼60 MICA2 devices. Our results illustrate that our solutions do
succeed in alleviating the performance penalties due to radio irregularity.

The rest of this paper is organized as follows: we briefly analyze the causes and
impact of radio irregularity in Section 2. In Section 3, we describe experimental
data collected from the Berkeley mote platform and make some general conclusions
about radio irregularity. Based on these conclusions, we propose the RIM radio
model in Section 4. We then use the RIM model in simulations to analyze the
impact of radio irregularity on MAC protocols in Section 5, routing protocols in
Section 6, localization protocols in Section 7 and topology control protocols in
Section 8. Solutions to deal with radio irregularity are proposed and evaluated in
Section 9. Finally, we conclude the paper in Section 10.

2. ANALYSIS OF RADIO IRREGULARITY

In this section, we first identify the causes of radio irregularity, and then briefly
discuss the impact of irregularity on the different protocol layers.

2.1 Causes of Radio Irregularity

Radio irregularity is caused by two categories of factors: devices and the propa-
gation media. Device properties include the antenna type (directional or omni-



directional), the sending power, antenna gains (at both the transmitter and re-
ceiver), receiver sensitivity, and the Signal-Noise-Ratio (SNR) threshold. Media
properties include the media type, the background noise and some other envi-
ronmental factors, such as the temperature and obstacles within the propagation
media.

In general, the radio irregularity is caused by the anisotropic properties of the
propagation media and the heterogeneous properties of devices. Among all these
factors, we focus on the anisotropic path losses and the differences in signal sending
power, which are commonly regarded as the key causes of radio irregularity.

—Anisotropic Path Losses: The variance in the signal path loss is one of the ma-
jor causes of radio irregularity. When a signal propagates within a medium,
it may be reflected, diffracted, and scattered [Shankar 2001]. Reflection occurs
when an electromagnetic signal encounters an object, such as a building, that
is greater than the signal’s wavelength. Diffraction occurs when the signal en-
counters an irregular surface, such as a stone with sharp edges. Scattering occurs
when the medium through which the electromagnetic wave propagates contains a
large number of objects smaller than the signal wavelength. The medium is nor-
mally different in different directions. Consequently, radio propagation exhibits
anisotropic patterns in most environments.
Another significant reason for anisotropic path loss is hardware differences. A
node may not have the same antenna gain along all propagation directions, pos-
sibly due to hardware manufacturing. Hence, the anisotropic antenna gain of
each node also contributes to the anisotropic path loss.

—Heterogeneous Sending Powers: Sensor devices may transmit RF signal at dif-
ferent sending powers, even though they are the same kind of devices. This
difference may arise from some random factors during the manufacture of sen-
sor devices. In addition, after the sensor devices are deployed, the batteries of
different sensor devices deplete at different rates, due to different workloads and
different environments in which they are deployed. Heterogeneous sending powers
result in variable communication ranges, and cause anisotropic connectivity.

Environment and hardware differences are the two major sources of radio irreg-
ularity, and we propose a radio model to simulate these two factors. We are also
aware that there are methods to adjust for differences in output power, noise, and
manufacturing differences. Readers can refer to [Whitehouse and Culler 2002][Hoff
and Azuma 2000][Hightower et al. 2000] for details. Our focus of this paper is to
simulate the hardware differences, rather than to calibrate hardware differences.

2.2 Impact of Radio Irregularity

Radio irregularity is a non-negligible phenomenon in wireless systems. It’s an essen-
tial reason for asymmetric radio interference and asymmetric links in upper layers.
It can directly or indirectly affect many aspects of upper layer performance.

Asymmetric radio interference between neighboring nodes affects the correctness
of MAC layer functions. For example, in the presence of radio irregularity, a node
might not be able to successfully reserve the wireless channel through RTS and CTS
handshaking, because those neighboring nodes of the receiver, which cannot hear
the CTS control packet, might disrupt the receiving node. So, radio irregularity



increases the chance of channel reservation failure and reduces the delivery ratios
of data frames at the MAC layer.

Radio irregularity can also affect the performance and even correctness of net-
working protocols such as [He et al. 2003][Johnson and Maltz 1996][Karp and Kung
2000][Karp 2000]. For example, link asymmetry is one of the ways in which radio
irregularity manifests itself at the higher layer. Link asymmetry has an adverse
impact on protocols that use path-reversal techniques to establish an end-to-end
connection.

Actually, the impact of radio irregularity is not only confined to the MAC and
routing layers, radio irregularity also influences other protocols, such as localization,
sensing coverage and topology control protocols.

Localization protocols such as DV-HOP [Niculescu and Nath 2003] and Centroid
[N. Bulusu and Estrin 2000] assume a spherical radio range. The study in [He
et al. 2003] shows that the performance of such protocols degrades when the radio
range becomes irregular. The sensing coverage scheme in [Yan et al. 2003] assumes
that sensing and communication ranges are spherical. In the presence of radio
irregularity, they might not be able to guarantee full coverage and blind areas would
occur. The topology control scheme in GAF [Xu et al. 2001] builds a communication
mesh based on the assumption of a spherical range. This might lead to network
partition in the presence of a non-spherical range. We note that some other topology
control protocols, such as ASCENT [Cerpa and Estrin 2002] and Span [Chen et al.
2001] do not depend on such an assumption, however, performance evaluations of
those protocols considering radio irregularity would be interesting future work.

In the rest of the paper, we evaluate the impact of radio irregularity on many
upper layer protocols, including the MAC layer, the routing layer, localization
protocols and topology control protocols.

3. RADIO IRREGULARITY IN REALITY

We conduct several experiments1 to study the irregularity of the radio using MICA2
motes, and in this section we discuss some of the experimental results we obtain
from an outdoor environment. Our results confirm that radio propagation is largely
anisotropic and exhibits a continuous variation with incremental changes in direc-
tion.

3.1 Experimental Setup

We use a pair of MICA2 motes for our experiments. One of the motes periodi-
cally transmits probing beacons and the other mote samples its ADC port while
receiving these beacons. The ADC reads the signal on the analog pin of the Chip-
con transceiver [ChipconCC1000 ] and converts it into a 10-bit voltage value. The
voltage reading is mapped into the received signal strength in dBm according to
the specification in [ChipconCC1000 ]. All experiments are conducted in an open
parking lot near a building, and all devices are equipped with whip antennae with
the length of a quarter of the radio (433MHz) wavelength.

1This work is proposed to study and simulate the degree of radio irregularity, not the exact radio

pattern. Readers can refer to [RF Chamber ] on how to use an RF chamber to measure highly

accurate radio patterns in special labs.



3.2 Experimental Results

In this section, we demonstrate the presence of radio irregularity using three dif-
ferent metrics: 1) the received signal strength, 2) the packet reception ratio and 3)
the communication range.

3.2.1 Anisotropic Signal Strength. In the first experiment, the receiver is placed
10 feet away from the sender (both on ground) and the received signal strength is
measured in four different geographical directions by sampling 100 beacons received
in each direction.
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Fig. 1. Signal Strength over Time in Four Directions

Figure 1 shows that the received signal strength in each direction is relatively
stable over time (The small variance comes from the fading effect [Shankar 2001]).
However, the signal strength received in the south is much higher than that re-
ceived in the east, although nodes have the same distance from the sender. We
also measure the variation of signal strength with the changes in the angular di-
rection of the receiver with respect to the sender. Figure 2 shows the variation
of the received signal strength as a function of the angular direction with respect
to the sender, when the distance between the sender and receiver is 10 feet and
20 feet, respectively. These results show that the received signal strength varies
continuously2 with the direction. In other words, incremental changes in direction
result in incremental variation in the received signal strength.

3.2.2 Anisotropic Packet Loss Ratio. Figure 3 shows how the packet reception
ratio varies in different directions. When the sender and receiver are placed 10 feet
apart, the packet reception ratio is nearly 100% in all the directions, because the
signal is still strong in all the directions. However, when they are placed 20 feet
apart, there is a 90% packet loss in the east direction. This result is consistent with
the results shown in Figure 1, which demonstrates that the received signal strength
measured in the east is lower than that in the other three directions.

2We call the variation continuous if and only if the maximum received signal strength percentage

variance per unit degree change in the direction of radio propagation is smaller than 0.05.
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Fig. 2. Signal Strength Values in Different Directions
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Fig. 3. Anisotropic Packet Reception

3.2.3 Anisotropic Radio Range. Another aspect in which we demonstrate the
irregularity is to show that the communication range of a mote is not uniform in
all directions. In the experiment, we fix the received signal strength threshold at
-55.5 dBm and -59 dBm, respectively. Then with such thresholds, we measure the
communication ranges in different directions. Figure 4 shows the communication
range of a mote as the receiver direction varies from degree 0 to degree 359. The
range map shown in Figure 4 is another confirmation of radio irregularity in a
wireless medium.

3.2.4 Range Irregularity with Varying Sending Power. We also investigate the
received signal strength when the sending power varies due to different battery sta-
tus and hardware differences. In Figure 5(a), we use the same sender and receiver,
placed 10 feet apart. We change the batteries at the sender side each time. The
result indicates that different battery status at the same sender can affect the re-
ceived signal strength. In Figure 5(b), we use the same batteries, but in different
senders each time. The same receiver is used, placed 10 feet apart from the sender.
The result shows that different senders with the same batteries can also affect the
received signal strength.
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Fig. 5. Radio Irregularity with Sending Powers

3.3 Summary of Experimental Results

From the experimental results, we infer that the radio of sensor devices has the
following main properties:

(1) Anisotropy: The radio signal from a transmitter has different path losses 3 in
different directions (Figure 1 and Figure 2).

(2) Continuous variation: The signal path loss varies continuously with incremen-
tal changes of the propagation direction from a transmitter (Figure 2 and Fig-
ure 4).

(3) Heterogeneity: Differences in hardware property and battery status lead to
different signal sending powers, hence different received signal strengths (Fig-
ure 5).

3Figure 2 shows that the received signal strength varies greatly in different propagation directions,

while Figure 1 tells us that the fading effect does not cause much variation in the received signal

strength for a specified direction. Accordingly, it is reasonable to believe that different path losses

in different directions are the main reason for the received signal strength variations in different

propagation directions.



4. MODELING RADIO IRREGULARITY

As we have shown in our experiments as well as demonstrated in other research re-
sults [Ganesan et al. 2002][Woo et al. 2003][Zhao and Govindan 2003][Cerpa et al.
2003], radio irregularity is a common phenomenon in wireless sensor networks.
Therefore, it is essential for simulations of wireless systems to capture such ef-
fects. This section describes our effort to model such a phenomenon in simulation
environments.

4.1 Isotropic Radio Models

In isotropic radio models, the received signal strength is usually represented with
the following formula:

Received Signal Strength = Sending Power − PathLoss + Fading (1)

The SendingPower of a node is determined by the battery status and the type of
transmitter, amplifier and antenna. PathLoss describes the signal’s energy loss as
it travels to the receiver. Many models are used to estimate the PathLoss, such as
the free-space propagation model, the two-ray model and the Hata model [Shankar
2001]. All these models are isotropic, meaning that the signal attenuates exactly
the same in all directions. However, our experience as well as results obtained by
others [Ganesan et al. 2002][Woo et al. 2003][Zhao and Govindan 2003][Cerpa et al.
2003] all indicate that the isotropic models do not hold well in practice.

4.2 Radio Irregularity Model (RIM)

The RIM model we propose here is an extension to isotropic radio models. It
enhances isotropic radio models by approximating three main properties of radio
signals: anisotropfy, continuous variation and heterogeneity, as we summarized in
Section 3.3. These properties are normally ignored by previous isotropic radio
models.
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Fig. 6. Degree of Irregularity

To denote the irregularity of a radio pattern, the parameter DOI ( degree of
irregularity) is introduced into the RIM model. The DOI parameter is defined as
the maximum path loss percentage variation per unit degree change in the direction

of radio propagation. As shown in Figure 6, when the DOI is set to 0, there
is no range variation, and the communication range is a perfect sphere. However,
when we increase the DOI value, the communication range becomes more and more
irregular.
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Fig. 7. DOI Values from MICA2 Experiments

The RIM model is a general radio model which can default to the isotropic model
when the DOI value is 0. The RIM model is established based on data from real
sensor devices. It is a hybrid approach, which introduces real data (DOI value) into
simulations, so that the radio irregularity pattern in reality can be approximated
well. We repeat the experiments shown in Figure 2 on 6 MICA2 devices in a
vehicle tracking system, and calculate the corresponding DOI values, according to
the DOI definition. The experimental results depicted in Figure 7(a) inform that
the variances of the received signal strength with incremental changes in directions
are small, which validates our conclusion about continuous variation.

In order to investigate possible DOI variance in different types of devices, we
repeat the experiments with new MICA2 motes that have double length antennae,
1/2 the radio wavelength. Each node’s DOI value is calculated and presented in
Figure 7(b), which shows comparatively larger DOI values than those in Figure 7(a).
This is because the new MICA2 devices have longer and more powerful antennae
that amplify existing hardware differences.

To explore the RIM model’s applicability across platforms and radios, we re-
peat the experiments with MICAZ [CROSSBOW ] motes, each of which has a
whip antenna of 1/4 radio wavelength. MICAZ motes use the CC2420 radio [Chip-
conCC2420 ], which follows the IEEE 802.15.4 [IEEE 802.15.4 1999] standard and
is different from the CC1000 [ChipconCC1000 ] radio used in MICA2 motes. As
Figure 7(c) illustrates, the RIM model applies in MICAZ devices and the measured
DOI values have the range from 0.015 to 0.03. Comparing Figure 7(a) with Fig-
ure 7(c), we observe that MICAZ motes exhibit a higher degree of radio irregularity
than MICA2 motes, when both types of devices use 1/4 wavelength whip antennae.
This is because the CC2420 radio in MICAZ is more powerful than the CC1000



radio in MICA2.

4.2.1 Anisotropy Property in the RIM Model. Many models are used to estimate
path loss, such as the free-space propagation model, the two-ray model and the Hata
model [Shankar 2001]. These models are isotropic in the sense that the path losses
in different directions are the same. To reflect the two main properties of radio
irregularity, namely anisotropy and continuous variation, we adjust the value of
path loss models in Equation 1 based on DOI values, resulting in the following
formula:

Received Signal Strength = Sending Power −DOI AdjustedPathLoss + Fading

where DOI AdjustedPathLoss = PathLoss×Ki (2)

Here Ki is a coefficient to represent the difference in path loss in different direc-
tions 4. Specifically, Ki is the ith degree coefficient, which is calculated as follows:

Ki =

{

1 if i = 0
Ki−1 ±Rand×DOI if 0 < i < 360 ∧ i ∈ N

where | K0 −K359 |≤ DOI (3)

We can generate 360 Ki values for the 360 different directions, based on Equa-
tion 3, by randomly fixing a direction as the starting direction represented by i = 0.
For the direction which does not have an integer value of angle from the start direc-
tion, we interpolate the Ki value based on the values of the two adjacent directions
which have integer angles from the starting direction.

Ki = Ks + (i− s)× (Kt −Ks)

where s = bic ∧ t = diemod 360 ∧ 0 < i < 360 ∧ i /∈ N (4)

The statistical analysis of our experimental data indicates that the variance of
received signal strength (mainly because of path loss variation since Figure 1 shows
that fading is pretty small) in different directions fits the Weibull [Devore 1982] dis-
tribution. The Weibull distribution can be used to model natural phenomena such
as variation of wind speed, scattering of radiation, etc. The Rayleigh distribution,
which is commonly used for modeling multi-path fading in wireless communication,
is a special case of the Weibull distribution. Analysis details are provided in Ap-
pendix A. In Equation 3, we generate a random number according to the Weibull
distribution.

We conduct experiments to evaluate the RIM model’s ability to generate radio
patterns that have specified degree of radio irregularity. We input to the RIM
model the degree of irregularity value DOI=0.01821 5, which is measured in a
MICA2 device and illustrated as the value of column 7 in Figure 7(b). Then the

4Coefficient Ki is used to adjust the path loss in a specified direction. In this specified direction,

we can also propose to adjust Ki’s value in a small range based on the distance the receiver is from

the transmitter, because when the distance increases, the signal travels in a larger environment

area. So it may suffer different reflection, diffraction and scattering and has different path loss.

We leave this as future work.
5Here, we keep 5 digits after the point to illustrate how accurate the RIM model is in simulating
the degree of radio irregularity. As shown in later sections, maintaining 3 digits after the point is

good enough for performance evaluation.



DOI values of generated radio patterns from the RIM model are calculated and
compared with the input DOI value. Figure 8 presents the result.
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Fig. 8. Degree of Irregularity Evaluation (with 90% Confidence Intervals)

As Figure 8 illustrates, the RIM model is very accurate in simulating the de-
gree of radio irregularity. When the simulation uses 100 nodes, the length of the
90% confidence interval is less than 0.0005, which is only 2.7% compared with the
input DOI value 0.01821. In addition, according to performance evaluation (Fig-
ures 12, 18, 21, 22, 23 and 25 ) in later sections of this paper, 0.0005 is too small
to distort the performance evaluation.

Moreover, with the increase of the sample space, the RIM model converges to-
wards the target DOI value. For example, when simulation uses 1000 nodes, the
length of the 90% confidence interval decreases to 0.00015. Compared with the
input value 0.01821, it only has 0.8% variation. The RIM model also gives more
accurate average DOI values with the increase in the number of simulated nodes.
The average DOI is 0.01799 when 100 nodes are used, and it becomes 0.01827 when
1000 nodes are used, which is much closer to the target value 0.01821.

Accordingly, statistically speaking, the RIM model has the ability to simulate
the degree of radio irregularity.

4.2.2 Heterogeneity Property in the RIM Model. Due to different battery status
and hardware differences, the received signal strength can be different from two
sending nodes of the same type in the same experimental setting. In RIM, we use
the variance of signal sending power to account for such a difference. We introduce
the second parameter named VSP (Variance of Sending Power), which is defined
as the maximum percentage variance of the signal sending power among different

devices. The new signal sending power is modelled by the following equation:

V SP Adjusted Sending Power = Sending Power × (1 + Rand× V SP ) (5)

In Equation 5, we assume that the variance of sending power fits the normal
distribution, which is broadly used to estimate battery lifetime distribution [Battery
Lifetime ] and to simulate hardware differences [Devore 1982].



With the two parameters: DOI and VSP, the RIM model can be formulated as
follows:

Received Signal Strength = V SP Adjusted Sending Power

−DOI AdjustedPathLoss + Fading (6)
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Fig. 9. Battery Power Level Snapshot in the VigilNet System

We are also aware that the default normal distribution we implemented in RIM
is not a universal solution for all sensor network systems. The normal distribution
may work well for initially deployed systems, which are equipped with new batteries.
However, with respect to a system that has been used for a long time, the battery
power level may not fit the normal distribution.

We take a snapshot of all battery power levels in the VigilNet System [He et al.
2004], and plot the distribution in Figure 9.

As shown in Figure 9, the battery power level does not fit a normal distribution
well. This is because in the system design, all nodes are divided into two groups:
sentry nodes and non-sentry nodes. Sentry nodes are supposed to work all the time
and non-sentry nodes are put to sleep to save power. Non-sentry nodes are only
awakened when an important event happens. Accordingly, this sentry design leads
to more energy consumption for sentry nodes and less energy consumption for non-
sentry nodes. To simulate this non-normal distribution, readers are encouraged to
replace the normal random number generator in the RIM model with their own
random number generators, to reflect the power level distribution reality in their
own systems, and there is no need to modify any other code in RIM.

4.2.3 DOI Variance in a System. From empirical data we collected in two
MICA2 systems and a MICAZ system shown in Figure 7, we observe that sen-
sor devices in a system may have different DOI values, depending on the hardware
devices used and the deployment environment. It is not convenient to measure
each node’s DOI value in a large scale system and assign the measured DOI values
to each node in simulation. In order to reflect this fact of DOI variance among



different devices in a system, we introduce the third parameter VDOI (Variance of
DOI), which is defined as the maximum percentage variance of DOI values among

different devices in a system. We assume the DOI variance in a system fits the
normal distribution. So with the distribution as well as the VDOI value, each node
in the system can easily get a DOI value. In performance evaluation of this paper,
we first set VDOI as 0 to observe system performance with different DOI values,
and then set VDOI greater than 0 to investigate performance sensitivity to different
VDOI values.

4.3 Comparison with a Binary DOI Model

The RIM model is motivated by a simple binary DOI (Degree of Irregularity) model
briefly mentioned in the localization work [He et al. 2003]. In the binary DOI model,
the DOI parameter was originally defined as the maximum range variation per unit
degree change in the direction of radio propagation.

The DOI model assumes an upper and lower bound on signal propagation, which
are depicted as the inner and outer dashed circles in Figure 10(a). Beyond the
upper bound, all nodes are out of communication range; and within the lower
bound, every node is guaranteed to be within the communication range. If the
distance between a pair of nodes is between these two boundaries, three scenarios
are possible: 1) symmetric communication, 2) asymmetric communication, and 3)
no communication.
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(b) Interference in the RIM model

Fig. 10. Communication Interference



The binary DOI model is a good start to model signal irregularity. However, it
does not model interference in real devices well. Since the DOI model is based on an
absolute communication range, it assumes that within the inner range, the signal
is very strong and can always be received correctly, while beyond the outer range
there is no signal at all. This binary pattern is not true in reality. For example, in
Figure 10(a), the DOI model assumes that there is no interference between nodes
B and C.

However in reality, there are no such clear boundaries and the communications of
nodes do interfere with each other. Different from the binary DOI model, the RIM
model we propose takes the radio sending energy, the energy loss, the background
noise, and the interference among different communication signals into account.

The difference can be further explained with an example. In Figure 10(b), the
RIM model allows node B’s signal to propagate beyond its communication range
to reach node C, even though it is not strong enough for node C to receive it as a
valid packet. This weak signal from node B acts as one source of background noise
around node C. In this case, node C may not be able to receive packets from node
A, if the received signal is not stronger than the product of the Signal-Noise-Ratio
(SNR) threshold and background noise level of node C.

The DOI model only models an absolute range based on the distance and deter-
mines whether one node can hear another node only by comparing the distances
between these two nodes with the sender’s communication range. With such a
binary decision, it can’t deal with interference as we mentioned earlier.

The RIM model enhances the isotropic radio model and the DOI radio model, by
combing the energy models and the DOI factor together. The original DOI concept
is redefined by incorporating radio energy propagation. We note that RIM is a
general radio model which can default to the isotropic model when the DOI value
is 0. Also, it can default to the DOI model when there is no interference among
nodes.

We need to clarify that the RIM model is not proposed to simulate the exact
radio pattern. Instead, it is a general radio model to simulate the degree of radio
irregularity. Given measured radio patterns from a real system, the values of DOI,
VSP and VDOI can be calculated and configured in the RIM model. Then the
RIM model can generate a specified number of radio patterns that have the same
degree of radio irregularity. For a system that adopts hardware calibration schemes
[Whitehouse and Culler 2002][Hoff and Azuma 2000][Hightower et al. 2000], the
values for DOI, VSP and VDOI are configured smaller, according to the measured
values from sampled devices, so that the reduced radio irregularity is simulated. In
a similar way, the RIM model can be configured to simulate systems that consists
of hardware with different transceivers.

The RIM model is proposed to account for the three main properties of radio
irregularity: anisotropy, continuous variation and heterogeneity, as we summarized
in Section 3.3. Currently, the experiments we present are conducted in a parking
place with MICA2 and MICAZ devices. The exact radio patterns and the degree
of radio irregularity may vary in different environments. We expect that the radio
is more irregular in a harsher environment, such as in a wild forest. We also expect
that the three main properties of radio irregularity still hold in a harsher environ-



ment, and the radio irregularity can be simulated by choosing larger DOI values.
This is subject to further confirmation with experiments in different environments.

In the following sections, we use the RIM model as a simulation tool to help
explore the impact of radio irregularity on MAC, routing, localization and topology
control protocols.

5. IMPACT ON MAC LAYER

In this section, we first analyze how operations in the MAC layer are affected by
radio irregularity. We then quantify the degree of MAC performance degradation
in the presence of radio irregularity.

5.1 Logical Analysis of the Impact

Most contention-based MAC protocols are based on carrier sensing or handshaking
techniques. In this section, we analyze the impact of radio irregularity from the
technical point of view.
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(b) Handshaking

Fig. 11. Impact on MAC Protocols

(1) Impact on Carrier Sensing: Radio irregularity increases the chance for MAC
protocols that use the carrier sensing technique to get involved in the hidden
terminal problem. For example, in Figure 11(a), while node B is transmitting
packets to node C, due to the irregularity, node A cannot detect the signal
from node B, so node A senses a clear channel and starts to transmit packets.
As a result, a collision happens at receiver C. This scenario does not occur if
node B has a spherical radio range that covers node A so that A can sense
node B’s signal and will not send a packet to C and get corrupted. Typical
protocols using the carrier sensing technique are CSMA [Kleinrock and Tobagi
1975], MACA [Karn 1990], MACAW [Bharghavan et al. 1994] and 802.11 DCF
[IEEE 802.11 1999].

(2) Impact on handshaking: The handshaking technique is specially designed to
resolve hidden and exposed terminal problems. However, they cannot resolve
the hidden and exposed terminal problems due to asymmetry, which can be



Table I. Simulation Configuration One
TERRAIN (150m X 150m)

Node Number 100

Node Placement Uniform

Application Many-to-one CBR Streams

Payload Size 32 Bytes

Routing Protocol AODV, DSR, GF

MAC Protocol CSMA, 802.11 (DCF)

Radio Layer RADIO-ACCNOISE

Radio Model RIM

Nominal Radio Range 40M

Radio Bandwidth 200Kb/s

produced by radio irregularity. This can be demonstrated in an example (Fig-
ure 11(b)). We assume that node A sends a RTS message to node B, and then
node B responds with a CTS message to node A. Any node overhearing the
CTS message is supposed to wait long enough for node A to send out the data
packet. If node C can’t hear the CTS message from node B while node B can
hear node C, there will be a collision if node C sends data. Similar examples
can be found for the exposed terminal case.

5.2 Quantitative Analysis of the Impact

We implemented the RIM model in the radio layer of GloMoSim [Zeng et al. 1998],
a scalable discrete-event simulator developed by UCLA. We first describe our sim-
ulation configuration, and then evaluate the performance impact under different
DOI and different VSP values, respectively.

This is not a media access control paper and we do not try to explore the impact
of radio irregularity on all MAC protocols. We choose two typical MAC protocols,
CSMA and 802.11 DCF, for case study, because they are popular protocols and
also very typical protocols that use carrier sensing and RTS-CTS handshaking
techniques. Readers can refer [Ye et al. 2002][Rajendran et al. 2003][Dam and
k. Langendoen 2003][Woo and Culler 2001][Polastre et al. 2004] for more MAC
protocols.

In the experiments, we use six CBR streams as the workload and set the CBR
rate at a low rate, in order to isolate the effect of congestion and radio irregularity.
Two metrics are used: 1) the loss ratio (number of packets lost / number of packets
sent) and 2) the average single hop delay of received packets. We vary the DOI and
VSP values separately in order to isolate and identify the impact individually. In
each data value we present, we also give the corresponding 90% confidence interval.

In order to make our evaluation close to existing hardware proposed for use
in wireless sensor network environments [CROSSBOW ], we use the simulation
configuration shown in Table I. In all experiments, we investigate the range of DOI
values according to the experimental data obtained from MICA2 motes as shown
in Figure 7.

5.2.1 MAC Performance with Different DOI. In this section, we set VDOI as
0, to evaluate the performance of MAC layer with different DOI values. In the
next section, we investigate the performance sensitivity to DOI variance, by setting



VDOI greater than 0.
In the initial setup, we use Geographic Forwarding (GF) in the routing layer

and compare the MAC performance between 802.11 and CSMA. We found that the
MAC loss ratio increases rapidly with the increase of DOI values (Figure 12(a)).
However, 802.11 and CSMA yield roughly the same results. We realize that MAC
performance can be strongly affected by routing, because an incorrect routing de-
cision might lead to the failure at MAC layer. For instance, the routing layer
designates that the MAC layer send a packet to a node that is out of reach. So
we repeat the experiments with the AODV protocol as the routing layer. We find
that the MAC loss ratio increases slightly with the increase of DOI values. Such
a discrepancy is a strong indication that the radio irregularity has a much larger
impact on routing protocols than MAC protocols. We explain this in more detail
in Section 6.
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Fig. 12. MAC Performance with Different DOI Values
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Fig. 13. MAC Performance Sensitivity to Different VDOI Values

From Figure 12(b), we can see that with the increase of DOI values, the average
single hop delay remains almost the same. The reason is that increasing the DOI



value only increases the communication asymmetry, but not the congestion. This
is also a confirmation that packet loss in Figure 12(a) is not due to congestion.

5.2.2 Performance Sensitivity to Different VDOI. This section is to explore
whether DOI variance in a system has impact on the MAC performance. In the
simulation, we set DOI as 0.01 and vary VDOI from 0 to 1, in steps of 0.1, and
present the simulation results in Figure 13.

From Figure 13, we observe that when VDOI varies from 0 to 1, neither the
average single hop loss ratio nor the average single hop delay varies much. The
possible reason is that, statistically, while one portion of nodes have larger DOI
values and hence more irregular radio, another portion of nodes will have smaller
DOI values and hence less irregular radio. So their effects are cancelled by each
other, and the system-wide MAC performance is not sensitive to different VDOI
values.

5.2.3 MAC Performance with Different VSP. In this experiment, we set the
DOI value to 0, which means that the radio range is isotropic. However, different
VSP values make radio ranges different among nodes.

The results shown in Figure 14 are similar to the results shown in Figure 12,
which we obtain by varying the DOI values. The average single hop delay remains
almost the same, because the different sending powers only increase the degree of
communication asymmetry, but not the congestion.

The loss ratio increases with the increase of VSP values because the irregularity
results in more asymmetric links. The loss ratio when AODV is used is much lower
than that when GF is used, because asymmetric links have a larger impact on
GF than on AODV. This result indicates that varying the VSP values has a much
larger impact on routing protocols than on MAC protocols, which is similar to the
behavior we observed by varying the DOI values.
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Fig. 14. MAC Performance with Different VSP Values

6. IMPACT ON ROUTING LAYER

In this section, we analyze and quantify the impact of radio irregularity on routing
protocols. We first discuss three techniques that are widely used in most routing



protocols: path-reversal, multi-round discovery, and neighbor discovery. Our anal-
ysis shows that both path-reversal and neighbor-discovery are greatly influenced
by radio irregularity. However, the multi-round discovery technique is able to deal
with radio irregularity, but with relatively high overhead. Our simulation results
also show that radio irregularity has a great impact on Geographic Forwarding
(GF), but a small impact on AODV and DSR.

6.1 Logical Analysis of the Impact

In this section, we study the influence of radio irregularity on path-reversal, multi-
round discovery, and neighbor-discovery techniques. We also quantify this influence
in two cases. In one case, path loss difference is the main reason of radio irregularity
and link asymmetry, and in the second case, difference in radio sending power is
the main reason.

Source A

B Dest.RREQ

RREQ

RREP

RREP

X

Fig. 15. Impact on Path-Reversal Technique

6.1.1 Impact on Path-Reversal Technique. Protocols that use path-reversal tech-
nique are built based on the assumption that if there is a path from node A to node
B, there is also a reverse path from node B to node A. The path may consist
of a single link or multiple links. Most on-demand routing protocols used in ad
hoc networks such as AODV [Perkins and Royer 1999], DSR [Johnson and Maltz
1996], Direct Diffusion [Intanagonwiwat et al. 2000] and LAR [Ko and Vaidya 1998]
depend on this technique.

Radio irregularity may result in asymmetric links and hence, it may have an
adverse impact on protocols that use path-reversal techniques. For example, in
Figure 15, node B can hear node A, but node A cannot hear node B. So even
though there is a path from source S to destination D, we cannot assume that the
reverse path from D to S exists. So during route discovery, if source S broadcasts a
route request (RREQ) to discover the path to destination D, it may not be possible
to deliver the reply (RREP) message to source S along the reverse path, even though
node D replies to the request. In such a case, the route discovery fails.

The above analysis leads one to believe that it would be inappropriate to use any
routing protocol that uses path-reversal in route discovery, such as AODV, DSR,
DD and LAR, in an asymmetric environment, because they would have a very high
loss ratio. However, the simulation results we present later show that AODV and
DSR work reasonably well despite the asymmetric nature of communication. The



reason is that in addition to path-reversal technique, these routing protocols also
use the multi-round discovery, which is capable of dealing with asymmetry, but
with a high overhead.

6.1.2 Multi-Round Discovery Technique. In AODV and DSR, the RREQ is
broadcast towards the destination D. So node D receives RREQ messages from
multiple paths, as shown in Figure 16. It chooses one of the many available paths
to send the RREP message back to source S, according to some runtime config-
urable parameter, such as the RREQ arrival time, path load, or end-to-end delay
of the path. If the reverse path does not exist, the RREP fails to arrive at sender
S and the route discovery is repeated due to timeout. In the next attempt, thanks
to the random nature of flooding, node D might receive a RREQ message from
another path, which happens to be a symmetric connection.

� ��

�

�������

�������

Fig. 16. Route Discovery Using Rediscovery Technique

The chance to establish a symmetric connection increases after retries. If there
is no limitation on the number of retries, a symmetric path will sooner or later
be discovered on the condition that such a path exists. We note that the redis-
cover technique provides a viable way to work around the effects of asymmetry,
but with significant overhead. Also the path reinforcement scheme presented in
[Intanagonwiwat et al. 2000] can reduce the impact of path-reversal technique, by
continuously monitoring performances in multiple paths and reinforcing the best
path.

6.1.3 Impact on Neighbor Discovery Technique. Many location-based routing
protocols [He et al. 2003][Karp and Kung 2000][Karp 2000] use the neighbor dis-
covery technique in order to maintain the neighborhood information. However, the
neighbor discovery technique works well only if the links are symmetric. For ex-
ample, in Figure 17, node A discovers its neighbors by receiving beacons. Node A
might choose one of its neighbors, node B, C, or D for forwarding packets. How-
ever, if node A picks node B which is unable to hear node A, node B will never
receive the packet forwarded by node A. If node A does not retry its transmission
with the other neighbors, the transmission of the packet will fail. So the rout-
ing protocol based on the neighbor discovery technique is subject to failures when
communication is asymmetric.
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Fig. 17. Impact on Neighbor Table Technique

6.2 Quantitative Analysis of the Impact

In this section, we quantify the performance penalty of radio irregularity, through
four sets of experiments. In each set, we measure four metrics: end-to-end (E2E)
loss ratio, average E2E delay, number of control packets, and energy consumption.

We first measure the routing performance with different DOI values, and then
investigate the performance sensitivity to different VDOI values. In the third set
of experiments, different VSP values are configured to explore the routing perfor-
mance. In the fourth set of experiments, we take the GF routing protocol as an
example, to investigate the performance changes when combinations of different
DOI and VSP values are used.

Before we analyze the performance evaluation, we’d like to explain how GF [Karp
2000] works. In GF, each node beacons its ID and location periodically, so that
each node can maintain up to date neighbor information. When the application
requests to send a packet to a specified destination, GF compares the distance of
each neighbor to the destination, and forward the data packet to the neighbor that
is closest to to the destination. This routing strategy is repeated by all intermediate
nodes that participate in packet forwarding, until the data packet is finally received
by the destination.

6.2.1 Routing Performance with Different DOI. In this section, we set VDOI
to 0 to evaluate routing performance with different DOI values. In the following
section, we set VDOI greater than 0 to investigate routing performance sensitivity
to DOI variance.

Figure 18(a) shows that GF is greatly influenced by radio irregularity. It loses
84.5% packets when the DOI is 0.02. The reason is that according to the greedy
forwarding rule, GF tends to choose a node near the border, which is more likely
to have an asymmetric link with the sender. AODV and DSR perform well because
they use multi-round discovery, exploring alterative paths to find a symmetric con-
nection. However, they achieve a low loss ratio at the cost of increased overhead in
control packets shown in Figure 18(c).

In Figure 18(b), the average E2E delay of DSR and AODV increases with the
increase of DOI values. That is because more rounds of route discovery are needed
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Fig. 18. Routing Performance with Different DOI Values

as the radio irregularity increases. In Figure 18(b) DSR has a higher delay than
AODV, because the source routing technique in DSR adds the whole path in the
header of data packets, which increases the transmission time. However, the E2E
delay of GF remains the same because packets in GF either go through successfully
or get dropped.

Figure 18(c) shows that while AODV and DSR need more control packets to
do multi-round discovery, when the DOI value increases GF needs only a constant
number of control packets for neighbor exchange.

Figure 18(d) presents the energy consumption normalized according to useful
work completed. It is measured as the energy consumed for each successfully de-
livered end-to-end data byte. Figure 18(d) informs that AODV, DSR and GF all
consume more energy to deliver a useful data byte through multiple hops, when
the DOI value increases. This is because the increased radio irregularity leads to
increased asymmetry links, which result in increased retransmission to deliver the
same amount of useful data. Moreover, as shown in Figure 18(a), GF delivers less
useful data than AODV and DSR, and DSR delivers less useful data than AODV,
with the increase of DOI values. Accordingly, among the three routing protocols,
GF is less energy efficient than AODV and DSR, and DSR is less energy efficient
than AODV, as shown in Figure 18(d).



6.2.2 Performance Sensitivity to Different VDOI. This section is to analyze
whether the DOI variance in a system has impact on routing performance. In the
simulation, we set DOI as 0.01 and vary VDOI from 0 to 1, in steps of 0.1.
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Fig. 19. Routing Performance Sensitivity to Different VDOI Values

From Figure 19, we observe that when the VDOI value varies from 0 to 1, none
of the four metrics, E2E loss ratio, average E2E delay, number of control packets
and energy consumption per delivered data byte, shows clear performance variance
statistically. This is because on one hand, some nodes get larger DOI values and
have more irregular radio patterns, on the other hand, some other nodes get smaller
DOI values and have less irregular radio signals. They cancel their effects with
each other, and we observe no significant performance changes with different VDOI
values.

6.2.3 Routing Performance with Different VSP. In Figure 20, the impact of
radio irregularity on the routing layer is measured for different DOI values. In this
section, we measure the impact of radio irregularity on the routing layer by varying
the VSP values. From our results, we find that an increase of the VSP value has a
similar impact on AODV, DSR and GF, as an increase of the DOI value, because
both lead to a higher degree of irregularity and therefore, a higher degree of link
asymmetry.



From Figure 20(a), we see that all routing protocols have higher loss ratios when
the VSP value is increased, because there are more asymmetric links. GF has a
much higher loss ratio than that of AODV and DSR, because GF uses neighbor
discovery and tends to choose the same node near the border of the radio range
as the candidate, while AODV and DSR use multi-round discovery to try different
paths.

As in the case of larger DOI values, larger VSP values result in more asymmetric
links, which lead to larger average E2E delays (Figure 20(b)) and higher energy
consumption per delivered data byte(Figure 20(d)). However, GF does not require
more beacons, so there is no increase in the control packets (Figure 20(c)) and the
delay remains the same (Figure 20(a)). The energy consumption of GF for each
delivered data byte increases sharply with the increase of VSP values, because its
packet loss increases quickly.

To summarize, as DOI and VSP increase, radio irregularity has a greater adverse
impact on the GF protocol compared to on-demand routing protocols that use
multi-round discovery such as AODV and DSR.
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Fig. 20. Routing Performance with Different VSP Values

6.2.4 Routing Performance with Different DOI-VSP Combinations. In Section
6.2.1 and 6.2.3, we evaluate the impact of radio anisotropy and heterogeneous



sending powers on routing performance, by setting different DOI and VSP values
separately. In this section, we explore their composite impact on the routing pro-
tocols. We take the GF routing protocol as an example, and use combinations of
different DOI and VSP values to evaluate GF’s packet loss ratio.
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Fig. 21. GF Performance with Different DOI-VSP Combinations

As Figure 21 illustrates, for all the configured VSP values, whether it is 0 or
greater than 0, a larger DOI value always leads to a larger E2E loss ratio. The
routing performance decreases similarly as what we observe in Figure 18(a) when
the VSP value is set to 0. On the other hand, for all the DOI values we use, a
larger VSP value also leads to a larger E2E loss ratio, which is similar to what we
observe in Figure 20(a) when the DOI value is set to 0. This shows that the impact
of DOI and VSP do not cancel each other.

However, the impact of DOI and VSP on routing performance do not arith-
metically accumulate, according to the results in Figure 21. This reflects that the
asymmetric channels caused by DOI overlap with those caused by VSP in some
locations of the system. The more the asymmetric channels overlap, the larger the
gap between the composite E2E loss ratio and the sum of E2E loss ratios when
either of them is set to 0. This is why the distances among the four curves shown
in Figure 21 get closer while the DOI value increases.

7. IMPACT ON LOCALIZATION

In this section, we explore the impact of radio irregularity on localization protocols.
We do not try to cover every localization protocol in detail, since that is beyond
this paper’s discussion. We take some popular techniques and protocols from the
localization family and analyze the impact. We also present performance evaluation
of the Centroid protocol, as an example of quantitative analysis.

Radio irregularity has a great impact on the localization protocols that use the
Received Signal Strength Indicator (RSSI) technique, such as RADAR [Bahl and
Padmanabhan 2000] and SpotOn [Hightower et al. 2000]. The RSSI technique
assumes that once the distance between the transmitter and receiver is determined,
the RSSI value is determined, and vice versa. However, in our experiments with



Table II. Simulation Configuration Two
TERRAIN (150m X 150m)

Node Number 400(including anchors)

Node & Anchor Placement Random

Routing Protocol GF

MAC Protocol 802.11 (DCF)

Radio Layer RADIO-ACCNOISE

Radio Model RIM

Nominal Radio Range 65M

Radio Bandwidth 200Kb/s

MICA2 motes (Figure 2), the RSSI value varies when the receiver is put at different
propagation directions from the transmitter, even though the distance between
them is invariant, 10 feet in Figure 2(a) and 20 feet in Figure 2(b). Accordingly, the
RSSI technique is misleading in calculating locations when the radio propagation
direction is disregarded.

In DV-HOP [Niculescu and Nath 2003], the anchor nodes flood their locations
throughout the whole network. Any node receiving this message records its hop-
count to corresponding anchors. Then with these hop-counts to anchors, with the
average distance per hop and with the anchors’ locations, each node can figure out
its own location. However, the radio range is not isotropic, and the communication
ranges do not have an invariant value in different propagation directions. So the
distance of each hop varies greatly, depending on the degree of radio irregularity.
So it is misleading to calculate a node’s distance to an anchor as the product of the
hop-count and the average distance per hop.

Radio irregularity has a great impact on the Centroid algorithm. In Centroid, a
node’s location is calculated as the geographic center of all anchors it hears. This
idea does not work well because a node that can hear N anchors is not necessarily
located exactly at the geographic center of the N anchors. When we consider the
fact of irregular radio, the performance becomes worse, which can be observed in
the simulation result illustrated in Figure 22. As before, the simulation is conducted
in GloMoSim, and the simulation configuration is given in Table II.

From Figure 22(a), we observe that with the increase of DOI values, the local-
ization error keeps increasing, with all the settings of the average Anchor Heard
(AH), which is defined as the average number of anchors heard by a node and used
during location estimation. For example, when DOI is 0 and AH is 20, the radio is
spherical and the localization error is 33.7% of the nominal radio range. But when
the DOI increases to 0.02 and AH remains 20, the radio becomes very irregular and
the localization error increases to 54.7% of the nominal radio range. The decreased
Centroid performance is caused by the increased radio irregularity, since larger DOI
values lead to more anisotropic radio patterns.

Similar experiments are repeated with different VSP values(Figure 22(b)), and
we find that Centroid’s localization error also increases with increasing VSP.

8. IMPACT ON TOPOLOGY CONTROL

In this section, we take GAF [Xu et al. 2001], a typical topology control protocol,
as an example to study the impact of radio irregularity. In GAF, the deployment
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Fig. 22. Centroid’s Performance with Different Radio Irreguarity

terrain is divided into virtual grids. In each grid, one node is chosen to stay awake
and the others are put to sleep to save power. But at any time, the communication
connectivity among adjacent grids must be maintained. In order to maintain the
connectivity, the radio communication range R and the grid side length r must
satisfy the following relations:

r ≤
R
√

5
(7)

Since radio is in fact irregular and the communication range is not spherical, it
is hard to determine the value of the parameter R. In GAF, R is defined as the
nominal radio communication range. However, using the nominal radio range R

makes it impossible to guarantee the communication connectivity among adjacent
grids, in the presence of anisotropic radio.

In order to investigate GAF’s communication connectivity in the case of radio
irregularity, we implement GAF in GloMoSim and present the simulation results
in Figures 23 and 24. In the simulation, we use the configuration setting presented
in Table II.
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Fig. 23. GAF’s Connectivity Status with Different DOI Values

We measure the connectivity status among adjacent grids with different DOI
and VSP values. From Figure 23, we observe that the percentage of symmetric
connectivity decreases with the increase of DOI values. When the radio range is
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Fig. 24. GAF’s Connectivity Status with Different VSP Values

spherical, i.e., DOI is 0, all connections are symmetric. But when DOI increases
to 0.02 and the radio becomes irregular, the percentage of symmetric connections
decreases to 89% (Figure 23(a)), and 7% of the connections become asymmetric
(Figure 23(b)) and 4% of the connections totally get broken (Figure 23(c)). This
is because of the radio irregularity. When the radio range becomes more and
more anisotropic, the original symmetric connectivity becomes asymmetric, and
the original asymmetric connections are broken in both directions.

We repeat the experiments with different VSP values, and similar results are
observed in Figure 24. In Figure 24, when all nodes have the same sending power
and the system is homogeneous, i.e., VSP is 0, all connections are symmetric.
But when the VSP value increases to 1, only 15% of the connections are sym-
metric (Figure 24(a)), and there are 36% asymmetric connections (Figure 24(b))
and 49% connections are completely broken (Figure 24(c)). The reason for the
decreased communication connectivity is the increasing heterogeneity in devices’
sending powers, which results in greater difference in nominal radio ranges among
different devices and leads to worse communication connectivity.

9. SOLUTIONS FOR RADIO IRREGULARITY

Having analyzed the causes and impact of radio irregularity, the key results can be
summarized as follows:

—Radio irregularity is a common and non-negligible phenomenon in wireless sys-
tems. Link asymmetry is an upper layer phenomenon produced by irregular radio
signals in the radio layer. And asymmetry links directly lead to MAC and routing
failures.

—Radio irregularity has a greater impact on the routing layer than MAC layer.

—Routing protocols, such as AODV and DSR, that use multi-round discovery
technique, can deal with radio irregularity, but with a high overhead.

—Routing protocols, such as geographic forwarding, which are based on neighbor
discovery technique, are severely affected by radio irregularity.

—Radio irregularity results in larger localization errors and makes it harder to
maintain communication connectivity.

Based on both analytical and experimental results, we present eight potential
solutions to improve the protocol performance in the presence of radio irregularity.



We first describe the Symmetric Geographic Forwarding, the Asymmetry Detec-
tion Service and the Bounded Distance Forwarding solutions in detail and discuss
their performance evaluation. We then follow that by briefly describing five other
solutions.

9.1 Symmetric Geographic Forwarding

In location-based protocols, such as GF and GPSR, the beacon message only con-
tains the node’s ID and position. In our new Symmetric Geographic Forwarding
(SGF) solution, we allow a node to add the IDs of all its neighbors it has discov-
ered into the beacon message. When a node receives a beacon message, it registers
the sender as its neighbor in its local neighbor table, and then checks whether its
own ID is in the beacon message. If the receiver finds its own ID in the neighbor
list in the beacon message, then it marks the communication link connecting it to
the sender as SYMMETRIC. Otherwise, it marks the communication link between
them as ASYMMETRIC. Whenever a node needs to forward a packet, it selects
only those neighboring nodes with which it is connected through SYMMETRIC

links. Here we must emphasize that when a node broadcasts a beacon message, it
should add the IDs of the nodes with which it has SYMMETRIC connectivity as
well as those nodes with which it has ASYMMETRIC connectivity.

We simulate SGF in GloMoSim. We find that SGF maintains most of the advan-
tages of GF, such as scalability, and the absence of flooding. Furthermore, SGF is
able to deal with asymmetry as effectively as the multi-path route discovery pro-
tocols, such as AODV and DSR, but at lower cost. The simulation setup use the
same configuration as mentioned in Table I.

9.1.1 SGF Performance with Different DOI. In this experiment, we incremen-
tally increase the degree of irregularity (DOI) to measure the SGF performance.

From Figure 25(a), we observe that SGF has a significantly lower loss ratio than
that of GF, and performs as well as AODV. This is because it avoids forwarding
data along asymmetric links. From Figure 25(b), we observe that SGF has almost
the same average E2E delay as that of GF. The delay is much lower than that of
ADOV and DSR. An interesting point from Figure 25(c) is that SGF consumes
the same number of control packets as that of GF, and the number of control
packets remains the same with the increase of DOI values. From Figure 25(d), it is
observed that GF has a rapidly increased energy consumption for each successfully
delivered data byte, with the increase of DOI values. But AODV, DSR and GF
have comparatively slow increases of energy consumption for each delivered data
byte. This is because radio irregularity has a greater impact on GF than on AODV,
DSR and SGF, and GF suffers the most packet loss. DSR is less energy efficient
than AODV and SGF, because it has more packet loss (Figure 25(a)) as well as
more control overhead (Figure 25(c)) than AODV and SGF. On the other hand,
SGF exhibits the least increased energy consumption among these four routing
protocols, because its packet loss is as low as that of AODV (Figure 25(a)), and its
control overhead is as low as that of GF (Figure 25(c)).

9.1.2 SGF Performance with Different VSP. Similar conclusions can be drawn
from the results in Figure 26. Compared with GF, SGF has a much lower loss ratio,
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Fig. 25. SGF Performances with Different DOI Values

almost the same average E2E delay, and the same number of control packets, with
an increase of the VSP value. The loss ratio of SGF is comparable to that of AODV
and DSR. However, SGF has a much lower average E2E delay, a constant number
of control packets, and a much lower energy consumption for each delivered data
byte. SGF consumes almost constant energy with an increase of the VSP value.
In contrast, GF suffers a sharply increased energy consumption for each delivered
data byte, because of its rapidly increased packet loss. Plus, AODV and DSR also
consume more energy for each delivered data byte compared to SGF, on account
of two reasons. First, AODV and DSR need more control overhead than SGF, as
shown in Figure 26(c). Second, AODV has the same level of packet loss ratio as
that of SGF while DSR drops more useful data packets than SGF (Figure 26(a)).

To summarize, the SGF protocol not only maintains GF’s scalability, but also suc-
cessfully deals with radio irregularity. Compared with AODV and DSR, it achieves
similar delivery ratio in the presence of radio irregularity with a lower E2E delay,
a lower number of control packets and lower energy consumption.

9.2 Asymmetry Detection Service

The SGF provides a basic prototype of incorporating symmetric detection into
routing protocols. In a running system, more sophisticated algorithms should be
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Fig. 26. SGF Performance with Different VSP

introduced to deal with engineering issues6. In this section, we implement a general
Asymmetry Detection Service in the VigilNet System [He et al. 2004] developed by
University of Virginia.

In the Asymmetry Detection Service, the same idea is used to mark a link as
SYMMETRIC or ASYMMETRIC as what is used in SGF. However, to deal with
engineering issues in running systems, this marking process is repeated several times
to get a statistical evaluation of a link’s symmetric communication quality. Only
those links that have higher symmetric communication qualities than the specified
threshold are available for upper layers, and all other links are blocked from higher
layer protocols.

In the VigilNet System, a communication backbone is built to relay messages
back to the base station. The communication backbone is established using a classic
spanning tree algorithm [Cormen et al. 2002], with the base station as the spanning
tree’s root. During the construction of the spanning tree, the Asymmetry Detection

6Engineering issues mean the system dynamics caused by the unpredictable system deployment

environment, such as the changing temperature and humidity levels, the swinging trees and the

jumping bugs, as well as the system dynamics caused by passing cars and human beings walking

around. All these engineering issues bring communication dynamics into running system experi-

ments.



Service is called and only symmetric links are used. We measure the performance
evaluation of the Asymmetry Detection Service, by counting the percentage of
nodes that are able to report back their status information successfully through the
communication backbone. We conduct the experiment with 27 MICA2 devices and
the result is given in Figure 27.

0%

1 0%

2 0%

3 0%

4 0%

5 0%

6 0%

7 0%

8 0%

9 0%

1 00%

0% 1 0% 2 0% 3 0% 4 0% 5 0% 6 0% 7 0% 8 0% 9 0% 1 00%

Lin k  Q u a lity  T h r e s h o ld

%
 o

f R
ep

o
rt

ed
 N

o
d

es

Fig. 27. Performance Evaluation of Asymmetry Detection Service

When the Asymmetry Detection Service is disabled, by setting the link quality
threshold to 0 as shown in Figure 27, only 67.4% nodes are able to successfully
report information back to the base station, because the communication backbone
consists of a large portion of asymmetric links, and the data packets can not be
correctly relayed back to the base station following the reversed path from the
spanning tree’s leaves to its root, the base station. However, when the Asymmetry
Detection Service is used, we observe that almost all nodes are able to successfully
report back to the base station. The spanning tree backbone works well when the
link quality threshold is set from 10% to 70%. This performance improvement is
caused by the Asymmetry Detection Service, which cuts off unidirectional links,
and contributes to establishing the reliable communication backbone.

We are aware that the system still performs very well, even when the link quality
threshold is set very low, as low as 10%. This is because MAC layer retransmission
is used, in case of communication failures. However, the MAC layer retransmission
alone can not achieve this good performance. When we disable the Asymmetry
Detection Service by setting the link quality threshold to 0 and only use the MAC
layer retransmission, the system performance is very poor, only 67.4% of the nodes
report back to the base station.

On the other hand, when the link quality threshold keeps increasing and is close
to 100%, the system performance decreases. This is because when Asymmetry
Detection Service blocks all links that do not have 100% link qualities, there are not
enough links available to build the communication backbone, and network partition
happens.

The scheme we proposed here is related to approaches proposed in [Woo et al.
2003], in which each node snoops on the channel and eavesdrops on communica-
tions over time, to evaluate the inbound channel quality. Since routing is based



on outbound (transmission) links, a separate phase is used in [Woo et al. 2003]
for nodes to exchange inbound quality information to build up outbound quality
information. However, our scheme is different. In our scheme, each node beacons
periodically. From the received beacon packet, each node is able to locally figure
out both inbound and outbound link qualities, without exchanging such quality
information with neighbors. Another related solution, named blacklisting, can also
be found in paper [Gnawali et al. 2004]. Moreover, readers can refer to [Seada et al.
2004][Couto et al. 2003][Yarvis et al. 2002] for more related solutions.

9.3 Bounded Distance Forwarding

Bounded Distance Forwarding restricts the distance over which a node can forward
a message in a single hop. It is designed as a middleware and can act as an add-on
rule to many routing protocols. It provides interfaces for configuring the bounded
distance and provides services to filter out all links that are beyond the specified
distance. The distance bound is configured based on the degree of radio irregularity
of the real devices in a physical system.

We add the Bounded Distance Forwarding rule on the spanning tree module in a
vehicle tracking system [He et al. 2004] in which we deploy 60 MICA2 motes. In the
experiments, we incrementally increase the single hop forwarding bound from 8 feet
to 100 feet and count the number of nodes that report their status and Figure 28
shows this data as a percentage of the total number of nodes deployed. Data points
here are average values over five runs.
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Fig. 28. Performance Evaluation of Bounded Distance Forwarding

Figure 28 indicates two interesting phenomena. First, when we use a very low
forwarding bound (8 feet) to eliminate the asymmetric links, the performance,
however, is not good. This is because relative node density decreases when the
enforced communication range is small. Hence, the chance of a network partition
increases. Moreover, a smaller forward bound per hop leads to a longer route,
thus a higher chance of loss. Second, when the forwarding bound reaches larger
values (16∼100 feet), link asymmetry becomes the dominating factor. Figure 28



shows that when the forwarding bound is 16 feet, we receive almost every report.
This bound is about half of the MICA2 radio range on the ground. Above 16 feet,
performance reduces monotonically because of increase in link asymmetry.

Figure 28 shows that an effective bound, 16 feet here, exists for the application,
at which the best performance is achieved. There are generally two methods to get
the effective bound for a deployed system. The first method is to tune the bounded
distance parameter at the initial deployment of the system, and the second method
is to use a feedback control algorithm to converge the bounded distance to the
effective value during the runtime of the deployed system.

9.4 OTHER SOLUTIONS

In this section, we propose five additional potential solutions to deal with radio
irregularity.

—Bidirectional Flooding: The multi-round discovery technique can deal with radio
irregularity. However, it needs multiple rounds of flooding to explore different
paths, which can be very expensive. In Bidirectional Flooding, the source propa-
gates the RREQ towards the destination through flooding. After the destination
receives the RREQ, it propagates the RREP to the source through flooding,
instead of using the reverse path along which it received the RREQ from the
source. Multi-round discovery cannot guarantee finding symmetry connections
within a bounded number of flooding stages. In contrast, bidirectional flooding
completes the discovery by flooding twice.

—Learning Function: In an earlier section we mentioned that GF has a higher loss
ratio than AODV and DSR, because GF tends to choose the same candidate near
the border of its communication range to forward packets to a destination, while
AODV and DSR attempt different paths due to the nature of flooding. To address
this shortcoming of GF, we can enhance GF with a learning function, which
allows a node to make better decisions based on previous routing failures. In the
learning function, we distinguish the routing failures arising due to congestion
from those that arise due to asymmetric links. This can be done with the help
of the 802.11 (DCF) in the MAC layer. If a node receives the CTS, but not the
ACK, then the link should be symmetric and the routing failure might be a result
of congestion. Such a failure can be solved by retransmissions. However, if a node
fails to receive the CTS despite several retransmissions, then the chances are that
the link is asymmetric. This learning function allows a node to remember such
an asymmetric link and to avoid trying it again before the topology changes.
In a real implementation of this idea, two learning functions are maintained:
Flink and Fcongestion. Whenever a packet gets lost, whether it is a CTS packet
or a DATA packet, both Flink and Fcongestion adjust their values according to
the current context. For example, if a DATA packet gets lost, Fcongestion gets
a greater increase than Flink, because the CTS was received and there is more
chance that congestion, rather than channel quality variation, causes the trans-
mission failure. On the other hand, if the CTS packet gets lost the second time, it
is more probable that the channel link quality is bad, and hence Flink gets more
increase than Fcongestion. By comparing the values of Flink and Fcongestion, the
node decides whether it is congestion or bad link quality that causes the packet



loss. If Fcongestion > Flink, the reason is congestion. So backoff and retransmis-
sion is a good choice. If Fcongestion < Flink, the reason is the bad channel quality
and rerouting is a better choice. In the case of a tie, a random decision is made
between retransmission and rerouting.

To improve the accuracy of the two learning functions: Flink and Fcongestion,
the signal intensity during the carry sensing period can be monitored, together
with the packet loss ratio. If both the signal intensity and the packet loss ratio
increase, Fcongestion gets increased greater than Flink. On the other hand, if the
signal intensity does not change or even decreases while at the same time the
packet loss ratio increases, it is highly probable that the link quality decreases,
and Flink gets increased by a larger amount than Fcongestion.

Actually, the learning function scheme has other applications, besides the ap-
plication in routing protocols. For example, ESRT [Sankarasubramaniam et al.
2003] is proposed to provide reliable event-to-sink transport service. Nodes mon-
itor local buffer levels. If the routing buffer overflows due to excessive incoming
packets, congestion is considered happened, and source nodes in the network
are forced to reduce data reporting frequency. Actually, this buffer monitoring
scheme does not differentiate whether the buffer overflow is due to congestion
and followed by retransmission, or due to the poor link quality of data reporting
paths. It is not reasonable for source nodes to reduce data reporting frequencies,
if the buffer overflow is caused by the poor routing protocol that chooses poor
data reporting paths. The learning function scheme can be used to differentiate
these two cases, and choose to either inform source nodes to reduce data report-
ing frequencies or to inform the routing protocol to choose better data reporting
paths.

—RTS Broadcast: Another solution we propose is called the RTS Broadcast, which
involves both the MAC and routing layers. We first broadcast a special RTS
message, which sets the destination as ANY NODE. Any node hearing it backs
off for a random amount of time and replies with a CTS message. Among all the
nodes that send the CTS message, the one that is closest to the destination is
chosen as the forwarding candidate. Since the RTS and CTS detect connectivity
along the forward and reverse directions of a channel, forwarding packets along
asymmetric channels can be avoided.

—High Energy Asymmetry Detection: IEEE 802.11 (DCF) uses a collision-avoidance
strategy in which any node upon hearing an RTS, CTS, or DATA message defers
its transmission until the data is sent out. However, a node can still interfere
with the message transmission even though it is not able to hear any of the RTS,
CTS and DATA messages in the presence of asymmetry. The sixth solution we
propose is to send out a High Energy Asymmetry Detection (HEAD) control
message which has a higher sending power than the other control messages. So
more nodes will hear the high-powered signal, and prevent themselves from send-
ing messages. The HEAD message is sent out before the RTS message. Any
node other than the destination, upon hearing the HEAD message, sets its NAV
to a value large enough so that data can be sent out without contention. The
wait time and destination ID are included in the HEAD message. Conflicts may
arise if two nodes send out the HEAD messages simultaneously. That is resolved



in a manner similar to the way to resolve conflicts arising from the simultaneous
transmission of two RTS messages. Hence, the transmission sequence is modified
from RTS-CTS-DATA-ACK to HEAD-RTS-CTS-DATA-ACK. While the higher
sending power of the HEAD message lowers the collision rate, it also introduces
an extra control packet, the HEAD packet, which reduces the channel utilization
and increases the NAV backoff. The tradeoff between collision rate and desired
channel utilization can be balanced by choosing an appropriate value for the
sending power.

—Irregularity Insensitive Protocols: There are two avenues for improving protocol
performance in the presence of radio irregularity. The first method is to face
radio irregularity and avoid getting involved into any trouble brought by radio
irregularity. For example, we propose to detect asymmetry links brought by ra-
dio irregularity and try to avoid using asymmetry links. The second method is
to investigate the assumptions that cause protocol performance to deteriorate
in reality and then design protocols that do not make such assumptions. That
is, radio irregularity can also be dealt with, by identifying protocol properties
that make them particularly insensitive to radio irregularities. For example, the
Cricket localization [Priyantha et al. 2000] uses a combination of RF and ultra-
sound technologies to location devices’ locations. Cricket is insensitive to radio
irregularity and avoids the problems many localization protocols get involved
in because of using the received signal strength to estimate communication dis-
tances. The APIT localization protocol [He et al. 2003] is another example that
avoids making the ideal radio assumption. Accordingly, irregularity insensitive
protocol design is a promising avenue to address the radio irregularity as well as
link asymmetry it brings.

Among the eight solutions we put forth above, the last five are still open topics
and require further refinements. Extensive analysis and evaluation in the future
are required to demonstrate their applicability and effectiveness.

10. CONCLUSIONS

In this paper, we confirm the existence of radio irregularity which is the main focus
of several recent research papers [Ganesan et al. 2002][Woo et al. 2003][Zhao and
Govindan 2003][Cerpa et al. 2003]. Our contributions are as follows:

(1) To the best of our knowledge, our work is the first to bridge the gap between
isotropic radio models assumed by most simulators and the anisotropic radio
properties found in reality.

After our work was first accepted in MobiSys 2004 [Zhou et al. 2004], an upper
layer model [Cerpa et al. 2005] was proposed to simulate link asymmetry in
the link layer, without considering the wireless communication detail in the
radio layer. We compare our RIM radio model with this link layer model in
APPENDIX B.

(2) We propose a novel RIM model that approximates three essential properties
exhibited in radio irregularity: anisotropy, continuous variation and difference
in sending power.



(3) We implement the RIM model in GloMoSim, and run a set of simulation ex-
periments to investigate radio irregularity’s impact on MAC and routing layer
performance. We discover that, among the protocols we evaluate, the radio
irregularity has a greater impact on the routing layer than MAC layer. We also
discover that radio irregularity has a greater impact on location-based routing
protocols than on-demand protocols that use multi-round discovery technique.

(4) We run a set of simulation experiments to investigate radio irregularity’s impact
on localization and topology control, finding that the increasing radio irregular-
ity leads to larger localization errors, and that the communication connectivity
becomes harder to maintain when the radio becomes more irregular.

(5) Finally, we present eight potential solutions. We implement SGF in GloMoSim,
and implement the Asymmetry Detection Service and the Bounded Distance
Forwarding methods in running systems with 27∼60 MICA2 motes. From
the data we collect from the simulator and the running system, we find that
SGF, Asymmetry Detection Service and Bounded Distance Forwarding greatly
improve system performance in the presence of radio irregularity.

The RIM model we put forth in this paper is built based on empirical data
collected from MICA2 and MICAZ platforms. So to some degree, this model is
self-evaluated. We also conduct preliminary evaluation of the RIM model, in Sec-
tion 4.2.1, by comparing the degree of radio irregularity between the measured
radio pattern from a real device and the radio patterns generated from the RIM
model. We are also aware that more extensive performance comparison between
the simulated results based on the RIM model and the results from real systems
with MICA2 and other devices are needed, to further evaluate the precision of the
RIM model. We leave this as future work.
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APPENDIX A

We use the goodness-of-fit statistical testing to determine the statistical distribu-
tion of the percentage variance of the path loss (in dBm) per degree in the direction
that is obtained in our experiments. We find that among different continuous dis-
tributions, the Weibull distribution [Devore 1982] has the maximum likelihood of
matching our experimental data. A random variable X that has a Weibull distri-
bution with parameters has a probability density function defined by the following
equation, where a is the shape parameter and b is the scale parameter.

Table III shows the likelihood values and the parameters of the Weibull distribu-
tion that fits our experimental data. These values are computed at a 95% confidence
level.



Table III. Data Fitting to the Weibull Distribution
Likelihood a b

Dataset 1 48.55 1.13 0.28

Dataset 2 154.43 1.01 0.17

Dataset 3 145.25 0.86 0.18

Dataset 4 277.44 0.67 0.16

Dataset 5 204.51 0.58 0.17

Dataset 6 111.15 0.53 0.22

fx =

{

(a/ba)× xa−1 × e−( x

b
)a

if x ≥ 0
0 if x < 0

(8)

APPENDIX B

A link layer model for simulating link asymmetry is first proposed in Cerpa’s tech-
nical report [Cerpa et al. 2004], and later published in IPSN 2005 [Cerpa et al.
2005]. In this model, link asymmetry is simulated without considering the lower
layer wireless communications. The RIM model differs with the link layer model in
that the RIM model is a radio layer model. The RIM model is proposed to simu-
late radio irregularity rather than link asymmetry, which happens to be one result
of radio irregularity reflected in the link layer. Since the RIM model incorporates
details in radio communication, it can address more issues that the simpler link
layer model can not simulate. We illustrate four of them as follows:

� �

�

�

Fig. 29. Link Qualities in Adjacent Directions

First, the RIM protocol can simulate the phenomenon that links in very simi-
lar directions from the same transmitter have similar link qualities. As shown in
Figure 29, there is a big tree, in the east direction of transmission node A. So the



signal from A suffers more path losses, due to the tree, in the directions specified by
the fan area compared with other directions. For example, when A’s signal propa-
gates to B and C, it suffers similar path losses. But the signal suffers less path loss
when it propagates from A to D. Accordingly, transmitter A has similar link qual-
ities with B and C. The link layer model does not simulate directionality of signal
propagation and this phenomenon is not addressed. However, our RIM model can
reflect this fact, because all the ki values in adjacent directions are related in the
sense that ki+1 is calculated based on ki.

Second, the RIM model can be used to study the impact of radio irregularity on
localization protocols that is sensitive to radio patterns. In section 7 of this paper,
we study the impact of radio irregularity on the Centroid algorithm as an example.
In a similar way, our model can be use to study the impact of radio irregularity on
many other localization protocols, which use the received signal strength indicator
to help location decisions. However, the link layer model that does not simulate
the radio communication process can not be used for this study.

Third, the link layer model does not regenerate radio signals, so they can not re-
ally simulate radio interference, which also has a significant effect on link qualities.
The RIM model works in the radio layer, which uses mature simulation techniques,
such as TWO-RAY model and RICIAN mode [Shankar 2001] implemented in Glo-
MoSim, to simulate the radio propagation and fading in a specified direction. And
the DOI and VSP parameters proposed in RIM are used to account for the ir-
regularity in different directions as well as hardware differences. Accordingly, the
RIM model can also simulate radio interference, which also leads to decreased link
qualities.

Fourth, with the DOI and VSP parameters, the RIM model can simulate radio
irregularity due to the two root causes we found in our sensor device experiments:
the path loss differences and the power heterogeneity. This offers the users the abil-
ity to configure different DOI and VSP values according to their specific hardware
properties and deploy environment, to simulate the system performance within the
specific hardware and environment context. However, the link layer model is not
able to differentiate which of the two root causes leads to the decreased link quality
and how much each of them contributes.

On one hand, we acknowledge that the link layer model has a higher abstraction
and is hence smaller and light weight. On the other hand, by simulating wireless
communication details, the RIM radio model is more powerful, and able to address
more issues that are beyond the ability of the link layer model.
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A Spatiotemporal Communication Protocol  
for Wireless Sensor Networks 
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Abstract— In this paper, we present a spatiotemporal communication protocol for sensor networks, called SPEED.  SPEED is 
specifically tailored to be a localized algorithm with minimal control overhead.  End-to-end soft real-time communication is achieved 
by maintaining a desired delivery speed across the sensor network through a novel combination of feedback control and non-
deterministic geographic forward-ing.  SPEED is a highly efficient and scalable protocol for sensor networks where the resources of 
each node are scarce.  Theoretical analysis, simulation experiments and a real implementation on Berkeley motes are provided to 
validate the claims. 

Index Terms— Wireless sensor networks, routing, real-time, spatiotemporal, networking.  
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1 INTRODUCTION

ANY sensor network applications, such as battle-
field surveillance and earthquake response systems, 
are designed to interact with fast changing events in 

the real world.  It is often necessary for the underlying 
communication infrastructure to meet real-time constraints 
[9][16][4].  In surveillance systems [8], for example, com-
munication delays within sensing and actuating loops di-
rectly affect the quality of tracking.  Our spatiotemporal 
communication protocol, called SPEED, is inspired by fol-
lowing observation: In wired networks, the end-to-end de-
lay is independent of the physical distance between the 
source and destination.  While in multi-hop wireless sensor 
networks, since communication is physically bounded, the 
end-to-end delay depends not only on single hop delay 
(time-constraints), but also on the distance a packet travels 
(spatial-constraints).  In view of this, the key design goal of 
this work is to support a spatiotemporal communication 
service with a desired delivery speed across the sensor net-
work, so that end-to-end delay is proportional to the dis-
tance between the source and destination.  We deem this 
service as one type of soft real-time communication, be-
cause it achieves a predicable end-to-end communication 
delay under given distance (spatial) constraints. 
     The key contribution of SPEED is achieving the spatio-
temporal requirements through a novel combination of a 
time-aware feedback control mechanism and a spatial-
aware non-deterministic geographic forwarding scheme.  
We evaluate SPEED using GloMoSim [22].  The perform-
ance results show that SPEED 1) reduces the number of 

packets that miss their end-to-end deadlines, 2) reacts to 
transient congestion in the most stable manner, and 3) effi-
ciently handles voids [12] with minimal control overhead.  
To demonstrate its applicability, we also implement SPEED 
on the Berkeley motes [3].  The results show that SPEED 
helps balance the traffic load to increase the system lifetime.  

2 STATE OF THE ART 
Several routing protocols have been developed for ad hoc 
wireless networks.  Sensor networks can be regarded as a 
sub-category of such networks, but with a number of dif-
ferent requirements.  
 In sensor networks, location is more important than a spe-
cific node’s ID.  For example, tracking applications only 
care where a target is located, not the ID of the reporting 
node.  In sensor networks, such spatial-awareness [7] is 
necessary to make the sensor data meaningful.  Therefore, it 
is natural to utilize spatial-aware routing.  A set of location 
based routing algorithms have been proposed.  Finn [5] 
proposed a greedy geographic forwarding protocol with 
limited flooding to circumvent the voids inside the net-
work.  GPSR [12] by Karp and Kung use perimeter for-
warding to get around voids.  Similarly, GOAFR [14] com-
bines the greedy routing with the adaptive face routing to 
provide an asymptotically optimal path to the destination.  
Geographic distance routing (GEDIR) [20] guarantees loop-
free delivery in a collision-free network.  LAR [13] by 
Young-Bae Ko improves the efficiency of the on-demand 
routing algorithms by restricting packet flooding in a speci-
fied “request zone”.  Basagni, et. al. propose a distance 
routing algorithm [2] for mobility (DREAM), in which each 
node periodically updates its location information to other 
nodes.  An updating rate is set according to a distance effect 
in order to reduce the number of control packets.  Recently, 
Huang [4] et. al. proposed Mobicast protocol extended geo-
cast by providing just-in-time information dissemination to 
nodes in a mobile delivery zone.   
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SPEED also utilizes geographic location to make localized 
routing decisions.  The key difference is that SPEED takes 
timely delivery into account and is designed to be the first 
spatiotemporal-aware communication protocol for sensor 
networks.  Moreover, SPEED provides an alternative solu-
tion to handle voids other than approaches based on planar 
graph traversal [12] [14]  and limited flooding [5]. 
Reactive routing algorithms such as AODV [17] and DSR 
[10] maintain routing information for a small subset of pos-
sible destinations, namely those currently in use.  If no 
route is available for a new destination, a route discovery 
process is invoked.  Route discovery broadcasts can lead to 
significant delays in a sensor network with a large network 
diameter.  This limitation makes on-demand algorithms less 
suitable for real-time applications. 
Several real-time protocols have been proposed for ad hoc 
and sensor networks.  SWAN [1] uses feedback information 
from the MAC layer to regulate the transmission rate of 
non-real-time TCP traffic in order to sustain real-time UDP 
traffic.  RAP [16] uses velocity monotonic scheduling to 
prioritize real-time traffic and enforces such prioritization 
through a differentiated MAC Layer.  V. Kanodia etc. [11] 
proposed a service differentiation for delay-sensitive traffic 
by prioritizing 802.11.  Woo and Culler [21] proposed an 
adaptive MAC layer rate control to achieve fairness among 
nodes with different distances to the base station. All of 
these algorithms work well by locally degrading a certain 
portion of the traffic.  However, this kind of local MAC 
layer adaptation cannot handle long-term congestion where 
routing assistance is necessary to divert traffic away from 
any hotspot.  SPEED provides a combination of MAC layer 
and network layer adaptation that effectively deals with 
such issues.  To the best of our knowledge, no routing algo-
rithm has been specifically designed to provide soft real-
time guarantees under spatiotemporal constraints for sen-
sor networks. 

3 DESIGN GOALS 
The key design goal of the SPEED algorithm is to support a 
spatiotemporal communication service with a desired de-
livery speed across the sensor network, so that end-to-end 
delay is proportional to the distance between the source 
and destination.  It should be noted that delivery speed 
refers to the approaching rate along a straight line from the 
source toward the destination.  Unless the packet is routed 
exactly along that straight line, delivery speed is smaller 
than the actual speed of the packet in the network.  For ex-
ample, if the packet is routed in the opposite direction from 
the destination, its speed is negative.  Our algorithm en-
sures that this condition never occurs. 
     More specifically, SPEED satisfies the following design 
objectives.  
Soft Real-Time:  We define the soft real-time guarantee 
provided by SPEED as delay guarantee per unit delivery 
distance (speed guarantee).  Under this guarantee, we can 
obtain a predictable end-to-end communication delay un-
der given spatial (distance) constraints before hand.  Con-
sequently, applications can make admission control to de-
liver packets that are able to meet end-to-end deadlines. 

Minimal State Architecture: The physical limitations of 
sensor networks, such as large scale, high failure rate, and 
constrained memory capacity necessitate a minimal state 
approach.  SPEED only maintains immediate neighbor in-
formation.  It does not require a routing table as in DSDV 
[18] nor per-destination states as in AODV [17].  Thus, its 
memory requirements are minimal. 
Minimum MAC Layer Support:  SPEED does not require 
real-time MAC support.  The feedback control scheme em-
ployed in SPEED allows all existing best effort MAC layers. 
QoS Routing and Congestion Management:  Most reactive 
routing protocols can find routes that avoid network hot 
spots during the route acquisition phase.  Such protocols 
work well when traffic patterns do not fluctuate during a 
session.  However, these protocols (e.g. [10]) are less suc-
cessful when congestion patterns change rapidly compared 
to the session lifetime.  When a route becomes congested, 
such protocols either suffer a delay or initiate another 
round of route discovery.  As a solution, SPEED uses a 
novel backpressure re-routing scheme to re-route packets 
around large-delay links with minimum control overhead. 
Traffic Load Balancing: In sensor networks, the bandwidth 
and energy are scarce resources compared to a wired net-
work.  Because of this, it is valuable to utilize several simul-
taneous paths to carry packets from the source to the desti-
nation.  SPEED uses non-deterministic forwarding to bal-
ance each flow among multiple concurrent routes. 
Localized Behavior: Pure localized algorithms are those in 
which any action invoked by a node should not affect the 
system as a whole.  In algorithms such as AODV, DSR and 
TORA, this is not the case.  In these protocols, a node uses 
flooding to discover new paths.  In sensor networks where 
thousands of nodes communicate with each other, broad-
cast storms may result in significant power consumption 
and possibly a network meltdown.  To avoid that, all dis-
tributed operations in SPEED are localized to achieve high 
scalability. 
Void Avoidance: In some scenarios, pure greedy geo-
graphic forwarding may fail to find a greedy path to the 
destination, even when one actually exists.  SPEED handles 
the void the same way as it handles congested areas and 
guarantees that if there is a greedy route between the 
source and destination, it will discover it. 
Note, while SPEED does not use routing tables, SPEED 
does utilize location information to carry out routing.  
Thus, we assume that each node is location-aware [7].  

4 SPEED PROTOCOL 
SPEED maintains a desired delivery speed across sensor 
networks with a two-tier adaptation included for diverting 
traffic at the networking layer and locally regulating pack-
ets sent to the MAC layer.  It consists of the following com-
ponents:   

•  An API 
•  A delay estimation scheme 
•  A neighbor beacon exchange scheme 

•  A Non-deterministic Geographic Forwarding algo-
rithm (NGF) 
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•  A Neighborhood Feedback Loop (NFL) 
•  Backpressure Rerouting  
•  Last mile processing 
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Figure 1: SPEED Protocol 
 

As shown in Figure 1, NGF is the routing module responsi-
ble for choosing the next hop candidate to support the de-
sired delivery speed.  NFL and Backpressure Rerouting are 
two modules to reduce or divert traffic when congestion 
occurs, so that NGF has available candidates from which to 
choose.  The last mile process is provided to support three 
types of real-time communication services, namely, real-
time unicast, real-time area-multicast and real-time area-
anycast, for sensor networks.  Delay estimation is the 
mechanism by which a node determines whether conges-
tion has occurred.  And beacon exchange provides geo-
graphic location of the neighbors so that NGF can perform 
geographic based routing.  The details of these components 
are discussed in the subsequent sections, respectively. 

4.1 Application API and Packet Format 
The SPEED protocol provides four application-level API 
calls: 
•  AreaMulticastSend (position, radius, packet): This ser-

vice identifies a destination area by its center position 
and radius.  It sends a copy of the packet to every node 
inside the specified area with a speed above a certain 
desired value. 

•  AreaAnyCastSend (position, radius, packet): This ser-
vice sends a copy of the packet to at least one node in-
side the specified area with a speed above a certain de-
sired value. 

•  UnicastSend(Global_ID, packet): In this service the node 
identified by Global_ID receives the packet with a speed 
above a certain desired value. 

•  SpeedReceive(): this primitive permits nodes to accept 
packets targeted to them.  

There is a single data packet format in SPEED.  It contains 
the following major fields: 
•  PacketType: the type of communication -- Area Multi-

cast, AreaAnyCast or Unicast. 
•  Global_ID: only used in Unicast communication to iden-

tify a destination node. 
•  Destination Area: Describes a three-dimensional space 

with a center point and radius in which the packets are 
destined. 

•  TTL: Time To Live field is the hop limit used for last mile 
processing.  

•  Payload. 
 

4.2 Delay Estimation 
We use single hop delay as the metric to approximate the 
load of a node.  We notice that the delays experienced by 
broadcast packets and unicast packets are quite different 
due to different handling inside the MAC layer.  Unicast 
packet delay is more appropriate for making routing deci-
sions.  In a scarce bandwidth environment, we cannot af-
ford to use probing packets to estimate the single hop delay.  
Instead, we use the data packets passing this node to per-
form this measurement.  Delay estimation is done at the 
sender, which timestamps a packet (Tarriving) entering the tail 
of network output queue and time-stamps the packet (Tdepar-

ture) when the last bit of this packet is sent out.  Single trip 
delay equals the interval between Tarriving and Tdeparture.  Propa-
gation delay is ignored.  In case of transmission failures, 
Tdeparture is set and used for calculation only at a successful 
transmission.  
We compute the current delay estimation by combining the 
newly measured delay with previous delays via the expo-
nential weighted moving average (EWMA) [15] as follow-
ing: 

))*Delay(k-- (Delay Delay(k) new 11* αα +=  

We argue that this delay estimation is a better metric than 
average queue size for representing the congestion level of 
the wireless network, because the shared media nature of 
the wireless network allows the network to be congested 
even if queue sizes are small. 

4.3 Neighbor Beacon Exchange 
Similar to other geographic routing algorithms, every node 
in SPEED periodically broadcasts a beacon packet to its 
neighbors.  This periodic beaconing is only used for ex-
changing location information between neighbors.  We ar-
gue that the beaconing rate can be very low when nodes 
inside the sensor network are stationary or slow moving.  
Moreover, piggybacking [12] methods can also be exploited 
to reduce this beacon overhead. 
In addition to periodic beaconing, SPEED uses an on-
demand backpressure beacon, to quickly notify the up-
stream nodes of traffic changes inside the network.  As 
shown in the evaluation (section 0), our on-demand beacon 
scheme introduces only a small overhead in exchange for a 
fast response to congestion. 
In SPEED, each node keeps a neighbor table to store infor-
mation passed by the beaconing.  Each entry inside the ta-
ble has the following fields: (NeighborID, Position, Send-
ToDelay, ExpireTime).  The ExpireTime is used to timeout 
this entry.  If a neighbor entry is not refreshed after a certain 
timeout, it is removed from the neighbor table. SendToDe-
lay is the delay estimation to the neighbor node identified 
by the NeighborID field.  The details of obtaining this value 
have been discussed in previous section 0. 

4.4 Non-deterministic Geographic Forwarding  
Before elaborating on Non-deterministic Geographic For-
warding (NGF), we first introduce three definitions: 
The Neighbor Set of Node i: NSi is the set of nodes within 
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the radio range of node i. Note, we do not assume that the 
radio is a perfect circle.  SPEED works with irregular radio 
patterns.  
The Forwarding Candidate Set of Node i: A set of nodes 
that belong to  NSi and are closer to the destination. For-
mally, FSi (Destination) = {node ∈  NSi  | L – L_next > 0} where 
L is the distance from node i to the destination and L_next is 
the distance from the next hop forwarding candidate to the 
destination. These nodes are inside the cross-hatched 
shaded area as shown in Figure 2. We can easily obtain FSi 

(Destination) by scanning the NS set of nodes once. 
It is worth noticing that the membership of the neighbor set 
only depends on the radio range, but the membership of 
the forwarding set also depends on destination area. 

 

 

Figure 2: NS and FS definitions 
 
Relay Speed. Relay speed is calculated by dividing the ad-
vance in distance from the next hop node j by the estimated 
delay to forward a packet to node j.  Formally, 
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Since in SPEED nodes keep the Neighbor Set (NS), but do 
not keep a routing table or flow information, the memory 
requirements are only proportional to the number of 
neighbors.  
Based on the destination of the packet and the current FS, 
the Non-deterministic Geographic Forwarding (NGF) por-
tion of our protocol routes the packets according to the fol-
lowing rules: 
Packets are forwarded only to the nodes that belong to the 
FSi (Destination). If there is no node inside the FSi (Destina-
tion), packets are dropped and a backpressure beacon is 
issued to upstream nodes to prevent further drops (for 
more details see 0). To reduce the chance of such drops, we 
provide a lower bound of node density that can virtually 
eliminate these drops. The theoretical analysis on this issue 
is provided in section 0.  
 SPEED divides the neighbor nodes inside FSi (Destination) 
into two groups. One group contains the nodes that have 
relay speeds larger than a certain desired speed Ssetpoint, the 
other contains the nodes that cannot sustain such desired 
speed.  The Ssetpoint is a system parameter that depends on 
the communication capability of the nodes and desired traf-
fic workload a sensor network should support.  For given 
bandwidth T, packet size L and Radio Range R, following 
inequality should hold: 

L
RTS setpoint ≤≤0     

The forwarding candidate is chosen from the first group, 
and the neighbor node with highest relay speed has a 
higher probability to be chosen as the forwarding node. To 
trade off between load balancing and optimal delivery de-
lay, we use following discrete exponential distribution func-
tion: 
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 In this distribution function, N is the number of forwarding 
candidates inside the first group.  K is used to trade off be-
tween load balance and optimal delivery delay.  A larger K 
value leads to a shorter end-to-end delay; while a smaller K 
value achieves a better load balance. 
If there are no nodes belonging to the first group, a relay 
ratio is calculated based on the Neighborhood Feedback 
Loop (NFL), which is discussed in more detail in section 0.  
Whether a packet drop will really happen depends on 
whether a randomly generated number between (0,1) is 
bigger than the relay ratio.  In SPEED a packet is dropped 
only when no downstream node can guarantee the single 
hop speed set point Ssetpoint and dropping packets must be 
performed to reduce the congestion. Though one can con-
sider buffering packets as an alternative to the dropping, 
however, we argue that under real-time and small memory 
constraints, dropping is often a better choice.   
   

NGF provides two nice properties to help meet our de-
sign goals. First, since NGF sends packets to the down-
stream node capable of maintaining the desired delivery 
speed, soft real-time end-to-end delivery is achieved with a 
theoretical delay bound: Delay Bound = Le2e/Ssetpoint, where Le2e 

is the distance between the source and destination. Ssetpoint is 
the uniform speed to be maintained across the sensor net-
work.  Second, NGF can balance traffic and reduce conges-
tion by dispersing packets into a large relay area. This load 
balancing is valuable in a sensor network where the density 
of nodes is high and the communication bandwidth is 
scarce and shared.  Load balancing also balances the power 
consumption inside the sensor networks to prevent some 
nodes from dying faster than others.  

NGF provides MAC layer adaptation and reduces the 
congestion by locally dropping (or optionally buffering) 
packets.  This adaptation is good enough to deal with tran-
sient overshoot inside the sensor networks. But if such con-
gestion remains for a relatively long time, network layer 
adaptation is desired to redirect traffic to a less congested 
area, which is discuss further in section 0. 

4.5 Neighborhood Feedback Loop (NFL) 
The Neighborhood Feedback Loop (NFL) is the key com-
ponent in maintaining the single hop relay speed.  The NFL 
is an effective approach to maintaining system performance 
at a desired value.  This has been shown in [19], where a 
low miss ratio of real-time tasks and a high utilization of 
the computational nodes are simultaneously achieved.  
Here we want to maintain a single hop relay speed above a 
certain value Ssetpoint, a performance goal desired by the de-
signer.   
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Figure 3: Neighborhood Feedback Loop (NFL) 
 

We deem it a miss when a packet delivered to a certain 
neighbor node has a relay speed less than Ssetpoint, or if there 
is a loss due to collision.  The percentage of such misses is 
called this neighbor’s miss ratio. The responsibility of the 
NFL is to force the miss ratios of the neighbors to converge 
to a set point, namely zero. 
As shown in Figure 3, the MAC layer collects miss informa-
tion and feeds it back to the Relay Ratio controller.  The 
Relay Ratio controller calculates the relay ratio and feeds 
that into the NGF where a drop or relay action is made. The 
Relay Ratio controller currently implemented is a multiple 
inputs single output (MISO) proportional controller that 
takes the miss ratios of its neighbors as inputs and propor-
tionally calculates the relay ratio as the output to the NGF. 
Formally it is described by the following formulas. 

01 >∀−= ∑
i

i eif
N

e
Ku    

01 =∃= ieifu  
 where ie  is the miss ratio of the neighbor  i inside the FS 
set, N is size of the FS set. u is the output (relay ratio) to 
NGF. And K is the proportional gain. 
It should be noted that the Relay Ratio controller is acti-
vated only when all nodes inside the forwarding set (FS) 
cannot maintain the desired single hop relay speed Ssetpoint 
and a drop is absolutely necessary to maintain the single 
hop delay.  Such a scheme ensures that re-routing has a 
higher priority than dropping. In other words, SPEED does 
not drop a packet as long as there is another path that can 
meet the delay requirements. 
By reducing the sending rate to the downstream nodes, the 
neighborhood feedback loop can maintain a single hop re-
lay speed.  However, this MAC layer adaptation can’t solve 
the hotspot problem, if the upstream nodes, which are un-
aware of the congestion, keep sending packets into this 
area. In this case, backpressure rerouting (network layer 
adaptation) is necessary to reduce the traffic injected into 
the congested area.   

4.6 Back-Pressure Rerouting 
Backpressure re-routing is naturally generated from the 
collaboration of neighbor feedback loop (NFL) routines as 
well as the non-deterministic geographic forwarding 
(NGF). To be more explicit, we introduce this scheme with 
an example (Figure 4). 
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Figure 4: Backpressure rerouting case one 
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Figure 5: Backpressure rerouting case two 

Suppose in the lower-right area, heavy traffic appears, 
which leads to a low relay speed in nodes 9 and 10. 
Through the MAC layer feedback, node 5 detects that 
nodes 9 and 10 are congested.  Since NGF reduces the 
chance of selecting nodes 9 and 10 as forwarding candi-
dates and routes more packets to node 7, it reduces the 
congestion around nodes 9 and 10. Since all neighbors of 9 
and 10 react the same way as node 5, eventually nodes 9 
and 10 are able to relay packets above the desired speed. 
A more severe case could occur when all the forwarding 
neighbors of node 5 are also congested as shown in Figure 
5.  In this case, the neighborhood feedback loop is activated 
to assist backpressure re-routing.  In node 5, a certain per-
cent of packets are dropped in order to reduce the traffic 
injected into the congested area. At the same time, an on-
demand backpressure beacon is issued by node 5 with the 
following fields: (ID, Destination, AvgSendToDelay)  
AvgSendToDelay is the average SendToDelay of all nodes 
inside FSID(Destination).  In our example, when the destina-
tion is node 13, AvgSendToDelay is the average delay from 
node 5 to nodes 7, 9 and 10. 
When a neighbor receives the back-pressure beacon from 
node 5, it determines whether node 5 belongs to its 
FS(Destination).  If node 5 does, this neighbor modifies the 
SendToDelay for node 5 according to the AvgSendToDelay. 
For example only node 3 considers node 5 as a next hop 
forwarding candidate to the destination where node 13 re-
sides.  If node 5 is not in the FS(Destination), then this 
neighbor ignores the backpressure beacon. This backpres-
sure mechanism can reduce the chance of “false congestion 
indication”, to ensure that traffic from node 4 to node 6 is 
not affected by the backpressure beacon.  
If, unfortunately, node 3 is in the same situation as node 5, 
further backpressure is imposed on node 2. In the extreme 
case, the whole network is congested and the backpressure 
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proceeds upstream until it reaches the source, where the 
source quenches the traffic flow to that destination. 
Backpressure rerouting is a network layer adaptation used 
by SPEED to reduce the congestion inside the network. In 
this case no packet needs to be sacrificed. Network layer 
adaptation has a higher priority than MAC layer adaptation 
used by NGF and NFL. A drop via the feedback loop is only 
necessary when the situation becomes so congested and 
there is no alternative to maintaining a single hop speed 
other than dropping packets. 

4.7 Void Avoidance 
Greedy geographic based algorithms have many advan-
tages over the traditional MANET routing algorithms for 
real-time sensor network applications.  They do not suffer 
route discovery delay and tend to choose the shortest path 
to the destination.  Moreover without flooding, they have 
relatively low control packet overhead. Unfortunately, they 
also have a serious drawback. In many cases, they may fail 
to find a path even though one does exist.  To overcome 
this, SPEED deals with a void the same way it deals with 
congestion. As shown in the Figure 6, if there is no down-
stream node to relay packets from node 2 to node 5, node 2 
sends out a backpressure beacon containing fields: (ID, Des-
tination, ∞). The upstream node 1 that needs node 2 to relay 
the packets to that destination sets the SendToDelay for 
node 2 to infinity and stop sending packets to node 2.  If 
node 3 does not exist, further backpressure occurs until a 
new route is found.  It should be admitted that our scheme 
of void avoidance isn’t guaranteed to find a path if there is 
one as in GPSR[12], but it is guaranteed to find a greedy 
path if one exists.  To maintain real-time properties, we do 
not allow backtracking to violate our desired speed set-
point.  However, as we can see from the evaluation section 
0, such a simple scheme can significantly reduce packet loss 
due to voids in high-density sensor networks. 
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Figure 6: Void avoidance scheme 

4.8 Last Mile Process 
Since SPEED is targeted at sensor networks where the ID of 
a sensor node is not important, SPEED only cares about the 
location where sensor data is generated. 
The last mile process is so called because only when the 
packet enters into the destination area will such a function 
be activated.  The NGF module mentioned above controls 
all previous packet relays.  
The last mile process provides two novel services that fit 
the scenario of sensor networks: Area-multicast and Area-
anycast.  The area in this case is defined by a center-point 
(x,y,z) and a radius, in essence a sphere.  More complex area 
definitions can be made without jeopardizing the design of 
this last mile process. 

Nodes can differentiate the packet type by the PacketType 
field mentioned in section 4.1. If it is an anycast packet, the 
nodes inside the destination area deliver the packet to the 
transport layer without relaying it onward.  If it is a multi-
cast packet, the nodes inside the destination area which first 
receive the packet coming from the outside of the destina-
tion area set a TTL.  This allows the packet to survive 
within the diameter of the destination area and be broad-
cast within a specified radius.  Other nodes inside this des-
tination area keep a copy of the packet and re-broadcast it.  
The nodes that are outside the destination area just ignore 
it.  The last mile process for unicast is nearly the same as 
multicast, except that only the node with a specified 
global_ID inside the destination area delivers the packet to 
the transport layer.  If the location service is precise, the 
estimated destination area for a given node will be much 
smaller than single radio coverage.  As a result, additional 
flooding overhead for the unicast packets is negligible 
(sometimes zero).  We note that the current implementation 
of the last mile process is relatively straightforward.  More 
efficient and robust techniques are desired for future re-
search.  

5 PROTOCOL ANALYSIS 
This section provides a protocol analysis of several practical 
issues related to the SPEED protocol. 

5.1 Impact of Node Density  
One basic assumption of sensor networks is their relatively 
high node density.  It is an interesting research issue to de-
termine the impact of node density on routing perform-
ance.  Specifically, in the geographic based algorithm, we 
want to find the lower bound of node density that can 
probabilistically guarantee no void that can prevent a 
greedy geographic forwarding step from happening.  
In GF based algorithms, a node forwards packets to next 
hop nodes that are nearer to the destination.  The area 
where such qualified nodes reside is called the forwarding 
area (FA).  
Assume the nodes are randomly distributed inside the sys-
tem, the larger the size of the forwarding area, the higher is 
the probability that there is a candidate to be chosen.  In 
fact, the forwarding area size is not constant; it is depends 
on how far away the sending node is from the destination 
node.  

 

Figure 7: Forwarding Areas 
 
As shown in Figure 7, when the destination node is infi-
nitely far away from the sending node, the forwarding area 
is the largest (Best Case Forwarding Size) and when the 
destination node is exactly R away from the sending node, 
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the available forwarding size is the worst case forwarding 
size (WCFS). For guaranteeing purposes, we only consider 
the worst case, even though most of the time the forward-
ing size is nearer to the best case.  In the worst case, the 
forwarding size is calculated by formula (1). For the pur-
pose of analysis, here we use R as a nominal radio radius. 
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Now, we consider the worst case forwarding area. We de-
sire to know the lower bound of node density that satisfies 
the following condition:  

P (At least one node inside the FA) > 1-ε        (2) 

Equivalently,  

P (No nodes inside the FA) <= ε   (3) 

Assuming a uniform distribution, according to (3) the fol-
lowing condition must hold: (the size of the area covered by 
the sensor network is denoted by AreaSize >> WCFS) 

ε≤− ×DensityAreaSize

AreaSize

WCFS
)1(  

 (4) 

Since the left hand side of the inequality is a monotonically 
increasing function when the AreaSize increases and mono-
tonically decreasing when node density increases, the lower 
bound of the node density is achieved when AreaSize is 
infinite: 

ε≤=− ×−× DensityWCFSDensityAreaSize e
AreaSize

WCFS
)1lim(  

       Hence:  
WCFS

Density
εln−≥  

 (5) 

As for the greedy geographic based routing algorithm 
without backpressure, we must guarantee that for every 
hop they can find a forwarding candidate. More formally, 
to guarantee: 
P(successfully deliver packets to a destination 
through #hop greedy forwarding) >= 1- ε 

 (6) 

Assume voids follow an identical independent distribution 
(iid), equivalently: 

[P (At least one node inside the FA)] #hop > 1- ε      (7) 

Follows the same derivation from (2) to (5), we get the 
lower bound of node density: 

( )
WCFS

Density
hop# 11ln ε−−−≥  

 (8) 

Figure 8 shows the lower bound of node densities that can 
probabilistically guarantee that there is no void that can 
prevent greedy routing under different ε  values and 
lengths of the routes. For example, for a 10-hop route, it is 
statistically guaranteed that 99% delivery ratio in worst 
case if the node density inside networks is above 16 node/ 
nominal range. 
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Figure 8: Lower bound of node densities 
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Figure 9: Estimate Deliver ratio 

 
On the other hand, we need to guarantee there exist a 
greedy path to the destination for the SPEED protocol. We 
observe that SPEED can’t enforce backpressure at the 
source node, where no upstream node exists.  After the first 
hop relay, the backpressure effectively reduces packet lost 
due to the void at subsequent hopes as mentioned in sec-
tion 0.  To simplify the analysis, we only consider first hop 
loss due to the void.  This approximation slightly overesti-
mates the delivery ratio of SPEED and serves as an upper 
bound.  According to inequality 7, Figure 9 plots the esti-
mate delivery rate under different node densities.  
We note that the result we obtained from the formal analy-
sis (Figure 9) is quite similar to the results obtained through 
simulation (section 0); For example, both simulation and 
formal analysis have about 95% delivery ratio for SPEED at 
the density of 8 nodes per radio circle.  

5.2 Analysis of Localization Impact 
Theoretically, it is desirable for location-based routing al-

gorithms to have a perfect localization service; however, in 
practical, in order to obtain higher location accuracy, sys-
tems have to increase the cost of the localization via sophis-
ticated devices or additional communication overhead.  
Although more accurate location information is preferable, 
the desired level of granularity should depend on a 
cost/benefit analysis of the protocols that utilize this infor-
mation.  In this section, we investigate the impact of local-
ization errors on the SPEED protocol.  Specifically, we in-
vestigate the pseudo void problem caused by localization 
errors, which leads to routing failures in SPEED and other 
location-based routing algorithms. 
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Location-based routings normally follow a greedy for-
warding rule, as long as there is at least a node inside for-
warding area. Due to the localization error, some nodes, 
which are actually located inside the forwarding area of a 
sender, might be mistaken by the sender to be outside 
(Figure 10A).   

More specifically, the pseudo void problem happens 
when all nodes inside the forwarding area get localization 
results that are outside of the forwarding area of the sender.  
We note that the forwarding area can be shifted by the lo-
calization error of the sender.  Assuming that the localiza-
tion error of each node follows an identical independent 
distribution (iid),  

P (pseudo void) = ∏
=

M

1i

 P (Localization (Ni) ∉  

FA (Localization (sender)) | Location (Ni) ∈  
FA(Location(sender)) )       

 (9) 

Where FA is the forwarding area, Ni is an arbitrary node 
inside forwarding area and M is the number of nodes inside 
forwarding area. 

 

Figure 10: Pseudo Void Problem 
 

Assume localization error is omni-directional and maxi-
mum distance between the estimated location and the real 
location is e.  According to Figure 10B, P (pseudo void) 
equals: 

∏ ∫∫ ∫∫
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(10) 

Where FA (m,n) denotes the forwarding area of the sender 
when the localization result of the sender is (m , n). 

We obtain the value of equation (8) through numerical in-
tegration.  We only consider the worst case in which the 
destination is exactly R away from sending node.  The re-
sults are shown in Figure 11: 

Figure 11  gives us insight on the relationship between 
node density (M denotes the number of nodes inside for-
warding area), estimation error (in the unit of radio range) 
and the probability of the pseudo void problem occurring.  
For example in order to reduce chance of drop due to the 
pseudo void problem below 5%, the number of nodes in-
side the forwarding area should be equal to or larger than 3 
when localization error is as much as half radio range.  
Based on the worse case forwarding area size given in 
equation (1), the corresponding node density should be 7.67 
node/ nominal radio circle 

circlenodes
WCFS

R
Density /67.73

2

=×≥ π   (11) 

Figure 11 also demonstrates that when node density is suf-
ficiently high (M = 5 & corresponding node density > 
12.78), statistically the pseudo problem rarely happens 
(<0.2%) when the localization error below half radio range.  
This theoretical analysis is consistent with our simulation 
result in [7].  
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Figure 11: Probability of Pseudo Void Problem 

6 EXPERIMENTATION AND EVALUATION 
We simulate SPEED on GloMoSim [22], a scalable discrete-
event simulator developed by UCLA.  This software pro-
vides a high fidelity simulation for wireless communication 
with detailed propagation, radio and MAC layers.  Table 1 
describes the detailed setup for our simulator.  The com-
munication parameters are mostly chosen in reference to 
the Berkeley Telos mote specification.  

TABLE 1: SIMULATION SETTINGS 

Routing AODV, DSR, GF, GPSR, SPEED,  
SPEED-S, SPEED-T 

MAC Layer 802.11 ( Simplified DCF) 
Radio Layer RADIO-ACCNOISE 
Propagation model TWO-RAY 
Bandwidth 200Kb/s 
Payload size  32 Byte 
TERRAIN (200m, 200m)  
Node 100 Nodes, Uniform placement  
Radio Range 40m 

 
In our evaluation, we compare the performance of seven 
different routing algorithms: AODV [17], DSR [10], GF [20], 
GPSR [12], SPEED, SPEED-S, SPEED-T.  We adopt both ad 
hoc routing protocols (AODV and DSR) and sensor net-
work protocols (GF, GPSR).  
GF forwards a packet to the node that makes the most pro-
gress toward the destination.  GPSR has identical perform-
ance as GF when network density is relatively high, how-
ever it achieves better delivery ratios in sparse networks.  
SPEED-S and SPEED-T are reduced versions of SPEED.  
SPEED-S replaces the NGF with a MAX-SPEED routing 
algorithm that geographically forwards the packets to 
nodes that can provide a max single hop relay speed.  
SPEED-T replaces the NGF with a MIN-DELAY routing 
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algorithm that geographically forwards packets to nodes 
that have a minimum single hop delay.  Both reduced ver-
sions have no backpressure rerouting mechanisms.  
In our evaluation, we present the following set of results: 1) 
end-to-end delay under different congestion levels, 2) miss 
ratio, 3) control overhead, 4) communication energy con-
sumption, and 5) packet delivery ratio under different node 
densities.  All experiments are repeated 16 times with dif-
ferent random seeds and different random node topologies.  
We also implement SPEED on the Berkeley.  The results 
obtained from this testbed show a load balance feature of 
SPEED protocol (see section 0). 

6.1 Sensor Network Traffic Pattern  
There are two typical traffic patterns in sensor networks: a 
base station pattern and a peer-to-peer pattern.  The base 
station pattern is the most representative one inside sensor 
networks. For example, in surveillance systems, multiple 
sensors detect and report the location of an intruder to the 
control center.  In tracking systems, a base station issues 
multiple tracking commands to a group of pursuers. In a 
different respect, the peer-to-peer pattern is usually used 
for data aggregation and consensus in a small area where a 
team of nearby motes interact with each other.  The end-to-
end delay in the base station pattern is the major part of 
delay for the sensing-actuation loop, and is therefore, the 
focus of our evaluation. 

6.2 Congestion Avoidance  
In a sensor network, where node density is high and band-
width is scarce, traffic hot spots are easily created. In turn, 
such hot spots may interfere with real-time guarantees of 
critical traffic in the network. In SPEED, we apply a com-
bined network and MAC layer congestion control scheme 
to alleviate this problem. 
To test the congestion avoidance capabilities, we use a base 
station scenario, where 6 nodes, randomly chosen from the 
left side of the terrain, send periodic data to the base station 
at the middle of the right side of the terrain. The average 
hop count between the node and base station is about 8~9 
hops. Each node generates 1 CBR flow with a rate of 1 
packet/second. To create congestion, at time 80 seconds, we 
create a flow between two randomly chosen nodes in the 
middle of the terrain. This flow then disappears at time 150 
seconds into the run.  This flow introduces a step change 
into the system, which is an abrupt change that stress-tests 
SPEED’s adaptation capabilities to reveal its transient-state 
response. In order to evaluate the congestion avoidance 
capability under different congestion levels, we increase the 
rate of this flow step by step from 0 to 100 packets/second 
over several simulations 
Figure 12 and Figure 13 plot the end-to-end (E2E) delay for 
the six different routing algorithms. At each point, we aver-
age the E2E delays of all the packets from the 96 flows (16 
runs with 6 flows each). The 90% confidence interval is 
within 2~15% of the mean, which is not plotted for the sake 
of legibility. 
Under the no or light congestions, Figure 12 and Figure 13 
show that all geographic based routing algorithms have 
short average end-to-end delay in comparison to AODV 

and DSR. There are several factors accounting for this out-
come.  First, the route acquisition phase in AODV and DSR 
leads to significant delays for the first few packets, while 
geographic based routing doesn’t suffer from this. We argue 
that without an initial delay cost, geographic based routing 
is more suitable for real-time applications like target track-
ing where the base station sends the actuation commands 
to the sensor group, which is dynamically changing as the 
target moves.  In such a scenario, DSR and AODV need to 
perform route acquisition repeatedly in order to track the 
target.  Second, the route discovered through flooding and 
path reversal has relatively more hops than greedy geo-
graphic forwarding.  The reason for even higher delay in 
AODV than DSR is that DSR implementation intensively 
uses a route cache to reduce route discovery and mainte-
nance cost. As shown in Figure 13, SPEED-T has higher 
delay than GF, SPEED-S and SPEED, because SPEED-T only 
uses hop delay to make routing decision and disregards the 
progress each hop makes, which leads to more hops to the 
destination in wireless multi-hop networks.  Instead, under 
lightly congested situation, GF, SPEED-S and SPEED tend 
to forward a packet at each step as close to the destination 
as possible, thereby reducing the number of hops and the 
end-to-end delay.  
Under the heavy congested situations (Figure 12 and Figure 
13), each routing algorithm responds differently. SPEED 
performs best.  For example, SPEED reduces the average 
end-to-end delay by 30%~40% in the face of heavy conges-
tion in comparison to the other algorithms considered. The 
key reasons for SPEED’s better performance are 1) DSR, 
AODV and GF only respond to severe congestion, which 
leads to link failures (i.e., when multiple retransmissions 
fail at the MAC layer). They are insensitive to long delays 
as long as no link failures occur.  2) DSR, AODV and GF 
routing decisions are not based on the link delays, and 
therefore may cause congestion at a particular receiver even 
though it has long delays.  3) DSR and AODV flood the 
network to rediscover a new route when the network is 
already congested.  4) SPEED-T and SPEED-S do not pro-
vide traffic adaptation.  When all downstream nodes are 
congested, SPEED-T and SPEED-S cannot reduce or redirect 
the traffic to uncongested routes.  5) SPEED not only locally 
reduces the traffic through a combination of NGF and 
Neighborhood Feedback loops in order to maintain the de-
sired speed, but also diverts the traffic into a large area 
through its backpressure rerouting mechanism.  This com-
bination leads to lower end-to-end delay. 
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Figure 12: E2E Delay  Vs. Congestion 
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Figure 13: E2E Delay Vs. Congestion 

6.3 E2E Deadline Miss Ratio 
The deadline miss ratio is the most important metric in soft 
real-time systems.  We set the desired delivery speed  Ssetpoint  
to 1km/s, which leads to an end-to-end deadline of 200 
milliseconds.  In the simulation, some packets are lost due 
to congestion or forced-drops.  We also consider this situa-
tion as a deadline miss. The results shown in Figure 14 and 
Figure 15 are the summary of 16 randomized runs. 
AODV and DSR don’t perform well in the face of conges-
tion because both algorithms flood the network in order to 
discover a new path when congestion leads to link failure.  
This flooding just serves to increase the congestion. GF only 
switches the route when there are link failures caused by 
heavy congestion. The routing decision is based solely on 
distance and does not consider delay.  SPEED-T only con-
siders the single hop delay and doesn’t take distance (pro-
gress) into account, which leads to a longer route.  SPEED-S 
provides no adaptation to the congestion and cannot pre-
vent packets from entering the congestion area.  Only 
SPEED tries to maintain a desired delivery speed through 
MAC and network layer adaptations, and therefore has a 
much less miss ratio than other algorithms.  Due to its tran-
sient behavior, SPEED still has about a 20% miss ratio when 
the network is heavily congested. Future work is needed to 
reduce the convergence time in order to improve the per-
formance.  
Comparing Figure 14 and Figure 15, we argue that purely 
localized algorithms without flooding outperform other 
algorithms when traffic congestion increases.  Generally, the 
less state information a routing algorithm depends on, the 
more robust it is in the face of packet loss and congestion.  

0%

10%

20%

30%

40%

50%

0 10 20 30 40 50 60 70 80 90 100

Rate(P/S)

M
is

s 
R

at
io

AODV

DSR

SPEED

 

 

 Figure 14: MissRatio Vs. Congestion  
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Figure 15: MissRatio Vs. Congestion 

6.4 Control Packet Comparison 
Except for AODV, all other routing algorithms studied use a 
relatively low number of control packets. Most control 
packets in DSR and AODV are used in route acquisition.  
Because AODV initiates route discovery (flooding) when-
ever a link breaks due to congestion, it requires a large 
number of control packets.  DSR uses a route cache exten-
sively, so it can do route discovery and maintenance with a 
much lower cost than AODV.  The only control packets 
used in GF, SPEED-S and SPEED-T (Figure 16) are periodic 
beacons, whose number is constant at 750 under different 
congestion levels. In addition to periodic beacons, SPEED 
uses two types of on-demand beacons to notify neighbors 
of the congestion.  This costs SPEED more control packets 
than the other three geographic based routing algorithms 
(Figure 16). 
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Figure 16: Control overhead comparison 
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Figure 17:  Transmission Energy Consumption  

6.5 Energy Consumption 
Under energy constraints, it is vital for sensor nodes to 
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minimize energy consumption in radio communication to 
extend the lifetime of sensor networks.  From the results 
shown in Figure 17, we argue that geographic based rout-
ing tends to reduce the number of hops in the route, thus 
reducing the energy consumed for transmission.  AODV 
performs the worst as a consequence of sending out many 
control packets during congestion.  DSR has larger average 
hop counts and more control packets than other geographic 
base routing algorithms.  SPEED-T only takes delay into 
account, which leads to longer routes.  Figure 17 shows that 
SPEED has nearly the same power consumption as GF and 
SPEED-S when the network is not congested.  Under such 
situations, SPEED tends to choose the shortest route and 
does not require any on-demand beacons.  Under heavy 
congestion, SPEED has slightly higher energy consumption 
than GF and SPEED-S, mainly because SPEED delivers 
more packets to the destination than the other protocols 
when heavily congested.  

6.6 Node Density Impact 
The typical density of a sensing-covered sensor network 
system [8] is about 20~30 nodes/radio range in order to 
provide high fidelity in localization, detection and tracking.  
In the previous evaluations, we use a 12 nodes/radio range 
as a typical setting.  However, it is important to understand 
how SPEED performs under very low-density settings. 
This experiment evaluates the end-to-end delivery ratio of 
all routing algorithms under different node densities.  To 
eliminate packet loss due to congestion, we only use four 
flows with a rate of 0.5 packets/second, these flows go from 
the left side of the terrain to the base station at the right side 
of the terrain.  To change the density of the network, in-
stead of increasing the number of nodes in the terrain, we 
keep the number of nodes constant at 100, and increase the 
side length of the square terrain from 180 to 250 in steps of 
5 meters.  It is no surprise that DSR performs best in the 
delivery ratio, since it uses flooding to discover the route.  
Theoretically, DSR should have 100% delivery ratio (Figure 
18) as long as the network is not partitioned. All other geo-
graphic based algorithms have 100% delivery ratio when 
the network has high density (>12 nodes / per radio range).  
However, when the network density is reduced below 9 
nodes/ per radio range, GF, SPEED-S and SPEED-T de-
grade performance rapidly.  Only SPEED manages to de-
liver 95% of its packets to the destination. It should be 
pointed out that as shown in Figure 18, GPSR [12], another 
well-known geographic based routing algorithm, permits 
backtracking and can achieve 100% delivery rate as long as 
the network is not partitioned.  However, SPEED drops 5% 
of its packets, because these packets need backtracking in 
order reach the destination.  If these packets were to back-
track, these packets would have a negative delivery speed. 
This is not allowed by SPEED for the sake of maintaining 
the real-time properties, which is not supported by GPSR.  
We note that GPSR defaults to the GF protocol when node 
density is high.  The E2E deadline miss ratio of GF shown 
in Figure 15 is significantly higher than SPEED when the 
network becomes congested. 
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Figure 18: Deliver ratio Vs. densities 
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Figure 19: Delivery Ratio Vs. Loc Errors 

6.7 Location Error Impact 
While most work in location-based routing assumes perfect 
location information, the fact is that erroneous location es-
timates are virtually impossible to avoid.  In this experi-
ment, we investigate the tolerable localization error bound 
for the SPEED protocol.  To prevent congestion, and there-
fore isolate the effects of localization error, the traffic loads 
are set to the rate of 1 packet/second.  We increase the local-
ization error from 0% to 50% of the radio range in steps of 
5% to measure the end-to-end delivery ratio.  Figure 19 
shows that when the localization error is below 20% of the 
radio range, SPEED can achieve almost 100% delivery.  We 
note that because the GPSR protocol allows backtracking, 
GPSR is more flexible in dealing with location error impact; 
hence, it achieves a slightly better performance in this case, 
as shown in Figure 19. 

6.8 Implementation on Motes 
We have implemented the SPEED protocol on the Berkeley 
motes platform with a code size of 6036 bytes (code is 
available at [6]).  Three applications including data place-
ment, target tracking and CBR are built on top of SPEED.  
Due to the physical limitations of the motes, it is extremely 
difficult to perform as extensive evaluation as we did in the 
wireless simulator.  Considering the space limitation, we 
only present partial results here as a study in developing a 
more complete solution on a mote testbed. In the experi-
ment, we use 25 motes to form a 5 by 5 grid.  To evaluate 
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the load balancing capability of SPEED, we send a CBR 
flow from node 24 to node 0 which is the base station.  We 
collect the number of packets relayed by intermediate 
motes (1~23) and compare this with the result obtained 
from the GF protocol which we also implemented on the 
motes.  
GF relays packets via a fixed route, which leads to unbal-
ance traffic, for example, in Figure 20, node 14 sends out 98 
packets while node 13 does not sent out any packets.  
SPEED uses non-deterministic forwarding, which can bal-
ance energy consumption.  We argue that in sensor net-
works, balanced energy consumption can prevent some 
nodes from dying faster than others, therefore increasing 
the network lifetime.  
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Figure 20: Traffic Balance 

CONCLUSION 
Many excellent protocols have been developed for ad hoc 
networks.  However, sensor networks have additional re-
quirements that were not specifically addressed.  This pa-
per is the first to address real-time requirements under spa-
tial constraints by maintaining a desired delivery speed 
across the network through a novel combination of time-
aware feedback control and spatial-aware non-deterministic 
geographic forwarding.  The two-tier adaptation at both the 
MAC and network layers improves the end-to-end delay 
and provides good response to congestion and voids.  Our 
simulations on GloMoSim and our implementation on 
Berkeley motes confirm SPEED’s improved performance 
compared to DSR, AODV, GF, SPEED-S and SPEED-T.   
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uCast: Unified Connectionless Multicast for Energy
Efficient Content Distribution in Sensor Networks

Qing Cao, Tian He, Member, IEEE, and Tarek Abdelzaher, Member, IEEE

Abstract— In this paper, we present uCast, a novel multicast
protocol for energy efficient content distribution in sensor net-
works. We design uCast to support a large number of multicast
sessions, especially when the number of destinations in a session
is small. In uCast, we do not keep any state information relevant
to ongoing multicast deliveries at intermediate nodes. Rather,
we directly encode the multicast information in the packet
headers, and parse these headers at intermediate nodes using the
scoreboard algorithm as proposed in this paper. We demonstrate
that 1) uCast is powerful enough to support multiple addressing
and unicast routing schemes and 2) uCast is robust, efficient and
scalable in the face of changes in network topology, such as those
introduced by energy conservation protocols. We systematically
evaluate the performance of uCast through simulations, compare
it with other state-of-the-art protocols, and collect preliminary
data from a running system based on the Berkeley motes
platform.

Index Terms— Sensor networks, multicast, content distribu-
tion.

I. INTRODUCTION

Recent research work has observed the unique challenges
of sensor networks from a variety of aspects. One challenge
is that sensor nodes are severely limited by their computation,
storage and communication power. In this paper, we study
the implications of such limitations on multicast protocols.
In particular, we address the problem of designing protocols
to support a large number of small group multicasts, where
the number of destinations in a single session is limited. This
problem is unique, as we will show later, in that no previous
protocol can be easily adapted to solve it.

There are many applications of small group multicast in
sensor networks. For example, in a typical directory service,
such as the protocol described in [16], each node period-
ically updates a small set of other nodes (named directory
servers in [16]) with its location. Therefore, one node needs
to multicast information to several destination nodes, which
form a small group. Furthermore, when multiple nodes use
the directory service, they will generate many small group
multicast sessions. Another common example involves data-
centric storage (DCS) [21], [24]. One key component of some
DCS protocols is the use of Geographic Hash Tables (GHT).
GHT hashes keys, usually the names of data or events, into
geographic coordinates. It then stores the values at the node
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that is geographically nearest to the hash value of the key.
Usually, the data storage protocol suggests that the key-value
pairs should be stored at multiple locations for robustness.
Therefore, such protocol naturally requires a small group
multicast session for each storage process, and many multicast
sessions for storing a large amount of data.

However, providing small group multicast service in sen-
sor networks is complicated by several unique challenges.
One challenge is that sensor nodes are extremely resource
constrained. Consequently, sensor networks generally employ
certain energy conservation protocols, which usually allow
individual nodes to switch between sleep and wake states.
Therefore, the topology of sensor networks will change, which
poses unique requirements on the multicast service. Conse-
quently, any protocol that relies on certain multicast structures
to keep state information, such as multicast trees, must adapt
these structures to topology changes. However, so far, no
previous multicast protocol has addressed this issue properly.

Second, there are many unicast routing protocols for sensor
networks. In fact, there is no consensus on which one is
the best, and the choice unicast protocol usually depends
on the particular application. For example, when geograph-
ical location information is readily available for each node,
several well-known routing protocols that take advantage of
geographical information are probably the best [4], [12], [14].
On the other hand, when there is no geographical information
available, protocols based on certain topology encodings are
preferred [5], [20], [18]. Because of the wide range of unicast
choices, it is undesirable to design multicast protocols that
make assumptions regarding any particular unicast, since that
will limit the applicability of the multicast service. On the
other hand, it is also not smart for the multicast to provide
routing service from scratch, since doing so will lead to con-
siderable functional overlapping with the unicast protocol. No
protocol so far has addressed both problems simultaneously, in
fact, most protocols provide their services totally independent
of available unicast protocols, or provide unicast as a special
sub-service.

To address these two challenges, we present a multicast pro-
tocol that is both powerful (supporting multiple unicast routing
protocols by using a unified interface) and robust (tolerant of
topological changes by providing a connectionless service).
We call this protocol unified connectionless multicast, or
uCast. To the best of our knowledge, uCast is the first protocol
specifically designed to support a large number of small group
multicast sessions in sensor networks. We now give a more
detailed explanation on the two features of uCast.

The first feature is that uCast can support multiple unicast
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routing protocols through a unified interface. In this sense,
uCast is a modular extension to the underlying unicast layer.
In fact, it can extend any unicast routing protocol as long as
this unicast can export a common comparison interface, which
allows a comparison operation between two nodes for the same
destination node to determine which one is better, using some
notion of cost. We implemented uCast on top of three unicast
routing protocols with different addressing schemes to prove
our point.

The second feature is that uCast is tolerant of topology
changes caused by energy saving protocols. To achieve this,
uCast does not keep any multicast-specific state at interme-
diate nodes. Instead, uCast dynamically decides the multi-
cast delivery path at each intermediate node, based only on
local topology information and the comparison interface as
discussed earlier. Since local information is much easier to re-
construct on topological changes compared to a superimposed
global multicast overlay, uCast is much more adaptable for
unpredictable changes in network connectivity than previous
multicast protocols.

The rest of the paper is organized as follows. We outline
related work in Section II. We discuss the details of uCast in
Section III. In Sections IV and V, we report simulations based
and real platform based results. At last, we provide further
discussions and conclusions in Section VI.

II. RELATED WORK

A. Multicast
Multicast is a classical topic in networking. Interestingly,

we find only a few multicast protocols designed for sensor
networks. Some may assume that work in ad-hoc networks or
even the Internet can be easily customized for sensor networks.
This is not the case because of the unique challenges of
sensor networks. In the following, we survey the work on
multicast from three aspects, namely, multicast work for sensor
networks, ad-hoc networks and the Internet.

There has been some work on multicast for sensor networks
for various purposes. One category is called geocast, which
considers the scenario that multicast destinations are located
within a bounded geographical area. Representative work
includes [13], [17]. Another multicast category is called
spatiotemporal multicast, or mobicast [10]. Mobicast features
a moving zone of multicast destinations. The goal is to deliver
packets just in time to this zone for tracking purposes. Another
category [1] studies multicast in data caching and placement. It
focuses on using multicast trees for asynchronously updated
data deliveries. Yet another is called TTDD [30], which is
optimized for mobile sinks. It uses a grid structure, coupled
with localized flooding to track mobile sinks. All these proto-
cols do not consider the effect of topology changes introduced
by energy conservation protocols, nor are they designed to
handle the small group multicast scenarios. Further, none of
these protocols takes into account the compatibility issue with
unicast protocols. Therefore, they are usually implemented
independently with the unicast routing protocols that are
already available, or provide unicast as a special case [13],
[17]. Both approaches are likely to introduce functionality

redundancy, if there is already a unicast layer implemented.
Since the memory size of current sensor network nodes is
extremely limited (4K bytes on Mica2/MicaZ), it is not
smart to tolerate any functional redundancy between different
routing services. From this point, these previous multicast
protocols are significantly different from uCast, especially
on the compatibility with multiple unicast routing protocols.
Therefore, we do not compare uCast with them in this paper.

There are many multicast protocols for ad-hoc networks.
Representative protocols include multicast-tree based (Multi-
cast AODV [22]), mesh based (CAMP [7]), or group based
(ODMRP [15]). However, these protocols can not be easily
applied to sensor networks because they all rely on preestab-
lished overlays. These overlays are associated with consider-
able signaling costs, therefore, they are usually too expensive
to reconstruct in the face of frequent topology changes, such
as those introduced by energy conservation protocols. Further,
since they are usually designed for mobile nodes that are much
more powerful than sensor nodes, such as laptops, they are
usually too heavy-weighted to implement in sensor networks.

At last, we also find many multicast protocols for IP
networks in the literature. Representative protocols include
IGMP [6], Xcast [3], [2], [25] and DVMRP [23]. Among
these protocols, Xcast [3], [2], [25] is the most relevant to
our work in that similar to ours, it encodes the destination list
into the packet headers. However, our work is considerably
different from Xcast in two aspects. First, Xcast relies on the
routing tables at intermediate routers to decide the packet flow.
However, we do not assume any particular routing structure,
such as the routing table. Second, Xcast can only work with
a single unicast routing protocol. Therefore, if the underlying
routing protocol modifies the structure of the routing table,
Xcast has to be modified as well. Following this principle,
it is impractical to build a single multicast layer for wireless
sensor networks using Xcast. We overcome this problem by
designing uCast on top of the common comparison interface
exported by the underlying unicast layer. This design choice
essentially decouples uCast from any underlying unicast rout-
ing details and leads to a generalized and flexible service that
is significantly different from Xcast.

Based on this survey, we consider uCast as a necessary
complement for previous protocols. Primarily, our work is
targeted at the small group multicast scenarios. Conceptually,
the application domain of uCast is shown in Figure 11.

As shown in Figure 1, as the number of members for a
particular multicast session increases, or the traffic per session
increases, the average cost per member decreases for con-
nection based protocols, because the signaling cost becomes
less significant. This implies connection based protocols are
more suitable for long-term large scale multicast. However,
when the number of members is small and the traffic is low,
the corresponding application domain can be characterized by
spontaneous, short-term content delivery requests within small
groups. The expected cost per member will increase due to
the signaling cost for the connection based multicast service.

1The curve shown is only conceptual and helps the understanding of the
application domain of uCast. It does not reflect any quantitative results.
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Fig. 1. Application Domain of uCast

When the cost per member is higher than a certain threshold,
uCast becomes more efficient and preferable.

B. Unicast

We briefly survey different unicast protocols in this section,
and explain how uCast extends each of them. We discuss
unicast protocols according to their addressing schemes, i.e.,
models that individual nodes are addressed in the routing
structure. We classify current addressing schemes in sensor
networks into three broad domains: identifier based, geograph-
ical location based and network encoding based.

The identifier based addressing is inherited from general
ad hoc networks. In this type, nodes are addressed by their
identifiers. Representative routing protocols of this type in-
clude those designed for ad-hoc networks, such as DSR [11]
and AODV [22], where only node identifiers are used to find
routes. One commonality of this type is that since identifiers
essentially provide no information regarding topology, all
protocols in this type require a flooding stage to find routes.
Another commonality is that nodes need to keep routing tables,
and the next hops in data deliveries are usually decided by
look-up operations.

Geographical location based addressing is another scheme
primarily used for sensor networks. In this scheme, individual
nodes are assumed to be location aware either through GPS or
some localization algorithm [8]. Geographical locations can be
directly used for routing purposes, since they approximate the
relative topology of sensor network nodes. Representative pro-
tocols include GFG [4]/GPSR [12], GEDIR [26], LAR [14],
etc. These protocols no longer need flooding to find routes.
Usually only local neighborhood information is needed to
make routing decisions.

Several recently proposed protocols fall into the last cat-
egory: network encoding based addressing. The key idea is
to encode nodes using topology based identifiers. Such iden-
tifiers can be directly used for routing, thereby avoiding the
expensive flooding process. Several network encoding schemes
have been proposed, such as virtual location based geograph-
ical routing [20], relative logical coordinate based routing
(LCR) [5] and graph embedding based routing (GEM) [18].
Since protocols based on network encodings do not require
physical location information, they are good complements for
the first two types of protocols.
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Fig. 2. The Scoreboard Algorithm

III. UNIFIED CONNECTIONLESS MULTICAST (UCAST)
We first present our assumptions. As discussed earlier, we

design uCast to support multiple unicast routing protocols.
Therefore, we only make minimal assumptions regarding the
unicast routing layer. Specifically, we do not assume any
distance information, or particular configuration of the routing
table. On the other hand, in order to avoid functional over-
lapping with the unicast layer, we introduce an interface that
we expect the underlying unicast to export, that is, the unicast
layer implements this interface and provides it to the multicast
layer. We demonstrate that this is feasible in practice, and only
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requires minimal or no changes to the existing unicast routing
protocols. As examples, we implement such an interface for
three different unicast routing protocols in Section V.

The interface is defined as a pairwise comparison in the
following manner:

Function: Compare(NODE N1,NODE N2,NODE DESC)
Return Type: NODE (N1 or N2)

In this interface, N1 and N2 are candidate nodes that lead
to node DESC. The interface compares these two nodes, and
returns the better candidate. In the following, we say the
returned node is “closer” to the destination. Of course, “closer”
is used only metaphorically. We do not make any assumptions
on the way the comparison interface is implemented in the
unicast layer.

A. uCast Design
We now describe the design of uCast. The core of the

design is the scoreboard algorithm, which is executed at each
intermediate node along the content delivery path. Once one
node receives a multicast packet, it parses the destination list
contained in the packet header. If this node is included in this
list, it applies the scoreboard algorithm. The algorithm takes
the list of destinations and all the neighbors of the current node
as input, and outputs the multicast task allocation, e.g., to send
the packet to destination S, the packet should be forwarded
to node T , etc. Using the output, the current node generates
one or more packets as required, and forwards these packets
to the next-hop neighbors. This process continues until all
destinations receive the multicast packet.

So how does the algorithm work internally? The detailed
pseudocode of the scoreboard algorithm is shown in Figure 2.
As the first step, the algorithm considers the destinations
one by one. For each destination, it applies the comparison
interface to determine which neighbors are “closer” than the
current node. Those neighbors are said to cover this destination
and get one score point. When all destinations are considered,
the neighbor node that has the highest score is chosen as a
forwarding candidate. When multiple neighbor nodes share the
same score, the algorithm breaks the tie either by randomly
choosing one node or by using node ID. Next, the algorithm
records and removes the neighbor with the highest score, as
well as those destinations that have been covered by this node,
from the next round of comparisons. This comparison-select-
removal process continues until all destinations are covered. To
this point, the algorithm has finished the preliminary neighbor
sifting and ends up with a set of candidate neighbors, called
the forwarding candidate set.

Next, the algorithm begins to further optimize the candidate
set. For each destination, it compares every pair of nodes in
the forwarding candidate set to determine the closest node.
This node is assigned the corresponding destination node.
Note that this node may not be the one that initially covered
the destination. After this step, some nodes in the forwarding
set may not be assigned any destination. Therefore, they are
removed from the forwarding candidate set. The remaining
nodes form the optimized candidate set, and each node in this

set gets a list of assigned destinations. The resulting set and
the destination assignment constitute the final output of the
algorithm.

B. Design Discussion
We now discuss several tradeoffs in the algorithm. First,

we discuss the performance implications of the scoreboard
algorithm. Since it is greedy by nature, it remains unclear how
optimal it is. We provide an analysis on this topic. Second,
uCast uses packet headers to enumerate destinations. There-
fore, there is a limit on the maximal number of destinations
that one packet can address. We describe several possible
solutions to this problem and discuss their effects on our
protocol.

1) Analysis on the Greedy Neighbor Selection: In this
section, we show by simulations that our scoreboard algorithm
is very efficient at minimizing the number of branches in
the multicast tree, hence reducing its cost. Recall that we
always select the node with the highest score in the neigh-
bor table until all destinations are covered. We now show
that this approach is approximately as good as finding a
minimal cover of destinations at each hop. Since choosing
the minimal cover is the well-known set cover (SC) prob-
lem which is NP-Complete, solutions to it are not scalable
with the neighbor table size. General greedy selection ap-
proaches for SC problems guarantee an approximation ratio of
1 + ln(maximalsubsetsize) [19] (here, approximation ratio
refers to the ratio between the size of the subset selected by
the greedy algorithm to the size of the subset selected by the
locally optimal minimal cover algorithm). In practice, we show
that scoreboard algorithm is much closer to the optimal case
than guaranteed by the general approximation bound.

Note that, however, although we use the minimal cover tech-
nique as the comparison baseline, this technique is not globally
optimal. In fact, finding the global optimal tree is another NP-
complete problem, the Steiner tree generation in graph theory.
Because of the large number of nodes, the globally optimal tree
structure can not be generated in a reasonable period of time.
There are, of course, various heuristic techniques to construct
approximate Steiner trees, however, constructing these trees
is not practical in real implementations either because this
process requires global topology information. In real sensor
networks, each node only has local topology information.
Therefore, we compare our scoreboard algorithm with the
minimal set cover algorithm because both of them only require
local topology information.

In simulations, we deploy nodes with a communication
range of 50m in a region of 500m × 500m. We place the
source node at (250, 250) and multicast packets to six nodes
located at the boundary of the region within a maximum angle
of sixty degrees. The packets need to be relayed at least
six hops, thereby ensuring that different neighbor selection
approaches will have an effect. The density of the network
increases from 18 to 26 nodes per communication range. We
deliberately choose a relatively high density so that the size of
neighbor tables is considerably large, thereby emphasizing the
effects of different neighbor selection strategies. Each scenario
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is tested 100 rounds. We ensure that exactly the same topology
is replayed for the minimal cover selection and the greedy
selection (the scoreboard algorithm), respectively. The results
are shown in Figure 3.

In this figure, we use the average number of packets sent in
one round, plotted on the Y axis, to compare the performances
of different neighbor selection strategies. We observe that
the difference between choosing the minimal cover and the
scoreboard can be neglected. In fact, since the minimal cover
neighbor selection at each hop does not necessarily lead to
a better global tree structure than the scoreboard algorithm,
we find the scoreboard algorithm sometimes performs even
better. Therefore, we conclude through these simulations that
the scoreboard algorithm is at least as good as the minimal
cover neighbor selection strategy.

Fig. 3. Algorithm Optimality Analysis

A further implication of this neighbor selection strategy
is that when the destinations are clustered, usually only one
node or two will be selected as the next hop, since they are
expected to get the most scores. Therefore, uCast has the
tendency to minimize the branches, thereby controlling the
potential congestions between nearby data streams. Further,
since uCast does not incur state reconstruction overhead when
the topology changes, it further decreases congestions between
control and data packets. Above all, although we generally
consider congestion control as orthogonal to the purpose of
uCast in this paper, the design of uCast has a natural advantage
in the aspect of congestion control.

2) Discussion on the effects of Destination Encoding: In
our design, we encoded all destinations into packet headers.
This design choice poses a limit on the maximal number
of destinations a single packet can address. In this section,
we discuss three possible tradeoffs to mitigate the scalability
problem introduced by this design choice.

First, as the radio on sensor nodes becomes more power-
ful (for example, from CC1000 on Mica nodes to CC2420
on MicaZ nodes), it is likely that nodes will send longer
packets in the next-generation sensor networks. Further, new
sensors such as video cameras naturally require long packets
to transmit images. In such cases, it will not be a problem
to encode all destinations into the packet headers. Second,
instead of enumerating all destinations, we can compress the

destination list before storing them. By nature, this approach
is to exchange computation time for storage space. In case
that the space limit is severe, the designer may switch to
this approach for a better performance. At last, nodes can
employ in-network aggregation techniques to further reduce
the effects of destination enumeration. More specifically, after
one node sends out a packet containing all destinations, it
can then follow up with a train of pure data packets which
do not contain any destination information. To achieve this,
certain synchronization and retransmission mechanisms may
be employed to guarantee correctness. This train of packets
that share the same destination list can be viewed as a single
large packet at the receiver side.

Above all, we believe the designer can use various tradeoffs
to alleviate the header problem. Further, as emphasized earlier,
uCast is designed primarily for small group multicast. Under
such scenarios, we expect the number of destinations should
be considerably small, therefore, encoding all destinations into
packet headers will not be a problem.

IV. PERFORMANCE EVALUATION OF UCAST

We now present the performance evaluation of uCast. We
are primarily interested in three aspects: energy efficiency, its
interaction with energy conservation protocols, and its inte-
gration with different unicast routing protocols. We observe
that the performance of uCast is considerably affected by the
positions of the destination nodes, that is, how clustered the
destinations are and how far away they are from the source
node will significantly affect the multicast performance. There-
fore, we first present a parameterized destination placement
model to control the above attributes. We then evaluate the
performance of uCast using this model.
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Fig. 4. Different Deployment Impact

To demonstrate the performance superiority of uCast, we
compare it with connection-based protocols. The baselines
include Shortest Path Tree (SPT), Greedy Incremental Tree
(GIT), and plain unicast. In SPT, we assume that the source
node sends packets along the shortest paths to all destinations
and aggregates common paths to form a tree structure. We
select SPT because it is the backbone tree structure used
in several representative connection based multicast proto-
cols [22]. GIT is another selected baseline. The construction
process of GIT is centralized and requires full knowledge
of the topology. It proceeds as follows. First, we connect
the source node with the nearest destination via a shortest
path. This path forms a partially completed tree structure.
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Fig. 5. Destination Placement Model

Then, we find the nearest destination node to the existing tree,
and connect this node to the closest node in the structure.
We iteratively find the next nearest node in the remaining
destinations and connect it, until all destinations are connected.
Clearly, each step requires global topology information, and
the construction process is quite computationally intensive.
Therefore, GIT is not applicable for sensor networks. However,
previous literature has pointed out that a GIT tree is usually
very compact, implying that if we deliver packets along such
a tree, we may distribute data in fewer hops compared to other
tree structures. Therefore, we use the GIT structure as a best-
case baseline for comparison.

A. The Destination Placement Model
We describe the destination placement model in this section.

We first give an intuitive explanation on why this model is
important for the performance evaluation of uCast. Consider
the two scenarios in Figure 4. Intuitively, using multicast in
region A saves more energy than in region B compared with
using unicast, because the destinations are more clustered
in region A. Our model is designed to characterize such
differences. It presents four parameters of destination place-
ment that have effects on the performance of multicast. These
parameters model a minimal pie-shaped region that contains
the destinations and the source, as shown in Figure 5. The
parameters are the angle of dispersion (AOD); the radius,
which corresponds to the farthest distance one destination
can be positioned from the source node; the density, i.e.,
the number of nodes within a communication range; and the
number of destination nodes. We note that if we set AOD as
2π and the range large enough, our model defaults to a random
placement model. In the following simulations, once the polar
angle is set, the distances of nodes from the source conform
to a uniform distribution.

Unless otherwise stated, the default parameters are as fol-
lows. The communication range is 50m, the area 500m ×
500m, the density 20 nodes per communication range, AOD
90 degrees, the number of destinations 10, and the radius of
pie shape area 250m. A total of 636 nodes are deployed by
default. The data rate is 6 packets per minute, except Section
IV-C, where multiple data rates are tested. In Section IV-B,
we simulated for 100 packets (about 16 minutes). In Section

Fig. 6. Impact of AOD on Energy Consumption

Fig. 7. Impact of Number of Destinations on Energy Consumption

IV-C, we simulated for 120 minutes. We selected different
time lengths because the evaluation purposes are different. We
assume that each node has the same transmission power level.
The simulations are done in the Glomosim [28] environment.

B. Energy Efficiency
In this section, we compare the energy efficiency aspect

of uCast with other multicast protocols. To accurately es-
timate energy consumptions, we use realistic parameters of
MicaZ nodes (one of the most advanced sensor network nodes

Fig. 8. Impact of Range on Energy Consumption
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Fig. 9. Impact of Density on Energy Consumption
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Fig. 10. Impact of AOD on Path Length

currently available) in energy consumption simulations. More
specifically, energy consumption comes from both sending and
receiving packets. According to the data sheet of the CC2420
radio on MicaZ [27], sending and receiving have current levels
of 17.4mA and 18.8mA, respectively. The voltage supply is
assumed to be 3V , and the data rate is 250kbps. Packets are
assumed to have a payload of 20 bytes, and each destination
requires 4 bytes in the header. We do not consider the signaling
cost of connection based protocols, since the impact of this

Fig. 11. Impact of Density on Path Length
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Fig. 12. Impact of Toggle Period on Delivery Ratio

Fig. 13. Impact of Scale on Delivery Ratio

cost depends on how the specific protocol is implemented and
how frequently the topology changes. The key metric we use
is the total energy consumption, in joules, for sending 100
packets to all destinations from the source.

We begin with static network topology. Observe that this is
not the scenario uCast is optimized for. The main advantage
of uCast lies in its robustness to topological dynamics. Hence,
our objective of using static topology is to show that we do not
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Fig. 15. Control Packets of SPT multicast with range of 500m

Fig. 16. Impact of Toggle Period on Delivery Ratio with a Higher Data Rate

degrade the performance by removing multicast state when the
network is static. Later, we shall present the key advantages
of uCast by considering topology changes.

In the following simulations, uCast is integrated with geo-
graphical forwarding, a commonly employed unicast protocol
in sensor networks. The common comparison interface is im-
plemented by simply returning the node that is geographically
nearer to the destination. When a local minimum is reached,
uCast leverages the GPSR [12] traversing technique to handle
nodes in the LocalMinimum set. Since there are no state
transitions in this experiment, no routing layer route repairs
are needed.

Figures 6 through 9 show the impact of the four destination
placement parameters on multicast performances. Based on
these results, we have several observations. First, observe
that uCast performs better than SPT in these figures, except
Figure 9, where the traversing technique of GPSR significantly
increases the path length. Also observe that as we expected,
GIT performs better than uCast. We note that the prohibitive
construction cost of GIT makes it unsuitable for sensor net-
works and hence it is not a contender in practice.

Figure 9 is especially interesting. In this case, both uCast
and unicast increasingly turn to the GPSR traversing technique
to deliver packets around voids, which degrades their perfor-
mances. Considering that practical sensor networks are usually

deployed with a sufficiently high density to ensure coverage,
topology voids are not common. Furthermore, the designer
may decide to incorporate adaptive features into multicast,
where the applications have the option to switch from uCast to
SPT when the density becomes extremely low. Therefore, we
conclude that our stateless multicast generally does not incur
a performance penalty compared to stateful approaches even
when the network is static.

Figure 10 and Figure 11 show the comparison results of
the average path length. Due to the effect of path aggregation,
we observe that uCast and GIT deliver packets along longer
routes compared with SPT and unicast. This is intuitive,
since SPT and unicast typically find near-optimal paths. The
increase in the path length means that uCast may have a
slightly higher end-to-end delay. Since the main constraint in
sensor networks is the limited energy supply, we believe that
increasing path lengths to save total energy consumption is an
acceptable compromise. An operator would welcome a slightly
longer latency for each packet in exchange for a significantly
extended network lifetime.

C. Impact of Topological Changes
In this section, we evaluate uCast in the presence of

topological changes. Such changes are introduced by energy
saving protocols that turn nodes into and out of sleep states.
We expect that in this case, the advantages of uCast should
dominate.

We use three parameters of energy conserving protocols to
evaluate the multicast performance:
• Toggle Cycle: Toggle Cycle is the time interval between

consecutive transitions into the sleep state by individual
nodes. This parameter reflects the frequency at which
the state information kept by intermediate nodes becomes
invalid. As the frequency goes higher, the performance of
state based multicast protocols should drop accordingly.

• Scale: Scale refers to the size of the multicast area. As the
size scales up, the impact of topological changes becomes
more significant and the reconstruction cost goes higher.
As a result, we expect that the performance of state based
multicast protocols will drop with a larger scale.

• Packet Delivery Rate: Another parameter that we change
is the packet delivery rate. We use two such rates in
our experiments, 6 packets per minute and 12 packets
per minute, respectively. We do not choose higher rates
because we observed a higher level of radio congestion.
This congestion comes from, for example, neighboring
nodes send out packets simultaneously in a multicast
session. Since congestion leads to packet retransmissions
and possible loss of packets when topology changes, this
adds additional penalty to both state based protocols and
stateless protocols. It is, in practice, hard to quantify
this penalty and make sure that it will not skew the
performance comparison results. To achieve accurate and
unbiased comparisons between uCast and state based
protocols such as SPT, we decide to remove the effect of
congestion altogether, by deliberately choosing relatively
low packet delivery rates in this experiment.
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In the simulation setting, we place the source node at
(0, 0), and let it periodically deliver packets to ten destinations
with an AOD of 90 degrees. The total simulated time is 120
minutes. Other settings are set as the default.

The energy conservation model we use is random sleep
scheduling. For example, in Figure 12, 10% sleep scheduling
with a 10 seconds toggle period means that one node sleeps
for one second in every ten seconds. Each node has the
same toggle period. We assume that there is no coordination
between nodes, since this is the model that can be most easily
implemented in sensor networks. It is also the foundation of a
variety of other more complex sleep scheduling protocols [9],
[29].

We compare uCast with SPT in this section. We don’t in-
clude GIT because it is computed in a centralized manner and
it has a prohibitively high computational cost in the presence
of topological changes. Therefore, it is not a contender in
practice.

Figure 12 and 13 show the performance evaluation results.
These two experiments are carried out using a data rate of
6 packets per minute. The comparison results demonstrate
the superiority of stateless multicast in the presence of node
state transitions. More specifically, we have the following
observations.

First, as the toggle periods become shorter, we observe that
the delivery ratio for SPT multicast degrades considerably.
For example, when nodes use a toggle cycle of 10 seconds
and sleep 20% of the time, only around half of all packets
successfully arrive at the destinations using the SPT tree for
multicast. On the other hand, we observe that uCast achieves
a delivery ratio of around 96%, enough for common multicast
purposes. We attribute the superior performance of uCast to
its statelessness.

Second, we observe from Figure 13 that connection based
multicast protocols exhibit less scalability compared with
uCast. This is quite intuitive in that as the multicast range
scales up, it is more likely for one node on the tree to enter
sleeping state for energy conservation purposes. Therefore,
there is a higher probability for one packet delivery session to
encounter a state loss.

One tentative solution to fix the state loss problem for state
based protocols is to let the last node that has successfully
received the packet to locally reconstruct the SPT, once it
detects the next hop has entered sleeping mode. This approach
will guarantee that the SPT achieves a 100% delivery ratio.
However, this approach is quite expensive. We implemented
this tentative patch for SPT and record how many control
packets are sent out to reconstruct the SPT structure, and
plot the results with two different multicast ranges, 250m and
500m, respectively. The results are shown in Figure 14 and
15.

As shown in Figures 14 and 15, even with only 100 packets
sent from the source, there are usually thousands of control
packets required to locally rebuild the tree. The reason is that
when a state transition occurs for a node that was initially in
the SPT tree structure, it can no longer forward packets from
its upstream nodes. Therefore, the upstream node must initiate
a flooding process to try to locate the next downstream node

available. In our simulation, we find that this upstream nodes
usually needs to flood packets to two-hop neighbors, while in
rare cases, three-hop neighbors are needed. Therefore, even if
the tree structure is only partially broken, the flooding process
generates a considerable amount of traffic. Of course, other
modification possibilities also exist, such as enforcing that
nodes should not go to sleep when they are in the multicast
sessions. However, doing so requires non-trivial modifications
to the existing energy saving protocols, and may significantly
affect the overall system performance. Therefore, further ex-
ploration of these optimization possibilities is outside the
scope of this paper. On the other hand, uCast has significantly
less overhead, because it does not need any control packets
to handle individual node state transitions. We acknowledge
that uCast does have additional overhead in the form of
destination lists in the packet headers. This overhead, however,
is usually quite small when only a few destinations need to
be enumerated. Furthermore, we shall consider this overhead
in the experiments based on a realistic testbed in Section V,
and show that this overhead does not have a significant effect
on the efficiency of uCast.

Figure 16 studies the effect of the increased data rate, in
which we change the data rate to 12 packets per minute. We
can observe a slight decrease in the delivery ratio, compared
with Figure 12. As expected, the advantages of uCast still
dominate.

D. Integration between uCast and Unicast Protocols
Another goal of uCast is to integrate with different unicast

protocols. We implemented uCast on top of three unicast
protocols: geographical forwarding, logical coordinate based
routing and graph embedding based routing. In each of them,
we made no changes to the existing unicast protocols other
than extending them to provide the common comparison in-
terface. In this section, we first describe how we implemented
the common comparison interface, followed by performance
comparisons based on simulations.

For the geographical forwarding routing protocol, we imple-
mented the comparison interface based on physical distance
comparisons. More specifically, the interface simply returns
the node that is nearer to the destination. The second routing
protocol we extend is the logical coordinate based routing
protocol(LCR) [5]. LCR uses hop counts to a few landmarks
from each node as its logical coordinate vector. Based on these
vectors, LCR also provides a definition of logical distances.
In the comparison interface, we simply compare the logical
distances from nodes N1 and N2 to node DEST , and the
node with a smaller distance is returned by the interface.

The way we implemented the compare interface in Graph
Embedding based Routing (GEM) [18] is a little more com-
plex. In GEM, one node is chosen as the root. GEM then
constructs a tree structure and assigns a (level,angle) com-
bination to each node based on its topological position. The
assigned combination forms a unique identifier for each node.
GEM then delivers packets using this tree structure based on
considerations of both the level and the angle of each node.
Interestingly, GEM has no definition of distance, therefore, we
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used both the level and the angle information to implement the
comparison interface. More specifically, when comparing two
nodes, we followed the same procedure as the routing process
in GEM: if one node is the parent or the offspring of the
destination node in the tree structure, and if the other node is
not, then the parent/offspring node is returned by the interface;
if both nodes are parent/offspring nodes, then the node with
a level nearer to the destination is returned; if both nodes
are not parent/offspring nodes, then the node with a nearer
angle range is returned. Theoretically this approach guarantees
100% delivery ratio if all nodes in the same level are perfectly
aligned.

Fig. 17. Impact of Addressing Schemes on Traffic

Figure 17 shows the performance evaluation results of
running uCast on the three aforementioned unicast protocols.
We observe that both geographical forwarding based and
logical coordinates based integrations appear quite similar in
their performances. However, uCast based on GEM shows
quite different performance characteristics. We attribute such
differences to the more convoluted delivery paths in GEM,
which increase path lengths considerably. Another way to
explain the differences is that both logical coordinates and
physical coordinates are based on Cartesian-like coordinate
frameworks, which are considerably different from GEM,
whose identifiers are more like polar coordinates.

We didn’t implement uCast on identifer based unicast rout-
ing protocols like DSR. In such protocols, a look-up operation
is used to return the next node on the path to the destinations.
The implementation of the compare interface is therefore very
straightforward: it simply returns the next hop node for a given
destination from the look-up table, and this node will always
percolate to the top and be chosen as the best candidate node.

V. IMPLEMENTATION ON SENSOR PLATFORM

To investigate the applicability of the uCast protocol in a
running system, we implemented the uCast protocol on the
MICA2 platform. The code size is 992 bytes. As shown in
Figure 18, we bridge the uCast protocol with the underlying
unicast routing protocol (Geographic Forwarding protocol)
through the uCast2uniCast interface (the NesC definition of
this interface is shown in Figure 19). In this interface def-
inition, the compare() command is the mandatory part of
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Fig. 18. Implementation of uCast protocol
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Fig. 19. uCast interface in NesC definition

the interface for node comparison. The getNeighborTable()
command is optionally provided for the purpose of neighbor
table manipulations.

In the experiment, we used a testbed of 25 MICA2 motes
(5 by 5). Figure 20 shows the experiment setting and data
delivery traces. We tested three set of experiments, with 3 or
5 destination nodes selected in each set. We plot the multicast
traces and unicast traces in this figure. All data are gathered
from real tests. For multicast traces, we use forking points
to represent the positions where data are sent to multiple
receivers.

We now compare the energy consumption aspect between
uCast and unicast. We use the following parameters: each node
sends out packets at a current level of 21.5mA; each packet
maintains a current level of 7.4mA in receiving mood; the
bandwidth is 19.2Kbps; each node has a 3V voltage; each
packet contains a 12 bytes payload. We then calculate energy
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Fig. 20. The prototype experiment traces
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Fig. 22. Experimental comparison between uCast and uniCast

consumptions of different data distribution approaches using
these parameters and plot the results in Figure 21. Observe that
in these three settings, uCast significantly decreases energy
consumption compared to unicast. Furthermore, if we compare
Scenario 1 and Scenario 2, we notice that as the number of
destinations increases, uCast saves more energy. The same
observation also holds when the destinations become more
clustered, as from Scenario 2 to Scenario 3. These observations
are consistent with our analysis in Section IV.

At last, we study a more generalized scenario. In this
experiment, the source node 0 delivers data packets period-
ically to three randomly selected destinations. We compare
the total number of packet transmissions in uCast to unicast.
Again, we use geographic forwarding as the basic unicast
routing protocol. A total of 300 packets are delivered and
the recorded data load for each node is plotted in Figure 22.
We observe a considerably reduced data load for uCast, in
fact, uCast reduces the total number of data transmissions
by 45.7% compared to unicast. Therefore, we conclude that
uCast exhibits a quite satisfactory energy efficiency for content
delivery in realistic experiments.

VI. CONCLUSIONS

In this paper, we presented uCast, a unified connectionless
multicast protocol for sensor networks. The design of uCast

is motivated by the problem that state based protocols can
not adapt efficiently to the network dynamics introduced by
energy conservation protocols. We designed and implemented
uCast on top of three different unicast routing protocols to
show that it is generic. Several conclusions are drawn from
our evaluation and comparisons. First, uCast is generally as
efficient as connection based multicast protocols, even when
the network is static. Second, the connectionless nature of
uCast makes it more robust in the face of network dynamics.
Finally, uCast can be easily implemented on different unicast
routing protocols. The implementation of uCast on a real
testbed also supports our conclusions.
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This paper describes one of the major efforts in the sensor network community to build an in-
tegrated sensor network system for surveillance missions. The focus of this effort is to acquire
and verify information about enemy capabilities and positions of hostile targets. Such missions
often involve a high element of risk for human personnel and require a high degree of stealthiness.
Hence, the ability to deploy unmanned surveillance missions, by using wireless sensor networks, is
of great practical importance for the military. Because of the energy constraints of sensor devices,
such systems necessitate an energy-aware design to ensure the longevity of surveillance missions.
Solutions proposed recently for this type of system show promising results through simulations.
However, the simplified assumptions they make about the system in the simulator often do not
hold well in practice and energy consumption is narrowly accounted for within a single protocol.
In this paper, we describe the design and implementation of a complete running system, called
VigilNet, for energy-efficient surveillance. The VigilNet allows a group of cooperating sensor
devices to detect and track the positions of moving vehicles in an energy-efficient and stealthy
manner. We evaluate middleware and system performance extensively on a network of 70 MICA2
motes. Our results show that our surveillance strategy is adaptable and achieves a significant
extension of network lifetime. Finally, we share lessons learned in building such an integrated
sensor system.

Categories and Subject Descriptors: C.2.1 [Computer Communication Networks]: Network

Architecture and Design

General Terms: Design, Performance, Experimentation, Measurement

Additional Key Words and Phrases: Sensor networks, Energy conservation, Tracking, Wireless

1. MOTIVATION

One of the key advantages of wireless sensor networks (WSN) is their ability to
bridge the gap between the physical and logical worlds, by gathering certain useful
information from the physical world and communicating that information to more
powerful logical devices that can process it. If the ability of the WSN is suitably
harnessed, it is envisioned that WSNs can reduce or eliminate the need for human
involvement in information gathering in certain civilian and military applications.
In the near future, sensor devices will be produced in large quantities at a very low



cost and densely deployed to improve robustness and reliability. They can be minia-
turized into a cubic millimeter package (e.g., smart dust [Kahn et al. 1999]) in order
to be stealthy in a hostile environment. Cost and size considerations imply that
the resources available to individual nodes are severely limited. We believe, how-
ever, that limited processor bandwidth and memory are temporary constraints in
sensor networks. They will disappear with fast developing fabrication techniques.
The energy constraints on the other hand are more fundamental. According to
R.A. Powers [Powers 1995], battery capacity only doubles in 35 years. Energy
constraints are unlikely to be solved in the near future with the slow progress in
battery capacity and energy scavenging. Moreover, the untended nature of sensor
nodes and the hazardous sensing environment preclude manual battery replace-
ment. For these reasons, energy awareness becomes the key research challenge for
sensor network protocol design. Several researchers have addressed energy conser-
vation recently. Most of them focus on particular protocols and investigate whether
their energy conservation goal can be achieved. To the best of our knowledge, none
of them investigate energy-conservation for a running system as whole. Normally
they evaluate their approach through simulations. Simulation approaches tend to
make simplified assumptions that often do not hold well in practice and they are
subject to incompleteness. For example, in [Yan et al. 2003; Wang et al. 2003; Ye
et al. 2003], several sensing coverage schemes are proposed for energy conservation.
None of them consider energy consumption in activities other than sensing.

In this paper, we describe our effort that involves system design and implementa-
tion of VigilNet on a MICA2 platform with 70 MICA2 motes. The primary goal of
the VigilNet is to support the ability to track the position of moving targets in an
energy-efficient and stealthy manner. Our experimental results show that the prob-
ability of false alarms observed reaches zero when aggregation is achieved among
more than 3 member motes. The experimental results we obtained also show that
with 5% of deployed motes serving as sentries and the non-sentries operating at
a 4% duty cycle, our algorithm extends the lifetime of a sensor network by up to
900%.

The main contributions of this paper are: 1) the design and implementation of an
integrated system with energy-awareness as the main design principle across a whole
set of middleware services, 2) mechanisms for dynamic control, which allow tradeoffs
between energy-efficiency and system performance by adjusting the sensitivity of
the system, and 3) a physical implementation and extensive field evaluation that
reveal the practical issues that are hard to capture in simulation.

The remainder of this paper is organized as follows. Section 2 describes the
requirements of a typical ground surveillance application. In Section 3, we describe
the system setup and hardware components. In Section 4, we provide an overview
of VigilNet design. In Section 5, we elaborate on the individual components of the
system. In Section 6, we discuss the VigilNet implementation issues. We present
experimental results in Section 7, and summarize the lessons learned from our
experience in Section 8. We present related work in Section 9, Finally we conclude
in Section 10 and discuss some future work in Section 11.



2. APPLICATION REQUIREMENTS

The VigilNet design is motivated by the requirements of a typical ground surveil-
lance application. The general objective of such an application is to alert the
military command and control unit in advance to the occurrence of events of inter-
est in hostile regions. The event of interest for our work is the presence of moving
vehicles in the deployed region. The deployed sensor devices must have the abil-
ity to detect and track vehicles in the region of interest. Successful detection and
tracking requires that the application obtain the current position of a vehicle with
acceptable precision and confidence. When the information is obtained, it has to be
reported to a remote base station within an acceptable latency. Several application
requirements must be satisfied to make this system useful in practice:

—Longevity: The mission of a surveillance application typically lasts from a few
days to several months. Due to the confidential nature of the mission and the
inaccessibility of the hostile territory, it may not be possible to manually replen-
ish the energy of the power-constrained sensor devices during the course of the
mission. Hence, the application requires energy-aware schemes that can extend
the lifetime of the sensor devices, so that they remain available for the duration
of the mission.

—Adjustable Sensitivity: The system should have an adjustable sensitivity to
accommodate different kinds of environments and security requirements. In criti-
cal missions, a high degree of sensitivity is desired to capture all potential targets
even at the expense of possible false alarms. In other case, we want to decrease
the sensitivity of the system, maintaining a low probability of false alarms in
order to avoid inappropriate actions and unnecessary power dissipation.

—Stealthiness: It is crucial for military surveillance systems to have a very low
possibility of being detected and intercepted. Miniaturization makes sensor de-
vices hard to detect physically; however, RF signals can be easily intercepted
if sensor devices actively communicate during the surveillance stage. A zero
communication exposure is desired in the absence of significant events.

—Effectiveness: The precision in the location estimate, and the latency in re-
porting an event are the metrics that determine the effectiveness of a surveil-
lance system. Accuracy and latency are normally considered important metrics
of tracking performance. However, the requirement of these two metrics can ac-
tually be slightly relaxed in many tracking applications. For example, it may be
acceptable to obtain location estimation within several feet and receive a detec-
tion report within several seconds.

3. SYSTEM DESCRIPTION AND REQUIREMENTS

Figure 1 shows the deployment of our VigilNet surveillance system. We deployed
70 tiny sensor devices, called MICA2 motes [Horton et al. 2002], along a 280 feet
long perimeter in a grassy field that would typically represent a critical choke point
or passageway to be monitored. Each of the motes is equipped with a 433 MHz
Chipcon radio with 255 selectable transmission power settings. While this radio
is sufficient to allow the motes deployed in the field to communicate with each
other, it is not capable of long-range (> 1000 ft) communication when put on the



Fig. 1. Sensor Network Deployment

ground. Therefore, in a real system where the command and control units may be
deployed several thousands of feet away from the sensor field, devices capable of
long-range communication, such as replay, are deployed as gateways to assist the
sensors to relay back information from the motes in the field to the base station.
In this prototypical deployment, we use a mote as the base station that is attached
to a portable device, such as a laptop. The portable device is the destination of
the surveillance information and is mainly used for visualization in our prototype
system. The camera devices shown in Figure 1 are controlled by the laptop to
provide the next level of surveillance information, when triggered by the sensor
field.

Each mote is equipped with a sensor board that has magnetic, acoustic, motion
and photo sensors on it. While the different sensors make it possible for a mote
to detect different kinds of targets, only the magnetic sensors are relevant to the
application described in this paper. We use the HMC1002 dual-axis magnetome-
ters from Honeywell [Honeywell ]. These magnetic sensors detect the magnetic field
generated by the movement of vehicles and magnetic objects. They have an omni-
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directional field of view and are therefore less sensitive to orientation. They have
a resolution of 27 µGauss and their sensing range varies with the size of the mag-
netic object they are sensing. From our experiments, we found that these sensors
can sense a small magnet at a distance of approximately 1 ft and slowly moving
passenger vehicles at a distance of approximately 8-10 ft.

4. VIGILNET SYSTEM OVERVIEW

The key contribution of this work is the design and implementation of a integrated
wireless sensor network system that enables energy-efficient tracking and detection
of events. Such a system is useful for surveillance applications, such as the one
outlined in Section 2. The system we have designed is organized into a layered
architecture comprised of higher-level services and lower-level components, as shown
in Figure 2. It is implemented on top of TinyOS [Hill et al. 2000]. We first provide
an overview of the different software components we have designed and then follow
that with a detailed discussion of the role played by those components in the context
of our tracking and surveillance application.

Time synchronization, localization, and routing comprise the lower-level compo-
nents and form the basis for implementing the higher-level services, such as aggrega-
tion and power management. Time synchronization and localization are important
for a surveillance application because the collaborative detection and tracking pro-
cess relies on the spatio-temporal correlation between the tracking reports sent by
multiple motes. The time synchronization module is responsible for synchronizing
the local clocks of the motes with the clock of the base station. The localization
module is responsible for ensuring that each mote is aware of its location. In our
prototype system, we design and implement the walking GPS solution [Stoleru et al.
2004], which assigns motes their location at the time they are deployed. Once the
technique is mature enough, this static configuration can be replaced with dynamic
localization schemes such as in [He et al. 2003].



The routing component establishes routes through which the motes exchange
information with each other and the base station.

Power management and collaborative detection are the two key higher-level ser-
vices provided by VigilNet. The sentry service component is responsible for power
management, while the group management component is responsible for collabo-
rative detection and tracking of events. The sentry service conserves energy of the
sensor network by selecting a subset of motes, which we define as sentries, to mon-
itor events. The remaining motes are allowed to remain in a low-power state until
an event occurs. When an event occurs, the sentries awaken the other motes in the
region and the group management component dynamically organizes the motes into
groups in order to enable collaborative tracking. Together, these two components
are responsible for energy-efficient event tracking.

All the deployed motes are programmed to run the distributed application.
VigilNet supports the ability to reprogram the motes dynamically with new config-
uration parameters such as sensitivity. This eliminates the need to download the
application code on all the motes each time the configuration is modified. We have a
display module for portable devices (Figure 2)which is not part of the software that
runs on each mote. We use it primarily for visualization and debugging purposes.
Optionally, the display software also has the logic to filter out any residual false
alarms that have not been filtered out in the network. We now elaborate on how
the individual components of the system shown in Figure 2 interact with each other
in the context of a typical tracking application. In particular, we discuss the de-
sign decisions that make the target system energy-efficient and illustrate trade-offs
between performance and energy-awareness.

5. TIME-DRIVEN SYSTEM DESIGN

In VigilNet, the MICA2 motes prepare for tracking by going through an initializa-
tion process. This process is used to synchronize the motes, set up communication
routes, and configure the system with the correct control parameters. The initial-
ization process proceeds in a sequence of phases and the transition between phases
is time-driven, as shown in Figure 3. Phases I through IV comprise the initializa-
tion process which normally takes about 2 minutes. At the end of phase IV, the
motes begin the power management and tracking activity. After performing this
activity for a certain duration of time (e.g., one day), they begin a new system
cycle. The duration of each phase is a control parameter that can be dynamically
configured by the base station. Our multi-phase cyclic process satisfies following
design objectives:

—First, it eliminates interference between operations. The constrained bandwidth
in MICA2 doesn’t allow a high concurrency in communication. If all operations
run simultaneously, the traffic will severely interfere with each other.

—Second, we can confine the exposure of sensor activity within a short period
time during the initialization phase (phase I to IV). As a result, the system
can achieve zero exposure (complete stealthiness) during surveillance when no
significant event happens.

—Third, a new system cycle is a natural way to allow the rotation of sentry re-
sponsibility among motes in order to achieve uniform energy dissipation across
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the network.

—Last, the cycling introduces system-wide soft-states. It allows the motes to pe-
riodically synchronize their clocks to avoid significant clock drifts over time. In
addition, since mote failures and new deployment may occur anytime during a
cycle, a new system cycle gives the remaining motes an opportunity to repair
routes and discover new neighbors.

We now discuss the activities occurring during each phase of the system cycle in
more detail.

5.1 Phase I: Basic Initialization

We observe that three functions in our system need system-wide broadcast: time
synchronization, network backbone creation and system-wide reconfiguration. These
functions can be isolated into three different modules that perform separately. How-
ever, such a design would not be bandwidth and energy efficient due to the multiple
flooding phases required. Instead, we use a unique application-specific design to
perform these operations simultaneously in one flooding operation to reduce over-
head as described in following sections.

5.1.1 Time Synchronization. System initialization begins with time synchro-
nization. Several schemes proposed recently are able to achieve a high synchro-
nization precision, however they do not match well with VigilNet requirements.
GPS-based schemes typically achieve persistent synchronization with a precision
of about 200 ns. However, GPS devices are expensive and bulky. The reference
broadcast scheme (RBS) proposed in [Elson and Romer 2002] maintains informa-
tion relating the phase and frequency of each pair of clocks in the neighborhood
of a node. The relation is then used to perform time conversion when comparing
the timestamps of two different nodes. While RBS achieves a precision of about 1
µs, the message overhead in maintaining the neighborhood information is high and
may not be energy-efficient in large systems.

We argue that fine-grained clock synchronization achieved by costly periodic bea-
con exchanges may not be suitable for the energy-constrained surveillance system.
Moreover continuous adjustment through beaconing in these solutions [Elson and
Romer 2002] defeats our purpose of stealthiness. In our system, we value energy-



efficiency and stealthiness above high synchronization precision. Therefore, we use
a lightweight scheme that synchronizes the motes only during the initialization
phase, using a synchronization beacon broadcast by the base station at the be-
ginning of each initialization cycle. Since the underlying MAC layer provided by
TinyOS does not guarantee reliable delivery, the base station retransmits the syn-
chronization beacon multiple times. The synchronization beacons are propagated
across the network through limited flooding with timestamp values reassigned at
intermediate motes immediately prior to the transmission of the timestamp. This
eliminates the uncertainty in MAC contention delay. Receivers take the timestamp
from the beacon plus a fix hardware delay as their own local time. To satisfy the
stealthiness requirement, we confine time synchronization within the initialization
phase. The timer drift accumulated overtime is rectified by a new system cycle
(i.e., a repeated initialization phase).

5.1.2 Diffusion Tree Creation. While the primary purpose of the synchroniza-
tion message is to coordinate the clocks of the motes, it also serves as an exploratory
message for motes to set up reverse routes to the base station, like the technique
used by directed diffusion [Intanagonwiwat et al. 2000]. The route that is set up
during the propagation of the time synchronization message is essentially a diffusion
tree rooted at the base station. The decision to use a diffusion tree is made based
on several observations. 1) Sent along with the time synchronization operation, it
is nearly free of cost in communication and code memory. 2) It allows any leaf
motes to go to sleep without disrupting communication of other motes.

We encounter two practical issues when implementing the diffusion tree algorithm
on the MICA2 platform.

—Mote Failures: The failure of a MICA2 mote can disable a subtree below it.
Initially, we attempted to add failure detection to the MAC layer to quickly iden-
tify link failures and choose alterative routes. Soon, we discovered that link layer
reliability in such a bandwidth constrained platform is too heavyweight and the
effective data rate is reduced by nearly 50%. With such an observation, we intro-
duce soft-state into the diffusion tree. The diffusion tree is refreshed per system
cycle to prune failed links and discover new routes. After this modification, no
bandwidth penalty is experienced during data communication.

—Asymmetric Links: Low power radio components, such as Chipcon CC1000
used by MICA2, exhibit very irregular/anisotropic communication patterns [Zhou
et al. 2004], especially when sensor nodes are placed on the ground. If motes
choose their parents without considering the distance separating them, it results
in asymmetric links which leads to different reception rates along different direc-
tions between the same pair of motes. This asymmetry can be solved by link
layer handshaking; however we discovered that it is very expensive. Our solution
to this issue is called Link Symmetry Detection (LSD). The purpose of LSD is
to reduce the impact of radio irregularity on upper layer protocols. The main
idea of the link symmetry detection is to build a symmetry overlay on top of the
anisotropic radio layer, so that those protocols whose correctness depends on link
symmetry can be used without modification. Symmetry detection is done by lo-
cal beaconing. A sending node adds the IDs of all its neighbors it has discovered



into the beacon. When a node receives a beacon, it registers the sender into its
local neighbor table, and then checks whether its own ID is in the beacon message
or not. If it is, it labels this communication link to the sender as SYMMETRIC.
Otherwise, it labels the communication link between them as ASYMMETRIC.
This labeling process is repeated several times to get a statistical evaluation of
a link’s symmetric communication quality. Only those links that have higher
symmetric communication qualities than the specified threshold are available for
upper layers, and all other links are blocked from higher layer protocols. We
evaluate our solution in Section 7.3

5.1.3 Dynamic Reconfiguration. The capability of dynamic reconfiguration fa-
cilitates re-tasking of sensor networks for future changes of mission requirements.
Currently, this capability makes our work in system tuning and debugging much
easier. When we deployed 70 motes on the field for the first time, it took us an
hour to collect the motes and reprogram them manually, before the reconfiguration
capability was added into the system. Now we can reconfigure the network within
1 minute. VigilNet supports reconfiguration with the help of the time synchroniza-
tion message. The base station piggybacks the values of the control parameters in
the synchronization message and motes adopt the new values when they accept the
synchronization message. Such a strategy is energy-efficient, because it comes along
with time synchronization beacons, obviating the need to send separate messages
to reset parameters on the motes. Examples of control parameters that can be
dynamically reconfigured include the duration of each phase shown in Figure 3, the
duration for which a mote remains asleep and awake when power management is
enabled, the sampling rate and the degree of in-network aggregation. This reconfig-
uration capability enables us to dynamically trade off between the energy-awareness
and tracking performance as we show later in this paper.

5.1.4 Localization. Due to inherent irregularity in radio propagation and lim-
ited effective ranges in distance measurements through acoustic/ultrasound, little
progress has been made in sensor network localization over a large area. As the
first step, we design and implement a walking GPS solution [Stoleru et al. 2004]
based on the fact that currently sensor nodes are deployed manually in the field.
In this solution, the deployer (either person or vehicle) carries a GPS device that
periodically broadcasts its location. The sensor nodes being deployed, infer their
position from the location broadcast by the GPS device. This solution enabled us
to push all complexity derived from the interaction with the GPS device to a sin-
gle node, the GPS Mote, and to significantly reduce the size of the code and data
memory used on the sensor node. Through this decoupling, a single GPS Mote is
sufficient for the localization of an entire sensor network, and the costs are thus
reduced. We built a prototype, called the GPS Mote assembly, that can be worn
during the deployment. This prototype consists of a GPS device mounted on top
of a bicycle helmet. The GPS device is connected through and RS232 cable to the
GPS Mote that is attached with a velcro to a wristband. Figure 4 illustrates the
prototype. We will evaluate our localization solution in Section 7.2.



 

Fig. 4. GPS Mote Assembly

5.2 Phase II: Neighbor Discovery

After the basic initialization phase, the motes make a transition to a neighbor dis-
covery phase. Motes notify their neighbors by locally broadcasting HELLO messages.
In the HELLO message, a sender sends its identifier, its status indicating whether
it is a sentry or not, the number of sentries that are currently covering it and its
location. The sender also identifies the sentry mote it reports to, if it is covered by
at least one sentry. This local information is used to build a neighborhood table at
each mote, and forms the basis for sentry selection in Phase III.

5.3 Phase III: Sentry Selection

In our sentry selection scheme, the decision to become a sentry is made locally
by each mote, using the information gathered from its neighbors (the neighbor
discovery goes through Phase II and III).

A mote decides to become a sentry if any one of the following conditions holds.
1) it is one of the internal nodes of the diffusion tree, or 2) it discovers that none of
its neighbors either is a sentry or is covered by a sentry. When a mote decides to
become a sentry, it advertises its intent. Three practical issues need to be solved
to make this scheme work in a running system:

—Race Conditions: Contention occurs when multiple motes in the same neigh-
borhood decide to become sentries at the same time. In order to reduce the col-
lision probability, each mote uses a random backoff delay to transmit a SENTRY
DECLARE message. If a mote receives a SENTRY DECLARE message from one of
its neighbors during the backoff period, it updates its neighborhood table and
cancels any pending outgoing SENTRY DECLARE messages. It then re-evaluates its
decision to become a sentry based on the updated neighborhood information. If
the mote finds that it is still necessary for it to become a sentry, it repeats the
sentry declaration process described above.

—Energy Balancing and Efficiency: We set the backoff delay of a mote in-
versely proportional to its residual energy. Thus, a mote with higher residual
energy has a greater likelihood of being selected as a sentry, thereby balancing
the energy dissipation uniformly across the network. The backoff delay of a mote
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is also inversely proportional to the number of neighbors that are not covered
by a sentry. Thus, motes in regions where there is insufficient sensing coverage
are favored for being selected as sentries. The key feature of this sentry selection
algorithm is that it provides an adaptive, self-configuring technique for choos-
ing the sentries purely based on local information. However, the lack of global
knowledge may result in a non-optimal number of sentries.

—Sensing Coverage: Surveillance addresses the sensing coverage problem of ev-
ery physical point in the terrain, instead of communication coverage as in LEACH
[Heinzelman et al. 2000b] and SPAN [Chen et al. 2001]. Since the sensing range
of our Honeywell magnetometer [Honeywell ] is much smaller than the Chipcon
radio range, we need to use a smaller transmission power setting to send out
SENTRY DECLARE messages in order to ensure sensing coverage. The power set-
ting is chosen in such a way that there is at least one sentry within each sensing
range. Unlike [Yan et al. 2003; Wang et al. 2003], this unique design enables us
to provide sensing coverage without the requirement of localization. More details
can be found in the evaluation Section 7.1.

5.4 Phase IV: Status Report

After the routing backbone is finalized, all the motes use the backbone to report
their status to the base station in Phase IV. The base station forwards those reports
to the display module, which can then be used to visualize the network topology,
residual energy distribution and sentry distribution and detect any failed motes.
Since the sole purpose of Phase IV is for visualization and debugging, it is optional.

5.5 Phase V-A: Power Management

The selection of sentries sets the stage for the power management phase. In this
phase, the non-sentry motes alternate between sleep and wakeup states. A mote in
the sleep state conserves power by disabling all processing, including those that are
related to communication and sensing. We have proposed and implemented two
different schemes to control the sleep-wakeup cycle. Now we discuss the pros and
cons of these two schemes to clarify some practical issues

In the first implementation, which we call proactive control (Figure 5), the
sentry mote sends out sleep beacons periodically. A non-sentry mote stays awake
until it receives a beacon from its sentry mote, signaling the non-sentry mote to



sleep for a certain duration of time. Upon receiving the sleep beacon, the non-sentry
mote makes a transition to the sleep state and remains in that state for the specified
amount of time. It wakes up when the timer expires and repeats the process by
waiting for the next sleep beacon. Since neighboring non-sentry motes are likely
to receive the same sleep beacon, their sleep-wakeup cycle proceeds in a lock-step
fashion. The regular synchronization of the non-sentry motes with their respective
sentries is beneficial in two ways. First, it allows multiple motes to receive the same
beacon, and obviates the need to send out individual sleep beacons to put each non-
sentry mote to sleep. This reduces the message overhead. Second, since motes in
a neighborhood are all awake at the same time, the correlated sleep-wakeup cycle
helps improve the tracking efficiency.

The second implementation to control the sleep-wakeup cycle is called the re-
active control (Figure 5). In this scheme, the sentries are not required to send
out explicit beacons to put the non-sentry motes to sleep. Instead, the transition
between sleep and wakeup states is timer-driven. Each non-sentry mote remains
awake for awakeDuration amount of time and then sleeps for sleepDuration amount
of time. A non-sentry mote breaks out of its cycle and remains awake for a longer
duration only when receiving an awake beacon from a sentry mote.

The reactive scheme is more stealthy compared to the proactive scheme, because
no unnecessary beacons are sent unless an event occurs. Hence, the reactive ap-
proach is more appropriate for a surveillance application. However, one practical
issue needs to be solved in the reactive scheme; since the non-sentries do not peri-
odically synchronize their clocks with the clocks of their sentries, the clocks of the
non-sentry motes may drift in course of time. Consequently, neighboring non-sentry
motes may no longer have a sleep-wakeup cycle that is strictly in lock-step. As a
result, a sentry no longer knows for certain which of its neighbors are awake. It
has to retransmit the awake beacon multiple times in order to awaken non-sentries
when an event occurs (Figure 5). We compare the message overhead between the
proactive and reactive schemes in Section 7.6.2.

5.6 Phase V-B: Event Tracking and Reporting

After the sentry backbone has been created and power management is enabled, the
motes are ready for tracking. Tracking and power management are toggle-states in
phase V. When an event happens, motes wakeup and start tracking, when event
disappears, motes toggle back to power management states.

A simple way to track events is by allowing each mote that has sensed an event
to report its location and other relevant information about the event to the base
station. The base station can then filter out the false alarms and infer the location
of the event from the genuine reports. The advantage of this approach is that it
allows all of the complex processing of the sensor readings to be deferred to the
more powerful base station. However, the main drawback is that, if the motes
are densely deployed, multiple motes may sense the event at the same time and
send their individual reports to the base station. This results in higher traffic
and wasteful expenditure of energy which can be reduced by aggregating multiple
reports about the same event and sending a digest, instead of the individual reports
to the base station. Previous in-network aggregation techniques fuse the data at
the source through cluster headers [Heinzelman et al. 2000b] and/or along the route



back to the sink [Bhattacharya et al. 2003][He et al. 2004][Intanagonwiwat et al.
2000][Madden et al. 2002]. In addition, Zhao [Zhao et al. 2002] propose a optimal
sensor selection approach to aggregate the fidelity of detections while eliminating
redundant communication.

The system we have designed also performs in-network aggregation by organizing
the motes into groups. However, different from previous schemes, the groups in our
work are more dynamic in the sense that they are formed in response to an external
event and migrate when an event moves. A group represents an event uniquely and
exists only as long as the event is in the scope of the sensor field. The design of
our group management and tracking component is described in [Blum et al. 2003].
We review its key features here for completeness. It should be noted that the work
reported in this paper is the first real implementation of the aforementioned design.

Each mote is programmed to detect an event by its sensory signature. This
signature is a condition on the output of a filter that processes the raw sensory
measurements (and removes noise). When the indicated condition is detected by a
set of nearby motes, the group management component reacts by creating a group.
All motes that detect the same event join the same group. The main contribution of
the group management component, described in [Blum et al. 2003], is to establish a
unique one-one mapping between a group and a physical event as well as to maintain
the membership of the group as the event moves through the environment. It is
assumed that different events are far enough apart that membership of motes to the
corresponding groups can be decided without ambiguity based on spatial adjacency
to one of the events.

Each group is represented by a leader to the external world. Group members
(who by definition can sense the tracked event) periodically report to the group
leader. The leader records each report keeping only the most recent one from each
member. Reports that are older than a certain threshold are purged. We define
the confidence level of event detection as the number of distinct motes that have
reported the event in the last tr units of time. When the confidence level of detecting
an event is at least as high as the threshold required by the application, called the
degree of aggregation (DOA), the leader sends a digest of the reports to the base
station. The confidence threshold can be tuned to manipulate the sensitivity of
the system. A low threshold increases sensitivity at the expense of possible false
alarms. A high threshold could result in missing some smaller targets. The effect of
manipulating the degree of aggregation is explored experimentally in Section 7.4.2.

5.7 Velocity Estimation

In addition to provide traces of the targets, VigilNet also estimates the velocity of
targets. Velocity estimation is rather straight forward if detections are reported
in order and there is no false alarms. Unfortunately in practice, both conditions
do not hold well. To reduce the impact of such disturbance, we use least-square
estimation to obtain velocity of the targets and use spatiotemporal relationship
between consecutive reports to filter out false alarms. Specifically, each report
includes a tuple (timestamp, x, y). The “timestamp” shows the time when a group
lead sends the report, and “x” and “y” shows the triangulated location reported for
the target. When the number of reports in a group accumulates over a threshold, the
velocity of the target is calculated by a least-square estimation. The x-component



Fig. 6. Velocity Estimation

and y-component of the velocity are calculated separately according to Equation 1
(the number of reports for the velocity calculation is an adjustable parameter).
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In Equation 1, (ti, xi, yi) i = 0, ..., N − 1 are the latest reports from the same
group. Figure 6 shows the least square fitting of the x-component and y-component
of the reported locations, and the slopes of the two fitting lines are the x-component
and y-component of the calculated velocity. This data are obtained from one of
field test.

Once the velocity is known, we can filter out false alarms, if a report contains
an unreachable position, given difference in time stamp since the last valid report.
We evaluate the performance of velocity estimation further in Section 7.5.

6. IMPLEMENTATION

The architecture described in Section 4 was built on top of TinyOS [Hill et al. 2000].
TinyOS is an event driven computation model, written in NesC [Gay et al. 2000]
specifically for the motes platform. TinyOS provides a set of essential components
such as hardware drivers, scheduler and basic communication protocols. These
components provide low level support for application modules, which are also writ-
ten in NesC. NesC is a C-like language that enables the programmers to define
the function of components and the relations (dependencies) among them. Com-
ponents from TinyOS and user applications are processed by the NesC compiler



into a running executable, which runs (in our case) on the MICA2 mote platform.
MICA2 is the third generation mote built for wireless sensor networks [CrossBow ].
Besides normal computation and communication capabilities, MICA2 motes have
(i) selectable transmission power settings (255 levels) which enable us to dynami-
cally adjust the communication range, (ii) a power control function with up to six
sleep modes provided by the ATmega128 Microcontroller, and (iii) a wireless re-
programming capability that eliminates the need for manual code downloads. The
first two functions are utilized extensively by our protocols. The last facilitates
deployment. In particular, we use a lower communication power setting during
neighbor discovery for diffusion tree creation. This ensures that when the diffusion
tree is created and communication power is subsequently increased, all found edges
along the tree are quite reliable. In contrast, running diffusion tree creation at the
normal power setting could result in unreliable or asymmetric edges between some
nodes. This choice would ultimately reduce performance.

The implementation of VigilNet on the MICA2 motes was driven by several
requirements that arise from platform limitations. Namely:

—Energy Efficiency: MICA2 operates on a pair of batteries that approximately
supply 2200 mAh at 3V. It consumes 20mA if running a magnetic sensing appli-
cation continuously which leads to a lifetime of 5 days.

—Bandwidth Efficiency: The Chipcon radio on MICA2 provides an effective
data rate of 12.4kbps, which equals a maximum packet rate of 43 pkts/sec. Our
experiments show that a mote barely reaches 20 pkts/sec when it is exposed to
channel contention.

—Simplicity: Our system requires many essential functions shown in Figure 7
to make target tracking efficient, while the whole system must fit in 4K data
memory and 128K code memory. This necessitates a simple, yet effective, design
for the MICA2 platform.

—Flexibility: Our prototype system spans 280 feet and comprises 70 motes. Once
deployed, motes can not be easily collected. Dynamic configuration is desirable
for fast performance tuning and debugging.

6.1 Software Architecture

The architecture of VigilNet, written in NesC, is shown in Figure 7. The whole
system occupies 39,496 bytes of code memory and 3,725 bytes of data memory. We
divide system components into four major groups; initialization, tracking, power
management, and general utilities. Initialization components are responsible for
basic infrastructure establishment. Tracking components support the event tracking
functions. The SentryPM module performs power management which puts motes
to sleep as described earlier, when no significant events are detected. We also use
some utilities to facilitate downloading, debugging, tuning and statistical logging.
We provide a backbone module which is in charge of time-driven transitions between
phases. We also use this module to pass state information among other modules to
reduce the dependency among components.

In implementing the above architecture, several system challenges were met, pri-
marily due to lack of common operating system support which TinyOS doesn’t
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Fig. 7. System Architecture in NesC

have. Some of the most important issues were the following:
Concurrency Control: TinyOS provides minimal support for concurrency con-

trol. The latest NesC compiler detects potential data races and give warnings at
compile-time, however, it still requires the programmer to deal with it. Data races
can be avoided by atomic sections or tasks. An atomic section is implemented
through disabling and enabling interrupts. This requires the critical section to be
very short. Otherwise, the system will become unresponsive. For example, if the
soft timer cannot get updated by clock interrupts, time drift will happen. A better
approach is to put all operations that access shared data into a task context. This
guarantees sequential access to the data. However, the current task model doesn’t
allow parameter passing. The solution to this limitation is to put parameters into
shared variables accessible by all tasks and use atomic sections to protect the read
and write operation on these variables.

Packet Scheduling: For now, the TinyOS communication module doesn’t pro-
vide a buffering mechanism. It is often the case that multiple components send
out packets concurrently. All but one operation fails due to the mutual exclusion
mechanism described above, used in the lower layer. The current solution we used
is to provide application layer buffering. We reinitiate the transmission with linear
backoff when contention happens.

Aggregation: The TinyOS communication module has a relatively high over-
head. The packet header is 7 bytes (MAC header+ CRC) and the preamble over-
head is 20 bytes in MICA2. For a default payload size of 29 bytes, the overhead to
send a single packet is 48%! This limitation motivates us to use aggregation tech-
niques. We use piggybacking whenever possible to increase the effective data rate.
For instance, we piggyback system-wide parameters in time synchronization mes-
sages and piggyback sentry declaration information in neighbor beaconing. A more
advanced aggregation technique such as in [He et al. 2004] is desired to efficiently
use bandwidth.

Hardware Limitations: In general, the MICA2 platform is effective in sup-
porting our system. However, in some cases, we have to modify our design to
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accommodate the limitations on hardware. First, the MICA2 mote has no circuit
support for remote passsive wakeup [Gu and Stankovic 2004]. The current snooze
implementation relies on a timer interrupt. This increases the chance of false neg-
atives when the sleep duration of non-sentries is relatively long. Second, while the
operating frequency of the Chipcon radio is selectable, external hardware attached
to the chip can only support one frequency. This prevents us from designing a
better collision avoidance algorithm to improve radio performance.

Due to space limitations, here we only give a snapshot of the issues we encoun-
tered during the implementation. In general, we feel that platform-specific system
designs are necessary to improve the performance.

7. PERFORMANCE EVALUATION

We now present experimental results that evaluate the performance of the physical
system described in the previous section. We obtained most of the experimental
results through an actual deployment of MICA2 motes in a grassy field, using the
setup described in Section 3. However, for some experiments which require a long
duration of time, we can not afford to deploy the system unattended due to security
issues. Instead we conduct this type of experiments with a smaller number motes
in controlled environments. In addition, simulations are also used to reveal the
tradeoff between different design decisions.

We classify the experiments into three broad categories. The first set of ex-
periments evaluate the basic capabilities of VigilNet such as the MICA2 radio in
different environments, performance of walking GPS localization and symmetry de-
tection. The second set of experiments evaluate the performance of the tracking
component. Finally, we evaluate the sentry service and the power management
features of our system.

7.1 Evaluation of Capability of MICA2 Radio

The communication range of a MICA2 mote depends on several factors, such as
the length of the antenna, the transmission power, the elevation above the ground,
and the non-line-of-sight effects from objects in the surroundings (e.g., grass, trees,



Table I. Impact of Antenna Lengths on RF Range

Antenna Power level = 50 Power level= 255

17.3 cm 37 ft 43 ft

34.6 cm 59 ft > 84 ft

Table II. Impact of Elevations on RF Range

Elevation 0 ft 0.5 ft 1 ft

Mote A 27 ft 30 ft > 84 ft

Mote B 43 ft > 84 ft > 84 ft

buildings, people, cars). Although the absolute values may vary in different envi-
ronments, we can still draw some general observations about the MICA2 platform:

—We measure a set of MICA2 communication ranges under different sending power
settings with two senders and one receiver. Results shown in Figure 8, indicate
that 1) the communication range nonlinearly increases as the sending power
increases. It increases more slowly when the power setting is large. 2) Asymmetry
in communication range is more than what we expect, and it might primarily
come from the differences in hardware calibration.

—We measure MICA2 communication ranges under different antenna lengths and
different elevations above the ground. As expected, Table I indicates that longer
antennas can significantly increase communication range in MICA2. Table II
shows that the high elevation reduces floor attenuation, and hence increases RF
range.

7.2 Evaluation of Walking GPS Localization

VigilNet use walking GPS as a practical solution for manually deployed sensor
networks. This solution is evaluated in an open grass field. We marked a 6x5 grid
with 10 meters grid side length on the ground and we deployed the sensor motes
in this grid. We note that a grid is used to only to facilitate evaluation. In actual
deployment, geometric layout of individual sensors doesn’t affect the performance.

We evaluate walking GPS localization under two different deployment methods.
In the first method, each mote is turned on right before being deployed; In the
second method, each mote is powered on all the time. The experimental results for
both deployment methods are shown in Figure 9.

The average localization error obtained from fitting a grid to the experimental
data is 0.8 ±0.5 meters for the first deployment method and 1.5 ±0.8 meters for the
second deployment. The less accurate location estimation in the second deployment
is mainly because of the imprecise inference of the exact moment a sensor node was
placed on the ground.

Since radio range is for MICA2 on the ground is about 10 meters, this absolute
error equals about 10-15% normalized localization error. Studies in [He et al. 2003]
demonstrates that such localization accuracy is sufficient for routing, sensing and
tracking operations.



(a) First Deployment Method

(b) Second Deployment Method

Fig. 9. Performance of Walking GPS Localization

7.3 Evaluation of Symmetry Detection

As mentioned in Section 5.1.2, system routing infrastructure is built on top of a
symmetry overlay on top of the anisotropic radio layer. During the construction of
the diffusion tree, the symmetry detection blocks all the asymmetric links. In this
experiment, we evaluate performance of the symmetry detection service, by count-
ing the percentage of nodes that are able to report back their status information
successfully. We conduct the experiment with 27 MICA2 motes and the result is
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When the symmetry detection is disabled, which allows upper layer protocols
use any link available, only 67.4% nodes are able to successfully report information
because diffusion-like protocols need symmetric reverse path back to the base. If a
node chooses a parent it actually can not reach, the routing failure would happen.
However, when the symmetry detection is used, we observe that all nodes are able
to successfully report back to the base station, when we choose the link quality
threshold between 10% and 70%. This performance improvement is attributed to
the symmetry detection, which prevents a node from choosing unidirectional links.

As shown in Figure 10, system performs very well, even when the link quality
threshold is set very low, as low as 10%. We attribute this to retransmission
supported in our system, in case of communication failures. However, we also note
that retransmission alone can not achieve this good performance. Once symmetry
detection is disabled, even with retransmission, only 67.4% nodes report back.

On the other hand, when the link quality threshold keeps increasing and is close
to 100%, the system performance decreases. This is because symmetry detection
uses neighbor exchange to estimate the link quality. Link quality can be affected
not only by anisotropic radio patterns, but also by congestion. It is possible that a
certain link is symmetric, however, can not reach 100% link quality due to transient
congestion. If we cut all non-perfect links, it is possible that a node can not find
any reverse path back to the base, which leads to poor delivery performance shown
in Figure 10.

7.4 Evaluation of In-Network Aggregation

In this experimental setup, we deployed 70 MICA2 motes along two sides of a road
at a distance of 7-8 ft from each other. They were deployed densely in order to
improve the data aggregation among motes.

Our goal is to track a car being driven along the stretch of road and study the im-
pact of system parameters on the tracking performance. One key parameter is the
degree of aggregation (DOA). This parameter decides the sensitivity of the surveil-
lance system and is used to trade off between energy-awareness and surveillance
performance. It is defined in our system as the minimum number of reports about
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Fig. 11. Impact of DOA on the Message Overhead

an event that a leader of a group waits to receive from its group members, before
reporting the event’s location to the base station. In our implementation, the value
of the DOA is dynamically configurable from the base station. We were interested
in studying the impact of the degree of aggregation on the following metrics:

—the number of tracking reports (Figure 11),

—the number of false alarms generated (Figure 12), and

—the latency in reporting an event (Figure 13).

7.4.1 Impact of Aggregation on Transmission Overhead. In our tracking exper-
iments we drove a car at a speed varying between 5-10 mph. We varied the degree
of aggregation from 1 to 6 and repeated the tracking experiment for each value of
DOA ten times. Figure 11 shows how the number of the tracking reports received
by the base station varies with the DOA. From the figure, we see that when the
value of DOA increases from 1 to 2, the number of tracking reports reduces by
almost 50%. As the value of DOA increases even further, we observe that there is
a steady drop in the number of tracking reports generated. These results verify the
fact that the in-network aggregation, resulting from organizing the sensor motes
into groups, significantly reduces the message overhead during tracking, and hence
leads to much less energy consumption in data transmission.

7.4.2 Impact of Aggregation on False Alarms. Our next experimental result
shows how the degree of in-network aggregation affects the false alarms generated
when tracking an event. False alarms are normally caused by events such as burst
distortions of readings due to power state transitions and incorrect readings from
faulty sensors. Since a simulation-based approach normally assumes that sensors
behave according to their specifications, such phenomena are usually not investi-
gated in simulation. We classify false alarms into false positives and false negatives.
A false positive occurs when a group of motes report the presence of the moving
car in their neighborhood, when in reality, the car is not in their vicinity. A false
negative occurs if the base station does not receive any reports of the car, although
in reality, there is a car moving though the sensor field. In other words, if the car
never appears on the display as it moves from one end of the sensor field to the



Fig. 12. Impact of DOA on False Alarms

other, we treat it as a false negative. It is important to emphasize that we do not
consider a delayed report as a false negative.

We determined the probability of false alarms for each value of DOA by counting
the number of false positives and false negatives we observed on the display during
a set of 10 tracking rounds. Figure 12 shows how the probability of false positives
and the probability of false negatives are each affected by the degree of aggregation.
From Figure 12 we see that as the value of DOA increases from 1 to 6, the proba-
bility of false positives drops from 0.6 to 0, while the probability of false negatives
increases from 0 to 0.6. These results can be explained as follows.

When the DOA = 1, the leader of a group reports the event to the base station,
as soon as at least one member of the group detects the event. In an ideal scenario
in which the sensing is perfect, even a single sensor reading should generate a
high level of confidence. However, in practice, the sensor boards are sometimes
inaccurate. This could result in an event being reported when it is not actually
present. Hence, a single sensor reading may not be very reliable. One way to
improve the reliability of event detection is to increase the redundancy, by either
waiting for multiple reports from the same sensor mote (temporal redundancy), or
by waiting for reports from multiple neighboring sensor motes (spatial redundancy).
We chose to experiment with the latter option because we assumed that the faults
in the sensor boards are independently distributed. Therefore, the probability that
multiple neighboring sensor motes are simultaneously in error is lower than the
probability that a single sensor mote is in error. From Figure 12, we see that our
assumption is validated. The figure shows that if the leader waits until at least 3
different sensor motes have detected the event, before reporting the event to the
base station, the number of false positives drops to 0. However, if the sensing range
and the density of deployment is not sufficiently high, it is harder to achieve a
higher degree of aggregation. This results either in more false negatives, as shown
in Figure 12, or in higher reporting latency as shown in the next section.

7.4.3 Impact of Aggregation on Tracking Latency. Figure 13 shows how the
reporting latency increases with the degree of aggregation for a car moving at 5
mph through a sensor field where the motes are deployed 7-8 ft apart. We define
the reporting latency as the time elapsed from the instant at which the car enters
the sensor field until the instant at which the base station receives the first genuine
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Fig. 13. Impact of DOA on Reporting Latency

report about the location of the car. In addition to the density, the increase in the
latency and false negatives depends on the sleep cycle of the sensor motes and the
speed of the moving vehicle. To our surprise, we found that we were able to reduce
the latency and false negatives for higher degree of aggregation (DOA ≥ 4), by
increasing the speed of the vehicle from about 5 mph to about 10 mph (Figure 13).
However, increasing the speed beyond that value resulted in more false negatives.
The reason is that when motes are some distance apart, a higher speed allows the
vehicle to be in the sensing range of more motes during a period of time tr. Hence,
the vehicle can be detected even at a higher degree of aggregation. However, the
sensors have a non-negligible reaction time, which further increases if the motes are
sleeping. Hence, if the speed is increased beyond a certain threshold, the vehicle
may move past the sensing range of the motes before they have a chance to react.
That could result in more false negatives.

We must emphasize that the performance numbers we have presented above
exhibit some degree of variance across different experimental runs and in different
environments. Therefore, instead of using the above experimental results to deduce
absolute performance numbers, we use them to draw some general conclusions about
choosing the degree of in-network aggregation. First, a higher DOA certainly helps
reduce the message overhead and the number of false positives. However, if the
density with which the motes are deployed is not sufficiently high, a higher degree
of aggregation may adversely affect the tracking performance. This effect is more
pronounced in the case of slow-moving events. Even if the motes are densely packed
and the events are fast-moving, it is harder to achieve a high degree of aggregation,
if the motes sleep for a long duration and their sleep-wakeup cycles are not in lock-
step. Thus, we see that the degree of aggregation represents a tradeoff between
different parameters. The recommendation we follow based on our results is to
choose a value of DOA that is large enough to maintain the probability of false
negatives within a certain threshold. Our experiments show that a value of 2 or
3 for the degree of in-network aggregation is reasonable for MICA2 platform. If
this value is not large enough to maintain the false positives within the desired
threshold, then we recommend using a second tier of false alarm processing at the



base station.
The above discussion motivates us to develop an analytical model in the future

that captures the tradeoff between the key parameters, such as the degree of aggre-
gation, density of node deployment, sleep duration, and the maximum probability
of false alarms that a user can tolerate. Such a model can then be used to choose
the appropriate degree of aggregation, when the values of the other parameters are
known. Such a model is also valuable in estimating the probability of false alarms
that a user can expect for a specific design and configuration.

7.5 Evaluation of Velocity Estimation

To measure the velocity of the targets, we place 70 motes in two lines with 35
motes in each line. We drive the car in the middle of the road. Actual velocities are
obtained from speedometer of the car. Table III presents the experimental results
we obtained. we found out that our system has about 5 ∼ 10% error in speed
estimation and a detection delay under the sentry service below 3 seconds.

Table III. Velocity Estimation

DETECTION
DELAY (S)

REPORTED VE-
LOCITY (MPH)

ACTUAL
VELOCITY
(MPH)

1.7 11.1 10 ± 1

2.6 18.5 20 ± 1

1.9 23.0 20 ± 1

2.6 12.7 12 ± 1

0.9 22.1 20 ± 1

7.6 Evaluation of Sentry Service

In this section, we analyze the key features of the sentry service component. We
first analyze power buget of the system, point out the importance of the sentry
service, then we discuss about the stealthiness of the power management scheme,
and then assess the extension in lifetime achieved for different sentry distributions
and for different periods of the sleep-wakeup cycle of the non-sentries.

7.6.1 Power Budget for Surveillance System . One of misconceptions about sen-
sor networks is that communication consumes most energy. It is true that transient
power draw in the radio module is larger than that of microcontroller and sensing
modules, however, in many applications, communication is intermittent (e.g., once
per 10 minutes). As a result, average power draw in communication over time is
very small. As shown in Figure 14, the predominant power draw lies in the surveil-
lance operation. This indicates a fact: the most effective method to save energy
is turning off as many redundant nodes as possible. This warrants our design of a
sentry service.

7.6.2 Stealthiness of Power Management Component. In Section 5.5, we com-
pared and contrasted the proactive and reactive schemes for controlling the sleep-
wakeup cycle of the non-sentry motes when power management is enabled. The
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proactive scheme provides better responsiveness when an event occurs, at the cost
of transmitting more messages in the absence of an event. In contrast, the reac-
tive scheme provides better stealthiness during the idle periods, at the cost of re-
transmitting multiple messages in order to awaken the non-sentries when an event
occurs. A sentry chooses the interval between successive retransmissions in such a
way that the beacon transmission coincides with the wakeup period of the neigh-
boring non-sentry motes. We use the following equation to control the number of
retransmissions of the awake beacon (nr).

nr =
sleepDuration + awakeDuration

awakeDuration + 1
(2)

A larger value of awakeDuration results in fewer retransmissions of the awake beacon
when a sentry detects an event. However, if the motes are awake longer, more energy
is consumed and therefore, the lifetime of the sensor network reduces.

In order to compare the message overhead between the reactive and proactive
schemes, we implemented both the schemes and conducted experiments using the
TOSSIM simulator[Levis et al. 2003], a simulator that actually runs our system
and TinyOS code. We simulated a simple scenario in which a tank moved across
a sensor field in which 10 motes capable of magnetic sensing were deployed. The
duration of each simulation run was 600 seconds. The awakeDuration of the motes
was fixed at 2 seconds for each run. Figure 15 compares the number of messages
sent out by the proactive and reactive schemes during the tracking phase when
power management is enabled.

Figure 15 shows that the number of power management messages in the reactive
scheme increases from 2 to 11 as the sleep duration increases from 2 seconds to 20
seconds. This is justified by Equation 2, which indicates that a longer sleep duration
requires more retransmissions of the awake beacon, in order to ensure that one of
the beacons is received by the non-sentry motes. In contrast, the message overhead
in the case of the proactive scheme reduces as the sleep duration increases. This is
because the periodicity with which a sentry sends out the sleep beacon is equal to
sleepDuration + awakeDuration. As the sleep duration increases, the sleep beacons
are sent out less frequently, thereby reducing the message overhead.
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The results in Figure 15 also show that the message overhead due to power
management is significantly lower in the reactive scheme compared to its proactive
counterpart. This suggests that the reactive scheme is more stealthy compared to
the proactive scheme. While this is true for the 2 second awake period we have
chosen, it may not be true for smaller values of awakeDuration. In our experi-
ment, we chose a relatively high value of 2 seconds for awakeDuration, in order to
compensate for the high rate of drift in the software timers in the current TinyOS
implementation. If the timer drift is smaller in future implementations of TinyOS,
we would choose a smaller awake duration for the motes, so that the overall energy
consumption of the network can be reduced. However, a smaller value of awake-
Duration would increase the message overhead for the reactive scheme. We have
currently adopted the reactive scheme for our surveillance application, because it
provides better stealthiness for the duration of the sleep-wakeup cycle we have cho-
sen. However, an investigation into a hybrid scheme that combines the advantages
of both the proactive and reactive schemes would be worthwhile to pursue as future
work. In addition, the hardware solution mentioned in [Gu and Stankovic 2004]
might also be an alternative strategy for aggressive energy conservation.

7.6.3 Power Savings. One of the main goals of the sentry service module is the
extension of the lifetime of the sensor network. The sentry service extends the life-
time by conserving the energy consumption of the motes when the network is idle.
Non-sentry motes alternate between sleep and wakeup states, and in Section 7.6.2,
we justified our choice of a timer-driven, reactive approach to control the sleep-
wakeup cycle. When a mote is in the sleep state, its radio is turned off, all of its
I/O ports are configured appropriately to minimize the current consumption, the
ADC module is turned off to disable any sampling, and the controller is placed in
a power-save state. When the sleep timer expires, the controller is awakened by
a timer interrupt, and all of the modules resume activity. The extent to which
our power management approach increases the lifetime of a mote depends on the
fraction of time the mote spends in the sleep state. We now use the current con-
sumed in the sleep and wakeup states using the above power management scheme
to predict how the expected lifetime of a sensor network varies with the fraction of
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sentries selected.
A MICA2 mote is powered by a pair of AA batteries, supplying a combined

voltage of 3V. Assuming that a pair of batteries will supply 2200 mAh at 3V
[Mainwaring et al. 2002], we can estimate the lifetime of a mote, if we know the
current consumed in the sleep and wakeup states and the duty cycle of the mote.
The duty cycle of a mote is the number of hours per day it remains awake polling for
events. Based on our measurements, we found that a MICA2 mote equipped with a
magnetic sensor board and running our sentry-based power management software
consumes 20 mA in the wakeup state. The wakeup current includes the current
consumed by the magnetometer to sample at a rate of 10 samples per second. On
the other hand, we measured the sleep current of the mote to vary between 50 µA
to 130 µA, which results in a 99% reduction in the current consumption. We use a
sleep current of 130 µA for the discussion in this section.

From the above data, we can determine the lifetime of a sensor network that
uses our sentry-based power management scheme. The lifetime of a sensor network
depends on the fraction of sentries selected and the fraction of time the non-sentry
motes remain awake. Let P (s) denote the probability that a mote is selected as a
sentry, and P (a) denote the probability that a non-sentry mote is awake. The total
current (C) consumed by a mote in the baseline case, when there are no events in
the network, is given by Equation 3. The lifetime of the motes, L, is the ratio of
the battery capacity to the total current consumed. Assuming a battery capacity
of 2200 mAh, the lifetime of the motes in hours is simply 2200/C.

C = P (s) ∗ 20 + (1 − P (s)) ∗ (P (a) ∗ 20 + (1 − P (a)) ∗ 0.13) (3)

Figure 16 uses the above equation to predict the expected lifetime of the motes
for different percentages of their duty cycle. The actual values of P (s) and P (a)
are measured from the our prototype system. A mote that is always asleep is
expected to survive for 2 years, whereas a mote that is always awake (i.e. always
remains a sentry), can survive only up to 5 days. The exponential curves show that
the lifetime greatly improves when the duty cycle is low. For example, when the
probability that a mote is selected as a sentry is 0.5, and its duty cycle is reduced
from 24 hours per day to one hour per day, its lifetime extends by nearly 100%. The
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graphs also show that the lifetime improves significantly as the number of sentries
is reduced. For example, when the probability that a mote is selected as a sentry is
reduced to 0.05, and its duty cycle is reduced to 4%, its lifetime extends by nearly
900%. The probability of selecting a mote as a sentry involves a tradeoff between
the sensing coverage that can be achieved and the required network lifetime. A
higher probability results in more sentries and provides better sensing coverage.
However, it also reduces the lifetime of the network, as Figure 16 shows. In order
to reduce the number of sentries without adversely affecting the sensing coverage,
we can either choose magnetometers with a higher sensing range or increase the
density with which the motes are deployed. For example, in our experiments we
found that when the motes were placed at a distance of 8 ft from each other, the
probability that a mote was selected as a sentry was nearly about 40%. However,
in a more dense deployment in which the motes were placed within a few inches
from each other, the probability of selecting a mote as a sentry dropped to about
20%. The reason is that a dense deployment results in a larger number of neighbors
for each mote. Therefore, a single sentry is able to cover more neighbors, and that
gives fewer motes a chance to elect themselves as a sentry.

In addition to predicting the lifetime of the network using a simple model, we
also conducted experiments to compare the rate at which energy is dissipated for
different duty cycles in an actual deployment. In each of our experiments we de-
ployed 6 motes, all equipped with magnetic sensor boards, inside an office building.
Sentry rotation occurred once every 4 hours. Since there is no direct way to measure
the energy consumed by the motes, we used the voltage drop across the batteries
supplying power to the motes as an indirect way to measure the energy dissipation.
We measured the voltage for each mote at regular intervals over a period of 100
hours and found that the voltage drop was reasonably uniform across the motes.
Figure 17 shows the voltage drop during the observation period for one of the 6
motes for different values of duty cycles. From the figure, we see that the battery
voltage for a mote does not drop uniformly with time. One of the reasons for the
non-uniform energy dissipation is the periodic rotation of the sentry responsibility.
The voltage drop of a mote is higher during an interval in which it is serving as a



sentry than when it is serving as a non-sentry because the periodic sampling oper-
ation performed by a sentry consumes significant energy. The results also confirm
that a higher duty cycle results in a higher energy dissipation. We see that when
the mote is always awake, it loses most of its capacity within 100 hours (about 4
days). This reasonably matches with the results in Figure 16, which predicted that
a mote operating 100% of the time will last only 5 days.

The experimental results we obtained are promising in that they show that the
sentry-based power management algorithm is adaptive and that it is successful in
extending the lifetime of the sensor network. While our current sentry selection
algorithm does not choose the minimal number of sentries, by knowing the lifetime
of the mission in advance, we can choose the density of deployment and the duty
cycle in such a way that the lifetime requirement can be met.

8. LESSONS LEARNED

The work described in this paper is our experience in building a complete sys-
tem for using wireless sensor networks for a practical application and evaluating it
through an actual deployment of motes. This practical experience has been valu-
able, because it has taught us that some of the simplified assumptions made about
the hardware platform and operating system in much current research do not hold
well in practice. The lessons we learned have greatly impacted some of the design
choices we had to make in building our system.

(1) Application-specific Reliability : We found that the packet loss in the
MICA2 platform can be as large as 20%. A well-known approach to counter
message loss is to retransmit the message multiple times, in order to improve
the probability of delivery. Such retransmissions can be initiated either in the
lower layers of the protocol stack or at the application layer. Since retransmit-
ting a message consumes significant energy, it is important that the messages
are retransmitted selectively, based on application-specific knowledge. For in-
stance, applications that transmit ephemeral sensor readings, such as the in-
stantaneous temperature, may not require reliability. Lower layers, such as the
MAC layer, often lack domain-specific knowledge. So implementing reliability
guarantees in the lower layers makes it harder to provide application-specific re-
liability. Hence, for a system that strives to achieve energy efficiency, providing
reliability guarantees at the application layer is a better option.

(2) False Alarm Reduction: We found that our sensors generated false alarms
at a non-negligible rate. This introduces unnecessary energy consumption and
inappropriate actions. False alarms we experienced can be categorized into
two major types: Transient and persistent false alarms. A simple exponential
weighted moving average (EWMA) on the mote is sufficient to deal with tran-
sient false alarms such as the burst distortion of sensing readings. However, if
the false alarms are persistent due to errors in the sensor device, more advance
techniques are desired. In VigilNet, we successfully eliminated individual per-
sistent false alarms by utilizing in-network aggregation with a relatively high
DOA value. In the worst case, when multiple persistent false alarms are gen-
erated simultaneously, we are able to filter out such false alarms by analyzing
spatial-temporal correlations among the consecutive reports at the base sta-



tion. In addition, we implement a faulty node detection algorithm to shutdown
misbehavior nodes automatically.

(3) Race Conditions Reduction: Race conditions are another example of a
phenomenon that is often ignored in simulation-based approaches, but must
be addressed when building the running system. For example, contention oc-
curs not only when different motes try to transmit simultaneously, but also
when different software components on the same mote initiate transmissions si-
multaneously through split-phase operations. Due to the limited support from
TinyOS, the latter can lead to race conditions. Race conditions can be avoided,
if the OS can support synchronized processing, based on semaphores, in or-
der to coordinate the shared resources among the contending modules. While
TinyOS supports concurrency control through atomic sections and tasks, it
is more flexible and efficient to use application level synchronization such as
packet scheduling mentioned in Section 6.1 to coordinate the operations.

(4) Asymmetry Reduction: Another issue we had to address was to account
for the effect of asymmetric channels which is largely ignored in simulation ap-
proaches. Communication in low power devices, such as the motes, is largely
asymmetric [Zhou et al. 2004] due to differences in hardware, signal attenu-
ation, and residual battery capacity. In practice, we were able to reduce the
effect of asymmetric channels by symmetry detection technique mentioned in
Section 5.1.2.

(5) Software Calibration: In a simulation-based approach, it is common for
sensor devices of the same type to generate the same readings under identi-
cal conditions. However, in practice, the same type of sensors are capable
of generating quite different sensor readings under identical conditions. Such
a phenomenon may occur because of differences in the way the devices are
manufactured, and it is often hard to accurately capture those differences in
a simulator. We found that the impact of such heterogeneity is significant in
the MICA2 platform, such as shown in Figure 8. The variance in the sensor
readings can be accounted for at the very outset through software calibration of
the sensors. And continuous calibration is also needed to adapt to the changing
environment over time.

(6) Other Lessons: The drift in the software timers in TinyOS presents another
practical issue, especially when motes transit into sleep state. In order to com-
pensate for the drift in the soft timers, we need to increase the duration for
which a mote remains awake, and design appropriate strategies to control the
sleep-wakeup cycle, as described in Section 7.6.2. Another practical challenge
we faced was the lack of appropriate tools for debugging a network of motes.
We utilize the dynamic configuration method mentioned in 5.1.3 and over-
hearing tools to facilitate our work. However, more sophisticated debugging
and configuration tools will greatly ease the burden on the programmer in the
future. We acknowledge that our design choices sometimes are restricted by
limited hardware and operation system support. It is desirable to have new
features such as interruptible snoozing, alti-alias filter for sensing, a more reli-
able RF module and process management, so that we can improve our design
and implementation in the future.



9. RELATED WORK

Energy efficiency has drawn a lot of attention at various aspects of sensor network
research. At hardware level, sensor nodes [CrossBow ] provide multiple sleep modes
to allow users to tailor the power consumption to the application requirements. It
is now possible to do fine-grained control over individual modules. They can be
turned on/off on demand with little overhead and a low switch time. MAC layer
protocols take advantage of overhearing to allow nodes to sleep while they are
not transmitting or receiving messages [Guo et al. 2001; Heinzelman et al. 2000a],
or to reduce receiver-side power consumption by sending a long preamble packet
[Polastre and Culler 2004]. At the network layer, methods are proposed to balance
power through the distribution of messages among various paths from source to
destination, such as [He et al. 2003], or to use efficient cache schemes to balance
the energy cost between data query and dissemination [Bhattacharya et al. 2003].
Data aggregation techniques are used in [He et al. 2004; Krishnamachari et al.
2002] to reduce energy consumption by aggregating multiple reports about the
same event. Topology control maintains the network connectivity, while allowing
some of nodes go to sleep [Xu et al. 2001]. Some protocols form static groups and
rotate leadership responsibilities allowing non-leader nodes to sleep and conserve
their energy [Chen et al. 2001]. Sensing coverage protocols such [Yan et al. 2003;
Tian and Georganas 2003; Ye et al. 2003] achieve energy saving through different
node duty cycle scheduling algorithms.

Target tracking is another research area closed related to our work. Zhang et.al.
[Zhang and Cao 2004] propose a tree-based algorithm to facilitate collaborative
tracking of moving targets. Patterm et. al.[Pattem et al. 2003] investigate the
tradeoff between energy and tracking quality by selectively activating sensor nodes
along predicated path. Aslam [Aslam and et. al. 2003] propose a particle filtering
style tracking algorithm using binary sensors which can detect whether an object
is approaching or not. All these research provide nice properties on improving the
tracking performance in one aspect or another, however these approaches mainly
focus on simulation without real implementation. Brook et. al. [Brooks et al.
2002] implement a distributed tracking system based on extended Kalman filter
techniques. Based on a novel information-driven approach, Feng et. al. [Zhao
et al. 2002; Liu et al. 2003] build a tracking system with distributed Bayesian
estimation, given previous estimation (belief) and new sensor inputs.

The difference of our work from aforementioned approaches is that instead of
designing individual protocols, we are aiming at building a depolyable surveillance
system which incorporates a whole set of middleware services. This requires us to
choose the right combination of sensor network techniques, reconcile the conflict-
ing design goals among different protocols, and propose new techniques that are
compatible with current solutions in the context of target surveillance and tracking.

10. CONCLUSIONS

Research in wireless sensor networks has been very active. Most of the published
work studies an individual protocol and performs evaluations via simulations. In
contrast, in VigilNet, we implement an entire integrated suite of protocols and ap-
plication modules and evaluate the performance extensively on a system composed



of 70 MICA2 motes in a realistic outdoor setting. Empirical results identify the
capability of the MICA2 radio, localization and routing performance, the value
of in-network aggregation, false alarm processing and application layer tracking
latency, and the value of power management. Design decisions and how those de-
cisions were influenced by the empirical data were described. Key lessons learned
were also itemized. From our experience in building and analyzing this system it
is clear that key realistic hardware, software and environmental issues must not be
ignored in developing usable solutions. This includes realism of sensor performance,
asymmetries in communication, false alarms, and race conditions.

11. FUTURE WORK

System design and engineering are two of the keys to bring sensor network paradigm
into reality. The system described in this paper is still an ongoing project. Many
outstanding design issues are yet to be resolved. We are currently investigating 1)
target classification under constraint resources through collaborative data fusion, 2)
the possibility to design a more aggressive power management strategy with passive
wake-up capabilities [Gu and Stankovic 2004], 3) approaches to build extremely
robust routing infrastructure, which can survive under hostile environments and
4) a scalable architecture up to thousands of nodes while maintaining operational
performance requirements.
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Abstract 
Sensor networks, a novel paradigm in distributed wireless communication technology, have been proposed 

for use in various applications including military surveillance and environmental monitoring.  These systems 
could deploy heterogeneous collections of sensors capable of observing and reporting on various dynamic 
properties of their surroundings in a time sensitive manner.  Such systems suffer bandwidth, energy, and 
throughput constraints that limit the quantity of information transferred from end to end. These factors cou-
pled with unpredictable traffic patterns and dynamic network topologies make the task of designing optimal 
protocols for such networks difficult.  Mechanisms to perform data centric aggregation utilizing application 
specific knowledge provide a means to augmenting throughput, but have limitations due to their lack of adap-
tation and reliance on application specific decisions.  We therefore propose a novel aggregation scheme that 
adaptively performs application independent data aggregation in a time sensitive manner. Our work isolates 
aggregation decisions into a module that resides between the network and the data link layer and does not 
require any modifications to the currently existing MAC and network layer protocols. We take advantage of 
queuing delay and the broadcast nature of wireless communication to concatenate network units into an ag-
gregate using a novel adaptive feedback scheme to schedule the delivery of this aggregate to the MAC layer 
for transmission. In our evaluation we show that end-to-end transmission delay is reduced by as much as 80% 
under heavy traffic loads.  Additionally, we show as much as a 50% reduction in transmission energy con-
sumption with an overall negative header overhead.  Theoretical analysis, simulation, and a test-bed imple-
mentation on Berkeley’s MICA motes are provided to validate our claims.  

 

1. Introduction 

Wireless Sensor Networks have emerged as a new information-gathering paradigm based on the collabora-
tive effort of a large number of sensing nodes.  In such networks, nodes deployed in a remote environment 
must self-configure without any a priori information about the network topology or global view.  Nodes will 
act in response to environmental events and relay collected and possibly aggregated information through the 
formed multi-hop wireless network in accordance with desired system functionality.  The inherently dynamic 
and distributed behavior of these networks, coupled with inherent physical limitations such as small instruction 
and data memory, constrained energy resources, short communication radii, and a low bandwidth medium in 
which to communicate, make developing communication protocols difficult.     

Research on hardware for such devices has taken place at Berkeley [14][32][34] and various other research 
institutions [26] throughout the world.  Using such hardware as a basis for development, the software architec-
ture and communication stack residing on these devices are built taking into consideration the prolific research 
in the areas of ad-hoc networking [10][15][17][20], data aggregation [16][21][28], cluster formation [27], dis-
tributed services [22], group formation [6], channel contention [3][5][7][19], and power conservation [4][12].  
Work targeted to these devices include research in query processing (e.g. TinyDB [25]), and aggregation (e.g. 
TAG [24]).   Work on the utility of such innovative technologies has unearthed potential applications includ-
ing, event tracking [1], environmental monitoring, disaster relief, and search and rescue.  

In this work, we address the problems of low bandwidth and energy limitations inherent to sensor devices.  
These networks’ ever-changing and unpredictable state demands a self-configuring, adaptive solution.  We 
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develop a novel adaptive application independent data aggregation (AIDA) component that fits seamlessly into 
current sensor network communication stack.  Our goal is to maximize utilization of the communication chan-
nel (single frequency) with energy savings coming as an ancillary benefit.  With significant costs incurred 
from channel contention, packet header overhead, and data padding for fixed sized packets, this work abates 
such costs by employing varying degrees of data aggregation at forwarding nodes in accordance with current 
local traffic patterns.   

Data aggregation techniques have been extensively investigated in recent literature.  Our work, as a novel 
data aggregation approach, distinguishes itself from current state of the art solutions in three respects.  First, 
prior Application Dependent Data Aggregation (ADDA shown in Figure 1b) relies on application layer infor-
mation and must have a bi-directional interface, and therefore dependence with, the data centric routing 
protocol implemented. AIDA isolates aggregation decisions from application specifics by performing adaptive 
aggregation in an intermediate layer that resides between the traditional data-link and network layer protocols 
(Figure 1.a). This component is generalized enough to be utilized over a wide range of applications (data types) 
without incurring the costs of rewriting components to support application-specific logics. Second, no prior 
work in data aggregation adapts itself to the traffic situation in a time sensitive manner. AIDA takes the timely 
delivery of messages as well as protocol overhead into account to adaptively adjust aggregation strategies in 
accordance with assessed traffic conditions and expected sensor network requirements.  Simulation results 
show that AIDA can adapt to varying traffic situations and dramatically reduce network congestion and trans-
mission energy consumption.  Third, previous data aggregation schemes (e.g., data centric routing [16]) per-
form in-network processing to reduce the amount of application data transmitted. These in-network processes 
(e.g. averaging) can achieve higher degrees of aggregation; however data are less available to the application 
(e.g. standard deviation of the data set can not obtained from the average). In contrast, AIDA performs loss-
less aggregation allowing the upper layer to decide whether information compression is appropriate at the time. 
Very important, our design enables AIDA to remain complementary to other data aggregation strategies 
(Figure 1.c) while providing significant timesaving benefits in the lower layers of the communication stack. 

 

Figure 1: Architectural Designs 

This paper attempts to address the aforementioned problems through a novel adaptive time sensitive data 
aggregation component.  As an introduction to sensor networks, and to provide a more in depth discussion of 
the type of research taking place within this field, we begin section 2 with a discussion of related and ongoing 
work.  Section 3 addresses the need for adaptation, data aggregation, and real-time data delivery. Section 4 
then presents specific details about our protocol.  Sections 5 and 6 describe our simulation environment, the 
type of experiments run, and a discussion of the results we obtain in both simulation and in the Berkeley 
MICA test-bed.  Finally, we conclude in Section 7. 

2. Leveraging Previous Work 

Efforts to maximize channel utilization have been spread across various layers of the sensor network 
communication stack.  Starting at the MAC layer, these include attempts to minimize collisions through con-
tention-based mechanisms designed for a lossy wireless medium.  Such work includes 802.11 [3], MACA [19], 
MACAW [5], FAMA[7], S-MAC[31], and Multi-Hop Scheduling [18], to name a few.  All of these solutions 
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reside within the data-link layer of the communication stack and, therefore, can coexist with the higher layer 
aggregation component we provide.    

Similar to the data link layer the network layer, and more specifically the routing component, has brought 
about significant efforts to avoid congestion and maximize use of the communication medium.  Such schemes 
include distributing the traffic load to route around congestion [10] and using a minimal hop path to reduce the 
total number of transmissions [29].  Beyond the routing layer the communication stack in sensor networks be-
comes more amorphous.  Clustering [27], group formation [6], and other higher layer hierarchical components 
serve to combine node responsibilities and come to consensus on what data to send.  Often such information is 
application specific and must rely on a general understanding of exactly what the network is tasked to do.  Ad-
ditionally, the hierarchical and grouping components often utilize various forms of data aggregation through 
consensus algorithms or other forms of local processing.   

Basic schemes [16] for the aggregation of data include the Center at the Nearest Source (CNS), where data 
is aggregated at the source nearest to the destination; Shortest Path Trees (SPT), where data is sent along the 
shortest path from source to sink and aggregated at common intermediate hops along the way; and Greedy In-
cremental Trees (GIT), which builds an aggregation tree sequentially to merge paths and provide more aggre-
gation opportunities.  

Expressing queries [25] and utilizing those queries for data aggregation [24] present opportunities for in 
network data aggregation.  An extremely popular data aggregation scheme for sensor networks, Directed Dif-
fusion [15][11], is a data-centric architecture where named (application specific) data gets propagated along 
paths back to the requestor.  Effective paths are reinforced as they are used to optimize communication from 
point to point.  Specifically designed for sensor networks, Directed Diffusion aggregates data along these rein-
forced paths to reduce the quantity of data transmitted across the network.  Similarly Data Placement [28] is 
designed for applications where multiple sinks coexist and use in-network caching to update and distribute 
data to leaf nodes at the minimally requested rate. LEACH [12] is a high layer protocol that provides cluster-
ing and local processing to aggregate sensor data and reduce global communication.  Many other data aggrega-
tion schemes exist that also provide network, transport, and application level mechanisms taking advantage of 
application specific knowledge about the data in question.  All of these schemes reside either at or above the 
network layer and are orthogonal and can coexist with our work. 

Aggregation scheme comparison studies have demonstrated the effect of network parameters and the util-
ity of aggregation mechanisms in a wide variety of applications [16][21]. These studies discuss potential sav-
ings that aggregation can provide and are noted to explicate the potential for such work to improve network 
throughput.   

To date, very few sensor network papers have addressed the need for incorporating adaptive behavior into 
their protocols.  Sensor networks exhibit complex distributed behavior rendering static pre-configuration ut-
terly useless as network traffic, often initiated by environmental events of interest, transitions from one ex-
treme to another.  Several protocols have taken a first stab at addressing the need for adaptive behavior in such 
dynamic networks.  RAP [23] and SPEED [10] utilize locally available information to adjust priority levels or 
make more informed routing decisions in response to network congestion and changing traffic patterns.  SPIN 
[13] makes adaptive decisions to participate in data dissemination based on current energy levels and the cost 
of communication. In [32], A. Woo uses adaptive rate control at the data-link layer to fine tune contention pa-
rameters in response to local traffic conditions.  GAF [30] monitors network connectivity and turns nodes 
on/off to adapt network density for energy-conservation.  While many more examples of online adaptation 
exist, these solutions provide relevant examples of how adaptation is beneficial in dynamic and unpredictable 
sensor networks and serve as a starting point to introduce adaptive behavior into these complex systems. 

In addition to maximizing channel utilization and adapting to dynamic network conditions, energy conser-
vation has become a central focus in sensor network research.  Similar to data aggregation, work in energy 
conservation for sensor networks has been considered at various levels of the communication stack.  Aside 
from minimizing power consumption at the hardware level [26], MAC layer protocols developed for energy 
savings mostly take advantage of overhearing and scheduling to allow nodes to sleep while they are not trans-
mitting or receiving messages [8][12][29].  At the network and routing layers, schemes work to minimize 
power along the transmission path [28], set routes according to the energy remaining at nodes along that path 
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[33], and use mechanisms to save power through the distribution of messages among various paths from 
source to destination [10].  Finally, higher layer protocols that often incorporate routing semantics exist to 
form groups and rotate leadership responsibilities allowing non-leader nodes to sleep and conserve their en-
ergy [4]. Again all of these protocols involve layered decisions that should adhere to strict modular program-
ming interfaces allowing our work to coexist with them.   

3. Analysis of the Problem 

Various studies of throughput and channel utilization for wireless ad hoc networks have identified the lim-
its of sensor networks due to asymmetric channels, multi-hop interference, high traffic density, and unpredict-
able communication patterns. To minimize such problems, mechanisms for contention have been introduced to 
notify neighbors of a node’s intention to send a message.  While such mechanisms have proven effective in 
minimizing collisions and, therefore, make better use of the channel, the overhead involved in sending control 
messages remains significant.  Aside from control overhead incurred during handshake, additional idle time is 
spent listening to the channel and backing off to determine when it is appropriate to initiate channel contention.  
Such properties create ample opportunity for improvement.   

If it is possible to reduce the number of control messages sent while still distributing information about a 
node’s communication intentions, it would save significant time and energy by reducing the total number of 
messages and time spent contending for the channel.  One mechanism for achieving such a feat is through ap-
plication dependent data aggregation (ADDA). The merging of data that maintain common properties (seman-
tics) and are destined for the same node has been a common approach to reducing traffic.  While such 
mechanisms have proven effective in reducing traffic and easing congestion, several issues that limit the extent 
to which they are evolvable provide us with insight into developing an application independent aggregation 
(AIDA) mechanism. 

 Due to the nature of application specific aggregation, such mechanisms require the appropriate naming 
of data and require that lower level protocols performing such aggregation have knowledge and logic 
to support these naming semantics.  As a result, in an application specific aggregation scheme, the 
logic of the components will need to be changed every time the operation or task changes.  For exam-
ple, different aggregation logic may be needed for mapping, counting, averaging, standard deviation, 
etc.  The more operations the applications have the more specific the aggregation logic needs to be, 
leading to time consuming modifications and a cumbersome design. AIDA seeks a solution without 
such cross-layer dependencies in order to be utilized over a wide range of data types and applications 
without incurring the costs of rewriting components. This reduction of inter-layer dependencies leads 
to a lower cost to system evolvability.  

 
 Pervious aggregation schemes combine application specific data through consensus algorithms, aver-

aging functions, or by some other mathematical manipulation of data, resulting in a loss of information.  
Because such schemes bind algorithms to the application and make it difficult to control the degree of 
information loss we seek a solution that performs lossless aggregation in a more general context.  
 

 The sensor networks we envision will be multi-purpose systems.  These systems should therefore sup-
port aggregation across different data types.  An ADDA scheme will be limited and somewhat ineffec-
tual as it is hard to aggregate temperature readings with light readings in an application specific way. 
We desire a solution that allows us to aggregate traffic originating at various application protocols 
without any knowledge of the application that generated this data.  
 

 To properly aggregate named data from a common source, one must associate both location and time 
to that data to ensure that information is not lost or inappropriately merged.  For example, reports on 
temperature from the northeast corner of a network should not be combined with temperature reports 
from the southwest corner just because they share a common type.  Any aggregation performed must 
therefore be time and direction sensitive to ensure that data received at the requester remains meaning-
ful.  
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 Current aggregation schemes assume that more aggregation is always better.  As sensor network traf-
fic changes, there exist times when varying degrees of aggregation are necessary to optimize commu-
nication and augment throughput.  However at other times aggregation simply acts to delay data 
transmission.  AIDA utilizes feedback control based on network traffic conditions when making ag-
gregation decisions to adaptively optimize bandwidth while minimizing system energy consumption, 
which is underexploited by pervious schemes [16][21][24][25][28]   

 
Application dependent data aggregation (ADDA) schemes have proven to be effective solutions for sensor 

networks. Given the research issues underexploited by such schemes, we seek a value-added solution that 
adapts to changing network conditions, improves the networks use of bandwidth, is simple and fast, has lim-
ited overhead, performs aggregation without loss of information, and considers the timeliness of end-to-end 
traffic. In addition, we require a solution that performs aggregation transparent to other components.  This will 
allow AIDA to work with, or exist independently of, other communication protocols so that AIDA can lever-
age the performance and maintain the benefit inherent to existing ADDA schemes.  

 

4. Protocol Design 

Our solution is an aggregation layer module that resides between the data-link and networking layer to ag-
gregate packets through network unit concatenation. The aggregation component combines network units into 
a single outgoing AIDA payload to reduce the overhead incurred during channel contention and acknowledg-
ment. No semantics of the data in the network units are used. Aggregation decisions are made in accordance 
with an adaptive feedback-based packet-scheduling scheme that dynamically controls the degree of aggrega-
tion in accordance with changing traffic conditions.   

4.1. AIDA Architecture Design 
The basic design of AIDA is shown in Figure 2. We separate AIDA functionality into two components. 

One is the functional unit that aggregates and de-aggregates network packets (units).  The other is the AIDA 
Aggregation Control Unit, employed to adaptively control timer settings and fine-tune the desired degree of 
aggregation.  

 

Figure 2:  AIDA Components 

The protocol works as follows: Packets from the network layer are placed into an aggregation pool. Ac-
cording to the number of packets to be concatenated in one aggregate and the next-hop destinations of those 
packets, AIDA’s Aggregation Function Unit chooses one of four AIDA packet formats (Described in depth in 
section 4.3) to build an aggregate and passes this aggregate down to the MAC layer for transmission.  The de-
cision of how many packets to aggregate and when to invoke such aggregation is left up to the AIDA Aggre-
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gation Control Unit, a feedback based adaptive component which makes on-line decisions based on local cur-
rent network conditions.  

Similar to outgoing traffic, incoming traffic is received at the MAC layer and passed up to AIDA.  Within 
AIDA the incoming aggregates are re-fragmented into their original network units of which each piece of the 
aggregate is passed up to the network layer for re-routing or application de-multiplexing and delivery.  Al-
though we acknowledge that many aggregates may be bound for the same ultimate destination (it could be 
more efficient not to de-aggregate and re-aggregate at every intermediate node), we perform such de-
aggregation to ensure the modularity of layers and allow the networking component to determinate routes in-
dependently for each network unit.   

The aggregation of multiple network units into a single AIDA aggregate for transmission reduces the 
overhead of channel contention (wait/backoff) and the transmission overhead of control packets (such as 
RTS/CTS/ACK in 802.11 [3], RTS/CTS in MACAW [5], ACK in regular reliable MAC) so that these costs 
are incurred once per aggregate. By increasing the number of network units combined into a single AIDA ag-
gregate (referred to as the degree of aggregation [DOA]), we are able to save [DOA – 1] * [contention time] 
msec on each transmission.  

While the aforementioned AIDA function unit is straightforward, it is an intricate research problem to de-
sign an adaptive AIDA control unit to set appropriate timing and DOA parameters online.  As we show in our 
evaluation section, different control schemes do have a huge impact on system performance.  More detail on 
these control schemes are provided and discussed in section 4.2. 

 

 

Figure 3: AIDA Implementation Design 

To keep AIDA transparent from other protocol layers, we use a delegation approach to intercept all func-
tion calls between the MAC and Network layer.  The networking component assumes it is talking directly to 
the MAC layer and vice versa.  Using this method, our data aggregation layer imitates the interfaces exposed 
by both the MAC and Networking layer. The stack resulting from this technique appears in Figure 3. 

4.2. Aggregation Schemes in AIDA control Unit 
To better understand the effect of aggregation and our success in building an adaptive solution, we design, 

implement, test, and compare several versions of AIDA. Versions of our architecture include the FIX, On-
Demand and Dynamic Feedback schemes.  These schemes range from aggregation decisions based on static 
thresholds to our ultimate solution that incorporates a dynamic online feedback control mechanism into our 
protocol.  A baseline without aggregation is also provided for comparison. Details of these implementations 
are provided in this section. 

4.2.1. No Aggregation 
With no aggregation (the baseline scheme), we simply employ the normal network stack without modifica-

tion passing packets directly from the network protocol to the MAC protocol and vice versa.  
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4.2.2. Fixed Scheme 
In the fixed scheme (FIX), AIDA aggregates a fixed number of network units into each AIDA payload 

(DOA = Nfixed).  When this fixed number of network units has been aggregated, the AIDA payload is passed 
down to the MAC layer for transmission.  To ensure that network units don’t wait an indefinite amount of time 
before being sent, we also incorporate a timeout value (Tfixed) into this scheme to ensure that aggregation is 
performed, regardless of the number of network units, within some time threshold.  The design of the FIX 
scheme is shown in Figure 4. 
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Figure 4:  AIDA FIX scheme Figure 5:  AIDA On-Demand scheme 

4.2.3. On-Demand Scheme 
To prevent unnecessary per hop delay, our On-Demand scheme monitors the AIDA output queue to ensure 

that there is always an AIDA payload resident for MAC layer dequeing and transmission. When the MAC is 
available for transmission, no network units will be held back by the AIDA layer in an attempt to achieve a 
higher DOA (unless the maximum MAC unit size is reached).  AIDA layer data aggregation only takes place 
when time is available (the outbound message queue has built up or the medium is busy preventing the MAC 
layer from accessing the channel).  This scheme provides virtually transparent aggregation without incurring 
message delay costs.  The inner works of the On-Demand scheme is shown in Figure 5. It is worth noting that 
the On-Demand Scheme is a reactive solution, where passive measures allow the DOA to dynamically change 
with varying traffic patterns.  When there is little traffic, the outbound message queue rarely builds up and no 
aggregation is performed.  As traffic increases, the length of the outbound message queue increases resulting 
in a proportional increase in the DOA. 

As shown in Figure 5, the On-Demand scheme only requires simple monitoring logic to test whether the 
outbound queue is empty or not.  This simplicity of code is preferable for a constrained sensor node. It should 
be noted that by aggregating a train of network units with one MAC header per aggregate, ON-Demand 
scheme can reduce the header overhead than the scheme that plainly flushes all packets out in the queue.  

4.2.4. Dynamic Feedback Scheme (DYN) 
Our ultimate solution, the Dynamic Feedback scheme (DYN), implements a combination of on-demand 

and fixed aggregation where the DOA threshold (NDYN) is adjusted dynamically.  As shown in Figure 6, the 
scheme works by monitoring the AIDA output queue to determine its availability while also collecting data on 
the queuing delay imposed on AIDA payloads awaiting transmission. Using this information and operating 
under the basic premise of control theory, our aggregation mechanism dynamically adjusts the degree of ag-
gregation (DOA=NDYN) to converge MAC delay to a certain set point.  This scheme begins with NDYN set to 



ACM Transaction on Embedded Computing System 

 8 

one. In the case of low network traffic, DYN will default to the On-Demand mechanism delivering packets to 
the MAC transmission queue as soon as they are ready.  As network traffic builds up and the contention delays 
transmission, our feedback loop adjusts our admission threshold (NDYN) to allow a greater degree of aggrega-
tion prior to sending. 

 
Figure 6:  AIDA Dynamic Feedback scheme                  

Feedback Control Design:   
Intuitively, an algorithm based on heuristics rather than theoretical foundations can be used to adjust the 

DOA values to affect the MAC layer delay a packet experiences. When the MAC delay increases, the DOA 
threshold increases to lower the feeding rate to the MAC layer. As a result, fewer nodes participate in channel 
contention leading to a lower MAC delay.  However, since heuristic feedback control lacks knowledge of sys-
tem dynamics, it is subject to over or under reaction and cannot adapt to the system well. This warrants the 
development of an analytical model to reveal the dynamics between DOA values and the MAC layer.  Such a 
model serves as a guide for developing an appropriate feedback controller.   

It is common practice to use a time slotted approach (e.g. in ALHOA and CSMA) to analyze the perform-
ance of contention-based protocols and establish a system model. Here while our approach does not assume a 
slotted MAC, we adopt this analysis technique to simplify problem formulation. The modeling process goes as 
following: 

A general form for calculating MAC delay can be defined as  
 

 * Dks#collision DkD resloveminimummac )()( +=  (1) 

 
where Dmac(k) is the MAC delay  packets experience during time period [k,k+1], Dminimum is the MAC delay 
when no collision is experienced, and it is the performance set point that control loop wants to achieve. 
#collisions(k) is the number of collisions a successful transmission will encounter at time interval [k,k+1], 
and Dreslove is the collision delay plus the time to resolve a single collision, also considered to be a constant. 
It should be noted that (1) establishes the model for the MAC layer. The wait delay to build an AIDA 
packet is traffic-dependent and should not be considered in MAC modeling process. 
 
Assume at a certain time interval N(k) packets from different sensor nodes are ready for transmission.  Sta-

tistically, AIDA will pass down only an average of N(k)/DOA(k) packets to actively compete for the channel.  
DOA(k) here is the average DOA values of the all nodes who compete for the channel. We denote the prob-
ability of a packet being transmitted at this time period by the symbol τ.  This τ value is a function of the type 
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of MAC protocol.  An outgoing packet encounters a collision when it overlaps with the transmission of at least 
one other packet from the remaining N(k)/DOA(k)-1 packets.  Accordingly, the average collision probability P 
can be calculated as  

 

1/)1(1 1)(/)( ≥−−= − DOANp kDOAkNτ  (2) 

  
  Naturally, the average number of transmissions required for each successful transmission is   
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Substituting (2) into (3) gives us the expected number of collisions each successful transmission will en-
counter. 
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Combining (1) and (4) then gives us the approximate correlation between the DOA values and the MAC layer 
delay 
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Since Dminium,  Dreslove and  τ are independent of  DOA values, we calculate the differential of equation (5) 

and get the small-signal model for the system: 
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   Because 1λ  and 2λ  are independent of the DOA, they can be considered constant in the vicinity of a 

small signal control model.  Note that the goal of this approximate model (6) is not used to precisely calculate 
MAC delay under different DOA settings, but is used to design our controller.  A tailored model can be estab-
lished by deriving on the values of 1λ and 2λ  based on particular properties of the chosen MAC protocol. 
However, for the sake of MAC-independence, we design a general form for our controller in accordance with 
equation (6) as follows. 
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 In equation (7), PDOA is an implementation parameter to set the gain between the changes of DOA and the 
error in MAC delay control. Thus AIDA is essentially modeled as a first-order system and therefore the gain 
G(k) in equation (7) does not need to be constant for stability analysis, as long as G(k) is bounded. The picto-
rial notation of this control loop is shown in Figure 7. 
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Figure 7:  The control loop for the DYN AIDA scheme 
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As we will show in the evaluation, the current adaptive controller works best under a wide range of traffic 
scenarios under investigation. However, we acknowledge that the modeling portion of our work has room for 
improvement to precisely reflect the nonlinear behavior of the MAC contention.  

4.3. AIDA Function Unit 
The AIDA Aggregation Function Unit (Figure 2) is responsible for the aggregation and de-aggregations of 

network units.  This component builds four different types of aggregates, namely Unicast, Manycast, Multicast 
and Broadcast, in accordance with the set AIDA parameters and current state of the module. 

•  If there is only one network unit ready when the AIDA Control Unit is ready to aggregate (e.g. a 
time out occurs), the AIDA Function Unit will use Unicast to send the waiting unit out to the 
specified neighboring node. In this case, no aggregation is performed. 

•  If all network units to be aggregated are targeting the same next-hop node, AIDA sends out an ag-
gregate using Manycast with the target specified. 

•  When network units to be aggregated have different next-hop addresses, the slightly more com-
plex Multicast type is used to take advantage of the broadcast nature of wireless communication.  
In this case, AIDA merges network units, regardless of which neighbor each network unit targets, 
into a single aggregate and uses the MAC broadcast address as the destination.  Every neighbor of 
the sending node will receive and de-aggregate this Multicast packet to determine whether or not a 
portion of the aggregated payload was destined to it.    

•  Finally, the Broadcast type of AIDA is used in the case where all aggregated network units are 
Broadcast messages.   

 
Although a single packet format (Multicast) is logically enough to support all of the aforementioned sce-

narios, we argue that tailored packet formats for each scenario can reduce the AIDA header size and save 
bandwidth.  These savings are beneficial in a resource constrained sensor network justifying the small amount 
of complexity added through AIDA typing. 

4.4. Packet Format Details  
Like most communication stack layers, AIDA adds meta-information to a packet in the form of a header.  

This header defines the aggregation format used for later de-aggregation, de-multiplexing, and seamless deliv-
ery to the appropriate network layer protocol.  This header is placed in front of all aggregated network units 
and is included in the AIDA data units passed down to the MAC layer for transmission.  Upon delivery at a 
node, the AIDA header can then be used to validate the specific aggregation mechanism used (in the case 
where multiple aggregation options are provided), assess the structure of the AIDA payload for de-aggregation, 
and potentially break apart, de-multiplex, and deliver each network unit to the appropriate network layer mod-
ule.  

It should be noted that by aggregating the network payloads, AIDA reduces the number of packets sent at 
the MAC layer, thus actually reduce overall header cost. The general form of the AIDA header is provided in 
Figure 8. Some fields inside this general form are not used for certain AIDA payload types.  

 

Figure 8: AIDA General Header format 
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4.4.1. FLAG for All Types 
The first component of the AIDA header is an eight bit (1 byte) flag specifying information relevant to all 

aggregated network units.  The Flag is composed of a Type field (2 bits), a protocol field (2 bits), and the 
number of Next Headers (4 bits).  

•  Type Field: The Type bits are used to specify whether the AIDA packet should be treated as a Uni-
cast, Manycast, Multicast, or Broadcast.  

•  Protocol Field: The Protocol field (2 bits) of the AIDA Flag denotes to which network layer AIDA 
should de-multiplex network units. 

•  Num Receiver/Units: This filed (4 bits) denotes how many headers follow.  For Unicast, Manycast 
and Broadcast traffic, this field is set to the number of network units inside this aggregate.  For Multi-
cast traffic this field will contain the number of neighbors receiving portions of this aggregate.  

4.4.2.  Receiver Field for Multicast Type 
The Receiver Field is only used by Multicast AIDA packets.  Each field contains an ID specifying the in-

tended recipient followed by the number of network units contained in this aggregate that are destined for the 
specified neighbor.  In the case of Unicast, Manycast or Broadcast AIDA payloads, there is no need to differ-
entiate between receiving nodes so this field is not used. 

•  ID Filed: The ID field (2 bytes) contains a locally unique identifier of the node receiving a specified 
number of network units.   

•  Num Units For this ID Field: This field is an 8 bit (1 byte) field that identifies the number of aggre-
gate network units that are destined for the neighbor specified in the ID Field.   

4.4.3.  Unit Field 
UNIT filed is used during de-aggregation for delimiting the boundaries between network units. It consists 

of a 16 bit (2 byte) field that specifies the size of each network units.  In the Unicast case there is no boundary 
to be identified, so the UNIT field is not used. 

4.5. AIDA Header Overhead Analysis 
First, it should be reminded that though AIDA introduces a new header, it actually reduces overall header 

overhead by aggregating several network units into one MAC payload; For example, in 802.11 the MAC 
header length is 28 bytes.  To send out N network units without AIDA, the total header overhead would be 
28*N bytes.  Using AIDA we reduce the total header overhead to 28+AIDAHeaderSize bytes.  As long as the 
value of N (the DOA) is greater than 1, AIDA effectively reduces the total packet overhead incurred during 
transmission.    

It is simple to assess the overhead incurred during the aggregation of network units according to the de-
scription in section 4.4.  For comparison, the packet structure with and without AIDA is shown in Figure 9.   

 

Figure 9:  Format Comparison 

 Unicast only uses the Flag field and therefore incurs a single byte of overhead. 
 Besides the 1 byte flag, Manycast and Broadcast packets need to delimitate the boundaries of multiple 

network units, thus incurring an average of (2+1/N) bytes overhead per network unit (where N is the 
number of network units aggregated into an AIDA payload ). 
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 Because multiple next-hop node addresses need to be differentiated, Multicast payloads have a slightly 
larger overhead on the average (2+1/N+3/M) bytes per network unit (where N is the same as before 
and M is the average number of network units for each next-hop node),  

4.6. AIDA Savings Analysis  
 
Adding header information to any transmission will intuitively increase transmission time for a single 

packet. We therefore only see savings in per transmission overhead costs when aggregating multiple upper 
layer payloads into a single transmission. By analyzing our AIDA header structure, we can see that savings 
differ for Unicast, Manycast, and Multicast transmissions. To better understand the potential benefits of aggre-
gation, and to compare different levels of aggregation under different traffic patterns, we provide a theoretical 
analysis to assess overhead with respect to transmission time. The analysis presented assumes optimal aggre-
gation to the specified DOA without incurring any additional cost waiting for network layer payloads.  We 
also assess savings without considering collisions and backoff, two factors that will ultimately increase the 
utility of AIDA.  

The cost of packet transmission in the simple single sender, single receiver scenario with no channel con-
tention and an arbitrary MAC layer is the time consumed by the MAC acquiring and setting up each transmis-
sion plus the time for sending the message, all multiplied by the number of individual transmissions.  To 
maintain MAC layer independence, we simply assign the variable M, to the time (in msec) for performing 
MAC layer transmission preparation.  For an 802.11 like MAC, this cost includes the channel sense, RTS, 
CTS, ACK, and intermittent wait times between control packets.  For network units of size S transmitted at R 
bytes/second, the AIDA header overhead is O (in bytes), and DOA is the number of packets aggregated.  The 
cost CAIDA  (in msec) can be calculated from equation (8): 

 
RODOASMCAIDA *)*( ++=  (8) 

 
In contrast, the cost of sending DOA number of packets without the aggregation scheme CNone  is 
 

DOARSMCNone *)*( +=  (9) 

 
Hence, the percentage saving in cost is calculated as following: 
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(10) 

 
From equation 10, we can see that the saving increases as the DOA increases when the cost at the MAC 

layer (M) is non-negligible.  To demonstrate the utility of AIDA, we graph theoretical savings for our scheme 
under an 802.11 like MAC contention scheme for a 200 Kbps channel.  The AIDA payload is passed down to 
a simplified 802.11 MAC that performs idle listening, RTS/CTS handshaking, and follows up each DATA 
packet with an acknowledgment.  The control packet size for our theoretical MAC is 11 bytes.  Contention 
also includes 5 msec’s of idle listening and the DIFS and SIFS intervals are chosen at 10 and 5 msec’s respec-
tively in accordance with the current MICA specifications.  We graph variable size network units to better un-
derstand the effect of packet size on potential savings.         

Figure 10 demonstrates theoretical time savings as a percentage of the total time it would take to send the 
number of packets without AIDA.  These savings are calculated by comparing the time to send a single AIDA 
aggregate, consisting of [DOA] network units with one MAC header, versus the time to send [DOA] separate 
packets without any AIDA header information or data aggregation performed.  From this chart we can see that 
as the degree of aggregation increases, the percentage of savings in time increases drastically.  We also note 
that as payload size increases, the relative time saving decreases.  This occurs when data transmission time 
becomes a larger percentage of the total transmission time.  Finally, we note that when AIDA fails to perform 
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any aggregation as shown in Figure 10 when DOA = 1, the cost incurred is a single byte of data, which 
amounts to virtually no increase in transmission time.   
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Figure 10:  AIDA Theoretical Savings  

5. Evaluation 
We simulate AIDA in GloMoSim, a scalable discrete-event simulator developed at UCLA. This software 

provides a high fidelity simulation for wireless communication with detailed propagation, radio, MAC, and 
network layer components. Table 1 describes the detailed setup for our simulator. For our experiments the 
communication parameters are mostly chosen in accordance with Berkeley MICA mote specifications [34], the 
popular hardware platform on which sensor network research systems are currently deployed for testing.  The 
current version of the MICA motes supports a 40kbps transmission rate and the next generation is expected to 
provide higher than 1Mbps rates. Based on these considerations, we choose 40 ~ 200Kb/s as the effective 
bandwidth for our evaluation (default 200Kbps unless otherwise specified). Finally, we choose 802.11 as our 
MAC layer protocol, which has been implemented in a scaled down version on the MICA platform.  
 

Routing GF 
MAC Layer Simplified 802.11 DCF 
Radio Layer RADIO-ACCNOISE 
Propagation model TWO-RAY 
Bandwidth 40 ~ 200Kb/s 
Payload size 32 Byte 
TERRAIN (200m, 200m) 
Number of Motes 100 
Node placement Uniform 
Radio Range 40m 

Table 1.  Simulation settings 
 

Since our work is the first we know of concerning data aggregation without utilizing application informa-
tion, we evaluate our work based on different aggregation schemes we provide and a normal stack without ag-
gregation support.  In this evaluation we compare the performance of four schemes: No-aggregation, FIX, On-
Demand, and DYN as previously defined.  We show that DYN feedback is the best solution with better per-
formance under all traffic scenarios tested. 

In our evaluation, we analyze the following set of metrics: end-to-end delay, energy consumption, MAC 
control packets, degree of aggregation (DOA) and AIDA control overhead. These metrics are investigated un-
der three sets of typical traffic patterns with a total of 72 different traffic loads, which allow us to access 
AIDA’s adaptation capability under a wide range of traffic situations. Each plotted data point is the average of 
10 runs generated from different random seed values.  This ensured that 95% confidence intervals for our data 
are within 2~5% of obtained means.  For legibility reasons we do not plot these confidence intervals in this 
paper.  Full experimental data can be obtained from the authors upon request. 
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5.1. Work load Settings 
We expect typical communication patterns inside a sensor network to be established based on request and 

retrieval semantics for data delivery between sensor nodes and a querying entity. One-to-one, many-to-one and 
many-to-many communication patterns are representative workloads in sensor networks. One-to-one commu-
nication happens when one sentry node detects some activity that needs to be reported to a remote entity.  Al-
ternatively, a quering entity will require periodic reports from the whole sensor area, which take the form of 
many-to-one communication. It is more common that multiple applications run simultaneously and the traffic 
flows interleave with each other, which is a many-to-many cross-traffic pattern.  

 

Figure 11:  Traffic Load Settings 

In our evaluation we focus on the aforementioned three representative communication patterns (Figure 11). 
To test the one-to-one scenario, we have a single node randomly placed on the left lower corner of our terrain 
send out a single CBR flow to the right upper corner of the terrain where the average route is approximately 
6~7 hops.  In the many-to-one scenario, 10 nodes on the left side of the terrain send out 10 CBR flows to the 
center-right side of the terrain where we place a single querying node. In many-to-many scenario, 5 nodes on 
the left side of the terrain send out 10 CBR flows (2 flows for each node) to the two querying nodes at the up-
per and lower right corner of the terrain, respectively. The sending rate of each CBR flow is incrementally in-
creased to test the performance of AIDA under different traffic loads.   

5.2. End-To-End Delay  

5.2.1. End-to-end delay under different schemes 
A major goal of the AIDA protocol is to achieve energy savings without jeopardizing end-to-end delay. 

AIDA not only doesn’t add to the end-to-end delay, but in the presence of high degrees of aggregation, 
actually decreases end-to-end delay by reducing the number of control packets used at the MAC layer. 

Figure 12, Figure 13 and Figure 14 graph end-to-end delay as a function of traffic loads under three traffic 
scenarios.  These graphs show that end-to-end delay for CBR without performing aggregation increases dra-
matically as the overall traffic increases gradually.  This is the typical case for multi-hop wireless networks 
where channel contention is much higher than in a single hop wireless LAN, As shown in figures, when traffic 
is low (e.g. below 3 packets/per flow in Figure 13 ), all schemes except the FIX have very short end-to-end 
delay (abut 70~100ms). The reason for additional delay in the FIX scheme is because the FIX scheme holds 
packets despite an available channel in order to obtain its specified degree of aggregation. The lower the send-
ing rate is, the longer the FIX scheme needs to wait. In contrast, the On-Demand and DYN schemes send out 
packets whenever possible, eliminating any additional end-to-end delay. On-Demand scheme performs well 
because of its reactive adaptive mechanism. The DYN scheme performs the best in all scenarios because it 
dynamically adjusts the required DOA according to the MAC delay that the outgoing packets experience. In 
heavy traffic, it is beneficial to reduce number of node competing for the channel by reducing sending rate. In 
the presence of extremely heavy traffic, we show that DYN scheme is capable of reducing the end-to-end de-
lay by as much as 80%, compared to non-aggregation case, when flow rate at 8.5 packets/second per flow (see 
Figure 14 ). 
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Figure 12: Avg E2E delay (one-to-one 200Kbps) Figure 13:  Avg E2E delay (many-to-one 200 Kbps) 
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Figure 14: Avg E2E delay (many-to-many 200Kps) 

 

5.2.2. End-to-end delay under different available bandwidth settings 
In this experiment, we investigate the end-to-end delay under the different bandwidth settings. The work-

loads are chosen differently for each bandwidth setting in order to compare the performance of each scheme 
under from underutilized to saturated traffic situations. 
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Figure 15: E2E delay (one-to-one under 40Kps) Figure 16:  E2E delay (one-to-one under 100Kps) 
The Figure 12, Figure 15 and Figure 16 demonstrate that DYN scheme out performances other schemes 

regardless the available bandwidth settings.  This is mainly because that DYN can more effectively aggregate 
and schedule the packets according to the feedback of the currently traffic situations than other schemes. Base 
on such an investigation, we conclude that the improvement made by DYN scheme over other schemes is or-
thogonal to the available bandwidth setting, though the absolute performance gain may vary. 
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5.2.3. End-to-end delay under different DOA setting for the FIX scheme 
In this experiment, we measure end-to-end delay for various traffic loads under different DOA settings in 

the FIX scheme. Figure 17 reveals the disadvantage of the FIX scheme and explains why dynamic adaptability 
is desired for such system.  From Figure 17, we can see that there is no single DOA value that works well for 
every traffic pattern.  
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Figure 17: Avg E2E delay (many-to-one) Figure 18 E2E Delay vs.  Energy  (many to one) 

On one hand, a high DOA value in the FIX scheme doesn’t perform well under low traffic loads.  For ex-
ample, when the DOA is higher than 1, additional delay is incurred when the traffic load is 0.5 packets/second 
per flow or lower. The higher DOA settings tend to reduce congestion, but increase delay in the AIDA compo-
nent for packets waiting to be sent. On the other hand, low DOA value settings don’t perform well under 
heavy traffic. For example, shown in Figure 17, the FIX scheme with DOA = 1 has nearly double the end-to-
end delay as that with DOA=2 when the traffic is about 10 packet/second per flow or higher. 

In addition, Figure 18 demonstrates the performance penalty due to the lack of adaptability in the FIX 
scheme. We plot the relationship between average end-to-end delay and average energy consumption per 
packet delivered under different CBR rates form one to six packets/second.  Under the light traffic (e.g. one 
packets/per second per CBR), the FIX scheme needs to hold back packets in order to reduce energy consump-
tion. Under heavy traffic, (e.g. six packets/per second per CBR), the FIX scheme would cause an increase in 
both delay and energy consumption by choosing a fixed DOA value that doesn’t reflect the traffic load. 

The FIX scheme is insensitive to the traffic situations. To optimize for both light and heavy traffic, online 
adaptation is provided in On-Demand and DYN schemes, which can passively and proactively change the 
DOA value in accordance with these traffic patterns, respectively. Therefore, they exhibit a better overall per-
formance as shown in Figure 12, Figure 13 and Figure 14. 

5.3. Energy Consumption  
In this section, Energy consumption, in transmission energy, is adopted as another revealing metric to 

evaluate the AIDA performance. Since transmission energy increases proportionally with the number of bits 
sent out, it can adequately summarize and reflect the performance of other related metrics such as total header 
overhead, number of collision, total number of bit transmitted bytes.   

5.3.1. Energy consumption under different schemes 
With limited power resources, it is vital for sensor nodes to minimize energy consumption during radio 

communication to extend the lifetime of the sensor network. AIDA achieves such energy savings via several 
approaches. First, AIDA reduces MAC channel contention costs by distributing these costs across multiple 
network units.  Second, by using less MAC control packets, AIDA dampens congestion and reduces the num-
ber of collisions resulting in fewer retransmissions.  Finally, networking protocols designed for sensor net-
works usually adopt fixed packet sizes (e.g. TinyOS networking [14]), which leads to unnecessary padding 
costs.  In our simulation with variable size support, AIDA takes advantage of the first two approaches. 
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Figure 19: Energy per unit delivered ( one-to-one ). Figure 20: Energy per unit delivered (many-to-one) 
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Figure 21: Energy per unit delivered (many-to-many) Figure 22:  Energy per unit delivered (FIX scheme) 

In this experiment, we measure average transmission energy per delivered packet under 24 increasing traf-
fic loads for three traffic patterns. In, Figure 19, Figure 20 and Figure 21, our energy metrics show that the 
scheme without AIDA (None) demonstrates the worst performance. For example, None consumes double the 
energy as the DYN scheme when traffic load is about 6 packets/second per flow in Figure 21. The FIX scheme 
always aggregates 2 packets before sending which leads to nearly constant energy saving in both the low and 
high traffic situation. However, in the FIX scheme, the DOA values are set and congestion levels are not taken 
into account resulting in worse performance than in DYN and On-Demand schemes under heavy traffic condi-
tions. For example, shown in Figure 21, in DYN scheme, nodes consumes about 20% less energy per packet 
delivered as in the FIX scheme, when traffic load is about 8 packets/second per flow.   

5.3.2. Energy consumption under different DOA for the FIX scheme 
Figure 22 shows energy consumption per packet delivered for varying DOA’s under the FIX scheme.  This 

graph shows that for the FIX scheme, AIDA can achieve a higher percentage of energy savings by using 
higher DOA values.  However, as we have shown in section 5.2, a higher DOA leads to additional delay when 
the network is lightly loaded, therefore taking end-to-end delay into account, it is not always beneficial to in-
crease the DOA value. 

5.4. MAC control packets 
Even though our AIDA design is independent of any MAC layer protocol, it can reduce MAC overhead by 

sending longer, but less numerous payloads to the MAC layer for transmission. This reduces the number of 
channel access operations performed by the MAC.  This section identifies the savings incurred through AIDA 
aggregation at the MAC layer.  The data collected here are for the 802.11 MAC protocol although we would 
expect very similar results from other MAC protocols.  

Figure 23, Figure 24 and Figure 25 graph the number of control packets sent over various traffic loads.  As 
shown in these graphs, the FIX scheme reduces the number of MAC control packets by approximately 50% 
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when the DOA parameter is set to 2.  On-Demand and DYN vary their DOA and therefore incrementally re-
duce MAC overhead as network congestion levels increase.  For example shown in Figure 25, when per flow 
rate exceeds 9 packets/second, DYN only used about 20% of the control packets compared to the none-
aggregation case. This dramatically reduces congestion and energy consumption as shown in other evaluations.  
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Figure 23: MAC control Packets (one-to-one ) Figure 24:  MAC control Packets (many-to-one) 
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Figure 25: MAC control Packets (many-to-many) 

5.5. Degree of Aggregation 
As seen in the context of reducing the MAC overhead, the degree of aggregation is a major indicator re-

flecting AIDA’s ability to achieve energy savings and congestion dampening.  Without aggregation, the DOA 
always equals one (e.g. None case in Figure 26 ). In the FIX scheme where DOA is set to 2, we can see that a 
constant value for the degree of aggregation is achieved. In the On-Demand scheme, the DOA naturally fol-
lows traffic congestion levels.  In DYN, the DOA is controlled by a feedback loop embedded inside AIDA.   

0

1

2

3

4

5

6

20 26 32 38 44 50

Traffic ( #packet/second per CBR flow)

D
eg

re
e 

of
 A

gg
re

ga
tio

n None

FIX

ONDEMAND

DYN

 

0

1

2

3

4

5

6

0.6 1.8 3 4.2 5.4 6.6
Traffic ( #packet/second per CBR flow)

D
eg

re
e 

of
 A

gg
re

ga
tio

n 

None

FIX

ONDEMAND

DYN

 
Figure 26: DOA (one-to-one ) Figure 27:  DOA (many-to-one) 
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Figure 28: DOA (many-to-many) 

Figure 26 , Figure 27 and Figure 28 graph the achieved DOA under various traffic conditions for the tested 
schemes.  Figure 26 shows how DYN has roughly the same DOA value as the On-Demand scheme in the one-
to-one pattern situation. However, in the more congested situations (Figure 27 and Figure 28 ), DYN achieves 
a higher DOA value than On-Demand resulting in more savings on channel bandwidth and energy consump-
tion.   

5.6. AIDA overhead 
As shown in AIDA Header Overhead Analysis (section 4.5), AIDA’s header overhead is about 3 bytes for 

Multicast packets, 2 bytes for Manycast, and 1 byte for Unicast and Broadcast per network unit.  Figure 29, 
Figure 30 and Figure 31 graph per packet AIDA overhead under various traffic loads.  As shown in Figure 30, 
under many-to-one conditions, the FIX scheme will send out only Manycast packets with its DOA value set to 
2.  This leads to an average of 2 bytes of AIDA header overhead. When the flow rate is very low (shown by 
the first two values for the FIX scheme in Figure 30), the FIX scheme times out before it can reach its aggrega-
tion level of 2.  When this happens the FIX scheme sends Unicast packets resulting in a smaller average AIDA 
overhead per network unit. 

In one-to-one and many-to-one traffic patterns, AIDA uses Unicast when the network is not congested in 
order to avoid additional delay and Manycast when congestion is apparent.  This is shown in Figure 29 and 
Figure 30 as congestion levels increase and the overhead approaches 2 bytes per header. In one-to-one and 
many-to-one traffic patterns, no multicast packets are sent out, explaining why AIDA overhead never exceeds 
2 bytes per network unit.  

 On the contrary, in many-to-many situations, AIDA takes advantage of the broadcast nature of wireless 
networks, uses multicast packets to address multiple next-hop nodes in a single aggregation, which require 3 
bytes overhead for each multicast packet. This is shown in Figure 31 where AIDA overhead is somewhere be-
tween 2 and 3 bytes for the FIX scheme. 
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Figure 29: AIDA overhead (one-to-one) Figure 30:  Aida overhead (many-to-one)              
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Figure 31: Aida overhead (many-to-many) 

5.7. Comparisons and Summary 
In summary, the FIX scheme does not take congestion into account and is not adaptable to changing traffic 

loads. There is no single DOA value that works well for every traffic pattern. The feedback information util-
ized in the ON-DEMAND scheme is essential binary: either the MAC component is busy or free.  This only 
provides limited information to the controller.  In comparison, DYN obtains delay information that directly 
reflects the current traffic situation resulting in a better control model and, therefore, better performance. 

6. Implementation on the Berkeley Mote Test Bed 
We have implemented the AIDA protocol on the Berkeley motes platform with a code size of 3,840 bytes 

(code is available at [9]).  Three applications including data placement [28], target tracking [6], and CBR are 
built and tested on top of AIDA. Due to the physical limitation on the motes, it is extremely difficult to per-
form as extensive evaluation as we did in the wireless simulator. As a result, we only present partial results 
here as a study to better understand the effect of aggregation in developing a more complete adaptive solution. 
More detailed evaluation on upgraded versions of motes is left as future work.  
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Figure 32: Packets Sent Under different DOA 

In the experiment we use 25 motes to form a 5 by 5 grid.  To evaluate the aggregation performance of 
AIDA we send three CBR flows (5 bytes payload) from node 24 to node 0 (the requesting node).  The experi-
ment collects the number of packets relayed by intermediate motes (1~23) and compares this with the results 
obtained from a basic GF [20] protocol without AIDA.  In some embedded designs, fixed packet sizes are sup-
ported for the sake of simplicity making padding costs large when sensor data payloads are small.  AIDA takes 
advantage of this and aggregates multiple payloads into one packet to minimize padding costs.  The savings 
achieved by AIDA are shown in Figure 32 graphing the number of packets sent at intermediate nodes under 
various DOA settings.  We demonstrate that the transmission cost (packets sent) is reduced as the DOA value 
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increases.  For example, when the DOA value is 2, node 1 sends out nearly half as many packets as it did 
without aggregation.  It is worth noting that with a fixed size packet, when the DOA reaches a certain value 
AIDA comes to a point where it cannot compact any more network units into the AIDA aggregate.  For our 
experiment and payload size this occurred when the DOA was 5.  The latest version of TinyOS [14] supports 
variable packet size during transmission. Under this, AIDA can achieve higher DOA values. 

7. Conclusion  
In this paper we introduce AIDA, an adaptive application independent data aggregation mechanism for 

sensor networks.  AIDA performs lossless aggregation by concatenating network units into larger payloads 
that are sent to the MAC layer for transmission. Due to the highly dynamic and unpredictable nature of wire-
less communication in sensor networks, a novel feedback-based scheduling scheme is proposed to dynamically 
adapt to changing traffic patterns and congestion levels.  By isolating our work in a layer that sits between the 
networking and data-link components of the communication stack, AIDA is able to perform such aggregation 
without incurring the costs of rewriting components to upper or lower layer protocols.  Moreover, very signifi-
cantly, AIDA is a value-added compatible solution that can complement and augment the gain of application 
specific data aggregation (ADDA) schemes.     

In our experiments we evaluate the performance gain achieved by AIDA. We show that by adaptively con-
figuring our aggregation parameter (DOA), AIDA only introduces a small header overhead (around 2 bytes per 
network unit / negative overall header overhead) while reducing end-to-end delay by as much as 80% and 
transmission energy by 30~50% in heavy traffic conditions.  As shown in our evaluation, AIDA running in the 
DYN (fully adaptive) scheme provides the best overall solution.  The DYN feedback control loop dynamically 
tunes our DOA threshold and sending rate to optimize aggregation performance under varying traffic condi-
tions by monitoring queuing delay to perform data aggregation without sacrificing end-to-end delay.  The 
MAC control overhead is also reduced to allow for more efficient channel scheduling.   

A physical implementation of AIDA on the Berkeley test bed provides initial evidence of the savings ob-
tainable by an application independent aggregation scheme and pave the path for future implementations of 
our adaptive control based protocol.   
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ABSTRACT 
With the proliferation of location dependent applications in sensor 

networks, location awareness becomes an essential capability of 

sensor nodes. Because coarse accuracy is sufficient for most sensor 

network applications, solutions in range-free localization are being 

pursued as a cost-effective alternative to more expensive range-

based approaches.  In this paper, we present APIT, a novel 

localization algorithm that is range-free.  We show that our APIT 

scheme performs best when an irregular radio pattern and random 

node placement are considered, and low communication overhead 

is desired.  We compare our work via extensive simulation, with 

three state-of-the-art range-free localization schemes to identify the 

preferable system configurations of each.  In addition, we provide 

insight into the impact of localization accuracy on various location 

dependent applications and suggestions on improving their 

performance in the presence of such inaccuracy. 

1. INTRODUCTION 

Sensor networks have been proposed for various 

applications including search and rescue, disaster relief, 

target tracking, and smart environments.  The inherent 

characteristics of these sensor networks make a node’s 

location an important part of their state.  For such networks, 

location is being used to identify the location at which sensor 

readings originate, (for example, identifying a target’s 

position during tracking, providing the location of an 

earthquake survivor buried underneath rubble). It is also 

used in communication protocols that route to geographical 

areas instead of IDs ([18][19][21][37]), and in other location 

based services, such as sensing coverage [38] and location 

directory service [22].  In addition to the applications and 

protocols mentioned, continued research in WSNs will serve 

to invent and identify many additional protocols and 

applications, many of which will likely depend on location 

aware sensing devices. 

Many localization algorithms for sensor networks have 

been proposed to provide per-node location information.  

With regard to the mechanisms used for estimating location, 

we divide these localization protocols into two categories: 

range-based and range-free.  The former is defined by 

protocols that use absolute point-to-point distance estimates 

(range) or angle estimates for calculating location.  The latter 

makes no assumption about the availability or validity of 

such information.  Because of the hardware limitations of 

WSN devices, solutions in range-free localization are being 

pursued as a cost-effective alternative to more expensive 

range-based approaches.  

This paper makes three major contributions to the 

localization problem in WSNs.  First, we propose a novel 

range-free algorithm, called APIT, with enhanced 

performance under realistic system configurations.  Second, 

though many different protocols [4][24][28] have been 

proposed to solve the localization problem in a range-free 

context, no prior work has been done to compare them in 

realistic settings.  This paper is the first to provide a realistic 

and detailed quantitative comparison of existing range-free 

algorithms to determine the system configurations under 

which each is optimized.  We perform such a study to serve 

as a guide for future research.  Third, no attempt has 

previously been made to broadly study the impact of location 

error on various location-dependent applications and 

protocols.  This paper provides insight into the effect of 

localization accuracy on applications and suggestions on 

how to improve their performance in the presence of such 

inaccuracy. 

The remainder of the paper is organized as follows:  

Section 2 discusses previous work in localization for sensor 

networks. Section 3 describes APIT.  Section 4 gives brief 



descriptions of three other state-of-the-art range-free 

protocols to which we compare our work.  Section 5 

describes our simulation.  Section 6 follows with a detailed 

performance comparison of the four range-free localization 

algorithms described.  Section 7 further investigates the 

impact of localization error on various location-dependent 

applications and protocols such as routing and target 

tracking.  Finally, we discuss future work in Section 8 and 

conclude in Section 9. 

 

2. STATE OF THE ART 

Many existing systems and protocols attempt to solve the 

problem of determining a node’s location within its 

environment.  The approaches taken to solve this localization 

problem differ in the assumptions that they make about their 

respective network and device capabilities.  These include 

assumptions about device hardware, signal propagation 

models, timing and energy requirements, network makeup 

(homogeneous vs. heterogeneous), the nature of the 

environment (indoor vs. outdoor), node or beacon density, 

time synchronization of devices, communication costs, error 

requirements, and device mobility.  In this section, we 

discuss prior work in localization with regard to these 

characteristics. We divide our discussion into two 

subsections where we present both range-based and range-

free solutions. 

2.1 Range-Based Localization Schemes 

Time of Arrival (TOA) technology is commonly used as a 

means of obtaining range information via signal propagation 

time.  The most basic localization system to use TOA 

techniques is GPS [35].  GPS systems require expensive and 

energy-consuming electronics to precisely synchronize with 

a satellite’s clock.  With hardware limitations and the 

inherent energy constraints of sensor network devices, GPS 

and other TOA technology present a costly solution for 

localization in wireless sensor networks.      

The Time Difference of Arrival (TDOA) technique for 

ranging (estimating the distance between two 

communicating nodes) has been widely proposed as a 

necessary ingredient in localization solutions for wireless 

sensor networks.  While many infrastructure-based systems 

have been proposed that use TDOA [1][13][30], additional 

work such as AHLos ([32][33]) has employed such 

technology in infrastructure-free sensor networks.  Like TOA 

technology, TDOA also relies on extensive hardware that is 

expensive and energy consuming, making it less suitable for 

low-power sensor network devices.  In addition, TDOA 

techniques using ultrasound require dense deployment 

(numerous anchors distributed uniformly) as ultrasound 

signals usually only propagate 20-30 feet.   

To augment and complement TDOA and TOA 

technologies, an Angle of Arrival (AOA) technique has been 

proposed that allows nodes to estimate and map relative 

angles between neighbors [29].  Similar to TOA and TDOA, 

AOA estimates require additional hardware too expensive to 

be used in large scale sensor networks.     

Received Signal Strength Indicator (RSSI) technology 

such as RADAR [1] and SpotOn [17] has been proposed for 

hardware-constrained systems.  In RSSI techniques, either 

theoretical or empirical models are used to translate signal 

strength into distance estimates.  For RF systems [1][17], 

problems such as multi-path fading, background interference, 

and irregular signal propagation characteristics (shown in an 

empirical study of this technology [11]) make range 

estimates inaccurate.  Work to mitigate such errors such as 

robust range estimation ([12]), two-phase refinement 

positioning ([31], [33]), and parameter calibration ([36]) 

have been proposed to take advantage of averaging, 

smoothing, and alternate hybrid techniques to reduce error to 

within some acceptable limit.  While solutions based on 

RSSI have demonstrated efficacy in simulation and in a 

controlled laboratory environment, the premise that distance 

can be determined based on signal strength, propagation 

patterns, and fading models remains questionable, creating a 

demand for alternate localization solutions that work 

independent of this assumption. 

2.2 Range-Free Localization Schemes 

In sensor networks and other distributed systems, errors 

can often be masked through fault tolerance, redundancy, 



aggregation, or by other means.  Depending on the behavior 

and requirements of protocols using location information, 

varying granularities of error may be appropriate from 

system to system.  Acknowledging that the cost of hardware 

required by range-based solutions may be inappropriate in 

relation to the required location precision, researchers have 

sought alternate range-free solutions to the localization 

problem in sensor networks.  These range-free solutions use 

only regular radio modules as basics for localization; hence, 

they do not incur any additional hardware cost.  

In [4], a heterogeneous network containing powerful 

nodes with established location information is considered.  In 

this work, anchors beacon their position to neighbors that 

keep an account of all received beacons.  Using this 

proximity information, a simple centroid model is applied to 

estimate the listening nodes’ location.  We refer to this 

protocol as the Centroid algorithm.   

An alternate solution, DV-HOP [28] assumes a 

heterogeneous network consisting of sensing nodes and 

anchors.  Instead of single hop broadcasts, anchors flood 

their location throughout the network maintaining a running 

hop-count at each node along the way.  Nodes calculate their 

position based on the received anchor locations, the hop-

count from the corresponding anchor, and the average-

distance per hop; a value obtained through anchor 

communication.  Like DV-Hop, an Amorphous Positioning 

algorithm proposed in [24] uses offline hop-distance 

estimations, improving location estimates through neighbor 

information exchange. 

These range-free techniques are described in more depth 

in section 4, and are used in our analysis for comparison with 

our work. 

3. APIT LOCALIZATION SCHEME 

In this section, we describe our novel area-based range-

free localization scheme, which we call APIT.  APIT 

requires a heterogeneous network of sensing devices where a 

small percentage of these devices (percentages vary 

depending on network and node density) are equipped with 

high-powered transmitters and location information obtained 

via GPS or some other mechanism.  We refer to these 

location-equipped devices as anchors.  Using beacons from 

these anchors, APIT employs a novel area-based approach 

to perform location estimation by isolating the environment 

into triangular regions between beaconing nodes (Figure 1).  

A node’s presence inside or outside of these triangular 

regions allows a node to narrow down the area in which it 

can potentially reside.  By utilizing combinations of anchor 

positions, the diameter of the estimated area in which a node 

resides can be reduced, to provide a good location estimate.  

 

Figure 1: Area-based APIT Algorithm Overview 

 

3.1 Main Algorithm  

The theoretical method used to narrow down the possible 

area in which a target node resides is called the Point-In-

Triangulation Test (PIT).  In this test, a node chooses three 

anchors from all audible anchors (anchors from which a 

beacon was received) and tests whether it is inside the 

triangle formed by connecting these three anchors.  APIT 

repeats this PIT test with different audible anchor 

combinations until all combinations are exhausted or the 

required accuracy is achieved.  At this point, APIT calculates 

the center of gravity (COG) of the intersection of all of the 

triangles in which a node resides to determine its estimated 

position.  

The APIT algorithm can be broken down into four steps: 

1) Beacon exchange, 2) PIT Testing, 3) APIT aggregation 

and 4) COG calculation.  These steps are performed at 

individual nodes in a purely distributed fashion.  Before 

providing a detailed description of each of these steps, we 

first present the basic pseudo code for our algorithm: 

 Receive location beacons (Xi,Yi)  from N anchors.  

InsideSet = Φ  // the set of triangles in which I reside 

For (each triangle Ti ∈ )(3
N  triangles) { 



    If (Point-In-Triangle-Test (Ti) == TRUE) 

InsideSet = InsideSet ∪ { Ti } 

   If( accuracy(InsideSet) > enough ) break; 

} 

 /* Center of gravity (COG ) calculation */ 

Estimated Position = COG ( ∩Ti ∈ InsideSet); 

We note that the size of InsideSet grows cubically with the 

number of anchor beacons heard.  For example, with 30 

audible beacons in a sensor network of 1,500 nodes, the 

radio region will be divided by 4,060 triangles into small 

pieces.  If the PIT tests render correct inside/outside 

decisions, each decision will narrow down the area in which 

a target node can possibly reside, making the final error 

small.  In the next two sections, we describe the perfect PIT 

test and discuss the infeasibility of performing this test in a 

WSN.  We then introduce a practical approximation to this 

perfect PIT test, applicable to our work. 

3.2 Perfect PIT Test  

In this section, we provide a perfect, albeit theoretical, 

solution to the following problem: For three given anchors:  

A(ax,ay), B(bx,by), C(cx,cy), determine whether a point M with 

an unknown position is inside triangle ∆ABC or not. 

Propositions I: If M is inside triangle ∆ABC, when M is 

shifted in any direction, the new position must be nearer to ( 

further from) at least one anchor A, B or C. (Figure 2A)  

Proposition II: If M is outside triangle ∆ABC, when M is 

shifted, there must exist a direction in which the position of 

M is further from or closer to  all three anchors A, B and C. 

(Figure 2B).   

Propositions I and II are intuitively correct (the formal 

proofs are in [14] ).  Accordingly, the Perfect PIT test 

methodology derived from propositions I and II is as 

follows:  

 

Perfect P.I.T Test Theory: If there exists a direction such 

that a point adjacent to M is further/closer to points A, B, 

and C simultaneously, then M is outside of ∆ABC.  

Otherwise, M is inside ∆ABC.  

 

Figure 2: Propositions I and II 

The Perfect P.I.T test is guaranteed to be correct in 

deciding whether a point M is inside triangle ∆ABC.  

However, there are two major issues when performing this in 

a WSN: 

• How does a node recognize directions of departure from 

an anchor without moving? 

• How to exhaustively test all possible directions in which 

node M might depart/approach vertexes A, B, C 

simultaneously? 

We address these issues in the next section. 

 

3.3 Approximation of the Perfect PIT Test 

The Perfect P.I.T. test is infeasible in practice; however, 

we can still obtain a very high level of accuracy by an 

approximation method introduced in this section.   

3.3.1 Departure Test  

In previous work [1][17], researchers have assumed a 

circular, or otherwise well-defined, mathematical or 

empirical model such as a log-normal attenuation model for 

radio propagation characteristics that describes the 

relationship between the signal strength degradation and the 

distance a radio signal travels.  However, according to a 

recent empirical study by D. Ganesan at UCLA [11], this 

assumption does not hold well in practice.  In our work, we 

make a much weaker assumption about radio propagation 

characteristics.  We assume that in a certain propagation 

direction, defined to be within a narrow angle from the 

sending anchor (Figure 3), the received signal strength is 

monotonically decreasing in an environment without 

obstacles.  This simply says that in a given direction, the 

further away a node is from the anchor, the weaker the 

received signal strength will be.  Through signal strength 

comparisons between neighboring nodes, this assumption 



allows a node to determine whether a neighboring node is 

closer to a given anchor.  

Departure Test Definition: Test whether M is further away 

from anchor A than N.  

 

Figure 3: Departure Test  

In addition to gathering evidence drawn from prior 

empirical studies of WSNs [11], we checked the validity of 

our assumption on Berkeley’s MICA mote testbed in an 

obstruction free laboratory environment.  In this experiment, 

we incrementally increased the distance between sending 

(anchor) and receiving motes.  Figure 4 shows the measured 

signal strength of 40 beacons from a single anchor at varying 

distances. 
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Figure 4: Signal Strength at Different Distances 

We conclude from Figure 4 that our assumption of 

monotonically decreasing signal strength in a given direction 

is usually valid.  For example, the signal strength readings 

shown in Figure 4 are usually about 560 mv at one-foot, and 

about 510 mv at five-feet.  However, we note that there are 

various points on the graph where this signal strength 

property is violated due to burst disturbance effects.  Two 

approaches to minimize the effect of such disturbances 

include taking a running average of the signal strength over 

time and using our robust aggregation, a technique discussed 

further in section 3.4.  

It should be noted that our scheme does not make any 

assumptions about the correlation between absolute distance 

and signal strength; hence, we consider our scheme a range-

free solution.  More importantly, though we use radio signal 

comparisons throughout the paper, our scheme can actually 

work with any system, so long as it can support a form of the 

departure test. For example by using the hop counts. 

3.3.2 Approximate PIT Test  

To perform PIT testing in sensor networks without 

requiring that nodes move, we define an Approximate PIT 

Test (APIT) that takes advantage of the relatively high node 

density of these networks (usually with connectivity above 

6).  The basic idea behind the APIT test is to use neighbor 

information, exchanged via beaconing, to emulate the node 

movement in the Perfect PIT test.  The APIT test is formally 

described below. 

 

Figure 5: Approximate P.I.T Test 

Approximate P.I.T Test: If no neighbor of M is further 

from/closer to all three anchors A, B and C simultaneously, 

M assumes that it is inside triangle ∆ABC.  Otherwise, M 

assumes it resides outside this triangle. 

 

We further explain the APIT test through an example.  

Figure 5A presents a scenario where none of M’s neighbors, 

1, 2, 3 or 4, is further from/closer to all three anchors A, B 

and C simultaneously.  In this scenario, M will assume that it 

is inside the triangle ∆ABC according to the definition.  The 

other scenario is shown in Figure 5B, where neighbor 3 will 

report to node M that it is further away from A, B, and C 

than M.  This allows M to assume it resides outside of 

triangle ∆ABC. 

 

Figure 6: Error Scenarios for the APIT Test. 



Because APIT can only evaluate a finite number of 

directions (the number of neighbors), APIT can make an 

incorrect decision.  The two scenarios where incorrect 

decisions are made are depicted in Figure 6.  In Figure 6A, 

we show what we deem InToOut error, where the node is 

inside the triangle, but concludes based on the APIT test that 

it is outside the triangle.  This can happen when M is near 

the edge of the triangle, while some of M’s neighbors (3 in 

this case) are outside the triangle and further from all points 

ABC, in relation to node M.  As a result, M mistakenly 

thinks it is outside of triangle ABC due to this edge effect.  

On the other hand, the irregular placement of neighbors 

can result in OutToIn error.  Figure 6B depicts a scenario 

where M is outside of triangle ABC and none of its 

neighbors is further from/closer to all three anchors, A, B 

and C, simultaneously.  This makes M mistakenly assume it 

is inside triangle ABC.    
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 Figure 7: APIT Error under Varying Node Densities 

Fortunately, from experimentation, we find that the 

percentage of APIT tests exhibiting such an error is 

relatively small (14% in the worst case).  Figure 7 

demonstrates this error percentage as a function of node 

density.  When node density increases, APIT can evaluate 

more directions, considerably reducing OutToInError 

(Figure 6B).  On the other hand, InToOutError will slightly 

increase due to the increased chance of edge effects. 

3.4 APIT Aggregation 

Once the individual APIT tests finish, APIT aggregates 

the results (inside/outside decisions among which some may 

be incorrect) through a grid SCAN algorithm (Figure 8).  In 

this algorithm, a grid array is used to represent the maximum 

area in which a node will likely reside.  In our experiments, 

the length of a grid side is set to 0.1R, to guarantee that 

estimation accuracy is not noticeably compromised. 

 

Figure 8: SCAN Approach 

For each APIT inside decision (a decision where the 

APIT test determines the node is inside a particular region) 

the values of the grid regions over which the corresponding 

triangle resides are incremented.  For an outside decision, 

the grid area is similarly decremented.  Once all triangular 

regions are computed, the resulting information is used to 

find the maximum overlapping area (e.g. the grid area with 

value 2 in Figure 8), which is then used to calculate the 

center of gravity for position estimation.   

The pseudo code for APIT aggregation is as follows: 

For (each triangle Ti ∈ )(3
N  triangles) {   

           If (APIT(Ti) == Out ) AddNegativeTriangle(Ti); 

           If (APIT(Ti) == In ) AddPositiveTriangle(Ti);  

};    

   Find the area with Max values; 

 APIT aggregation is a robust approach that can mask 

errors in individual APIT tests.  As we know from Figure 7, 

the majority (more than 85% in the worst case) of APIT tests 

are correct.  With limited error, the correct decisions build 

up on the grid and the small number of errors only serves as 

a slight disturbance to the final estimation. 

If the maximum range of an anchor node is known, we can 

filter out the grid points, which are out of range of any 

anchors heard by this node before we run SCAN algorithm.  

This leads to better localization accuracy and less memory 

requirement.  

3.5 A Walk through the APIT Algorithm 

In this section, we present an example to further explain 

our APIT algorithm. 



1. Having received beacons from anchors A, B, and C, each 

node maintains a table (Anchor ID, Location, Signal 

Strength) for each anchor heard (Figure 9). 

Node M Node 1

1mv5623C

3mv3145B

2mv2020A

SS(X,Y)

1mv5623C

3mv3145B

2mv2020A

SS(X,Y)

3mv5623C

2mv3145B

1mv2020A

SS(X,Y)

3mv5623C

2mv3145B

1mv2020A

SS(X,Y)

 

Figure 9: Table of heard Anchors 

2. Each node beacons once to exchange anchor tables with 

its neighbors.  These tables are merged at every node to 

maintain neighborhood state (Figure 10). 

 

Figure 10: Combined Table 

3. APIT runs on every column of the node’s table to 

determine whether a neighboring node exists that has 

consistently larger/smaller signal strengths from the three 

anchors A, B and C1.  If such a neighbor is found, M 

assumes that it is outside triangle ABC.  If no such 

neighbor is found, M assumes it is inside this region. 

4. Each node repeats step 3 for varying combinations of 

three anchors.  (Note: we only demonstrate 1 

combination of three anchors in this example). 

5. The algorithm described in Section 3.4 is then used to 

determine the area with maximum overlap.  

6. Finally, the center of gravity of this area is used as the 

final location estimation. 

 

3.6 APIT Performance Analysis 

We consider a static senor network with N anchors and M 

nodes.  Since APIT requires each anchor and node to 

broadcast once, the communication overhead of our APIT 

algorithm is N+M under collision-free situation.  We have 

                                                           

1 No P.I.T. test is performed when neighboring nodes do not share 

three common anchor points. 

proven (see authors for proof) that if a target node can 

receive beacons from K anchors, the maximum number of 

polygons partitioned by these anchors can be achieved by 

placing all anchors on a convex curve.  This anchor 

placement creates (K-1)(K-2)/2 + K(K-1)(K-2)(K-3)/24 

partitions.  Assuming the nominal anchor radio range is R, 

the average size of each partition is then:  

3)/242)(K1)(K K(K2)/2 1)(K(K

R

−−−+−−

2π  

It should be noted that the above formula only indirectly 

reflects the upper bound performance of the Perfect PIT test.  

APIT has less accuracy due to approximation as we will 

show in our evaluations.   

By using our SCAN algorithm during APIT aggregation, 

we bound the computational complexity of the APIT 

algorithm by O(L) (L is the number of APIT tests and each 

test only requires several comparisons).  If we use a 

geometric algorithm to perform APIT aggregation precisely, 

the computational complexity will be O(L2).  In order to 

perform SCAN algorithm, each node keeps a bitmaps 

(Figure 8)  

In a mobile sensor network, periodic beaconing is a 

straightforward solution to maintain the current anchor and 

node positions. A more sophisticated method to minimize 

localization cost under such a network is left as future work. 

3.7 Key Observations 

We note several key observations here to justify the use of 

our APIT algorithm in sensor networks. 

• Redundancy and high node density are the key positive 

characteristics of sensor networks over traditional ad 

hoc networks.  By exploiting this redundancy, 

aggregated decisions can provide good accuracy during 

location estimation, regardless of the fact that 

information obtained by an individual test is coarse and 

error prone. 

• In order to obtain high redundancy without increasing 

deployment costs, we can use a single moving anchor 

that sends out beacons at different locations to localize 

all nodes inside a sensor network.  



4. RANGE-FREE SCHEMES 

In this section, we briefly describe the key features of 

three state-of-the-art range-free localization algorithms 

studied in our simulation.  These algorithms are implemented 

in accordance with the published design; with the exception 

of a few enhancements, made to ensure that our comparison 

is as fair as possible.  The protocols discussed include: 

 

• Centroid Scheme [4] by N.Bulusu  and J. Heidemann  

• DV-Hop Scheme [28] by D.Niculescu and B. Nath  

• Amorphous Scheme [24] [25] by R. Nagpal  

 

In addition to the aforementioned range-free algorithms, 

we implement an oracle version of APIT that uses the 

Perfect PIT Test defined in Section 4.2.  For completeness, 

we provide brief descriptions of these algorithms.  More 

details can be found in [4], [24], and [28].  

4.1 Centroid Localization 

N. Bulusu and J. Heidemann [4] proposed a range-free, 

proximity-based, coarse grained localization algorithm, that 

uses anchor beacons, containing location information (Xi,Yi), 

to estimate node position.  After receiving these beacons, a 

node estimates its location using the following centroid 

formula: 
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The distinguished advantage of this Centroid localization 

scheme is its simplicity and ease of implementation.  In a 

later publication [5], N. Bulusu augments her work by 

suggesting a novel density adaptive algorithm (HEAP) for 

placing additional anchors to reduce estimation error.  

Because HEAP requires additional data dissemination and 

incremental beacon deployment, while other schemes under 

consideration only use ad hoc deployment, we do not include 

this later work in our simulations.  

4.2 DV-Hop localization 

DV-Hop localization is proposed by D. Niculescu and B. 

Nath in the Navigate project [27].  DV-Hop localization uses 

a mechanism that is similar to classical distance vector 

routing.  In this work, one anchor broadcasts a beacon to be 

flooded throughout the network containing the anchors 

location with a hop-count parameter initialized to one. Each 

receiving node maintains the minimum counter value per 

anchor of all beacons it receives and ignores those beacons 

with higher hop-count values.  Beacons are flooded outward 

with hop-count values incremented at every intermediate 

hop.  Through this mechanism, all nodes in the network 

(including other anchors) get the shortest distance, in hops, 

to every anchor.  The hop count for a single anchor A, 

generated by simulation, is shown in Figure 11. 

 

Figure 11: Anchor Beacon Propagation Phase   

In order to convert hop count into physical distance, the 

system estimates the average distance per hop without range-

based techniques.  Anchors perform this task by obtaining 

location and hop count information for all other anchors 

inside the network.  The average single hop distance is then 

estimated by anchor i using the following formula: 
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In this formula, (xj,yj) is the location of anchor j, and hj is 

the distance, in hops, from anchor j to anchor i.  Once 

calculated, anchors propagate the estimated HopSize 

information out to the nearby nodes. 

Once a node can calculate the distance estimation to more 

than 3 anchors in the plane, it uses triangulation 

(multilateration) to estimate its location.  Theoretically, if 

errors exist in the distance estimation, the more anchors a 

node can hear the more precise localization will be.   



4.3 Amorphous localization  

The Amorphous Localization algorithm [24][25], 

proposed independently from DV-Hop, uses a similar 

algorithm for estimating position.  First, like DV-Hop, each 

node obtains the hop distance to distributed anchors through 

beacon propagation. 

Once anchor estimates are collected, the hop distance 

estimation is obtained through local averaging.  Each node 

collects neighboring nodes’ hop distance estimates and 

computes an average of all its neighbors’ values.  Half of the 

radio range is then deducted from this average to compensate 

for error caused by low resolution.  

The Amorphous Localization algorithm takes a different 

approach from the DV-Hop algorithm to estimate the 

average distance of a single hop.  This work assumes that the 

density of the network, nlocal, is known a priori, so that it can 

calculate HopSize offline in accordance with the Kleinrock 

and Silvester formula [20]: 
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Finally, after obtaining the estimated distances to three 

anchors, triangulation is used to estimate a node’s location. 

4.3.1 Amorphous Localization Enhancement2 

By using only three anchors, Nagpal suggests in [24] a 

critical minimum average neighborhood size of 15, imposed 

to obtain good accuracy.  As shown in the APIT algorithm, 

increasing estimation redundancy reduces estimation error.  

We, therefore, argue that the same design philosophy can be 

applied to [24].  By increasing the number of anchors used in 

their estimation, we can effectively reduce the critical 

minimum average neighborhood requirement from 15 nodes 

per communication area, to 6, under uniform node placement 

(Figure 12) without reducing estimation accuracy (this 

number would be 8 for random node placement). 

This enhancement uses work done by Jan Beutel [2] in the 

Picoradio Project at UC Berkeley.  A minimum mean square 

                                                           

2 A recent publication [25] in ISPN’03 by Nagpal etc. makes a 

similar enhancement to the one we propose here. 

error (MMSE) algorithm triangulates node positions based 

on the locations of multiple anchors (in this case more than 

3), and associates distances between each anchor and the 

target node.  
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Figure 12: Phase Transition in the DV-Based Algorithm 

Using this enhancement, we show that the Amorphous 

algorithm can actually work in a sparsely connected network.  

Increasing the number of anchors participating in 

multilateration can dramatically reduce the required level of 

network connectivity.  In Figure 12, we see that when 3 

anchors are used, the estimation error (normalized to units of 

node radio range R) is large, regardless of the level of 

connectivity.  By increasing the number of anchors to 5, we 

obtain better precision than that with 3 anchors, when the 

levels of connectivity as low as 6.     

More importantly, Figure 12 shows two kinds of phase 

transitions that occur.  First, when the neighbor size exceeds 

8, increasing the number of anchors participating in 

multilateration brings down the estimation error below half 

of the radio range, a bound tolerated by the applications we 

studied in section 7.  Second, the estimation accuracy 

increases dramatically as the number of anchors heard 

increases to 6.  However, after that, continuing to increase 

the number of anchors heard only slightly increases 

precision.  In accordance with Figure 12, for DV-based 

algorithms, in order to confine the average estimation error 

to reside within half of the radio range, we suggest that both 

the neighborhood size, and the number of anchors used in 

multilateration, remain about 8~10.  We argue that it is not 

quite cost-effective to further increase node density or the 

number of anchors used in multilateration for better accuracy 

after these phase transition points.   



4.4 Perfect PIT algorithm  

As previously mentioned, the precision of our APIT 

algorithm is highly dependent on the correctness of the APIT 

Test.  To obtain boundary conditions for a best estimate in 

our localization scheme, we simulate a perfect PIT algorithm 

that utilizes an oracle. This oracle can guarantee correctness 

when determining whether a node resides within the 

triangular region created by the three anchors.  We use this 

as a precise bound on our APIT algorithm    

 

5. SIMULATION SETTINGS  

This section describes the simulation settings we use in 

our evaluation. 

5.1 Radio Model  

Some previous work in localization assumes that a perfect 

circular radio model exists.  As stated before, empirical 

studies [11] on real testbeds have shown that this assumption 

is invalid for WSNs.  To ensure that our evaluation is as true 

to reality as possible, we use a more general radio model in 

our evaluation.  Specifically, we assume a model with an 

upper and lower bound on signal propagation (Figure 13).  

Beyond the upper bound, all nodes are out of communication 

range; and within the lower bound, every node is guaranteed 

to be within communication range.  If the distance between a 

pair of nodes is between these two boundaries, three 

scenarios are possible: 1) symmetric communication.  2) uni-

directional asymmetric communication, and 3) no 

communication.   

 

 DOI = 0.05     DOI = 0.2 

Figure 13: Irregular Radio Pattern 

The parameter DOI is used to denote the irregularity of the 

radio pattern.  It is defined as the maximum radio range 

variation per unit degree change in the direction of radio 

propagation.  When the DOI is set to zero, there is no range 

variation, resulting in a perfectly circular radio model.  To 

get a better idea of how this DOI parameter affects signal 

propagation characteristics, Figure 13 shows the radio 

patterns generated in simulation with DOI values set to 0.05 

and 0.2 respectively. To investigate how well our model 

resembles the reality in sensor motes. We measure the 

communication range of a MICA mote as the receiver 

direction varies from 0 degrees to 360 degrees. The two 

communication ranges are got when received signal strength 

threshold is set to -55.5 dBm and -59 dBm, respectively.  

The radio patterns are shown in Figure 14. These patterns 

give us the measured DOI values of 0.12 and 0.09 for two 

received signal thresholds, respectively.  
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Figure 14: Radio Pattern from MICA2 

5.2 Placement Model 

In our simulations, nodes and anchors are distributed in a 

rectangular terrain in accordance with predefined densities.  

Two common placement strategies are investigated, namely 

random and uniform.  

•  Random placement: it distributes all nodes and anchors 

randomly throughout the terrain.   

• Uniform placement: the terrain is partitioned into grids 

and nodes and anchors are evenly divided amongst these 

grids (random distribution inside each grid).   

5.3 System Parameters 

In our experiments, we study several system-wide 

parameters that we feel directly affect estimation error in 

range-free localization algorithms.  A description of these 

parameters follows: 



• Node Density (ND): Average number of nodes per node 

radio area. 

• Anchors Heard (AH): Average number of Anchors 

heard by a node and used during estimation. 

• Anchor to Node Range Ratio (ANR): The average 

distance an anchor beacon travels divided by the 

average distance a regular node signal travels.  When 

this value equals one, the anchor and nodes have the 

same average radio range.  The larger this value, the 

fewer anchors required to maintain a desired AH value. 

•  Anchor Percentage (AP): The number of anchors 

divided by the total number of nodes (1000~3000 

nodes).  This value can be derived from the three 

parameters described above using the formula:  

AP=AH/(AH+ND*ANR2). 

• Degree of Irregularity (DOI): DOI is defined in section 

5.1 as an indicator of radio pattern irregularity.   

• GPS Error: In reality, GPS equipped anchors will render 

imprecise readings.  In our evaluation, this parameter is 

defined as the maximum possible distance from the real 

anchor position to the GPS estimated anchor position in 

units of node radio range (R). 

• Placement: Random and Uniform node/anchor 

placements are investigated in the evaluation.  

In the evaluation, all distances including error estimation are 

normalized to units of node radio range (R) to ensure 

generally applicable results. 

5.4 A Note about Comparisons  

The range-free localization algorithms studied in this 

paper share a common set of system parameters, and most of 

them are defined in a consistent way across the algorithms 

we analyze.  However, due to different anchor beacon 

propagation methods utilized in different algorithms, the 

Anchor to Node Range Ratio (ANR) parameter varies 

between algorithms.  In the Centroid and APIT algorithms, 

direct communication between anchors and target nodes 

(nodes attempting to determine their location) is used.  In 

this case, ANR is set to the physical radio range ratio 

between anchor and target nodes.  In the Amorphous and 

DV-Hop algorithms studied, the physical radio range of 

anchors is the same as that of target nodes, and the ANR is 

set to the distance an anchor beacon can propagate in units of 

node radio range (R).  In our evaluation, we indicate any 

performance implications that result from this 

implementation difference.  

6. EVALUATION 

This section provides a detailed quantitative analysis 

comparing the performance of the range-free localization 

algorithms described in Sections 3 and 4.  The obvious 

metric for comparison when evaluating localization schemes 

is location estimation error.  We have conducted a variety of 

experiments to cover a wide range of system configurations 

including varying 1) anchor density, 2) target node density, 

3) radio range ratio (ANR), 4) radio propagation patterns, 

and 5) GPS error.  Because communication can have a 

significant impact on sensor network systems with low 

bandwidth, we also use communication overhead, in terms of 

number of beacons exchanged, as a telling secondary metric 

to evaluate the cost and performance of the localization 

schemes studied. 

Outside of studying the effect of certain parameters on 

localization error, we use default values of AH=16, ND=8, 

and ANR=10 (Anchor Percentage = 2%) in most of our 

experiments.  These settings are in line with our expectation 

of future sensor network technology and facilitate 

comparisons between figures.  In all of our graphs, each data 

point represents the average value of 600 trials with different 

random seeds and the 90% confidence intervals for the data 

are within 5~10% of the mean shown.  We note that for 

legibility reasons, we do not plot these confidence intervals 

in this paper.  Full experimental data can be obtained from 

the authors upon request. 

6.1 Localization Error when Varying AH 

In this experiment, we analyze the effect of varying the 

number of anchors heard (AH) at a node to determine its 

effect on localization error.   
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   B. AH=10~28, DOI=0, ANR = 10, ND = 8, Uniform 
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     C. AH=10~28, DOI=0, ANR = 10, ND = 8, Random 

Figure 15: Error Varying AH 

Figure 15A shows that the overall estimation error 

decreases as the number of anchors heard increases.  

However, it is important to note that different algorithms 

transition at different points in the graph.  For example, the 

Amorphous and DV-Hop schemes improve rapidly when AH 

is below 7, and are nearly insensitive to the addition of 

anchors above 7.  In contrast, the precision of APIT and the 

Centroid localization scheme constantly improve as AH is 

increased (Figure 15B and Figure 15C).  Our APIT 

algorithm performs worse than the Centroid algorithm when 

AH is below 8 due to the fact that the diameter of the divided 

area is not small enough.  This effect is significantly reduced 

by increasing AH values.  For larger AH values, APIT 

consistently outperforms the Centroid scheme.  Figure 15B 

extends AH to higher values in order to show estimation 

error below 0.6 R.  We note that our APIT algorithm 

requires only 12 anchors to reach the 0.6R level while the 

Centroid scheme requires 24.  Finally, Figure 15C presents 

the same experimental results for random node placement.  

By comparing graphs B (uniform placement) and C (random 

placement), we show that the DV-Based algorithm is more 

sensitive to irregular node placement than both APIT and the 

Centroid scheme.  This is mainly due to the fact that HopSize 

estimation in the DV-Hop and Amorphous schemes, is less 

precise in non-isotropic deployment. 
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B.DOI=0.2, ANR = 10, AH=16, Uniform 

Figure 16: Error Varying ND 

6.2 Localization Error when Varying ND 

Figure 16 explores the effect of node density (ND) on the 

localization estimation accuracy.  For all but the Centroid 

algorithm, localization error decreases as the number of 

neighbors increases.  Since there is no interaction between 



nodes in the Centroid algorithm, we see nearly constant 

results while varying ND.  However, due to its relatively 

simple design, the Centroid localization scheme does not 

perform as well as the others. 

Because the offline estimation of HopSize in the 

Amorphous algorithm has large error when the node density 

is small, the estimation error is large when the node density 

is below 10.  APIT and DV-Hop however, are robust to 

varying ND, and produce good results as long as the 

neighbor density remains above 6.  By comparing Figure 

16A (DOI=0.1) and Figure 16B (DOI=0.2), we show that the 

DV-Based algorithms, especially the Amorphous algorithm, 

are more sensitive to irregular radio patterns than the APIT 

scheme.  This is mainly due to the fact that HopSize 

estimation in the previous schemes is less precise in the 

presence of irregular radio patterns.  However, it should be 

noted that DV-Hop abates this error by online estimation. 

6.3 Localization Error when Varying ANR 

Section 6.1 demonstrated that a large number of anchors 

are desired for good estimation results.  The cost of having 

such a large percentage of anchors can be ameliorated by 

increasing the anchor radio range to which beacons travel.  

This happens because larger beacon propagation distances 

mean less anchors required to achieve the same AH value.  

For example, if an algorithm requires AH equal to the 

neighborhood node density (ND), we need 50% of the nodes 

to be anchors when the ANR equals one.  By increasing the 

ANR by a factor of 10, we can reduce the required anchor 

percentage to only 1%.  

The implication of this solution, as shown in Figure 17, is 

that estimation error increases as ANR increases.  This 

occurs because larger beacon propagation distances result in 

larger accumulated error.  We note from Figure 17 that while 

all algorithms possess this relationship, the estimation error 

of the Centroid algorithm increases more significantly with 

increased ANR, in comparison to the other three algorithms.  

However, we also note that when the ANR is smaller than 3, 

APIT has a large InToOutErrorRatio due to the edge effect 

(described in Section 3.3.2).  In this system configuration, a 

Centroid algorithm has its advantages.  
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B. ND = 8, AD=16, DOI = 0.1, Random 

Figure 17: Error under Different ANR 

From an alternate perspective, we show that we can 

increase accuracy by using a smaller ANR.  For example, the 

estimation error, shown in previous sections, can be reduced 

by about 30~50% when we use an ANR value of 5 instead of 

10.  However, this will increase the anchor percentage (AP) 

from 2% to 8%, requiring that more anchors be deployed.  

6.4 Localization Error when Varying DOI 

In this experiment, we investigate the impact of irregular 

radio patterns on the precision of localization estimation.  It 

is intuitive that irregular radio patterns can affect the network 

topologies resulting in irregular hop count distributions in 

the Amorphous and DV-Hop algorithms.  The HopSize 

formula, used in the Amorphous algorithm, assumes that 

radio patterns are perfectly circular.  We can see, in Figure 

17, how this inaccurate estimate directly contributes to 

localization error as the DOI increases.  In contrast, the DV-

Hop scheme estimates HopSize using online information 

exchanged between anchors.  This results in much better 

performance than the Amorphous algorithm, even though 



they are both DV-Based algorithms.  Because the Centroid 

and APIT algorithms do not depend on hop-count and 

HopSize estimations, and because the effect of DOI is abated 

by the aggregation of beaconed information, these algorithms 

are more robust than the Amorphous algorithm. 
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B. ANR = 10, ND = 8, AH=16, Random 

Figure 18: Error under Varying DOI 

6.5 Localization Error when Varying GPS 

Error  

In other experiments, we consider the distinct possibility 

that the GPS or an alternative system, which provides anchor 

nodes with location information, is error prone.  Figure 19A 

and B demonstrate how initial location error at anchors 

directly affects the error of the range-free localization 

protocols studied.  In general, in all four schemes GPS error 

is abated considerably by utilizing location information from 

multiple anchors.  In the random error case (Figure 19A), we 

assume GPS error is isotropic; that is, the estimation error 

can occur in any direction.  In this situation, the error impact 

of GPS is very small.  We also see (Figure 19B) that when 

GPS error is biased (skewed in a particular direction) due to 

non-random factors, the estimation error of all schemes 

increases at a much slower rate than GPS error due to 

aggregation. 
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Figure 19: Error under Different GPS Error 
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Figure 20: Communication Overhead for Varied AH 

6.6 Communication Overhead for Varied AH 

Figure 20 shows the results of experiments that test the 

communication overhead with regard to AH.  It is important 

to note that the Centroid and APIT schemes use long-range 

anchor beacons, while the Amorphous and DV-hop 

algorithms use short-range beacons.  Considering that 

energy consumption quadratically increases with increased 

beacon range, in Figure 20 we equate one long-range beacon 

to ANR2 short-range beacons.  This means that one long-



range beacon sent out by APIT is counted as 100 short-range 

beacons when ANR = 10.  Figure 20 shows that without 

flood-based beacon propagation, the Centroid and APIT 

algorithms use much fewer beacons than DV-based 

algorithms.  For example, the APIT algorithm uses only 

about 10% of the beacons that the DV-Hop scheme uses 

when AH is set to 16. 

Figure 20 also shows that APIT requires more beacons than 

the Centroid algorithm because of the neighborhood 

information exchange.  In addition, DV-Hop requires more 

beacons than the Amorphous algorithm because of additional 

online HopSize estimation requirements.  

It should be noted that the evaluation of communication 

overhead here assumes a collision-free environment. If 

taking the collision into account, we expect that Amorphous 

and DV-hop algorithms introduce even more control 

overhead because of the flooding required by those two 

schemes. 
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Figure 21: Overhead for Varied Node Density 

6.7 Communication Overhead for Varied ND 

Figure 21 demonstrates the effect of neighborhood density 

on required communication for localization.  We can see 

from this graph that because there is no interaction between 

nodes in the Centroid scheme, the overhead stays constant.  

Communication overhead in our APIT scheme does increase 

with increased node density; however, it does so at a much 

lower rate than the DV-based schemes.  

Drawing conclusions from Figure 20 and Figure 21, we 

argue that as far as the communication overhead is 

concerned, the DV-Hop and Amorphous schemes are less 

suitable solutions for sensor networks with limited 

bandwidth when compared to the APIT and Centroid 

schemes.  This is due to the large number of beacons 

required in these schemes.   

6.8 Computational Overhead 

 The predominant concerns about sensor network 

protocols are the communication and power consumption 

overhead.  However, it is desirable to evaluate the 

computational overhead of each algorithm.  The major 

complexity of APIT algorithm is from the intersection of 

overlapped triangles.  This has been discussed in Section 3.6.  

DV-Hop and Amorphous localization use multilateration to 

estimate nodes’ locations. Their overheads are relatively 

smaller.  Centroid algorithm only uses a simple averaging 

function, thus it has the smallest computation overhead. 

6.9 Evaluation Summary 

In addition to the experiments previously discussed, we 

have conducted a variety of experiments to cover a varying 

range of system configurations.  These experiments help us 

better understand the situations where the different 

localization schemes considered are more or less appropriate 

than one another.  

Table 1 Performance and requirements summary 

 Centroid DVHop Amorp. APIT 

Accuracy  Fair Good Good Good 

NodeDensity >0 >8 >8 >6 

AnchorHeard >10 >8 >8 >10 

ANR  >0 >0 >0 >3 

DOI Good Good Fair Good 

GPSError Good Good Fair Good 

Overhead Smallest Largest Large Small 

 

Table 1 provides an overview of our results, and it can be 

used as a design guide for applying range-free schemes in 

WSN systems.  This table shows that no single algorithm 

works best under all scenarios, and that each localization 

algorithm has preferable system configurations.  Though the 

Centroid scheme has the largest estimation error, its 



performance remains independent of node density and it 

boasts the smallest communication overhead and simplicity 

of implementation. Although DV-Hop requires more 

communication beacons to perform online estimation, it is 

notably more robust than the Amorphous algorithm in 

HopSize estimation.  Finally, our APIT algorithm trumps the 

other algorithms when an irregular radio pattern and random 

node placement are considered, and low communication 

overhead is desired.  However, we acknowledge that APIT 

has more demanding requirements for both ANR values and 

the number of anchors used in localization. 

7. LOCALIZATION ERROR IMPACT 

In localization for WSNs, achieving better results (usually 

with regard to location accuracy) requires increasing the 

relative cost of the localization scheme via additional 

hardware, communication overhead, or the imposition of 

constraints and system requirements.  Although more 

accurate location information is preferable, the desired level 

of granularity should depend on a cost/benefit analysis of the 

protocols that utilize this information.  In this section, we 

investigate four types of location dependent applications, 

namely, 1) location-based routing, 2) target estimation, 3) 

target tracking and 4) sensing coverage. Based on the results, 

we conclude that except the routing in sparse networks, 

range-free localization schemes are able to support these 

sensor network applications sufficiently with only slight 

performance degradation. 

7.1 Routing Performance 

A localization service is critical for location-based routing 

protocols such as GF [26], GPSR [19], IGF [15], LAR [21] 

and GAF [37].  In these protocols, individual nodes make 

routing decisions based on knowledge of their geographic 

location.  While most work in location-based routing 

assumes perfect location information, the fact is that 

erroneous location estimates are virtually impossible to 

avoid.  Problems arise as error in the location service can 

influence location-based routing to choose the best next hop 

(the neighbor closest to the destination), or can make a node 

inadvertently think that the packet could not be routed 

because no neighbors are closer to the final destination. 

To investigate the impact of localization error on routing, 

we studied three routing protocols GF [26], GPSR [19] and 

IGF [15] under the low traffic network conditions so that 

network congestion does not influence our results. In the 

experiments, localization errors are uniformly distributed in 

[0, 2×Avg Localization Error], and the localization errors are 

normalized to units of node radio range (R) to ensure 

generally applicable results. 
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A: High-density scenario (22 node/radio range) 
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B: Low density scenario (8 node/ radio range) 

Figure 22: Delivery ratio with varied localization errors  
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A: High-density scenario (22 node/radio range) 
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B: Low density scenario (8 node/ radio range) 

Figure 23: Increase in Path length overhead with 

different localization errors 

We investigate both high-density (22 nodes per radio 

range) and low-density scenario (8 nodes per radio range).  

In the experiment, we increase the average localization error 

from 0% to 50% of the radio range in steps of 5% to measure 

the end-to-end delivery ratios and the percentage of increase 

in path length due to the localization errors.  Two 

observations can be made about the impact of localization 

error to routing algorithms. First, when node density is high, 

the localization impact is relatively small. For example, all 

algorithms achieve 100% delivery ratio with moderate 

localization error (< 25%). GPSR and IGF achieves 95% 

delivery ratio under about half radio range error. However, 

when node density is small, location-based routings suffer a 

lot. For example, though GPSR can deal with void, however 

it can only delivery 50% packets when the localization error 

is about half radio range. This phenomenon suggests that ID-

based routing should be used in sparse sensor network, if we 

cannot obtain very precise localization results.  

Second, the path length increases moderately with the 

increase of the localization errors. The localization impact to 

the path length of GPSR is higher than other protocols, 

because GPSR uses the perimeter forwarding if the greedy 

forwarding fail due to the localization errors.  We also note 

that the path length overhead due not affect much by the 

network node density, a fact that was not true for packet 

delivery ratio metric. 

7.2 Target Estimation Performance 

Many of the most frequently proposed applications for 

WSNs utilize target position estimations for tracking, search 

and rescue, or other means.  In these proposed applications, 

when a target is identified, some combination of the nodes 

that sensed that target report their location to a centralized 

node (leader or base station).  This node then performs 

aggregation on the received data to estimate the actual 

location of the target.  Because target information could be 

used for locating survivors during a disaster, or identifying 

an enemy’s position for strategic planning, the accuracy of 

this estimation is crucial to the application that uses it.  Note 

that nodes normally have different sensing ranges with 

different sensing devices, and sensing ranges are normally 

different from communication radio range. For general 

applicability, in our following experiments, we use sensing 

density (the number of nodes per sensing range) as one of 

system parameters.   

Intuitively an increase in localization error will directly 

lead to target estimation error.  To better understand the 

degree to which this error will propagate to other protocols, 

we investigate average estimation error under different node 

densities for varying degrees of location error.  For these 

experiments, we implement a target estimation algorithm 

described in [3]: the average x and y coordinates of all 

reporting nodes3 are taken as the target location estimation.  

The results of various experiments are depicted in Figure 24.  

This graph shows that target estimation error due to location 

error is dampened during the aggregation process.  Aside 

from showing varying degrees of estimation error with 

respect to node location error, Figure 24 also shows that the 

absolute target estimation error decreases with increased 

node density.  For example, when localization error is equal 

to 0.5R, and sensing density reaches 16 nodes per radio 

range, the estimation error is only about 65% as large as 

when the node density is 8.  Based on Figure 24, we suggest 

                                                           

3  Nodes report when they sense the event of interest in the 

environment. 



that localization error impact can be ameliorated through 

aggregation with higher degree of aggregation.  
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Figure 24: Target estimation error with different 

localization errors under varying node density 

7.3 Object Tracking Performance 

We evaluate the performance of tracking application that 

uses estimation in context.  In this experiment, a mobile 

evader randomly walks around the specified terrain while a 

pursuer attempts to catch it.  Initially the evader and pursuer 

are placed at the left top and left bottom corner respectively. 

The evader chooses a direction to go across the terrain at a 

constant speed. After simulation starts, the pursuer is 

informed of the current location of the evader periodically 

via sensing nodes in the terrain that detect the evader, 

coordinate to estimate the targets position with regard to 

their own positions, and periodically report this result to the 

mobile pursuer.  When receiving a report, the pursuer 

readjusts its direction in an attempt to intercept the evader.  

When the pursuer comes within the sensing radius of the 

evader, the evader is considered caught and the simulation 

ends.  For this experiment, we compare the average tracking 

time (the time from pursuer take-off to when the evader is 

caught) under different localization errors, to the tracking 

time in the case of no localization error.  Figure 25 shows 

normalized tracking time in relation to the localization error 

for various pursuer speeds. 
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Figure 25: Normalized tracking time with different 

pursuer speeds varying localization error.  Terrain size: 

1400mx1400m, Radio range: 100m, Sensing range: 50m, 

Density: 4 nodes per circle, Evader speed: 5 m/second 

Figure 25 shows that tracking time increases slowly as the 

localization error increases.  For example, when the average 

localization error is as large as 0.8R, and the pursuer speed is 

6 meters per second, the pursuer requires only 20% more 

time in comparison to the ideal situation in which no 

localization error exists.  This overhead can be further 

reduced to 10%, by increasing the pursuer’s speed to 10 

meters per second.  

7.4 Sensing Coverage Performance 

Energy efficient sensing coverage is critical for many 

important WSNs applications such like military surveillance.  

A recent work sensing coverage [38] proposed a scheme that 

attempts to minimize energy consumption of sensing 

coverage services. The basic idea of this scheme is when 

multiple sensor nodes cover a geographic location, idally 

only one of the nodes is turned on at any time so that energy 

consumption is minimized. For each geographic location in 

the sensing area, all the sensors that can cover the location 

jointly determine their schedules of being turned on and off. 

Hence, energy consumption is minimized while sensing 

coverage is not compromised. In the absence of localization 

error, this scheme can guarantee 100% sensing coverage 

when no sensing void (location that can not be covered by 

any node) exists.  

To investigate the impact of localization errors on the 

performance of this scheme, we implemented 



aforementioned algorithm and studied its sensing coverage 

ratio and energy consumption under different sensing 

densities and localization errors. Localization errors 

conceivably have negative impact on sensing coverage ratio 

because sensor nodes can falsely claim being able to cover a 

location based on inaccurate information of their locations 

and hence make the location left uncovered at some time. It 

is the case, however simulation results in Figure 26 indicate 

that such an effect is very small. Sensing coverage decreases 

slowly with increased localization errors across all sensing 

density values in our experiments.  This mainly is because 

with uniform distributed localization error, the effects of 

under-cover and over-cover counteract each other, hence 

reduce the chance of uncovered points. 

In terms of energy consumption, the impact of localization 

errors is also small.  Figure 27 plots the energy consumption 

under various localization errors and sensing densities. We 

can see that average energy consumption increases only 

1.7% when localization error is as large as one radio range 

(statistically insignificant), compared with the no error case.  

This is because all nodes are scheduled according to error 

locations, the length of resulting schedules are irrelevant to 

the actual locations of the nodes.   
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Figure 26: Local Error Impact on Sensing Coverage 
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Figure 27: Local Error Impact on Energy Consumption 

8. FUTURE WORK 

It is well known that range-free localizations are subject to 

the effect of irregular radio patterns.  We have done 

extensive evaluation of range-free protocols in simulation 

under a realistic radio model.  However, we acknowledge 

that such a model can only serve as an approximation to real 

situation.  Due to the lack of long-range anchor nodes and 

other constraints, we are not be able to evaluation all 

aforementioned protocols in a running system.  We left this 

as future work. 

9. CONCLUSION 

Given the inherent constraints of the sensor devices 

envisioned and the estimation accuracy desired by location-

dependent applications, range-free localization schemes are 

regarded as a cost-effective and sufficient solution for 

localization in sensor networks.  From our comparison study, 

we identify preferable system configurations of four different 

recently proposed range-free localization schemes as a 

design guideline for further research.  In particular, an APIT 

scheme, proposed in this paper, performs best when irregular 

radio patterns and random node placement are considered, 

and low communication overhead is desired.  Moreover, we 

provide insight on how localization error affects a variety of 

location-dependent applications.  These results show that the 

accuracy provided by the range-free schemes considered is 

sufficient to support various applications in sensor networks 

with only slight performance degradation.  
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Abstract
Data distribution in embedded real-time sensor networks re-
quires new protocols and programming environments that
achieve time-sensitive message delivery and provide useful ab-
stractions to the application programmer. Attainment of these
goals requires changes to multiple layers of the communica-
tion protocol stack. In this paper, we review a protocol suite
developed by the authors for data communication in embed-
ded sensor networks. It takes into account time constraints and
exports attribute-based connections that are tightly integrated
with properties of the monitored environment. A programming
language is described that allows external physical objects to
be represented as first class abstractions in the computing sys-
tem. The language facilitates writing monitoring applications.
The system was implemented on a prototypical sensor network
based on MICA motes.

Keywords: sensor networks, programming paradigms, track-
ing, QoS, distributed systems.

1 Introduction

Ad hoc wireless sensor networks, made possible by advances in
communication technology and hardware miniaturization [11],
raise the need for a new suite of communication protocols and
new programming abstractions for distributed deeply embed-
ded computing. Such sensor networks are especially useful
when an inhospitable, poorly accessible, or delicate environ-
ment prevents the installation of needed computing infrastruc-
ture. An example could be the site of a natural disaster or a
target behind enemy lines. Instead, myriads of tiny computa-
tionally equipped wireless sensor devices may be dropped to
form an ad hoc network that operates autonomously to monitor
its surroundings, react to distributed events, or alert appropriate
authorities when specific activities are observed.

�
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Sensor networks offer new challenges both from the per-
spective of building communication protocols and from the
perspective of developing appropriate programming models.
These challenges arise due to their large scale, autonomous
operation, massively parallel interactions with a spatially dis-
tributed physical environment, and a more stringent set of re-
source constraints.

Communication protocols for sensor networks must provide
real-time assurances. While ensuring proper timing behavior
of systems has been a topic of real-time research for decades,
sensor network applications offer physical space in addition to
time, as a new dimension for interaction with the environment.
Hence, while traditional real-time computing research has been
concerned with meeting time constraints, a new branch of the-
ory is needed to analyze systems that interact with the their
surroundings both in real time and in the real dimensions of
physical space. For example, in a network that tracks vehicles
through the sensor field, the application must collect sensory
measurements in real-time from the actual changing locale in
which the vehicle is detected. Message communication must
therefore be sensitive to both time and distance constraints,
which may depend on external factors such as the physical
speed of the monitored vehicle. In this paper, we describe a
protocol suite in which both time and distance constraints are
addressed.

A new programming paradigm is needed to facilitate the
task of sensor network application development. Due to the
large scale of sensor networks, programmers should not have
to concern themselves with low-level abstractions and func-
tions such as creating and destroying individual connections
between pairs of nodes. Instead, the programming environ-
ment must offer a conceptual view in which global tasks can
be defined in an abstract manner, leaving it for the underlying
system to translate them into computational and communica-
tion activities on individual sensor nodes. This paper reports
on the design of a programming system developed on top of
our communication protocol suite, which provides the required
high-level abstractions. The language allows external events in
the environment to be represented as objects in the computing



system facilitating the monitoring of such events by the appli-
cation. The reported architecture is a part of an ongoing re-
search effort on developing a sensor network virtual machine
for future distributed deeply embedded applications.

The rest of this paper is organized as follows. In Section 2,
we describe a protocol suite that takes into account time and
space constraints, and exports a useful transport-layer abstrac-
tion in which logical communication end-points can be asso-
ciated with tracked objects in the external environment. Sec-
tion 3 describes a new programming model for sensor networks
which builds upon the aforementioned transport protocol to el-
evate environmental objects into first class programming ab-
stractions. Related work is summarized in Section 4. The paper
concludes with Section 5 which describes some of the remain-
ing challenges and directions for future research.

2 A Protocol Suite for Sensor Networks
Communication protocols in sensor networks are the funda-
mental cornerstone that glues distributed applications together.
The deeply embedded nature of sensor networks presents some
of the most interesting challenges in the design of their com-
munication protocols. New research topics span all protocol
stack layers, primarily motivated by a tighter interaction be-
tween the network and its physical environment. At the MAC
layer, new protocols are needed that enforce message priori-
ties consistently with time and distance constraints that arise
from environmental interactions [22]. Awareness of the phys-
ical environment must also be incorporated into the network
layer. For example, location should be an essential attribute
of addressable networked objects [15]. Location-assisted rout-
ing protocols such as LAR [19] and DREAM [4], as well as
location services [21] have been described for ad hoc wireless
networks. More generally, routing algorithms are needed in
which destinations are described implicitly by their environ-
mental attributes. For example, directed diffusion [18, 14] and
the intentional naming system [3] provide addressing and rout-
ing based on data interests. A fundamental rethinking of basic
protocols is required at the transport layer as well. Individ-
ual socket-style connections between nodes are too low-level
to be a useful abstraction for the programmer. They must be re-
placed with higher-level alternatives that are more suitable for
the main purpose of sensor networks, namely monitoring the
external surroundings in which they are embedded.

This section describes our answer to the challenge of in-
corporating environmental awareness into the design of sensor
network communication protocols. Our protocol stack features
two important contributions. First, it implements new real-time
message scheduling algorithms in which both time and physi-
cal distance requirements are observed. Second, it exports a
transport-layer address space that associates unique network
addresses with external environmental objects. The new ad-
dresses serve as connection end-points, thereby raising the level
of connection abstraction to entities of direct interest to the ap-

plication. The layers of our protocol stack are described in the
following subsections.

2.1 Real-Time Distance-Aware Scheduling

Message communication in sensor networks must occur in
bounded time, for example to prevent delivery of stale data on
the status of detected events or intruders. In general, a sensor
network may simultaneously carry multiple messages of dif-
ferent urgency, communicated among destinations that are dif-
ferent distances apart. The network has the responsibility of
ordering these messages on the communication medium in a
way that respects both time and distance constraints.

A protocol that achieves this goal in our architecture is
called RAP [22]. It supports a notion of packet velocity and
implements velocity monotonic scheduling (VMS) as the de-
fault packet scheduling policy on the wireless medium. Ob-
serve that for a desired end-to-end latency bound to be met,
an in-transit packet must approach its destination at an aver-
age velocity given by the ratio of the total distance to be tra-
versed to the requested end-to-end latency bound. RAP pri-
oritizes messages by their required velocity such that higher
velocities imply higher priorities. Two flavors of this algorithm
are implemented. The first, called static velocity-monotonic
scheduling, computes packet priority at the source and keeps
it fixed thereafter regardless of the actual rate of progress of
the packet towards the destination. The second, called dynamic
velocity-monotonic scheduling, adjusts packet priority en route
based on the remaining time and the remaining distance to des-
tination. Hence, a packet’s priority will increase if it suffers
higher delays on its path and decrease if it is ahead of schedule.

To achieve consistent prioritization in the wireless network,
not only do we need priority queues at nodes, but also a MAC
layer that resolves contention on the wireless medium in a man-
ner consistent with message priorities. We adopt a scheme
similar to [1] to prioritize access to the wireless medium.
The scheme is based on modifying two 802.11 parameters,
namely the DIFS counter and the backoff window, such they
are priority-aware. The DIFS counter determines the maximum
time a node waits, after the communication channel becomes
idle, prior to transmitting an RTS packet. The actual waiting
time is randomly chosen between 0 and DIFS. An approximate
prioritization effect is achieved by letting the DIFS value de-
pend on the priority of the outgoing packet at the head of the
transmission queue. A larger value is given to packets of lower
priority. Hence, more urgent packets tend to contend on the
medium more aggressively. The back-off window of 802.11
increases the maximum waiting time when collisions occur.
To give preferential treatment to higher priority packets, we
make this increase dependent on the priority of the head of the
queue. A higher increase is incurred for packets of lower pri-
ority. Hence, collisions tend to be resolved in favor of higher-
priority packets.

A detailed performance evaluation of this scheme can be



found in [22]. It is shown that velocity-monotonic schedul-
ing substantially increases the fraction of packets that meet
their deadlines taking into consideration distance constraints.
More accurate schemes for medium access prioritization re-
main an open research topic. An interesting related topic is
that of schedulability analysis of velocity-monotonic schedul-
ing. Ideally, such an analysis should allow a source node to
determine whether a particular desired velocity is attainable
between a source-destination pair given current network con-
ditions. While an analytic expression for velocity feasibility is
still an open problem, in the following, we describe a feedback-
based technique that enforces velocity constraints dynamically
by applying back-pressure to slow down the sources when such
constraints are violated.

2.2 Enforcement of Velocity Constraints

Consider a network that supports multiple predefined veloci-
ties. An application can choose a velocity level for each mes-
sage. The network guarantees that the chosen message velocity
is observed with a very high probability as long as the mes-
sage is accepted from the application. A network-layer proto-
col with the above property, called SPEED [13], has recently
been developed by the authors. The protocol defines the veloc-
ity of an in-transit message as the rate of decrease of its straight-
line distance to its final destination. Hence, for example, if the
message is forwarded away from the destination, its velocity at
that hop is negative.

The main idea of SPEED is as follows. Each node
�

in
the sensor network maintains a neighborhood table that enu-
merates the set of its one-hop neighbors. For each neighbor,�
, and each priority level, � , the node keeps a history of the

average recently recorded local packet delay, ���	��
��� . Delay
������
��� is defined as the average time that a packet of prior-
ity � spends on the local hop

�
before it is successfully for-

warded to the next-hop neighbor
�
. Given a packet with some

velocity constraint, � , node
�

determines the subset of all its
neighbors that are closer to the packet’s destination. If ���	� is
the distance by which neighbor

�
is closer to the destination

than
�
, the velocity constraint of the packet is satisfied at node�

if there exists some priority level � and neighbor
�

such that
� �	��� � �	� 
������� . The packet is forwarded to one such neigh-
bor non-deterministically. If the condition is satisfied at mul-
tiple priority levels, the lowest priority level is chosen. If no
neighbor satisfies the velocity constraint, we say that a local
deadline miss occurs.

A table at node
�

keeps track of the number of local dead-
line misses observed for each velocity level � . This table is
exchanged between neighboring nodes. Nodes use this infor-
mation in their forwarding decisions to favor more appropri-
ate downstream hops among all options that satisfy the veloc-
ity constraint of a given packet. No messages are forwarded
in the direction of nodes with a high miss-ratio. The mecha-
nism exerts back-pressure on nodes upstream from congested

areas. Congestion increases the local miss-ratio in its vicin-
ity, preventing messages from being forwarded in that direc-
tion. Messages that cannot be forwarded are dropped thus in-
creasing the local miss-ratio upstream. The effect percolates
towards the source until a node is found with an alternative
(non-congested) path towards the destination, or the source is
reached and informed to slow down. The mentioned scheme
is therefore effective in exerting congestion control and per-
forming packet rerouting that guarantee the satisfaction of all
velocity constraints in the network at steady state [13]. The pro-
tocol is of great value to real-time applications where different
latency bounds must be associated with messages of different
priority.

2.3 Entity-Aware Transport

Although RAP and SPEED allow velocity constraints to be
met, the abstractions provided by them are too low-level for
application programmers. We develop a transport layer whose
main responsibility is to elevate the degree of abstraction to a
level suitable for the application. In particular, we propose a
transport layer in which connection end-points are directly as-
sociated with events in the physical environment. Events rep-
resent continuous external activities, such as the passage of a
vehicle or the progress of a fire, which is precisely what an
application might be interested in. By virtue of this layer, the
programmer can describe events of interest and logically as-
sign “virtual hosts” to them. Such hosts export communication
ports and execute programs at the locations of the correspond-
ing events. The programmer is isolated from the details of how
these hosts and ports are implemented. When an external event
(e.g., a vehicle) moves, the corresponding virtual host migrates
with it transparently to the programmer.

We call the virtual host associated with an external event of
interest an entity. Sensor nodes that can sense the event are
called entity members. Members elect an entity leader that
uniquely represents the entity and manages its state. Hence,
an entity appears indivisible to the rest of the network. The fact
that it is composed of multiple nodes with a changing member-
ship is abstracted away.

When the external event moves outside the sensing horizon
of the current entity leader, the leader hands-off leadership to
another member. Connection state is handed off as well al-
lowing communication with the entity to remain uninterrupted.
To ensure unique representation of external events within the
computational environment, a unique entity must be associated
with each event. The transport protocol meets this constraint
by announcing the existence of the entity to nearby nodes that
cannot yet sense the event. These announcements are sent pe-
riodically by the entity leader and are called heartbeats. Nodes
that hear a heartbeat but cannot sense the event are called entity
followers. They are said to be within the awareness horizon
of the named entity. Upon receiving a heartbeat, such nodes
set an entity timeout timer. Upon timer expiration, their sta-
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Figure 1. Node state transition diagram

tus as followers expires. The timer is reset to zero every time
a new heartbeat is received. When the event enters the sens-
ing horizon of a follower node, the node becomes a member of
the entity it is following. If the node is not a follower, it recog-
nizes that a new entity must be created. The node sets a random
timer upon expiration of which it claims leadership of the new
entity. If it receives a leadership claim message from another
node prior to timer expiration, it clears the timer and becomes
an entity member. The algorithm ensures that a newly sensed
event is represented by a single entity and that current events
do not spawn spurious entities as they move from one location
to another. Figure 1 depicts the node state transition diagram
between follower, member, and leader states, as well as the free
state in which a node is not cognizant of any entities.

An evaluation of this architecture reveals that entity unique-
ness is maintained as long as the target event moves in the envi-
ronment at a speed slower than half the nodes’ communication
radius per second [7]. For example, if sensor nodes can com-
municate within a 200 meter radius, the transport layer can cor-
rectly maintain endpoints attached to targets that move as fast
as 100 m/s (i.e., 360 km/hr). The combination of this transport
layer and the guaranteed velocity protocols described earlier
provides invaluable support to real-time applications. For ex-
ample, communication regarding moving targets can be made
to proceed in the network at a velocity that depends on target
velocity itself. Hence, positions of faster targets, for example,
can be reported quicker than those of slower ones. To the au-
thors’ knowledge no other protocols in sensor networks have
explicitly addressed message timing constraints.

3 A Sensor-Network Programming Model

The transport layer described above gives rise to a program-
ming model that elevates tracked activities in the physical en-
vironment into first class programming abstractions. In this
model, the application developer specifies events to be moni-
tored. The system automatically detects such events and instan-
tiates a so called context every time an instance of an event is
detected in the environment. From the programmer’s perspec-
tive, the application is composed of a dynamic set of contexts,
each representing a particular event. Objects can be attached

to contexts. These objects will logically execute in the locale
of the monitored event. Contexts have unique identifiers called
context labels. Objects attached to a context can be addressed
using the context label and object name. They can communi-
cate remotely by remote method invocation. The programmer’s
view of the application is depicted in Figure 2.

Sensor Network Abstraction Layer

Aggreg.
State

Aggreg.
State

Sensing CAR Sensing FIRE
GroupGroup

Context type: CAR
Context Label: Car02 Context Label: Fire01

Vehicle
Tracking
Objects

Fire

Objects
Tracking

Context type: FIRE

Figure 2. Programming model

A context label around some event, � , is completely defined
by two elements, namely (i) the function ���������! "
� which spec-
ifies an environmental condition that spawns the context label,
and (ii) the function ��#%$&#%�' "
� which describes the environmen-
tal state to be encapsulated in the context label. The former
function, for example, might dictate that a label is to be cre-
ated if magnetic distortion (e.g., the presence of a vehicle) is
sensed. The state function returns a set of aggregate variables,
each computed using outputs of at least (  nodes for which
���������� �
� was true in the last �) time units. We call (* and
�+ the critical mass and freshness constraints, respectively. For
example, to obtain the approximate position of a vehicle we
may define ��#%$&#%�� "
� to be the average coordinates of at least
5 nodes that have sensed the vehicle within the last 2 seconds.
We define environmental tracking of event � as the process of
maintaining the state of this event subject to given freshness
and critical mass constraints.

Syntactically, an application consists of a list of context dec-
larations, each specifying an activation condition ���������! �
� , a
set of state variables ��#%$&#%�" "
� , and a list of attached objects.
An example declaration is shown in Figure 3. The example
defines a context of type tracker, specifies its activation condi-
tion, ���������  
� , as an appropriate magnetometer reading (pre-
sumably caused by a nearby vehicle), and defines ��#%$,#%�  
� as
the average -�."/0$&# � .�� of the tracked target. It specifies that
-�."/0$&# � .�� must represent the average of at least 2 sensor read-
ings measured no earlier than 1 second ago. The attached ob-
ject is invoked periodically to report the current location of the
vehicle to a virtual base station object. It passes the originating



(1) begin context tracker
(2) activation: MAGNETOMETER == ON
(3) -�."/0$&# � .�� : avg (position) mass=2, freshness=1s
(4) begin object reporter
(5) invocation: PERIOD(0.5s)
(6) report function() 1
(7) BaseStation.reportLocation ( ����-3254 -�$&60��- , -�."/0$&# � .�� );
(8) 7
(9) end
(10) end context

Figure 3. Sample code

context label as the identity of the reported vehicle. If there are
several vehicles in the field, multiple reporter objects will be
automatically instantiated. The programmer does not need to
worry about instantiating these objects. Object execution and
maintenance of aggregate state occurs automatically. Details
of the underlying communication, group membership manage-
ment, leader handoff, and mobility are handled transparently.
Hence, the programmer’s interaction with the sensor network
is significantly simplified.

We have described real-time communication protocols and
programming abstractions motivated by a tighter interaction
between sensor networks and their physical environment. Our
architecture might be a first step towards a comprehensive vi-
sion for next-generation programming systems supporting fu-
ture real-time deeply embedded distributed sensor network ap-
plications.

4 Related Work
Classical distributed programming paradigms and middleware
such as CORBA [27], group communication (e.g., ISIS [5]),
remote procedure calls (RPC [6]), and distributed shared mem-
ory (e.g., MUNIN [9]) share in common the fact that their pro-
gramming abstractions exist in a logical space that does not
represent or interact with objects and activities in the physi-
cal world. Their main goal is to abstract distributed commu-
nication rather than facilitate distributed sensory interactions
with an external physical environment. In contrast, sensor
network applications call for a paradigm that revolves around
“environmentally-inspired” abstractions aimed at simplifying
the coding of interactions with the physical world that arise in
distributed deeply embedded systems.

The work reported in this paper is closely related to sev-
eral recent projects, such as Cricket [23], Sentient Comput-
ing [2] and Cooltown [10], which propose high-level paradigms
in which an embedded distributed computing system is able to
share humans’ perceptions of the physical world. These sys-
tems allow the location of entities in the external environment
to be tracked. One major difference is that they assume co-
operative users who, for example, can wear beaconing devices

that interact with location services in the infrastructure for the
purposes of localization and tracking [23, 2]. Our interest, in
contrast, is in situations where no cooperation is assumed from
the tracked entity.

In the absence of cooperation, several research efforts pro-
posed alternative addressing schemes that do not rely on hav-
ing destinations with specific identities, but rather contact sen-
sor nodes in the vicinity of a phenomenon of interest based on
the attributes of data they sense. For example, DataSpace [17]
exports abstractions of physical volumes addressable by their
locations. Similarly, directed diffusion [18, 14] and the inten-
tional naming system [3] provide addressing and routing based
on data interests [18, 14]. Attributed-based naming is also re-
lated to the notion of content-addressable networks [24] pro-
posed for an Internet environment, which allows queries to be
routed depending on the requested content rather than on the
identity of the target machine. We adopt context labels; a form
of attribute-based naming. In our architecture, however, con-
text labels are active elements. Not only do they provide a
mechanism for addressing nodes that sense specific environ-
mental conditions, but also they can host context-specific com-
putation that tracks a target in the environment.

Recent research on system software for sensor networks
has seen the introduction of distributed virtual machines de-
signed to provide convenient high-level abstractions to appli-
cation programmers, while implementing low-level distributed
protocols transparently in an efficient manner [26]. This ap-
proach is taken in MagnetOS [12], which exports the illusion
of a single Java virtual machine on top of a distributed sensor
network. The application programmer writes a single Java pro-
gram. The run-time system is responsible for code partition-
ing, placement, and automatic migration such that total energy
consumption is minimized. Maté [20] is another example of a
virtual machine developed for sensor networks. It implements
its own bytecode interpreter, built on top of TinyOS [16].

A somewhat different approach of providing high-level pro-
gramming abstractions is to view the sensor network as a
distributed database, in which sensors produce series of data
values and signal processing functions generate abstract data
types. The database management engine replaces the virtual
machine in that it accepts a query language that allows appli-
cations to perform arbitrarily complex monitoring functions.
This approach is implemented in the COUGAR sensor network
database [8]. A middleware implementation of the same gen-
eral abstraction is also found in SINA [25], a sensor informa-
tion networking architecture that abstracts the sensor network
into a collection of distributed objects.

Our system is different in that it is geared for real-time en-
vironmental tracking. To the authors’ knowledge, we describe
the first programming language for sensor networks that explic-
itly facilitates the coding of tracking applications, and the first
sensor network communication protocols that conider real-time
constraints. These novel abstractions and underlying mecha-



nisms are well-suited for monitoring targets that move in the
physical world. They can therefore have a major impact on
application development for sensor networks.

5 Conclusions
This paper reviewed a new protocol suite and programming
system for sensor network applications, that may considerably
improve real-time behavior and reduce the development cost
of deeply embedded systems. This reduction comes from off-
loading from the application developer the details of manag-
ing low-level abstractions. Future work of the authors will
involve refinement of the real-time protocols and the environ-
mental tracking problem such that more precise semantics and
failure models are achieved. With such refinements we hope to
build a predictable sensor network “virtual machine” that ex-
ports timely, reliable behavior and well-defined semantics, im-
plemented on the unreliable, unpredictable, and resource con-
strained hardware and communication infrastructure typical of
sensor networks. Such a virtual machine would hide the com-
plexity of sensor network programming from the application
developer, making a new more robust and more dynamic realm
of sensor network applications attaintable to impact future de-
fense, surveillance, habitat monitoring, and disaster manage-
ment systems.
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Abstract

The resource management in distributed real-time systems becomes increasingly unpre-

dictable with the proliferation of data-driven applications. Therefore, it is inefficient to

allocate the resources statically to handle a set of highly dynamic tasks whose resource re-

quirements (e.g., execution time) are unknown a prior. In this paper, we build a distributed

real-time system based on the control theory, focusing on the computational resource man-

agement. Specifically, this work makes three important contributions. First, it allows the

designer to specify the desired temporal behavior of system adaptation, such as the speed

of convergence. This is in contrast to previous literature, specifying only steady-state met-

rics, e.g. the deadline miss ratio. Second, unlike QoS optimization approaches, our solution

meets performance guarantees with no accurate knowledge of task execution parameters –

a key advantage in a poorly modeled environment. Last, in contrast to ad hoc algorithms

based on intuition and testing, we rigorously prove that our approach not only has excellent

steady state behavior, but also meets stability, overshoot, and settling time requirements.
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1 Introduction

Distributed real-time systems are widely used in highly dynamic environments where

the resource requirements are open, fluctuating and not amenable to the traditional

worst-case real-time analysis. For example, a web farm can be used to distribute

time-sensitive contents such as movies and video clips. They need to handle a chang-

ing number of requests with significantly different resource requirements that are

unknown beforehand. In a stock market, a system needs to actively push real-time

stock updates at various interval to a group of users. The number of users served by

a server can change quickly over time. Although these systems differ significantly in

term of applications, they all operate in open environments where both workloads and

available resources are difficult to predict. Monitoring and feedback control are needed

to meet performance constraints. Several difficulties are observed in dynamic resource

management in these systems. One main difficulty lies in their data-dependent re-

source requirements, which cannot be predicted without interpreting input data. For

example, the execution time of an information server (a web or database server) heav-

ily depends on the content of requests, such as the particular web page requested. A

second major challenge is that these systems have highly uncertain arrival workloads;

it is not clear how many users will request some resource in the web. A third chal-

lenge involves the complex interactions among many distributed sites, often across

an environment with poor or unpredictable timing behavior. Consequently, develop-

ing certain types of future real-time systems will involve techniques for modeling the

unpredictability of the environment, handling imprecise or incomplete knowledge, re-

acting to overload and unexpected failures (i.e., those not expressed by design-time

failure hypotheses), and achieving the required performance levels and temporal be-

havior. We envision a trend in real-time computing to provide performance guaran-
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tees without the requirement of fine-grained task execution models, such as those

depending on the precise estimation of individual task execution times. We shall see

the emergence of coarse-grained models that describe the aggregate behavior of re-

source requirements. Coarse-grained models are easier to obtain and they need not

be accurately computed. These models are more appropriate for dynamic resource

management in the presence of uncertainties regarding load and resources.

In this paper, we explore one such model based on difference equations. Unlike the

more familiar queuing theory models of aggregate behavior, difference equation mod-

els do not make assumptions regarding the statistics of the load arrival process.

Independent of the load assumptions, difference equation models are more suitable

for systems where load statistics are difficult to obtain or where the load does not

follow a distribution that is easy to handle analytically. The latter is the case, for

example, with web traffic, which cannot be modeled by a Poisson distribution. Our

solution has a basis in the theory and practice of feedback control scheduling. This

is in contrast to the more common ad hoc resource management based on intuition

and testing where it is very difficult to characterize the aggregate performance of the

system and where major overloads and/or anomalous behavior can occur since these

designs are not developed to avoid these problems.

2 The Overview of DFCS Architecture

Traditional real-time computing provides guarantees in avoidance of undesirable ef-

fects such as overload and deadline misses. They assume worst-case resource require-

ments known a priori. In contrast, in highly uncertain environments, the main concern

is to design adaptation capabilities that handle uncertain effects dynamically and in

an analytically predictable manner. To address this issue, we propose a framework

called Distributed Feedback Control Real-time Scheduling (DFCS). The framework is

based on feedback control that incrementally corrects system performance to achieve

its target in the absence of initial load and resource assumptions. One main per-

formance metric of such a system is the quality of performance-convergence to the
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desired level. In our framework, the desired convergence attributes may be specified

and enforced using mechanisms borrowed from control theory. These mechanisms

have been applied successfully for decades in physical process control systems that

are often non-linear and subject to random external disturbances. Before establishing

our DFCS framework, we give an overview of the software system being controlled

and describe the feed-back-control mechanism involved. Note that although we focus

on computational resource management here, while the general methodology can be

applied to other dynamic resource management as well.

We assume that the resource under investigation is a cluster of computing nodes con-

nected via a network. Tasks arrive at nodes in unknown patterns. Each task is served

by a periodically invoked schedulable entity (such as a thread) with each instance

having a soft deadline equal to its period. The periodicity constraint is motivated

by the requirements of real-time applications such as process control and streaming

media. We abstract a typical dynamic system by two sets of performance metrics.

The primary set represents metrics to be maintained at specified levels, for exam-

ple, the deadline miss ratio of a server, or the desired altitude of an airplane. The

secondary set represents negotiable metrics such as service quality. The objective

of adaptation is to incur minimum degradation in secondary metrics while main-

taining the primary metrics at their desired values. To represent multiple levels of

degradation in secondary metrics, we assume that each task has several service levels

of different qualities. For example, a task can execute for varying amounts of time

with the quality of the results improving with greater execution time. The goal of

our DFCS architecture is to maintain the primary performance metrics around their

desired values. Unlike a centralized system, the dynamics of a distributed system

manifest themselves on two different time-scales. Fast dynamics are observed on in-

dividual nodes, while slower dynamics are observed on the entire system. The fast

dynamics arise from local load changes due to individual task arrivals and termina-

tions, while the slower dynamics arise from changes in aggregate load distribution.

Therefore, our feed-back architecture naturally includes two sets of control loops,
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local and distributed ones, each tuned to the dynamics of the corresponding scale.

Each node in the distributed system has a local feedback control system (LFC) and

possibly a distributed feedback control system (DFC). The distributed feedback con-

troller is responsible for maintaining the appropriate QoS balance between nodes.

The local feedback controller is responsible for tracking the global QoS set point set

by distributed controller and ensuring that tasks that are admitted to this node have

a minimum miss ratio and the node remains fully utilized. It is important to note

that these two types of controllers form the main parts of the distributed resource

management in the system, but they are not the entire system.

Now consider a few more details about the DFCS architecture as shown in Figure 1.

The distributed controller (DFC) commands a set of local controllers (LFC) via

a QoS set point, termed as Service Level Ratio(SLR). The local controller (LFC)

manipulates its actuators to achieve this SLR set point. In this architecture, we let

the primary performance metric be the deadline miss ratio (MR). Since zero deadline

miss ratio of admitted tasks can be trivially satisfied if the admitted task set is empty,

it is especially important to quantify the loss of services due to task rejection to

avoid trivial solutions. For this reason, we use two different miss ratio measurements,

GMR and LMR. 1) GMR is the Global Miss Ratio of all submitted tasks, including

both the admitted tasks and the rejected tasks. The distributed controller (DFC)
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is responsible for bounding the global miss ratio, GMR, of the system. 2) LMR

is the Local Miss Ratio of admitted tasks in a single node. The local controller

(LFC) is responsible for controlling the LMR miss ratio of locally admitted tasks as

dictated by the distributed controller. Note that as shown in Figure 1 each of the local

controller and the distributed controller has two similar parts, a miss ratio controller

and a utilization controller. The miss ratio controller activates during overload, while

the utilization controller activates at under-utilization when no deadline misses are

observed, keeping the system sufficiently utilized. In addition, the LFC has a service

level ratio controller (SLR) to address our secondary metric.

In addition, admission control (Figure 1) is based on estimated CPU utilization and

the global SLR set point and decides to admit or reject tasks from the outside. If

one task is rejected, it is offloaded to another node based on a certain routing policy.

Finally, the real-time system is the plant under control, which processes the requests

from the users. We can plug various scheduling algorithms into this real-time system

based on different resource requirements. Here, we use EDF in our design.

3 Design and Model DFCS System

The DFC control design involves two components: a task model and difference equa-

tions describing the dynamics of the DFC in under-utilization and overload situations,

respectively. The design process proceeds as follows: First, we specify the task model.

Second, we specify the desired system performance using both transient and steady-

state metrics. This step requires a mapping from the performance metrics of adaptive

real-time systems to the dynamic response metrics of control systems used in control

theory. Third we establish a mathematical model of the system for the purposes of

feedback control. We take a high-level approach where our model aggregates the over-

all performance of the system in a single model. Our performance study shows this

model works well, in spite of its simplicity. Finally, based on the performance specifi-

cations and the system model from first and second steps, we apply the mathematical

techniques of control theory to design the controller that gives analytic guarantees on
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the desired transient and steady-state behavior at run-time. We map the controller

design to various nodes in the system, depending on the network structure being

studied.

3.1 Task Model

We assume a liquid task model in which a node can serve thousands of tasks, each

with a small execution time. It is often the case in client-server architectures such as

web servers. For each task Ti, there are N QoS service levels (N ≥ 2). Task Ti running

at Service Level q (0 ≤ q < N) has a deadline Di[q] and an execution-time Ci[q] that

is unknown to the scheduler. The requested CPU utilization, Ji(q) = Ci[q]/Di[q], of

the task is a monotonically increasing function of the service level q, which means that

a higher QoS requires more CPU utilization. Let the average CPU utilization needed

for a task set at level 0 be Ub. Without loss of generality, the average CPU utilization

for a task set at level q is f(q)Ub, where f(q) is a polynomial representing the Taylor’s

series expansion of the relation between CPU utilization and QoS level. Here we use

the first order approximation of this relation to define the average requested CPU

utilization J(q) of a task set:J(q) = (Aq+1)Ub where q ∈ [0, N). Note that level N−1

is the best QoS a task can be served. It should be emphasized that the service level q

of a single task Ti must be an integer value, however the service level q for a task set

is the average service level, which can be a non-integer, if tasks are served at different

levels in a single node. We make use of this approximation in the rest of the paper to

derive the system model. Note that if this approximation is not appropriate in some

situations, higher order ones can be used. However, the design process remains the

same.

3.2 System Specification and Metrics

To evaluate the performance of a system, it is necessary to establish its specifications

and performance metrics. Following the practice of the control community in speci-

fying and evaluating the performance of control loops, we propose a series of canonic

benchmarks that test system adaptation capabilities. These benchmarks generate a
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set of simple load profiles adapted from control theory; namely, the step load and the

ramp load. The step load represents a worst-case load variation: a workload change

that occurs in zero time. The ramp load represents a more moderate variation that

features a slower rate of change. By experimenting with different rates of change, we

can assess how well an adaptive system converges to the desired performance upon

perturbations caused by changes in the workload. We can also analyze the effects of

workload changes with different rates. If the change rate of the work is bounded, this

analysis can yield guarantees on the convergence time and worst-case performance

deviation. We measure the system load in the percentage of the full system capacity.

The load corresponding to the full system capacity is said to be 100%. An overload

is a system load that is higher than 100%. A load profile L(t) is the system load as a

function of time. In practice, this load is translated into system-specific parameters

for evaluation purposes. For example, a 500% system load can be translated to the

request rate of 8,000 Mbps in a specific web server.

Consider a time window [(k − 1)W, kW ], where W is called the sampling period and

k is called the sampling instant. During this window, let M(k) be the number of task

instances that miss their deadline, let T (k) be the total number of task instances,

and let MR(k) = M(k)/T (k) be the miss ratio and MS be the desired miss ratio

performance, termed as the set point in control theory. To quantify the performance

of adaptation, we have following metrics.

• Overshoot Mo: the maximum amount by which M(k) exceeds its set point MS,

expressed as a percentage of the set point MS.

• Settling time Ts: The time it takes the miss ratio to enter a steady state after a

load change occurs.

• Steady-state error Es: It is the difference between M(k) and its set point MS

when no disturbance happens and after system transients have decayed. It indicates

the DFCS’s ability to regulate the controlled variable near the set point MS in the

long term. Ideally Es should be zero.

These metrics provide a basis for us to compare the effectiveness of feedback control
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to other adaptive real-time scheduling policies. In addition, these metrics can be also

used to specify the desired behavior of the adaptation process to guide the control

loop design. To enforce these metrics, we need to establish a good aggregate model

of the system, the central topic in the next section.

3.3 Modeling the Dynamics in DFCS

Before applying control theory to design a controller from specifications of adaptive

behavior, it is necessary to model the system dynamics mathematically. Here the

dynamics in DFCS is modeling as an integrated entity with aggregated behavior.

Let the utilization U(k) be the fraction of time the CPU is busy in some sampling

window k. Let S(k) be the service level ratio (SLR) at the sampling window k, which

can be formulated by Equation 1. In Equation 1, we assume each task has at least

two service levels (N ≥ 2).

S(k) = AvgServiceLevel

N−1
=

N−1
∑

q=0

(Num.of Tasks completed at level q)·q

(Num.of Tasks completed)·(N−1)
S(k) ∈ [0, 1]

S(k) = 0 Num.of Tasks completed = 0

(1)

Now we derive the relation between utilization U(k), service level ratio S(k) and

the resulting number of miss M(k). Note we use miss number M(k) zero as desired

the performance metrics (set point), which is equivalent to miss ratio MR(k) zero.

In each time window , CPU utilization is proportional to the number of tasks that

finish successfully. This relationship can be modeled as:

U(k) = c(k) · (T (k) − M(k)) · J(q) (2)

where c(k) is the percentage of the arrived tasks that finish in the same sampling

window. For example if c(k) = 1, all tasks arrive and finish in the same period. If

c(k) = 0.99, 1% (relatively long) tasks neither miss their deadline, nor finish within

the same period. From the perspective of control theory, worst-case conditions for

convergence stability are those when system gain is maximum. The maximum gain
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condition corresponds to c(k) = 1. In other words, worst-case conditions occur when

we assume the unfinished tasks consume their execution time in the sampling win-

dow of arrival. It is a reasonable assumption in a liquid task model where the task

execution time is much smaller than the sampling window. Therefore, Equation 2 can

be simplified as:

U(k) = (T (k) − M(k)) · J(q) (3)

From definitions of J(q) in Section 3.1 and Equation 1, we have:

J(q) = (1 + A · S(k) · (N − 1)) · Ub (4)

Combining Equations 3 and 4, we get the relation desired:

U(k) = (T (k) − M(k)) · (1 + A · S(k) · (N − 1)) · Ub (5)

Two important subcases arise in modeling the system: namely, overload and under-

utilization. They are modeled separately in the two subsequent subsections, respec-

tively.

3.4 Modeling Dynamics when Overload

In the overload situation, tasks begin to miss their deadlines, there are two approaches

to tackle the situation: admission control and service level ratio (SLR) adjustment.

Admission control reduces a node’s local miss ratio by rejecting incoming requests.

SLR adjustment tries to accommodate more tasks by degrading the service levels of

individual tasks. Since DFCS treats task equally, it degrades tasks with the highest

service level first, until the average task service level ratio reaches the desired SLR.

In the DFCS design, we deem task rejection the same as missing the task’s dead-

line. Hence, we adopt SLR adjustment whenever possible. Here we get a difference

equation that describes how SLR adjustment affects the number of misses when the

system is overloaded (M(k) > 0 ). Since we assume the EDF scheduling, when dead-

line misses occur it must be that the CPU utilization U(k) is 100%. We differentiate

10



Equation 5, setting U(k) = 1, we get the linearized small signal model of the system

in overload situations:

∆M(k) = GM · ∆S(k) + ∆T (k)

where GM = A(N − 1)/(Ub(1 + A(N − 1)S(k − 1))(1 + A(N − 1)S(k)))

(6)

3.5 Modeling Dynamics when Under-Utilization

The derivation in under-utilization situation is similar to Section 3.4. When DFC

is underutilized under the EDF scheduling , the number of tasks missed deadlines

M(k) is obviously zero. Since the primary metric is satisfied, we focus on the SLR,

the secondary metric presenting the QoS of admitted tasks. In this situation, we

switch to utilization measurements. We can increase the SLR of the task set when

the utilization is low to improve our service to the user. Here we obtain a difference

equation that describes how SLR adjustment affects the CPU utilization when the

system is underutilized (U(k) < 100%). After we set M(k) = 0 and differentiate the

Equation 5, we get

∆U(k) = GU · ∆S(k) + Gt · ∆T (k)

where GU = T (k − 1)A(N − 1)Ub and Gt = (1 + AS(k − 1)(N − 1)Ub

(7)

3.6 Design the Distributed Controller

With the DFCS dynamics models defined by Equation 6 and 7, we can now design

the distributed feedback control loop. In this section, we first define the performance

specifications to achieve, then we apply a control design method called Root Locus

to tune the distributed controller. Due to space limitations, we do not review local

controller design here, which has been intensely studied in our previous work [1] [2].

3.6.1 Design of the Control Loop

In the distributed case, each node in the DFCS provides the same SLR to the user.

This property is often preferred in many distributed applications. For example, in a
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web server farm, the SLR of each HTTP request should be independent of where

this request is served in the farm. So the major goal of the distributed controller is

to calculate the SLR set point for the system. Since the system dynamics can be

modeled with two difference Equations 6 and 7. The former describes the relation

between the changes of the service level ratio and the changes of miss number when

the whole system is overloaded; the latter models the relation between the changes

of the service level ratio and the changes of CPU utilization when the system is

underutilized. Based on this knowledge, we design the distributed feedback control

loop. Because the external workload is not under our control, we deem ∆T (k) as the

external disturbance 1 . Let GU be the gain from ∆S(z) to ∆U(z) when the system is

underutilized and GM be the gain from ∆S(z) to ∆U(z) when system is overloaded.

We get:

M(k) = M(k − 1) + ∆M(k) = M(k − 1) + GM∆S(k) when M(k − 1) > 0

U(k) = U(k − 1) + ∆U(k) = U(k − 1) + GU∆S(k) when U(k − 1) < 1

(8)

where GM and GU are defined in Equations 6 and 7, respectively. We can now

draw the block diagrams of the feedback control system as shown in Figures 2 and 3.

When the system is overloaded, the distributed miss feedback control loop (Figure 2)is

activated. The components inside the dotted rectangle describe the dynamics of the

controlled process with input ∆S(z) and output M(k), where CM(z) is the miss

controller to be designed and MS is the miss set point. We can easily obtain the miss

ratio MR(k) by dividing M(k) by the total number of tasks. Note that while the

controlled system gain does change by a multiplicative factor if the output metric

used is miss ratio MR(k) instead, the overall loop gain remains the same. This is

because the designed controller gain in this case is multiplied by the inverse of that

1 It is possible to include external workload dynamics in the model by modeling the admis-

sion control process, however we found this is necessary only when the workload changes

significantly over a very short period of time, which is not the case for most distributed

system. Extension on this aspect is left as future work.
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factor. With the above observation in mind, the discussion below applies to both miss

ratio MR(k) and miss number M(k) control. When the system is underutilized, we

use the distributed utilization feedback control loop shown in Figure 3. CU(z) is the

CPU utilization controller to be designed and US is the CPU utilization set point.

In z-transform notation we have:

M(z) = HM(z)MSz
z−1

where HM(z) = CM (z)GM

1−z−1+CM (z)GM

U(z) = HU(z)USz
z−1

where HU(z) = CU (z)GU

1−z−1+CU (z)GU

(9)

Here the gains GM and GU are assumed to be set at some fixed values for nominal

control design and analysis. Because our system intrinsically has an integral part,

it is enough to use only a proportional controller to design CM(z) and CU(z) to

guarantee the stability and zero steady state error. The general forms of the digital

proportional controller in the time domain and z-domain are: ∆S(k) = KpE(k)(time

domain)and C(z) = KP (z-domain). Here we denote KM as the proportional term for

the miss controller and KU for the utilization controller. These values are substituted

in Equations 9. Setting CM(z) = KM and CU(z) = KU we get:

M(z) = HM(z)MSz
z−1

where HM(z) = KMGM z
(1+KMGM )z−1

U(z) = HU(z)USz
z−1

where HU(z) = KUGU z
(1+KUGU )z−1

(10)

13



3.6.2 Stability

According to control theory, system performance is determined by the poles of the

closed loop transfer function. From Equations 10, we get 1/(1 + KMGM) as the pole

for HM(z) and 1/(1 + KUGU) as the pole for HU(z). Since these poles are inside

the unit cycle, according to the control theory, the stability is ensured in the DFCS

system.

3.6.3 Steady State Error

Based on the Final-Value Theorem, the steady state values of and are:

Lim
k→∞

M(k) = lim
z→1

(z − 1)M(z) = lim
z→1

{

(z − 1) KMGMz
(1+KM GM )z−1

· Msz
z−1

}

= MS

Lim
k→∞

U(k) = lim
z→1

(z − 1)U(z) = lim
z→1

{

(z − 1) KUGUz
(1+KUGU )z−1

· Usz
z−1

}

= US

(11)

This result theoretically proves that the DFCS system can bring the miss number

M(k) and CPU utilization U(k) to their set point(MS and US)in steady state with

zero error. It can also be verified that for a constant external disturbance ∆T (k) =

∆T , this asymptotic property still holds.

3.6.4 Settling Time

Settling time can be determined by the poles inside the unit cycle. The closer the pole

is to the origin, the shorter the settling time. To deal with a worst case situation, we

let KMGM = 1 and KUGU = 1, the poles of HM(z) and HM(z) are 0.5. According to

control theory, the settling time is determined by the distance of the pole from the

origin of the root locus plot. With a radius of 0.5, the theoretical settling time is about

8 sampling periods. In the experiment, based on the model, the calculated controller

settings are 0.82 and 1.22 for the miss and utilization controllers, respectively.

3.7 Network Structures

For an effective distributed solution, we must consider the interaction among local

controllers and the interaction between the global controller and local controllers. Two
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Fig. 5. Available routes in H-DFCS

aspects of the network to consider are the physical and logical network structure. The

physical network structure could be a fully connected Ethernet, token ring, etc. For

the purpose of this work, we are assuming that the physical structure of the network

is either a hierarchy based point to point network, or a grid based point to point

network running a Gigabit Ethernet.

The logical network structure defines information flow and route connectivity for the

system. We propose two logical network structures: hierarchical and neighborhood,

and design distributed real-time scheduling algorithm based on network structure.

3.7.1 Hierarchical Structure

Hierarchical Distributed Feedback Control System (H-DFCS) is based on the concept

of information sharing in a hierarchical system. It allows a large distributed system to

be broken down into a multi-level hierarchical system, as illustrated in Figure 4. By

doing this, only the information that is required to coordinate subsystems needs to be

exchanged at higher levels to coordinate the entire system. In the H-DFCS system,

any node that has sub-nodes can be considered a coordinator. In the H-DFCS system,

each node has a local feedback controller (LFC). The minimal requirement of this

local controller is that it should be able to modify the service level set point of the

node and report the local Miss Ratio (LMR) to other controllers (nodes).

The full scheduling algorithm for this system operates every sampling period in the

following manner. Each node contains the LFC control system, with the exception

of the top node in the hierarchy. This node contains the LFC control system as well

as the DFC control system. The top node receives the MR and CPU utilization
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averaged for the entire system and use this as inputs to its distributed controller to

determine the new service level set point for the entire system. Such an operation

allows the parent node to make decisions based on information from its children. The

advantage is that the information from the children represents the subnet below that

child, as the LMR values are weighted based on the number of nodes that the value

represents.

Load balancing is achieved by migrating tasks between nodes through the network.

Each node determines the route by comparing the MR values from the its children,

parent and siblings. The MR values are weighted, to describe the number of nodes

that they represent. This information is then used to assign a percentage to each

entry in the route table, specifying the ratio of the off-loaded tasks to be sent along

each route. In the hierarchical case that implements a binary tree, each node has up

to four possible routes. For example, as shown in Figure 5, Node 13 has two routes to

its two children, one to its parent, and one to its sibling. Routes are unidirectional,

and are assigned only if the miss ratio of the other node in question is lower than

that of the current node.

3.7.2 Neighborhood Structure

Neighborhood feedback control scheduling is based on the concept of information

sharing in a neighborhood type system as shown in Figure 6. This means that a node

shares its state information with its direct neighbors in the network and receives state

information from these same neighbors.

Different from H-DFCS which has only one distributed controller at the root, in
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neighborhood feedback control scheduling (N-DFCS) shown in Figure 6, every node

contains both a local and distributed controller to control the state of the node

as well as the state of its neighbor nodes. N-DFCS works within individual sub-

nets instead of the whole distributed system. This design allows state information

shared in a more decentralized manner. As a concrete example, Figure 7 shows the

neighbors of two nodes (nodes 4 and 5) in a mesh structure (neighbors(4)=1,3,5,7

and neighbors(5)=2,4,6,8).

3.7.3 Comparison

Due to the difference in the network structure, H-DFCS and N-DFCS have different

characteristics in terms of the delay and load balance.

• H-DFCS: Since H-DFCS needs to wait for the messages to be passed all the way

up the hierarchy prior to making decisions and returning the set point, the duration

of its operation depends on the number of levels in the hierarchy. For example, as

shown in Figure 8, it takes seven time slots for a level-1 node finishes in a three-

level hierarchy. This indicates that H-DFCS might not be quite suitable for some

large scale systems. On the other hand, H-DFCS can make the SLR decision based

on global information, leading to a quicker load balance.

• N-DFCS: N-DFCS allows a node to make a decision based on information from it

nearest neighbors. The advantage here, is that state information is shared in a more

decentralized manner. This helps in speeding up the computation time—as evident

by comparing Figure 8 and Figure 9, but could result in a slower load balancing

process. In comparison, the N-DFCS always works in a fixed time, regardless the

number of nodes in the system.
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4 Performance Evaluation

To evaluate the performance of DFCS, we compare N-DFCS and H-DFCS with two

other well-known scheduling algorithms, QoS negotiation [3] and Dynamic QoS Man-

agement (DQM) [4]. Without a theoretical basis, QoS and DQM can be inefficient

and difficult to tune. The results show that the feedback-control based approach is

very effective. Due to space constraints, we are not able to show experimental results

here. Please refer to [5] for complete evaluation results.

5 Related Work

Our DFCS architecture differs in two respects from early adaptive approaches. First,

the performance of the adaptive system is modeled in a coarse-grained manner that

represents the relation between aggregate QoS and aggregate resource consumption.

This is different from fine-grained models, where the knowledge of individual task ex-

ecution times is required as in [4]. Second, feedback control is used as a primary mech-

anism to adjust resource allocation in the absence of a priori knowledge of resource

supply and demand. This is in contrast to early optimization-based QoS adaptation

techniques that have assumed accurate models of application resource requirements.

Examples of the new approach include [4,6]. In [6], a transaction scheduler called

AED monitors the system deadline miss ratio and adjusts task priorities to improve

the performance of EDF in overload. The DQM algorithm [4] features a feedback

mechanism that changes task QoS levels according to the sampled CPU utilization

or deadline misses. However, these algorithms are based on heuristics rather than a

solid theoretical foundation.

Recently feedback control theory has been widely used as the underlying analytical

foundation for building adaptive resource management systems. For example control

theory has been applied to control throughput and delay [7] and to control conges-

tion [8] at the network layer of the Internet. In addition, control-theoretic approaches

have been adopted in a number of software systems such as realtime embedded sys-
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tems [9,10], database servers [11], network storage systems [12]and web caching [2]. A

survey on feedback performance control in software services is presented in [13]. Re-

cent work on applying control-theoretic techniques in Real-Time systems is directly

related to this work. In [14,1], feedback control real-time scheduling algorithms are

developed to achieve deadline miss ratio guarantees in uniprocessor systems. Several

recent paper also present feedback control algorithms (DEUCON [15]) and middle-

ware (FC-ORB [16]) for enforcing desired utilizations of multiple processors in a

distributed systems. There are several important differences between our work and

those projects. First, those solutions control the resources by adapting the rates of

end-to-end tasks. In contrast, our algorithms handle independent tasks via a combi-

nation of local QoS level adaptation and task (re)allocation.

6 Conclusions

To support data-driven applications with unpredictable and changing resource re-

quirements, we develop here an effective computational resource management system,

called DFCS, based on the feedback control. Different form other ad hoc approaches,

DFCS has a basis in the theory. We have rigorously proven that our approach not

only has excellent steady state behavior, but also meets stability, overshoot, and set-

tling time requirements. We have demonstrated that DFCS is a better option for

distributed resource management, than QoS [3] and DQM [4].

References

[1] C. Lu, J. A. Stankovic, T. F. Abdelzaher, G. Tao, Performance specifications and

metrics for adaptive real-time systems, in: IEEE RTSS, 2000.

[2] Y. Lu, T. Abdelzaher, A. Sexana, Design, implementaion, and evaluation of

differentiated caching services, accepted for IEEE Transactions on Parallel and

Distributed Systems 15 (5).

[3] T. F. Adbelzaher, E. Atkins, K. Shin, QoS Negotiation in Real-Time Systems and Its

Application to Automated Flight Control, IEEE Transactions on Computers 49 (11).

19



[4] S. Brandt, G. Nutt, T. Berk, J. Mankovich, A dynamic quality of service middleware

agent for mediating application resource usage, in: RTSS ’98, 1998.

[5] J. A. Stankovic, T. He, T. F. Abdelzaher, M. Marley, G. Tao, S. Son, C. Lu, Feedback

Control Scheduling in Distributed Systems, in: IEEE RTSS, 2001.

[6] J. R. Haritsa, M. Livny, M. J. Carey, Earliest deadline scheduling for real-time database

systems, in: IEEE Real-Time Systems Symposium, 1991, pp. 232–243.

[7] S. Keshav, A control-theoretic approach to flow control, in: Proceedings of the

conference on Communications architecture & protocols, 1993, pp. 3–15.

[8] J. Wen, M. Arcak, A unifying passivity framework for network flow control (2002).

[9] L. Abeni, L. Palopoli, G. Lipari, J. Walpole, Analysis of a reservation-based feedback

scheduler, in: RTSS ’02, 2002.

[10] A. Cervin, J. Eker, B. Bernhardsson, , K.-E. Årzén, Feedback feedforward scheduling
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Abstract

Highly dynamic sensor networks, such as mobile robotic sensor networks, have been applied in various kinds of application
scenarios such as real-time planet exploration and deep-ocean discovery. In these types of networks, mobility and energy
management protocols change the connectivity among the neighboring nodes quickly. Traditional state-based protocols, designed
for static and/or low-mobility networks, suffer excessivedelay in updating their routing or neighborhood tables, leading to severe
packet loss and communication delay in the highly dynamic situations. To provide robust and timely communication, we exploit
the concept ofLazy-Binding to deal with the elevated network dynamics. Based on this concept and the knowledge of the node
positions, we introduce Implicit Geographic Forwarding (IGF), a new protocol for highly dynamic sensor networks that is altogether
state-free. We compare our work against several typical routing protocols in static, mobile and energy-conserving networks under
a wide range of system and workload configurations. In the presence of mobility and other dynamics, IGF achieves as much as10
times improvement in the delivery ratio and significant reduction in both the end-to-end delay and control overhead. In addition
to extensive simulations, we also implement and evaluate the IGF protocol on the Berkeley mote platform.

I. INTRODUCTION

Highly dynamic sensor networks, such as mobile robotic sensor networks, have been widely used to explore environments
that are difficult and dangerous for humans. In the exploration missions of the red planet, scientists employ the roboticsensor
devices (Rover) to discover the possibility of water activity. In the deep-ocean exploration, robotic sensors are usedto access the
risk of potential earthquakes, volcanoes and tsunamis. In addition, robotic sensors are used to investigate dangeroussites such
as radioactive environments and mine fields. These robotic sensors are normally equipped with various kinds of sensors such
as cameras, spectrometers and magnetometers. They can localize themselves in real-time through either GPS [1] or position
tracking [2]. Distributed data processing, such as the collaborative exploration for map construction [3], requires ateam of
robotic sensors to communicate with each other constantly in real-time. This type of communication imposes several challenges.
First, when robotic sensors move, the constant changes of the connectivity among the neighboring nodes make it difficultto
maintain freshness of the routing states in traditional state-based routing protocols. Second, energy management protocols
[4]–[6] transit the robotic sensors into and out of sleep states, and their participation in the network becomes probabilistic
at any given point in time. These unique challenges demand a new routing solution. In this paper, we exploit the concept of
lazy-binding, which is widely used in other research areas, such as the programming language design and operating systems.
Specifically here, we definelazy-binding as deferring mapping the system physics (e.g., the network topologies) into the volatile
states (e.g., the route state), required by a certain operation, to the last possible moment allowed by the operations. Since
lazy binding defers binding the volatile states as late as possible, it enables the system to cope with real-time changesin the
network topology. Our first installment based on this concept is a location-based routing protocol, called Implicit Geographic
Forwarding (IGF). IGF allows a sender to determine a packet’s next-hop online in real-time. By combining lazy-binding and
location-address semantics, IGF becomes a pure state-freeprotocol, which does not depend on the knowledge of the network
topology or the presence/absence of other nodes. This characteristic of being state-free is valuable to the highly dynamic
sensor networks, as it supports fault tolerance and makes protocols robust to real-time topology shifts or node state transitions.
Further, a state-free solution eliminates the bandwidth-consuming packets required in the state-based solutions forrouting and
neighbor table upkeep.

The remainder of the paper is organized as follows: Section II motivates the need for lazy-binding in highly dynamic
networks. Section III describes the IGF protocol in detail.Section IV presents our simulation experiments and analysis in
mobile and other environments. Section V describes our implementation on the MICA2 platform and its evaluation. We
discuss the state-of-the-art and future work in Sections VIand VII, respectively. We conclude the paper in Section VIII.



II. THE MOTIVATION FOR LAZY-BINDING

Advances in the protocol design [7]–[11] continuously expand our ability to deal with the high dynamics inside the network.
These protocols have been designed with robustness in mind,however, the level of fault tolerance is usually designed toadapt to
occasional node failures and infrequent topology migration. In order to cope with the elevated transition of network topologies,
the state-based solutions are required to refresh the routing states in real time to reflect changes, which consequentlyintroduces
significant overhead and network congestion. Eventually, the performance of these algorithms might degrade dramatically, as
the real-time maintenance of the routing states might not keep up with the transition rate of the network topologies. We observe
that the delay betweenthe time when a physical network topology maps to the routing states and the time when these
states are actually used for packet forwarding is the root cause of state invalidation and routing failures. We term this delay
as the binding delay. A long binding delay leads to a high probability that recorded states are invalid by the time they areused.
This problem increases as the network dynamics increase. Inaddition, since routing states are volatile and become outdated
at a much faster rate in highly dynamic networks, it is inefficient to maintain state proactively and eagerly. According to the
binding time, we categorize the routing protocols into fourcategories as shown in Figure 1.
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Fig. 1. Difference in Binding Time

• Fixed routing schemes are rarely used due to their rigid early-binding at the deployment time. The binding delay of this
type of network could be infinite.

• Proactive schemes such as DSDV [10] and GPSR [11] maintain the network states aggressively. The routing states are
refreshed regardless whether there is need of data delivery. This eager and proactive binding property is suitable for the
networks with a small rate of topology change. The binding delay is the interval between consecutive routing updates.

• On-demand algorithms such as DSR [8], AODV [9] and Directed Diffusion [7] bind the routing state to physical topologies
with a lazier approach - On-demand Route Discovery. The on-demand property allows them to defer the binding of the
routing states to the physical network topologies until there is a need for end-to-end delivery. Those schemes have been
proven effective [12] in dealing with moderate mobility andfailures. The binding delay of on-demand algorithm is the
time since the route discovery.

• Different from the on-demand schemes, the IGF protocol proposed in this work goes one-step further. It defers the binding
of the routing states to the physical network topologyuntil the packet forwarding operation actually happens at a sending
node. This design allows: 1) The elimination of the communicationoverhead to maintain the state proactively, reducing the
unnecessary update of the volatile routing states, 2) The real-time detection of the node failure, migration, and transition
into a sleep state and 3) The real-time utilization of recently awoken or newly arriving nodes.

III. IGF PROTOCOL DESIGN

In this section, we introduce the IGF protocol as an exemplarinstance of the lazy-binding concept applied to routing.

A. System Model and Assumptions

IGF is targeting to the high-end sensor networks (e.g., mobile sensor networks), where each sensor node can obtain its
location (x, y) through GPS [1] or a position tracking technique [2]. The IGFcommunication supports the location-address
semantic, in which locations are specified as the routing destinations, instead of using a particular node ID. This location-
address semantic are valid in many sensor networks, becausesensor data, such as temperature readings, are normally tagged
with the location-context, and therefore can be addressed directly by the location, eliminating the overhead to translate the
target destinations into a set of node IDs. Since the packet size in high-end sensor networks is relatively large, our main
design uses RTS-CTS handshaking to avoid the hidden and exposed terminal problems in wireless communication [13], and
an alternative solution for small-packet delivery (e.g., Tinyos Message) is discussed separately in Section III-H.4.For the sake
of simplicity, we describe IGF in Section III-B assuming a sufficient node density. The issues related to the density, radio
irregularity and localization error are resolved in the later sections.



B. IGF Details

We begin our introduction of IGF with an straightforward example. Figure 2 depicts a scenario where the nodeS is
transmitting a packet towards the final destinationD. We define the dark nodes within the 60-degree sector1 as forwarding
candidates (We address the case when there are no candidatesinside the specified forwarding area in section III-G). Among
these candidates, we highlight two nodes,R and A, to represent the chosen next-hop and an alternate ”competing” node,
respectively. In addition, the gray nodeN represents a node within the communication range ofS that is not a candidate node.
When the nodeS initiates a packet transmission, the communication handshake goes through following steps: (the timeline of
the IGF Handshake is shown in Figure 3) PQ RS T UT U V
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Fig. 3. IGF Handshake

1) ORTS PHASE: With modifications to the 802.11 DCF MAC protocol, the IGF handshake begins when the senderS’s
Network Allocation Vector (NAV) timer is zero and it senses an idle channel for DIFS time; at this point the nodeS
sends, via broadcast, an Open RTS (ORTS) packet. This ORTS packet contains the locations of the sending nodeS and
the final destinationD.

2) CTS-WAIT: While all nodes within the communication radius of the nodeS receive and process this ORTS packet,
only the forwarding candidates (dark nodes) set a CTSResponse timer (Tcts wait). This timer controls an appropriate
amount of time that a forwarding candidate must wait before responding to the received ORTS packet. The value of
Tcts wait can depend on the link quality, the progress in distance towards the destination and/or the energy remaining
at the potential receiver. The nodes that are not forwardingcandidates (gray nodes) set their NAV timer in accordance
with 802.11 semantics to avoid interference with this ongoing transmission.

3) CTS: While all forwarding candidates set their CTSResponse timer, only a single node, with the shortestTcts wait value
(the nodeR in the Figure 2 scenario), responds to the ORTS with a CTS packet. To prevent multiple responses, other
forwarding candidates overhearing this CTS packet cancel their timers and set their appropriate NAV timers. In addition,
the senderS, having already received a valid CTS packet, ignores further CTS packets heard in response to the now
antiquated ORTS. We consider the IGF lazy-binding done, when the senderS decides that the nodeR is the receiver
for this packet.

4) DATA: After the senderS is bound with a specific receiver (R), the senderS sends DATA to the nodeR.
5) ACK: The nodeR acknowledges the senderS, if DATA is received successfully.

1We choose this 60-degree sector because it is the maximal angle that ensures the distance between any two points within the sector is smaller than nominal
communication range (for the purpose of overhearing). In case of high node density, a smaller angle can be chosen as well.



C. More on Forwarding Candidates

This section gives a detailed discussion on how a node determines whether it is a valid forwarding candidate. We prefer that
every node within the forwarding area is capable of hearing one another, to prevent the interference among the forwarding
candidates. Accordingly, as depicted in Figure 2, we choosethe candidate nodes that reside within a±30-degree angle of the
line connecting the sender and the final destination.

Using the sender and the receiver’s own location, as well as the final destination location, each node (e.g., the node R) apply
simple trigonometry to test whether itself is within the forwarding area. The formula to calculate the angle6 RSD in Figure 2
is:

Degree 6 RSD
= acos(

|SR|2 + |SD|2 − |RD|2

2|SR||SD|
) (1)

In the ideal case, the shape of the forwarding area ensures all forwarding candidates, responding to an ORTS packet, are
located within the communication range of one another; thiseliminates the chance multiple CTS are sent in response to a
single ORTS packet. However, in reality, due to an irregularcommunication radius [14], the nodeA might still fail to know
that a response to the nodeS’s ORTS has already been transmitted by the nodeR. In this rare case, the senderS needs to
resolve duplicate CTS packets by choosing only one of those responses.

As stated before, the neighboring nodes that receive an ORTS, but are not within the forwarding area, simply set their NAV
timer to reflect the duration of communication. This prevents collisions due to the hidden terminal problem [13].

D. More on Setting Response Wait Times

This section provides more discussion on how to set theTcts wait value. Having determined that it is within the forwarding
area of communication, a node can adopt different policies in setting itsTcts wait according to any combination of available
metrics including the reception quality of the link, the progress in distance toward the destination, the energy remaining at the
receiver, the statistics of packet loss, the processor loador the single hop delay. While many metrics can be used to decide the
Tcts wait delay according to the application specifics, without loss of generality, in the current IGF implementation, we adopt
following formula:

F =
WP ∗ (1 − progress/radius) + WR ∗ rand()

WP + WR

Tcts wait = SIFS + (DIFS − SIFS) ∗ rand()

(2)

In Equation 2,progress is the advance in distance toward the destination;Radius is the nominal radio range.Rand()
generates a random number between 0 and 1;WP andWR are the weights of progress and randomness, respectively; Ahigher
WP tends to favor a few nodes that make most progress, leading toshort routes, however, possibly less traffic distribution and
lower link quality. A higherWR distributes the traffic to more nodes, leading to a better load balance, however, possibly longer
routes. The tradeoff betweenWP andWR depends on the link quality and traffic distribution. We leave the investigation on
this tradeoff as future work.SIFS delay is the Short Inter Frame Spacing andDIFS delay is the Distributed Inter Frame
Spacing as defined in the 802.11 standard. Equation 2 probabilistically allows the nodes that relay packets further to wait for
a smaller period of time before responding. In addition, therandomization included in Equation 2 can disperse the system
workload among multiple equally eligible nodes. It should be noted that Equation 2 is designed to be compatible with the
timing rule of 802.11 DCF by guaranteeing: 1) The minimum value of Tcts wait is larger than or equal to the SIFS delay. 2)
The maximum value ofTcts wait is smaller than the DIFS delay to prevent other nodes from initiating a new transmission.

E. More on identifying a unique candidate

If more than two forwarding candidates choose similarTcts wait values (within propagation delayτ ), the transmission of CTS
would overlap each other, leading to collision. This section provides analysis on the chance of collision under different node
densities. Here we use the time slotted approach (e.g. in ALHOA and CSMA) to analyze the performance of the contention-
based protocols and establish a system model. The analytic result from the slotted approach serves as the worst-case bound of
the un-slotted case. LetNnode be the average number of competing nodes within the forwarding area andKslot be the number
of back-off slots. A CTS packet encounters a collision when it overlaps with the transmission of at least one other CTS packet
from other competing nodes (two or more CTS packets choose the same slot). A unique candidate can be identified as long as
the sender receives at least one CTS response from any node within the forwarding area. According to the generalized birthday
problem [15], the expected number of slots containing exactly one CTS packets withNnode competing CTS packets is :

E(Nnode) = Nnode(1 −
1

Kslot

)Nnode−1 (3)



According to Equation 3, we plotE(Nnode) values under differentNnode and Kslot settings. Figure 4 suggests that the
collision-free slots increase almost linearly with the total slots available.
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Fig. 4. Expected number of slots that are collision-free

We also simulate the process to identify a unique candidate.Figure 5 shows the probability of success under differentNnodes

andKslots values. Figure 5 indicates that with a sufficient and reasonable number of back-off slots (e.g., 20) the success ratio
approaches 100%.

Although the chance of collision is very small under our design, it is still possible we can not identify a candidate uniquely
in some cases. In this case, the standard 802.11 time-out mechanism will be activated to retransmit a RTS message.
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F. About lazy binding in IGF

IGF is an extension of the location-based protocols with theaddition of lazy binding. In the location-based protocols
such as GPSR, routing depends on up-to-date local neighborhood tables. Normally the neighbor table is updated through
periodic beaconing. The binding of a specific forwarding node to a certain geographic location is eagerly established when
the neighboring nodes exchange beacons. This eager-binding would be invalid quickly due to node mobility or sleep state
transitions, which lead to stale routing information and unnecessary beacon exchanges. Moreover, this eager binding is not
synchronized with the packet forwarding operations. In GPSR, AODV, DSR, if the chosen forwarding node of a sender fails
or moves out of range, the MAC layer of the sender drops the packet and notifies the network layer about the routing failure.
The network layer has to resolve this failure by attempting another backup route if available, which might be invalid too, or
alternately waiting for an update to the neighborhood table, suffering a latency proportional to the beacon period in a scale of
seconds. In contrast, IGF adopts lazy binding to discover the next hop the instant it is needed. The worst-case back-off delay
introduced by lazy binding is tens of microseconds according to the 802.11a standard. This is four orders of magnitude shorter
than the period of the neighbor table update through beaconing found in other protocols. The worst-case back-off delay in our
implementation on the MICA platform is higher due to a low data rate; however, it is still two orders of magnitude shorter.In
addition, the route maintenance found in Directed Diffusion [7], DSR [8], AODV [9] and LAR [16] normally takes at least
tens of milliseconds or seconds to fix a broken link (depending on the size of network and the cause of failure). In contrast,
IGF binds the node that is able to forward the packets, moments before (about 50us) the actual forwarding operation takes
place. This lazy binding property dramatically reduces thechance that packets are forwarded to a node that fails or moves out
of range. As a result, IGF shows as much as 10 times performance improvement in the delivery ratio when compared with
several classical and state of the art solutions in the presence of high rate changes of the network topology.

G. Optimizations for Sparse Networks

IGF targets sensing-covered dense sensor networks in whichgreedy forwarding has been proven to guarantee delivery [17].
However, we note that without the capability of circumventing voids (e.g., the absence of forwarding candidate nodes),IGF



results in communication failure in sparse sensor networks. The stateless property of IGF precludes utilizing the perimeter-
forwarding rule for planarized graphs, such as the one used in GPSR [11].
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Fig. 6. IGF Handshake

To improve the delivery performance under sparse sensor networks, we have designed and implemented a history-based
forwarding area shift technique in IGF. This mechanism activates when a void is detected through a MAC layer notification
of failure to IGF. The sender then retransmits the packet, requesting a shift of the forwarding area tosearch for an available
receiver. The sequence of shifts is shown Figure 6. Those shifts allow IGF to utilize communication areas outside of the initial
forwarding area. Since the area shifts allow backtracking,we must make sure that IGF is loop-free while maintaining the
state-free property. Unfortunately, it has been proven in [18], a memoryless location-based routing algorithm is not loop-free
if backtracking is allowed. To address this issue, IGF places a trace-history into the packet header to remember the nodes
this packet visited recently, and no state is maintained in the nodes. To avoid the infinite loop, during the backtracking, a
node choose the next hop forwarding node with an ID that is notin the trace-history. We note that this trace-history starts to
accumulate only when the backtracking is activated, it doesnot incur overhead whenever greedy forwarding is possible.With
this void avoidance capability, in the empirical study later shown in the evaluation, IGF is able to achieve a 100% delivery
ratio with a small length of history added to a packet header.

H. Design Issues

This section completes our approach with several practicaldesign issues.
1) Radio Irregularity: For the sake of clarity, IGF is described with a nominal symmetric radio range. However, IGF does

work with asymmetric irregular range [14]. First, we enforce a symmetric channel by an ORTS-CTS-DATA-ACK handshaking
procedure; second, though it is possible that an asymmetricchannel among forwarding candidates still exists, which might
introduce multiple CTS responses to a single ORTS, the sender can resolve the duplicate packets by simply choosing one and
ignoring the others.

2) Localization Error Impact: IGF can be regarded as an extension to location-based protocols, whose performance can
be affected by localization errors. Results from [19] show that the performance of the Geographic Forwarding (GF) protocol
degrades as the localization error increases. In our evaluation section IV-E, we demonstrate our IGF scheme as well as GPSR
achieves 100% delivery ratios in the presence of up to 50% radio range errors.

3) Energy Implications: The 802.11b standard allows a node to turn off the radio [20] after the node overhears a RTS
packet that is not targeted to itself. However, IGF requiresforwarding candidates to remain in the listening mode to overhear
any CTS for about5 × 10−5 seconds. This causes a slightly increase in the energy consumption. We note, however, that this
increase is negligible when considering the higher delivery ratio, the reduction in control packets, and the smaller end-to-end
delay we are able to achieve.

4) Alternative MAC Implementation: Without loss of generality, IGF is currently built and evaluated on the top of 802.11
DCF. Considering the bandwidth available in the mobile robotic sensor networks, it is a good solution in dealing the hidden
and exposure terminal problems. However, we note that IGF isnot bound to 802.11 DCF and it can be implemented with
several existing MAC protocols. For example, IGF can be built on the MAC protocol suggested in [21] that uses the implicit
ACK. In this scenario, forwarding candidates wait for a random delay before starting to relay a packet, and the one with
the smallest delay forwards the data packet first. This data packet serves as both an acknowledgement to the sender and a
cancellation signal to the rest of the forwarding candidates. (These handshaking sequences are shown in Figure 7). Based on
[32], we have built the IGF protocol on the Berkeley mote platform and evaluated it with results shown in Section V.

5) Other Implications: Depending on the localization method used, IGF requires either additional energy [1] or more control
messages [19] to localize the nodes, especially in the mobile environments. In addition, IGF doesn’t fix the routes during the
forwarding, which might lead to packet reordering due to theMAC contention. Consequently, the final receiver should ensure
the data can be re-assembled correctly.
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Fig. 7. IGF Handshake

TABLE I

SYSTEM PARAMETERSPARAMETERS

Parameters Settings

Radio Range 40.0m

Terrain 150X150m2

Collision Range 71.2m

Nodes 100 nodes,Uniform

Radio Range 40.0m

Bandwidth 200kbps

Radio Lossy channel

Packet Size 32 byte Payload

WP WP = 2

WR WR = 1

IV. EXPERIMENTS AND ANALYSIS

To assess the performance, we implement the IGF protocol in GloMoSim [22], a simulator for wireless sensor, ad hoc,
and mobile networks. GloMoSim provides a high fidelity simulation for wireless communication with detailed modeling of
communication propagation, radio and MAC layers. In addition, we also implement the IGF protocol on Berkeley mote platform
(section V).

To make our evaluation close to the latest Telos mote capability proposed for use in the WSN environments [23], we set our
system parameters as shown in Table I. We expect the typical communication patterns inside a sensor network to be established
based on request and retrieval semantics for data delivery between sensor nodes and a querying entity. One-to-one, many-to-
one and many-to-many communication patterns are representative workloads in sensor networks. One-to-one communication
happens when one node detects some activity that needs to be reported to a remote entity. Alternatively, a querying entity will
require periodic reports from the whole sensor area, which take the form of many-to-one communication. It is more common
that multiple applications run simultaneously and the traffic flows interleave with each other, shown by the many-to-many
cross-traffic pattern.

We evaluate 120 system configurations under different traffic loads, node mobility and energy conserving schedules. Foreach
configuration we average 60 runs with different random seeds(hence 60 different network topologies and node placements) to
ensure adequate confidence of our results. The 90% confidenceinterval is within 3% to 10% of the mean for GPSR and IGF,
and 8% to 15% for LAR. Due to the space limitation, we only present more complex and interesting many-to-many scenario
(40× 60 = 2400 runs). The complete data set is available upon request. In the many-to-many tests, 6 nodes, randomly chosen
from the left side of the terrain, send 6 CBR flows to 2 nodes (3 each) on the right side of the terrain. The average hop count
is about4 ∼ 6 hops. We note that most well-known sensor network protocolssuch as Directed Diffusion [7], TTDD [24] and
TBF [25] are mostly designed for static sensor networks and have never been evaluated in mobile environments. For the sake
of fairness, we choose the only protocols that evaluate the mobility extensively in their publications ( [8], [11], [12], [16]).
Moreover, since IGF is a location-based routing protocol, it is unfair to compare IGF with other ID-based procotocol. Asa
result, we decide to compare IGF with two protocols: 1) LAR [16] is a protocol optimized for mobility using the location
information and it is suitable for sensor network; and 2) GPSR [11] is the standard location-based sensor network protocol
with greedy and planar perimeter forwarding rules. We consider these protocols in three scenarios:

• A Static Network, where nodes are not mobile and energy conservation is not considered;
• A Mobile Network, with mobility ranging from walking to vehicular speeds;
• An Energy Conservation Network where nodes can transition into and out of dormant states.



For each experiment we choose three typical metrics on 1) thedelivery ratio (the number of packets received / number of
packets sent), 2) average end-to-end delay of received packets2, and 3) overall communication overhead (total packets sent
out by a node). In addition to the above experiments, we also evaluate the performance sensitivity of IGF in the presence
of a low node density (voids), localization errors and location update delay in Section III-G, Section IV-E and Section IV-F,
respectively.
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Fig. 8. Performance in Static Networks

A. Performance in Static Networks

The evaluation in static networks shows that IGF performs aswell as or slightly better than GPSR and LAR, when dynamics
such as mobility and energy conserving sleep cycles are not considered. In these experiments, we increase many-to-manyCBR
flow rate until sufficient congestion is seen. Figure 8a showsthat GPSR and IGF have comparable delivery ratios under light
loads, while LAR loses packets early as these protocols quickly congest the network by sending route discovery packets.
When the traffic flow rates increase enough to adequately congest the network in GPSR and IGF (6+ packets/second per CBR
flow), performance in GPSR degrades due to limited intersecting routes, suffering additional collision caused by neighbor table
update beacons (0.1 beacon per second). LAR uses location information to keep the effects of route discovery to a minimum
allowing it to maintain delivery ratios comparable to IGF. However, LAR’s frequent transmission of route discovery packets
toward the destination, coupled with the latency incurred awaiting the route discovery response, lead to significantlymore
overhead (Figure 8b) and longer delay (Figure 8c) when compared with IGF. Figure 8b demonstrates IGF’s savings at low
traffic loads, as IGF does not require beaconing (GPSR) or route discovery packets (LAR) required in these protocols. As traffic
loads increase, congestion increases the number of MAC layer collisions in both IGF and GPSR, resulting in retransmission
attempts that add to overhead as shown in Figure 8b. In GPSR and IGF we see significantly lower end-to-end delay beyond
4 packets/second per CBR flow because LAR suffers latency awaiting the return of route discovery packets. Finally, under
heavy traffic, we see a slightly longer delay in IGF over GPSR due to the fact that IGF manages to deliver 10% more packets
(Figure 8a). We also note that Figure 8c demonstrates that the CTS back-off delay due to lazy binding in IGF has virtually
no impact on the end-to-end delay.

B. Performance under Mobility

One scenario for the evaluation under high mobility would bea group of exploring robotic sensor nodes, trying to find
the survivors underneath rubble after an earthquake. They periodically update their locations to each other while searching.
Another scenario would be a group of mobile robots equipped with magnetic sensors, searching for mines in a battlefield.

2We note that our evaluation does not choose deadline miss ratios as the major metrics, because such an approach reveals less information about the tradeoff
between actual delays and other system performance parameters



These robots report the detections to a base station by relaying packets among themselves. As we mentioned before, nodes’
locations can be obtained through GPS in such a highly dynamic systems. We choose a standard waypoint mobility model
during the simulations. It should be noted that in contrast to ad hoc networks where the mobility pattern is interleaved with
burst movements and long pauses, sensor robots are normallycontinuously moving. To reflect this scenario, we set only a
1-second pause intervals between moves (100 ∼ 1000s pause intervals are normal settings in ad hoc network evaluations [1]).
The settings stress-test the protocols’ ability to deal with continuously high mobility and reflect the mobility patterns seen in
mobile sensor networks. We model speeds up to 18 meters per second (∼ 40mph) to evaluate a wide range of mobile scenarios
in which sensors can be attached to slow robots or to high-speed vehicles. We adopt a 40m range to confirm to current sensor
ability, which is much smaller than 250m setting in used in WLAN ([1] and [15]). We note that the mobility is characterized
by the number of neighborhood changes per second, which is affected by both the node speed and the radio range. With the
same speed, a smaller range leads to a high mobility. To validate this point, in addition to this section, we investigate the
impact of the radio ranges on the routing performance under mobility in Section IV-B.1.
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Fig. 9. Performance in Mobile Networks

In the static network scenario (section IV-A), we use a low beacon rate (0.1 beacon per second) in GPSR to reduce the effect
of congestion. To optimize GPSR to deal with mobility, we test GPSR with multiple beacon rates. Because beacons consume
bandwidth, their cost offsets their savings, arriving at similar results in all beacon rates we tested. Consequently, we adopt 1
beacon per second to keep the state as fresh as possible without causing congestion. Rerouting is supported when a protocol
experience a link break. From Figure 9a, we see that when nodes do not move (0 m/s), no packets are lost and the lowest
delay and overhead are incurred due to minimal congestion. As we introduce mobility, increasingly affecting the validity of
neighborhood and routing state with increased node speeds,we see the delivery ratios (Figure 9a) in GPSR and LAR drop
off quickly while IGF continues to perform close to optimal.For example, when the node moving speed is at 4 meters/second,
IGF demonstrates as much as 10 times performance gain in the delivery ratio over GPSR. For LAR, performance degrades as
node migration invalidates eager-binding routes. Since LAR is specially designed to deal with mobility, its milder degradation,
as seen in Figure 9a, results from location controlled flooding of route discovery packets to reestablish routes despitemobility.
As an addendum to explain why GPSR performs so poorly, we notefrom Figure 9a that GPSR’s delivery ratio quickly drops
to zero at relatively low node speeds. One might assume this is because the beacon overhead leads to congestion in GPSR,
hence a very low delivery ratio. However, from Figure 9b, we note that control overhead in GPSR is actually smaller than
LAR. In fact, this low delivery ratio in GPSR happens becauseaccording to greedy forwarding rules in GPSR, the chosen
next-hop node is normally located at the edge of the sender’scommunication radius. Because nodes are equally likely to move
in any direction, there is a high chance that designated receiver will have moved out of communication range from the sender
since the last beacon which was received seconds ago. Over multi-hop routes, the chances of failure grow exponentially.In
contrast, IGF binds the next hop tens of microseconds beforepacket forwarding occurs. This significantly reduces the chance



that a chosen node will move out of communication range during this tiny interval. Aside from the delivery ratio (Figure 9a),
our evaluation shows that IGF significantly outperforms other protocols in metrics of overhead (Figure 9b) and end-to-end
delay (Figure 9c) under all moving speeds. All these resultsare due to IGF’s ability to defer the mapping between routing
states and network topologies until this binding is absolutely required.
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Fig. 10. Delivery Ratio under Different Radio Ranges and Speeds

1) Radio range impact on the routing performance under mobility: In this experiment, we investigate the impact of different
radio ranges on the routing performance in mobile sensor networks. When nodes move around, mobility breaks old links and
establishes new links. With the same node speed, a smaller radio range causes a higher rate of change in the network topology.
Figure 10 proves that GPSR is able to achieve good deliver ratios with a large radio range, which leads to a smaller mobility.
On the other hand, Figure 10 indicates GPSR’s delivery performance reduces dramatically under high mobility situations.

C. Performance under Energy Conservation

It is crucial for sensor network systems to support energy conservation. The most practical way to reduce total energy
consumption is to turn on/off the nodes on demand of events [4]–[6]. However, these operations disrupt the network topologies.
In this experiment, we test IGF, GPSR and LAR in the presence of orthogonal energy conserving protocols by periodically
transiting nodes into and out of sleep states. To prevent congestion, and therefore isolate the effects of the awake-sleep transition
in our analysis, we set the flow rate to 1 packet per second. We note that two key parameters in energy-conserving protocols
can affect the routing performance:

• Toggle Period: Toggle Period is the time interval between consecutive transitions into a sleep state. This parameter reflects
how fast a routing state is invalidated due to sleep-awake transitions. We change this value from 5 seconds to 95 seconds
in increments of 10.

• Sleep Percentages: The percentage of time a node is in the sleep mode. We note thatsleeping can significantly affect
the active node density, as this reduces the number of nodes participating in routing at any point in time.

1) Performance under Varied Toggle Periods: Figure 11a shows the results for many-to-many flows where theSleep
Percentage is set at 30% for varying Toggle Periods. It showsthat IGF outperforms all other protocols at all toggle periods
investigated. GPSR utilizes a beaconing mechanism to proactively bind network topologies into neighbor states. This binding
can be quickly invalidated due to nodes’ awake-sleep transitions. As a result, packets may be forwarded to nodes that were
turned off since the last beacon and then dropped by the MAC layer. This leads to a poor delivery ratio in GPSR (Figure 11a).
In LAR, a node requires the network layer to handle transmission failures by initiating route discovery. Due to the on-demand
nature of those algorithms, LAR outperform GPSR, as the recently returned route discovery packet traverses nodes that are
currently awake and therefore able to act as routers. Finally, we see IGF performing significantly better than other protocols, at
times showing more than 3 times improvement in packets delivered when compared to GPSR. We attribute this performance
to the IGF’s ability to utilize whatever neighbors are currently awake en route to the destination. We note the Toggle Periods
here only range from 5 to 95 seconds. When the Toggle Periods increase further, less dynamics are introduced into the network
topologies and routing states can remain fresh for a longer period of time. In this scenario, higher delivery ratios are expected
for other algorithms. Theoretically, when the Toggle Period approaches infinity, energy conserving networks become traditional
static networks, for which we have shown performance comparisons in section IV-A.

2) Performance under Varied Sleep Percentage: We next assess routing performance varying Sleep Percentage for the highly
volatile case where the Toggle Period is set to 5 seconds. This not only allows us to compare our work under varied Sleep
Percentage times, but allows us to stress test our protocol under highly dynamic system settings. In this experiment, weincrease
the sleep percentage of each node from 0% (always awake) to 100% (always asleep) in increments of 10%.
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Fig. 11. Performance under Varied Toggle Periods

Figures 12a, b and c all demonstrate IGF’s better performance over varied Sleep Percentages. Figure 12a shows that IGF
delivers the highest percentage of packets under all Sleep Percentage settings, while incurring the small end-to-end delay
(Figure 12c) and the lowest transmission overhead (Figure 12b). For example, Figure 12a shows that at a 50% sleep percentage,
IGF delivers 340% more packets than the GPSR protocol. The drastic drop in overhead (Figure 12b) as seen in LAR also
can also be attributed to this drop in the Packet Delivery Ratio. Since LAR is designed to adapt to occasional node failures,
as we expect, in such highly dynamic networks, it takes a hugeend-to-end delay to repeatedly fix these routes (Figure 12c).
GPSR shows the lowest end-to-end delay (Figure 12c) becauseit delivers a tiny percentage of packets when compared to the
IGF. Those packets go through the networks quickly by chance. Only IGF has a highest delivery ratio and a small delay. This
is due to the fact that IGF can immediately detect node transitions into sleep states and immediately utilize recently awoken
nodes.

D. Performance in Sparse Sensor Networks

The typical density of sensing-covered sensor network systems [4] is about20 ∼ 25 nodes/radio range in order to provide
high fidelity in localization, detection and tracking. In previous evaluations, we use 22 node/radio ranges as a typicalsetting.
However, it is important to understand how IGF performs under various node density settings. To prevent congestion, and
therefore isolate the effects of density in our analysis, weset the per node flow rate to 1 packet per second. To change the
density of the network, instead of increasing the number of nodes in the terrain, we keep the number of nodes constant at 100,
and increase the side length of the square terrain from 100 meters to 250 meters in increments of 10. Figure 13 shows that with
the history-based forwarding- area shifts, IGF achieves a 100% delivery ratio when the node density is larger than 12 nodes
per nominal radio range. Figure 13 reveals that when densityif relatively high (≥ 9 node/radio range), longer trace-history
does not help much, however when the network become sparse, longer history can improve the delivery ratio.

E. Performance under Localization Errors

While most work in location-based routing assumes perfect location information, the fact is that erroneous location estimates
are virtually impossible to avoid. In this experiment, we investigate location error impact on the IGF protocol. To prevent
congestion, and therefore isolate the effects of the localization error, the traffic loads are set to the rate of 1 packet/second.
We compare IGF, GPSR with the basic geographic forwarding(GF) [26], which forwards a packet to the node that makes the
most progress toward the destination. We increase the localization error from 0% to 50% of the radio range in increments of
5% to measure the end-to-end delivery ratios. Figure 14 demonstrates that both the IGF and GPSR protocol perform much
better in the presence of localization errors while the GF protocol suffers as location errors increase.
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F. Performance under Different Localization Update Intervals

IGF obtains location updates from GPS or other localizationschemes. Since the update rate affects the amount energy
consumed to obtain the locations, the location is normally updated intermittently. Consequently, nodes have to make the
routing decisions based on the last localization result, which might cause the routing failures if the the update delay is too
long. In this section, we investigate the impact of the location update delay to the end-to-end delivery ratio. Figure 15shows that
the location update delay doesn’t affect the static and energy conservation networks since nodes don’t move in such networks.
As for the mobile networks, a moderate location update delay(e.g.,≤ 1second) doesn’t noticeably affect the delivery ratio,
however, a large delay cause more routing failures. Figure 15 also indicates that the impact of the update interval is affected
by nodes’ speed. With the same update intervals, a faster node speed leads to a lower delivery ratio.

V. IMPLEMENTATION ON MOTES

We have implemented the IGF protocol on the Berkeley motes platform [27] with a code size of 11,606 bytes (code is
available through CVS at [28]). Currently, this implementation is built on the top of a MAC protocol with the implicit ACKs
mentioned in section III-H.4. Three applications including data placement, target tracking and CBR data streaming arealso
built to run on top of IGF. Due to physical constraints and theun-availability of state-of-the-art protocols on such a platform,
it is difficult to perform as extensive evaluation as we did inthe wireless simulator. We, therefore, only present initial results
here as a study for developing a more complete solution and evaluation in the future mote platform. As we mentioned in
section III-B, IGF does not task a specific node to route packets a priori. This feature is beneficial for load balancing among
the nodes inside the forwarding area. In this experiment, weuse 25 motes to form a 5 by 5 grid. To evaluate the load balancing
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capability of IGF we send a CBR data stream from node 24 to node0, which is the base station. We collect the number of
packets relayed by intermediate motes (1 ∼ 23) and compare this with the result obtained from the GF protocol which we
also implemented on the motes. While both GF and IGF achieve nearly 100% delivery ratio, GF tends to relay packets via a
fixed route which might lead to unbalanced traffic. This is shown in Figure 16 as node 19 relays 250 packets while node 18
doesn’t forward any packets. Instead, by distributing traffic loads, IGF effectively balances energy consumption. We argue that
in sensor networks, balanced energy consumption can prevent some nodes from dying faster than others, therefore increasing
the network lifetime.
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VI. RELATED WORK

In this section we discuss prior research in distributed computing that is pertinent to the design of IGF. Various protocols
[29]–[34] have been introduced to reduce packet loss through reliable communication in sensor networks. Alec Woo [33]
chooses reliable routes based on link connectivity statistics obtained dynamically from a EWMA estimator. RMST [30] tracks
packet fragments so that receiver initiated requests can besatisfied when individual pieces of an application payload get
lost. PSFQ [31] caches packets along the path to the sender, initiating fragment recovery as required, starting with itslocal
neighborhood. Robust data delivery [29] simultaneously sends packets along multiple paths at the expense of increasesin
communication overhead. While these ARQ/FEC-based solutions have proven effective when dealing with interference and
collisions, their robust and reliable features might not beable to handle failures due to high dynamics in network topologies.
We consider them orthogonal and complementary to our work.



Many routing algorithms have been proposed for ad hoc and sensor networks. With regard to the mechanisms used to bind
network topology to the routing state, we divide these routing protocols into three categories. The first category we term as
proactive eager-binding routing algorithms. DSDV [10] requires each node to proactively broadcast routing updates periodically.
Global routing tables are refreshed regardless whether there is need for data delivery. Location-based routing algorithms such
as GPSR [11] remove the requirement that a protocol maintains a global view of the network (i.e. end-to-end routing tables),
therefore reduces communication overhead by eliminating its dependence on the network wide state information. However, they
still depend on up-to-date local neighborhood tables, requiring control overhead to maintain such tables and suffering latency
and packet loss when a node’s neighborhood state changes between updates. To minimize unnecessary overhead incurred by
proactive updates, a set of on-demand algorithms are proposed to defer route acquisition until data delivery is required. We
term the second category as reactive eager-binding algorithms. It has been proved in [12] that AODV [9] and DSR [8] can
successfully deal with moderate mobility with long pause intervals (100 ∼ 1000 seconds). However, the eager binding of the
routing states at the route acquisition phase make them lesseffective to deal with high dynamics in which network topologies
change at a much faster rate than the duration of connections. Routing maintenance and rediscovery are proposed in [8] [9]
to remedy this situation partially at the cost of higher delay and expensive control overhead. LAR [16] extends the on-demand
idea proposed by AODV [9] and DSR [8], utilizing location information to limit the scope of route requests. While LAR
significantly reduces routing overhead by only propagatingqueries to relevant portions of the network, it still needs to maintain
or establish an explicit path before transmitting a packet.Current reactive eager-binding algorithms can successfully deal with
occasional node failures and moderate mobility. However, the elevated dynamics due to the continuous mobility and power
conservation inside sensor networks challenge researchers to develop a new category of routing protocols based on the lazy
binding concept.

The first state-free protocol IGF belongs to this third category. ExOR [35] also decides the forwarding candidate on the
fly. However, before transmitting a packet, the sender needsto specify the forwarding candidates in the packet header, which
requires maintaining the state information about neighboring nodes. GeRaF [36] proposes a similar packet forwarding technique
and it focuses on the multi-hop performance in terms of the average number of hops to reach a destination. Both ExOR and
GeRaF do not model the effect of channel contention; while this work provides a detailed implementation and evaluation
through both simulation and a running system.

VII. FUTURE WORK

In this work, IGF assumes a localization service or the GPS capability. This is justified as sensor network applications require
location information to make sensor data meaningful. We note that lazy-binding is a general concept to deal with high network
dynamics and its applicability does not intrinsically depend on the location service. It is promising to apply lazy-binding to
ID-Based protocols such as Directed Diffusion [7]. To extend [7], we can keep the hop-count-to-a-sink as a non-volatilestate
with respect to the node failures, and we perform forwardingoperations with the parents of each node. We note that in this
ID-based case, the state-free property is not maintained, however, lazy-binding, which is independent of the state-free property,
is still beneficial in dealing with the failure of the parent nodes. Due to the space constraints, we leave this as future work.

VIII. CONCLUSIONS

In highly dynamic sensor networks, the maintenance of freshness of routing states is costly. The state update, resulting from
eager-binding, directly contributes to network congestion, wasting precious energy and increasing the end-to-end transmission
latency. To prevent the adverse affects that dynamic factors such as high mobility have on the state-based eager-binding routing
protocols, we advocate using the concept of lazy-binding tocope with high dynamics in sensor networks. Based on this concept,
we introduce IGF, a unicast protocol that is altogether state-free. In simulation, we compare our work against protocols designed
for mobile environments and sensor networks. IGF demonstrates more than 10 times improvement in the packet delivery ratio
when the sensor network is highly mobile. IGF also achieves significant reduction in delay and overhead when considering
mobility and energy-conservation. In addition, the IGF protocol has been implemented on the Berkeley motes platform toserve
as an initial study in developing a more complete solution inthe future.
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1 Introduction

Advances in micro-electro-mechanical systems have triggered an enormous
interest in wireless sensor networks (WSN). WSN are formed by large numbers
of densely deployed nodes enabled with sensing and actuating capabilities.
These nodes have very limited processing and memory capabilities, limited
energy resources and it is envisioned that they will be mass produced, to
reduce costs.

Several challenging problems exist in wireless sensor networks. Among
these is how to obtain location information for sensor nodes and events present
in the network. From this perspective, we categorize the localization problem
as: node localization, target localization and location service. Node localiza-
tion is the process of determining the coordinates of the sensor nodes in the
WSN. Target localization is the process of obtaining the coordinates of an
event or a target present in the sensor network. The location of a target can
be obtained either passively (the nodes sense the target) or actively, when
the target cooperates and communicates with the sensor network. A location
service acts as a repository that can be used to answer questions like “where
is entity X?”. In the remaining part of this chapter we focus on the node
localization problem in WSN.

Node localization is a complicated and important problem for wireless
sensor networks (WSN). The aspects of this problem that have challenged the
research community can be summarized as follows:

• Assumptions - The node localization problem remains a difficult chal-
lenge to be solved practically. To make the problem practically tractable,
its complexity had to be reduced, by making simplifying assumptions. As
a result, many localization schemes proposed solutions that are based on
assumptions that do not always hold or are not practical. Examples of such
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assumptions are: circular radio range, symmetric radio connectivity, addi-
tional hardware (e.g., ultrasonic), lack of obstructions, lack of line-of-sight,
no multipath and flat terrain.

• Localization Protocol Design - The problem of localization in WSN
is further complicated by the large number of parameters that need to
be considered when designing a localization system for a particular WSN
deployment. Among these parameters are: the deployment method for the
sensor network; the existence of a line-of-sight between sensor nodes and
a remote, central point; the time required by the localization scheme; the
presence of reference points (anchors) in the network, and the density;
the cost for localization, represented by additional hardware (form fac-
tor) and energy expenditure (messages exchanged or time necessary for
localization).

• Cost/Accuracy trade-off - Due to the mostly static nature of many
WSN, obtaining the location information by each sensor node is often a
one time or rare event. Adding hardware to each sensor node, to assist
in the localization, is a costly solution, and, so far, has been ruled out
from real system deployments. For example, GPS is a typical high-end
solution, which requires sophisticated hardware to achieve high resolution
time synchronization with satellites. The constraints on power and cost for
tiny sensor nodes and the need for a line of sight from a sensor node to four
or more satellites preclude this as a viable solution. Other solutions require
per node devices that can perform ranging among neighboring nodes. The
difficulties of these approaches are two-fold. First, under constraints of
form factor and power supply, the effective ranges of such devices are very
limited. For example the effective range of an ultrasonic transducer is on
the order of a few meters, when the sender and receiver are not facing
each other. Second, since most sensor nodes are static, i.e., the location is
not expected to change, it is not cost-effective to equip these sensors with
special circuitry just for a one-time localization.

• Performance Evaluation - The problem of localization in wireless sen-
sor networks has been studied and evaluated predominantly in simulators.
Due to the severe hardware constraints imposed on wireless sensor nodes,
real system implementations of the proposed simulated solutions have not
produced encouraging results. Solutions that use the most tempting means
of evaluating relative distances between sensor nodes - RF signal strength,
have largely failed in practice, due to the unreliable nature and irregular
pattern of the radio communication. Localization schemes that are based
on the receive signal strength indicator (RSSI) have been, however, inten-
sively studied in simulators.

• Security - Since localization is a critical factor in WSN, attacks on it can
render the sensor network ineffective. To date, very little work has been
done on creating robust and secure localization schemes. A few notable
exceptions are [15] [14] [17] [16] [5].
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For wireless sensor networks ranging is a difficult option. The hardware
cost (hardware used only for localization), the energy expenditure, the form
factor, the small range, all are difficult compromises, and it is hard to envision
cheap, unreliable and resource-constraint devices make use of range-based
localization solutions. Their high accuracy in localization is very desirable,
however.

To overcome the limitations of the range-based localization schemes, many
range-free solutions have been proposed. These solutions estimate the loca-
tion of sensor nodes by, either, exploiting the radio connectivity information
among neighboring nodes, or exploiting the sensing capabilities that each sen-
sor node possesses. Due to the distinct characteristics of these two approaches,
we categorize the range-free localization schemes into: anchor-based schemes
(which assume the presence of sensor nodes in the network that have knowl-
edge about their location) and anchor-free schemes, which require no special
sensor nodes for localization. The range-free localization schemes eliminate
the need of high-cost specialized hardware on each sensor node. The fact that
the radio propagation characteristics vary over time and are environment de-
pendent, imposes higher calibration costs for the anchor-based localization
schemes.

In this chapter we review a representative set of range-free localization
schemes, from the perspective of the above proposed taxonomy: anchor-based
and anchor-free solutions. We point out that hybrid solutions exist and, some-
times, one solution does not neatly fit in either one of the categories. Also, in
addition to the localization schemes described below, many more have been
proposed. To name a few: the ELA [32], Thunder [35], Hop-TERRAIN [26],
KPS [7], RIPS [18], Resilient LSS [13], Robust Quadrilaterals [19] and MAL
[23] . In the remaining part of this chapter, we use R to denote the radio range
of a sensor node.

2 Anchor-Based Solutions

The location of a sensor node has to be expressed in a coordinate system.
In a 2D space, three anchor nodes (three fixed points in the space) uniquely
determine a coordinate system. In a 3D space, four anchor nodes are required.
In this section, to demonstrate a wide range of possible solutions, we present
several range-free localization schemes that use radio connectivity to infer
proximity to a set of anchor nodes.

2.1 Centroid

The Centroid scheme was proposed by Bulusu et al. in [2]. This localization
scheme assumes that a set of anchor nodes (Ai, 1 ≤ i ≤ n), with overlapping
regions of coverage, exist in the deployment area of the WSN. The main idea
is to treat the anchor nodes, located at (Xi, Yi), as point masses mi and to
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find the center of gravity (centroid) of all these masses. In the most general
form, the coordinates of the centroid of n point masses mi are given by:

(XG, YG) =
(∑n

i=1 miXi∑n
i=1 mi

,

∑n
i=1 miYi∑n
i=1 mi

)

which, for equal masses mi simplifies to:

(XG, YG) =
(∑n

i=1 Xi

n
,

∑n
i=1 Yi

n

)

An example of how the Centroid scheme works is shown in Figure 1, where
a sensor node Nk is within communication range to four anchor nodes, A1...A4.
The node Nk localizes itself to the centroid of the quadrilateral A1A2A3A4

(for the case of a quadrilateral, the centroid is at the point of intersection of
the bimedians - the lines connecting the middle points of opposite sides).

��

��

��

��

��

Fig. 1. Centroid localization - node Nk localizes to the centroid of the A1A2A3A4

quadrilateral.

The steps of the localization scheme are the following:

• Each anchor node Ai broadcasts its position.
• Each sensor node Nk listens for beacons from anchors and computes a

connectivity metric, for each anchor node Ai it has received beacons from.
This metric is defined as follows:

CMk,Ai =
Nrecv(Ai, t)
Nsent(Ai, t)

where Nrecv(Ai, t) and Nsent(Ai, t) are the numbers of beacons received
from anchor Ai and sent by anchor Ai, respectively, in the time interval t.

• A node Nk computes its location as the average of all the anchor nodes
Ai it has heard from with a connectivity higher than a threshold, e.g.,
CMk,Ai > 90%, as follows:
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(Xk, Yk) =
(

XAi1 + ... + XAij

j
,
YAi1 + ... + YAij

j

)

where j is the number of anchors with a higher connectivity than the
threshold.

In subsequent work [3], the authors explored adaptive mechanisms for
placing additional anchor nodes in a WSN, in order to reduce the average
localization error.

2.2 APIT

APIT [8] is an area-based range-free localization scheme. It assumes that a
small number of nodes, called anchors, are equipped with high-powered trans-
mitters and know their location, obtained via GPS or some other mechanism.
Using beacons from these anchors, APIT employs a novel area-based approach
to perform location estimation by isolating the environment into triangular
regions between anchor nodes as shown in Figure 2. A node’s presence inside
or outside of these triangular regions allows a node to narrow down the area
in which it can potentially reside. By utilizing different combinations of an-
chors, the size of the estimated area in which a node resides can be reduced,
to provide a good location estimate.

 
Fig. 2. Area-based APIT Algorithm Overview

The theoretical method used to narrow down the possible area in which a
target node resides is called the Point-In-Triangulation Test (PIT). For three
given anchors: A(ax, ay), B(bx, by), C(cx, cy), the Point-In-Triangulation test
determines whether a point M with an unknown position is inside triangle
4ABC or not. APIT repeats this PIT test with different anchor combinations
until all combinations are exhausted or the required accuracy is achieved. At
this point, APIT calculates the center of gravity (COG) of the intersection of
all of the triangles in which a node resides to determine its estimated position.
These steps are shown in Algorithm 1.

In [8], the authors provide a perfect, albeit theoretical, solution for perfect
Point-In-Triangulation test as follows:
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Algorithm 1 APIT
1: Receive location beacons (Xi, Yi) from N anchors;
2: InsideSet = ∅;
3: for each triangle Ti ∈

�
N
3

�
triangles do

4: if Point-In-Triangle-Test (Ti) == TRUE then
5: InsideSet = InsideSet

S
Ti;

6: end if
7: end for
8: Estimated Position = CenterOfGravity(

T
Ti ∈ InsideSet);

Perfect P.I.T. Test Theory: If there exists a direction such that a point
adjacent to M is further/closer to points A, B, and C simultaneously, then M
is outside of 4ABC. Otherwise, M is inside 4ABC (Figure 3).

�

Outside Case

�

�

�

�

�

�

�

Inside Case
Fig. 3. Cases for Point-In-Triangulation Test

The perfect P.I.T. test can correctly decide whether a point M is inside
triangle 4ABC (the formal proofs can be found in [8]). However, there are
two major issues to apply this theory practically in wireless sensor networks:
First, how does a node recognize directions of departure from an anchor with-
out moving? Second, how to exhaustively test all possible directions in which
node M might depart/approach vertexes A, B, C simultaneously? The answer
to the first question is to use RSSI comparisons. Through experiments, the
authors confirm that in a narrow direction, the further away a node is from the
anchor, the weaker the received signal strength (RSSI) will be. Through signal
strength comparisons, a node can determine whether the direction towards a
neighboring node is closer to a given anchor or not. To address the second
issue, the authors propose an approximation (APIT) for the perfect PIT test,
which uses neighbor information, through RSSI comparisons, to emulate the
node movement in the Perfect PIT test. With a finite number of neighbors,
APIT can only evaluate a limited number of directions. Consequently, APIT
could make an incorrect decision. Fortunately, experiments indicate that the
percentage of APIT tests exhibiting such an error is relatively small (14% in
the worst case). Figure 4 demonstrates this error percentage as a function
of node density. When node density increases, APIT can evaluate more di-
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rections, considerably reducing false positive, i.e. APIT returns true, while a
node is outside of triangle (OutToInError). On the other hand, false nega-
tive (InToOutError) will slightly increase due to the increased chance of edge
effects.
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Fig. 4. APIT Error under Varying Node Densities

Once the individual APIT tests finish, APIT aggregates the results (in-
side/outside decisions among which some may be incorrect) through a grid
SCAN algorithm (Figure 5). In this algorithm, a grid array is used to repre-
sent the maximum area in which a node likely resides. In the experiments, the
length of a grid side is set to 0.1R, to guarantee that estimation accuracy is
not noticeably compromised.
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Fig. 5. APIT Error under Varying Node Densities

For each APIT inside decision (a decision where the APIT test determines
the node is inside a particular region (Figure 5) the values of the grid regions
over which the corresponding triangle resides are incremented. For an outside
decision, the grid area is similarly decremented. Once all triangular regions are
computed, the resulting information is used to find the maximum overlapping
area (e.g., the grid area with value 2 in Figure 5). Since the majority (more
than 85% in the worst case shown in Figure 4) of APIT tests are correct,
the correct decisions build up on the grid and the small number of errors
only serves as a slight disturbance to the final estimation. Evaluation in [8]
indicates APIT works better than other range-free solutions under irregular
radio patterns and random node placement. However, it should be pointed
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out that APIT has a more demanding requirement on the number of anchors
used in localization.

2.3 SeRLoc

SeRLoc [15] is another area-based range-free localization. The authors assume
two types of nodes: normal nodes and locators (i.e., anchors). Normal nodes
are equipped with omnidirectional antennas, while locators are equipped with
directional sectored antennas and their locations of locators are known a priori.
In SeRLoc, a sensor estimates it location based on the information transmitted
by the locators. Figure 6 shows the main idea, with node Nk within radio range
to locators A1, A2 and A3:

��

��

��

��

��

��

Fig. 6. SerLoc Localization

SeRLoc localizes the sensor nodes in four steps. First, a locator transmits
directional beacons within a sector. Each beacon contains the locator’s po-
sition and the angles of the sector boundary lines. A normal node collects
the beacons from all locators it hears. Second, it determines an approximate
search area within which it is located based on the coordinates of the locators
heard. Third, it computes the overlapping sector region using a majority vote
scheme. Finally, SeRLoc determines a node location as the center of gravity
of the overlapping region. These steps are shown in Algorithm 2.

We note that SeRLoc is unique in its secure design. It can deal with various
kinds of attacks including wormhole and Sybil attacks. We do not describe
its security features here except to note that the authors prove in [15] that
their approach is more secure, robust and accurate in the presence of attacks,
compared with other state-of-the-art solutions that largely ignore this issue.

2.4 Multidimensional Scaling

The MDS-MAP algorithm proposed by Shang et al. in [28] is based on a data
analysis technique, called MultiDimensional Scaling (MDS), extensively used
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Algorithm 2 SeRLoc
1: Receive beacons from locators; each beacon contains the position of locator and

the angles of sector boundary.
2: Find four values: (Xmin, Ymin, Xmax, Ymax) among all the locator positions

heard.
3: Set the search area as the rectangle (Xmin−R, Ymin−R, Xmax +R, Ymax +R),

where R is the radio range.
4: Partition the search area into grids.
5: for each beacon received do
6: Increase the value of a grid point by one if this grid point is within the sector

defined in this beacon.
7: end for
8: Estimated Position = CenterOfGravity(the grid points with the largest values)

in psychometrics. MDS attempts to provide a visualization (2D or 3D) of the
original data, and preserving the essential information present in the data set
(i.e., similarities in a multidimensional space). The MDS-MAP algorithm uses
the classical metric scaling, the simplest case of the MDS technique, which has
a closed form solution, enabling a relatively efficient computation (requires no
iterations).

An important concept for MDS is how to compute the distance between
two points. If we denote by X the matrix of coordinates of points (n × m
matrix of n points in m dimensions), and by D = [dij ] the matrix of distances
between points, it can be shown that the matrix of squared distances between
points, i.e., D(2), can be written as follows:

D(2) = c1′ + 1c′ − 2XX′ = c1′ + 1c′ − 2B

where c is a vector with elements the diagonal elements of XX′. The matrix
B = XX′ is the scalar product matrix. So the questions becomes, given the
matrix of squared distances D(2) how can one obtain B, and implicitly X? It
can be shown [1] that by double-centering D(2), one can obtain B:

−1
2
JD(2)J = B

where J = I− 11′/n (called the centering matrix), I the identity matrix and
1 the n-dimensional column vector with all elements one. Once B is obtained,
the coordinates X can are computed by eigendecomposition.

The steps of classical scaling are summarized as follows:

1. Compute the squared distances matrix D(2) = [d2
ij ]

2. Double-center the D2 matrix:

B = −1
2
JD(2)J
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3. Compute the singular value decomposition of B = VAVT

4. Compute the coordinate matrix:

X = V+A1/2
+

where A+ is the matrix of the first m eigenvalues greater than zero and
V+ the first m columns of V.

The MDS-Map algorithm that uses the classical metric scaling technique
is shown in Algorithm 3.

Algorithm 3 MDS-MAP
1: Compute the shortest paths dij , 1 ≤ i, j ≤ n. This gives the distances matrix

D.
2: Compute the relative positions (map), by applying classical MDS to the dis-

tance matrix D, and retain the largest 2 (for a 2D space) or 3 (for a 3D space)
eigenvalues and eigenvectors.

3: Transform the relative map, into an absolute map, based on the absolute posi-
tions of anchor nodes.

The main drawbacks of the MDS-MAP algorithm, the need for global
information and centralized computation are addressed in subsequent work
by the authors [27].

2.5 Gradient

In the Gradient algorithm, proposed by Nagpal et al. in [20], the anchor nodes
initiate a gradient that self-propagates and allows a sensor node to infer its
distance from the anchor. After estimating distances to three anchors a sensor
node infers its own location through multilateration.

The steps of the algorithm are as follows:

• Each anchor node Ai initiates a flood of the network by broadcasting a
packet containing its position and a counter with the initial value set to
one.

• Each sensor node Nj keeps track of the shortest path (in terms of radio
hop counts, hj,Ai) to an anchor Ai from which it has received a beacon. A
distance estimate, between the sensor node and anchor is obtained by:

dji = hj,Aidhop

where dhop is the estimated Euclidian distance covered by one radio hop,
and it is given by the Kleinrock-Silvester formula [11]:

dhop = r

(
1 + e−nlocal −

∫ 1

−1

e−
nlocal

π (arccos t−t
√

1−t2)
)
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• Each node Nj computes its coordinates such that the total error is mini-
mized:

Ej =
n∑

i=1

(dji − d̂ji)

where dji =
√

(xi − xj)2 + (yi − yj)2 and d̂ji is the estimated distance
computed through gradient propagation, as shown above.
The coordinate are incrementally updated in the following way:

∆x = −α
∂Ej

∂xj
and ∆y = −α

∂Ej

∂yj

where:

∂Ej

∂xj
=

n∑

i=1

(xj − xi)

(
1− dji

d̂ji

)
and

∂Ej

∂xj
=

n∑

i=1

(xj − xi)

(
1− dji

d̂ji

)

Sources for errors in location estimation arise in the Gradient scheme from:
incorrect estimation of the one-hop distance (dhop), and the multilateration
procedure.

2.6 Ad-Hoc Positioning System

In a similar manner with the Gradient method, the Ad-Hoc Positioning Sys-
tem (APS) proposed by Niculescu and Nath [22], uses the hop-by-hop propa-
gation of distances to known anchors (a set of anchors is assumed to be present
in the WSN). After obtaining distance estimates to three or more anchors, a
sensor node employs a multilateration (similar with that of GPS) for itera-
tively improving its location estimation. The main difference resides in how a
sensor node Nj estimates its distance to an anchor Ai (dji from the Gradient
method, presented before).

The steps of the APS localization scheme algorithm are the following:

• Each anchor node Ai initiates a flood of the network by broadcasting a
packet containing its position and a counter with the initial value set to
one.

• Each sensor node Nj keeps track of the shortest path (in terms of radio
hop counts, hj,Ai) to an anchor Ai from which it has received a beacon. In
[22] the authors propose four methods for propagating the distances from
anchors to sensor nodes: DV-Hop, DV-Distance, Euclidian and Coordinate.
The method that does not assume ranging, DV-Hop is described below.
An example of the DV-Hop scheme is shown in Figure 7. At the end of
this phase, node Nj knows that it is 3 hops, 2 hops and 1 hop from A1,
A2 and A3, respectively.
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Fig. 7. The DV-Hop localization scheme

• Once an anchor node Ai obtains distances to other anchors, it computes a
correction factor ci (the estimated 1 radio hop Euclidian distance), which it
propagates in the network. Corrections are propagated through controlled
flooding, i.e., after a node receives and forwards the first correction, it will
stop forwarding subsequent corrections. The correction factor is computed
as follows:

ci =
∑√

(xi − xj)2 + (yi − yj)2∑
hi

for all anchors Aj 6= Ai from which it has received a beacon (anchor Aj

is positioned at (xj , yj) and hi is the number of hops between the sensor
node and anchor Ai).
For the example shown in Figure 7, if the distances A1A2, A2A3 and A3A1

are 30m, 40m and 50m, respectively, the correction factor for anchor A3

is: c3=(50+40)/(4+3)=12.9m/hop.
• A least square method (the authors used the Householder method) is em-

ployed for solving the non-linear system of equations:



∆ρ1

∆ρ2

∆ρ3

...
∆ρn




=




1̂1x 1̂1y

1̂2x 1̂2y

1̂3x 1̂3y

... ...

1̂nx 1̂ny




[
∆x
∆y

]

where ∆ρi = ρ̂i − ρi, ρ̂i and ρi are the estimated and the real distances
between a sensor node and an anchor Ai, 1̂ix is the unit vector of ρ̂i in the
x direction and ∆x and ∆y are the corrections in the position estimate
for the node Nj .
For the example shown in Figure 7, the estimated distances between node
Nj and anchors A1, A2 and A3 are ρ̂1=4*12.9=51.6m, ρ̂2=38.7m and
ρ̂3=12.9m.
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2.7 Probability Grid

In a similar manner with the DV-Hop, a localization scheme that can be used
in scenarios where the topology of deployment is known a priori to be a grid,
is proposed in [31].

The steps of the localization scheme are the following:

• Each anchor node Am initiates a flood of the network by broadcasting a
packet containing its position and a counter with the initial value set to
one.

• Each sensor node Nk keeps track of the shortest path (in terms of radio
hop counts) to each of the anchors Al from which it has received beacons.

• Once an anchor node Am obtains distances to other anchors, it computes
a correction factor cm (the estimated radio range), and it propagates it in
the network.

• After receiving hop-count estimates to three or more anchor nodes, and a
correction factor cm a sensor node Nk evaluates the probability of being
located at any position in the grid (labeled (i, j)). For this, it computes
an expected hop count:

λ = d(i,j),l/cm

where d(i,j),l is the Euclidian distance between anchor Al and the point
(i, j) being evaluated. It then computes the probability of it (node Nk) to
be positioned at (i, j):

pk,(i,j) =
|A|∏

l=1

P
hk,l

(i,j)

where P
hk,l

(i,j) is the probability of node Nk, positioned at (i, j), to be hk,l

hops from anchor Al.
• A node Nk chooses as its location, the position in the grid (i, j) with the

maximum probability pk,(i,j).

The authors make the observation that hk,l is a discrete random variable
that represents the number of radio hops between one anchor and the point
of interest, i.e. (i, j). The main features that the distribution function for hk,l

needs to exhibit are: to have one parameter λ (defined above) , to be narrow
and skewed positively for small values of λ and become broader and relatively
symmetric for larger values of λ. This is illustrated in Figure 8:

These requirements follow the intuition that for smaller values of the pa-
rameter λ (i.e., grid points closer to the anchor) the number of hops (call it τ)
has a limited range of possible values with higher and higher values being less
and less probable (positively skewed). As the distance between the anchor and
the node increases (λ increases), the number of possibilities for the hop count
(τ ) increases and the distribution becomes bell-shaped, i.e., smaller and larger
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Fig. 8. The intuition behind the PMF of hk,l

hop counts are equally probable. The authors found through simulations that
a Poisson distribution is a good approximation for the hk,l discrete random
variable. The distribution is given by:

P(h(k,l)=τ) =
λτ−1e−λ

(τ − 1)!

where τ = 1, 2, ....

3 Anchor-Free Solutions

Anchor-free localization schemes exploit the proximity to an event with a
known location: a light event in [30] [24] or a nearby radio packet in [29].
One common characteristic for these schemes is the moving of the complex-
ity (hardware and computational, associated with an accurate localization)
from the sensor node to a central, more sophisticated device. By controlling
well the spatio-temporal properties of the events (light and radio packets), a
much higher accuracy in localization (when compared with the anchor-based
schemes) can be obtained. While anchor nodes are not required for any of
the following schemes, anchor nodes can be beneficial for extensions of the
proposed schemes.

3.1 Spotlight

The main idea of the Spotlight localization system [30] is to generate con-
trolled events in the field where the sensor nodes are deployed. An event
could be, for example, the presence of light in an area. Using the time when
an event is perceived by a sensor node and the spatio-temporal properties of
the generated events, spatial information (i.e. location) regarding the sensor
node can be inferred. The system architecture for the Spotlight localization
system is shown in Figure 9.

With the support of these three functions, the localization process goes as
follows:
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Fig. 9. Spotlight system architecture

• A Spotlight device distributes events e(t) in the space A over a period of
time.

• During the event distribution, sensor nodes record the time sequence Ti =
{ti1, ti2, ..., tin} at which they detect the events.

• After the event distribution, each sensor node sends the detection time
sequence back to the Spotlight device.

• The Spotlight device estimates the location of a sensor node i, using the
time sequence Ti and the known E(t) function.

The Event Distribution Function E(t) is the core technique used in the
Spotlight system and the authors propose three designs for it, with different
tradeoffs/costs. These designs are presented below.
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Fig. 10. The implementation of the Point Scan EDF

Point Scan

The Point Scan EDF is applicable to a simple sensor system where a set of
nodes are placed along a straight line (A = [0, l] ⊂ R). The Spotlight device
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generates point events (e.g., light spots) along this line with constant speed
s, as shown in Figure 10. The set of timestamps of events detected by a node
i is Ti = {ti1}. The Event Distribution Function E(t) is:

E(t) = {p | p ∈ A, p = t ∗ s}
where t ∈ [0, l/s]. The resulting localization function is:

L(Ti) = E(ti1) = {ti1 ∗ s}

Line Scan

Some devices, e.g. lasers, can generate an entire line of events simultaneously.
With these devices, the Line Scan Event Distributed Function can be sup-
ported. Assuming that the sensor nodes are placed in a two dimensional plane
(A = [l× l] ⊂ R2) and that the scanning speed is s. The set of timestamps of
events detected by a node i is Ti = {ti1, ti2}.

������

���	
�

Fig. 11. The implementation of the Line Scan EDF

The Line Scan EDF, depicted in Figure 11, is defined as follows:

Ex(t) = {pk | k ∈ [0, l], pk = (t ∗ s, k)} for t ∈ 0, l/s

Ey(t) = {pk | k ∈ [0, l], pk = (k, t ∗ s− l)} for t ∈ l/s, 2l/s

and E(t) = Ex(t) ∪ Ey(t).
The location of a node can be calculated from the intersection of the two

event lines, as shown in Figure 11. More formally:

L(Ti) = E(ti1) ∪ E(ti2)
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Area Cover

Other devices, such as light projectors, can generate events that cover an
area. This allows the implementation of the Area Cover EDF. The idea of
Area Cover EDF is to partition the space A, where the sensor nodes are
deployed, into multiple sections and assign a unique binary identifier, called
code, to each section. Let’s suppose that the localization is done within a
plane (A ∈ R2). Each section Sk within A has a unique code k.

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

� � �

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

� � �

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

� � �

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

���� ���� ���� ����

� � �

Fig. 12. The implementation of the Area Cover EDF

The Area Cover EDF, with its steps shown in Figure 12 is then defined as
follows:

BIT (k, j) =
{

true if jth bit of k is 1
false if jth bit of k is 0

E(t) = {p | p ∈ Sk, BIT (k, t) = true}
and the corresponding localization algorithm is:

L(Ti) = {p | p = COG(Sk), BIT (k, t) = true if t ∈ Ti,

BIT (k, t) = false if t ∈ T − Ti}

where COG(Sk) denotes the center of gravity of Sk.

Cost Comparison

Although all three proposed techniques are able to localize the sensor nodes,
they differ in the localization time, communication overhead and energy con-
sumed by the Event Distribution Function (call it Event Overhead). Assume
that all sensor nodes are located in a square with edge size D, and that
the Spotlight device can generate N events (e.g. Point, Line and Area Cover
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events) every second and that the maximum tolerable localization error is r.
Table 1 presents the execution cost comparison of the three different Spotlight
techniques.

Criterion Point Scan Line Scan Area Cover

Localization Time D2/r2)/N D2/r2)/N logr(D/N)

# Detections 1 2 logr D

# Time Stamps 1 2 logr D

Event Overhead D2 2D2 D2 logr(D/2)

Table 1. Execution Cost Comparison

Table 1 indicates that the Event Overhead for the Point Scan method is the
smallest - it requires a one-time coverage of the area, hence the D2. However
the Point Scan takes a much longer time than the Area Cover technique,
which finishes in logr D seconds. The Line Scan method trades the Event
Overhead well with the localization time. By doubling the Event Overhead,
the Line Scan method takes only r/2D percentage of time to complete, when
compared with the Point Scan method. From Table 1, it can be observed
that the execution costs do not depend on the number of sensor nodes to be
localized. It is important to remark the ratio “Event Overhead”/“Localization
Time”, which is indicative of the power requirement for the Spotlight device.
This ratio is constant for the Point Scan (r2N) while it grows linearly with
area, for the Area Cover (D2N/2). If the deployment area is very large, the
use of the Area Cover EDF is prohibitively expensive, if not impossible. For
practical purposes, the Area Cover is a viable solution for small to medium
size networks, while the Line Scan works well for large networks.
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Fig. 13. Localization Error vs. Event Size for Spotlight system.

For the Spotlight system evaluation, the authors deployed 10 XSM [6]
motes in a football field. The Spotlight device consisted of diode lasers, a
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computerized telescope mount, connected to a laptop. The Event Distribution
Function investigated was the Point Scan. The range between the Spotlight
device and the sensor nodes was approximately 170m.

Figure 13 shows the average localization errors versus the size of the event
(diameter of the laser beam, on the ground), for different scanning speeds s.
Localization errors of 10-20cm are reported.

3.2 Lighthouse

In a similar way to the Spotlight localization system, the Lighthouse scheme,
proposed by Römer [24], makes use of the free-space optical channel between
a device (called Lighthouse in this case) and sensor nodes.
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Fig. 14. Lighthouse Localization

The main idea of the Lighthouse system is exemplified in Figure 14. A
parallel light beam of width b, emitted by anchor A1 rotates with a certain
period tturn. A sensor node Nk detects this light beam for a period of time
tbeam, which is dependent on the distance d between the Lighthouse device
and the sensor node, in the following way:

d =
b

2 sin(α1/2)
=

b

2 sin(πtbeam/tturn)

From measuring tbeam and knowing b and tturn, one can compute the
distance between the sensor node and the lighthouse device d. By constructing
a device with three mutually perpendicular light emitting Lighthouses, a 3D
location can be obtained.

The main difficulty encountered by the authors in the implementation of
the Lighthouse prototype is ensuring that the light beam is perfectly parallel
(zero divergence), having a width b. Instead, two laser beams of widths bi

and angle orientations βi, γi and δi i = 1, 2, are used. To account for the
misalignments, the authors develop a better approximation for the resulting
beam width b:
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b ≈ Cb +
√

d2 + h2Cβ + hCγ + dCδ

where Cb = b1+b2, Cβ = sin β1+sin β2, Cγ = tan γ1+tan γ2 and Cδ = sin δ1+
sin δ2. These parameters are constant for a particular Lighthouse system, and
they are obtained through calibration, by localizing four points with known
locations.

The experiments use 22 nodes placed in a 5x5m2 area, with the Lighthouse
device positioned at the coordinate (0,0). The accuracy of the localization al-
gorithm is presented relative to the distance between the Lighthouse device
and the sensor node (i.e., |x̂ − x|/x). The mean relative error (difference be-
tween the computed location and ground truth) in localization is 1.1% in one
direction and 2.8% in the second direction (the difference is attributed to the
calibration). This translates in localization errors of a few centimeters.

3.3 Walking-GPS

In many applications it is envisioned that WSN will be deployed from Un-
manned Aerial Vehicles. In the meantime, manual deployments have been
prevalent and the employed localization solutions have used some variant of
associating the sensor node ID with prior knowledge of that ID’s position in
the field.

In [29] the authors propose a solution, called Walking GPS, in which the
deployer (either person or vehicle) carries a GPS device that periodically
broadcasts its location. The sensor nodes being deployed, infer their position
from the location broadcast by the GPS device. The proposed solution is
simple, cost effective and has very little overhead.

In the Walking GPS architecture the system is decoupled into two software
components: the GPS Mote and the Sensor Mote. The GPS Mote runs on a
Mica2 mote. The mote is connected to a GPS device, and outputs its location
information at periodic intervals. The Sensor Mote component runs on all
sensor nodes in the network. This component receives the location information
broadcast by the GPS Mote and infers its position from the packets received.
The proposed architecture pushes all complexity derived from the interaction
with the GPS device to a single node, the GPS Mote, and to significantly
reduce the size of the code and data memory used on the sensor node. Through
this decoupling, a single GPS Mote is sufficient for the localization of an entire
sensor network, and the costs are thus reduced.

A relatively simple design for the GPS Mote would have been to peri-
odically broadcast the actual GPS location received from the GPS device. In
order to reduce the overhead incurred when exchanging data containing global
GPS coordinates, the Walking GPS system uses a local, Cartesian, coordinate
system. The conversion between coordinate systems is performed by the GPS
mote. A local coordinate system of reference is better suited for WSN, than
a global coordinate system.

The localization scheme that makes use of the Walking GPS solution has
two distinct phases:
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1. The first phase is during the deployment of the sensor nodes. This is
when the Walking GPS solution takes place. The deployer has a GPS-
enabled mote attached to it; the GPS-enabled mote periodically beacons
its location; the sensor nodes that receive this beacon infer their location
based on the information present in this beacon.

2. The second phase is during the system initialization. If at that time, a
sensor node does not have a location, it asks its neighbors for their location
information. The location information received from neighbors is used in a
triangulation procedure by the requester, to infer its position. This second
phase enhances the robustness of the scheme.

 

Fig. 15. Walking GPS system evaluation. Nodes deployed in a grid.

The experimental evaluation of the entire system, consisted of 30 MICA2
motes that were deployed in a 5x6 grid (for ease of measuring the localization
error). The experimental results are shown in Figure 15. The average localiza-
tion error obtained from fitting a grid to the experimental data is 0.8m with
a standard deviation of 0.5m.

4 Open Problems

4.1 Security

Recently, several research groups have started to address robust and secure lo-
calization. For example, SeRLoc [15] demonstrates robustness against worm-
hole, Sybil and compromise of network nodes attacks. However, this work
assumes a particular two-tier architecture and special hardware they call lo-
cators. In addition, the jamming of the wireless medium is not considered. It
is an excellent start, but a lot more needs to be done especially for military
domains and to meet various reality assumptions.
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For securing localization, robust statistical methods (e.g. least median
square) have been proposed [16]. The assumption is that an attacker selectively
alters distance estimates to known anchor locations. The highest contamina-
tion ratio (i.e., affected readings) that the mathematical model supports is
50%, with significant degradation even at 35%. If an attacker possesses the
capability of affecting distance estimates easily, then it is very likely that all
distance estimates will be affected, making this set of solutions, less effective.
The idea, however, of using robust statistical models, is a very good one.

In a similar approach, in [17], two solutions are proposed for secure lo-
calization: an attack resistant minimum mean square error (MMSE) which
suffers from an unbounded localization error (the attack can result in an ar-
bitrarily large localization error), and a voting-based scheme, which corrects
the unbounded localization error, at a higher computational and storage cost.

Distance bounding has also recently been proposed as a technique for se-
cure verification of localization. In [25] a combination of ultra-sound and radio
communication is used for bounding the location claimed by a node, to a re-
gion. In this region, called region of interest, a set of trusted verifiers has
to exist. This scheme is robust against attackers that can not be physically
present in the region of interest. Similarly, [4] proposes a Verifiable Multilat-
eration, that also relies on the distance bounding technique. The basic idea
is to use the Time of Flight (ToF) of radio communication. Since the speed
of light can not be exceeded, the location to be verified can not be closer
than it actually is. It can only be further. However, claiming a longer distance
would require a shorter distance to an even further positioned verifier. The
main drawback is the hardware requirements (with nanosecond accuracy) im-
posed on the sensor nodes. In addition, [4] requires a relatively large number
of anchor nodes.

In order to address some of the deficiencies of SeRLoc (e.g. jamming is not
considered) and the Verifiable Multilateration (e.g., relatively high number of
anchor nodes), a new scheme is proposed in [14]. This scheme can be used for
both, location determination and location verification. The main idea is to
fully utilize the strengths of both solutions: SeRLoc’s use of sectored anten-
nas and the distance bounding properties of Verifiable Multilateration. The
deficiencies of both schemes, are still present.

The most recent effort on secure localization [5], attempts to depart from
the aforementioned, “traditional”, approaches, which require high speed hard-
ware, sectored antennas or statistics, with a limited robustness. The idea is
to use covert, hidden base stations (their position is known only to an au-
thority), in addition to the “public”, known base stations. The role of covert
base stations is to perform TDoA (between radio and ultra-sound) ranging
and verify the location computed and claimed by a node. For the effectiveness
of this solution, the covert base stations communicate with a central location
verification authority either in a wired manner or infra-red, to reduce the risk
of being detected by the attacker. The authors also propose mobile base sta-
tion assisting with the verification of location. While this direction for secure
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localization is novel, in its current form, has demanding requirements for the
infrastructure of covert base stations.

4.2 Impact of Localization on Protocols

In localization for WSN, achieving better results (usually with regard to
location accuracy) requires increasing the relative cost of the localization
scheme via additional hardware, communication overhead, or the imposition
of constraints and system requirements. Although more accurate location in-
formation is preferable, the desired level of granularity should depend on a
cost/benefit analysis of the protocols that utilize this information. In this sec-
tion, we investigate the impact of localization error on other communication
protocols and proposed sensor network applications. Designers of sensor net-
work systems with certain performance requirements can use this analysis to
aid in their architectural design and in setting system parameters. Although
requirements are expected to vary between deployments, we found that in the
general case for the protocols studied, performance degradation is moderate
and tolerable when the average localization error is less than 0.4R.

Routing Performance

A localization service is critical for location-based routing protocols such as
geographic forwarding (GF) [21], [10], [12] and [34]. In these protocols, indi-
vidual nodes make routing decisions based on knowledge of their geographic
location. While most work in location-based routing assumes perfect location
information, the fact is that erroneous location estimates are virtually impos-
sible to avoid. Problems arise as error in the location service can influence
location-based routing to choose the best next hop (the neighbor closest to
the destination), or can make a node inadvertently think that the packet could
not be routed because no neighbors are closer to the final destination.

To investigate the impact of localization error on routing, the authors of [8]
studied the GF [21] routing protocol under the low traffic network conditions
so that network congestion does not influence the results. The baseline was the
perfect localization, the protocol where every sensor node knows its correct
physical location.

Figure 16 shows the delivery ratio (the percentages of packets that reach
destination over all packets sent) with regard to node density for various levels
of location error. From this graph, we see that for average localization errors
of 0.2R and 0.4R, the delivery ratios of GF are very close to the baseline
(no error). Beyond these numbers, the results diminish with increased error;
a trend that could be problematic and costly depending on the implemented
architecture, reliability semantics, tolerance of message loss, and application
requirements. For example, when localization error is the same as the node
radio range, even with high node density (20 nodes per radio range), the
delivery ratio still falls below 60%.
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Fig. 16. Delivery ratio with different localization errors, changing node density
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Fig. 17. Path length overhead with different localization errors under varying node
density

Another metric affected by localization error is the route path length. Fig-
ure 17 measures the hop count increase (in percentage) due to location error
to assess the cost in communication overhead of this error. We see from this
graph that for low localization error (less than 0.4R), this routing overhead
remains moderate (less than 15%). However, as was the case for the delivery
ratio metric, when localization error grows beyond 0.4R, the routing overhead
increases to as high as 45%. We also note that this trend occurs regardless of
the network node density, a fact that was not true for our previous metric. We
acknowledge here that GF was chosen as a representative protocol, and an in
depth study about localization’s impact on various routing protocols and its
implications on the design of location-dependent systems is future work.

Target Estimation Performance

Many of the most frequently proposed applications for WSN utilize target po-
sition estimations for tracking, search and rescue, or other means. In these pro-
posed applications, when a target is identified, some combination of the nodes
that sensed that target report their location to a centralized node (leader or
base station). This node then performs aggregation on the received data to
estimate the actual location of the target. Because target information could
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be used for locating survivors during a disaster, or identifying an enemy’s po-
sition for strategic planning, the accuracy of this estimation is crucial to the
application that uses it.
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Fig. 18. Target estimation error with different localization errors under varying
node density

Intuitively an increase in localization error directly leads to target esti-
mation error. To better understand the degree to which this error propagates
to other protocols, the authors of [8] investigate the average estimation error
under different node densities for varying degrees of location error. For these
experiments, a simple and widely used target estimation algorithm is used:
the average X and Y coordinates of all reporting nodes are taken as the target
location estimation. The sensing range is set to be equal to the node radio
range so that the node density is equivalent to the average number of sensors
involved in target estimation. The results of various experiments are depicted
in Figure 18. This graph shows that target estimation error due to location
error is dampened during the aggregation process. As before, the baseline oc-
curs when no localization error exists. Aside from showing varying degrees
of estimation error with respect to node location error, Figure 18 also shows
that the absolute target estimation error decreases with increased node den-
sity. For example, when localization error is equal to 1.0R, and node density
reaches 12 nodes per radio range, the estimation error is only about 67% as
large as when the node density is 6 nodes per radio range. From this chart
we see that more nodes participating in estimation results in more random
estimation error being ameliorated through aggregation.

Object Tracking Performance

In [8], the authors further evaluate the performance of target estimation by
simulating a tracking application that uses estimation in context. In this ex-
periment, a mobile evader randomly walks around the specified terrain while
a pursuer attempts to catch it. In this simple experiment, the pursuer is in-
formed of the current location of the evader periodically via sensing nodes in
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the terrain that detect the evader, coordinate to estimate the targets position
with regard to their own positions, and periodically report this result to the
mobile pursuer. When receiving a report, the pursuer readjusts its direction
in an attempt to intercept the evader. When the pursuer comes within the
node communication radius of the evader, the evader is considered caught and
the simulation ends. For this experiment, the average tracking time (the time
from pursuer take-off to when the evader is caught) under different localiza-
tion errors is compared to the tracking time in the case of no localization
error. Figure 19 shows normalized tracking time in relation to the pursuer
speed for various degrees of localization error.
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Fig. 19. Normalized tracking time with different localization errors varying pursuer
speed. Terrain size 1000x1000m, Radio range = 40m, density = 8 nodes/radio range.
Evader speed = 5m/s

From Figure 19 we see that the tracking time overhead decreases with
increased pursuer speeds. More importantly, Figure 19 shows that the track-
ing time increases as localization error increases. This result implies that it is
important for tracking applications with real-time requirements to take local-
ization error into consideration. For example, when the average localization
error is known to be 0.8R, and the pursuer speed is 5 units per second, the
pursuer requires 30% more time in comparison to the ideal situation in which
no localization error exists. To reduce this overhead to 10%, either the pur-
suers speed must be increased to 10 units per second, or the estimation error
must be reduce to 0.4R. Again, Figure 19 shows that 0.4R is a tolerable bound
for estimation error since tracking time only increases by 7% in the worst case.

4.3 Impact of Environment on Localization

The problem of range-free localization is further complicated by the diverse
types of environments, where a WSN system can be deployed. Outdoor, real
deployment environments very little resemble typical lab environments. Hence,
issues like calibration, mobility (if nodes are “moved” by the environment, or
the WSN is designed to be mobile), the lack of line-of-sight, the existence of
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obstructions and multipath effects often arise in realistic, outdoor environ-
ments.

Some preliminary work on the aforementioned issues are the following:

Calibration

Whitehouse formulates the calibration problem in WSN as a parameter es-
timation problem [33]. Each device in the WSN is parameterized and the
values of the parameters are chosen such that the system performance is max-
imized (higher accuracy in location estimation). The author propose a macro-
calibration procedure, called joint-calibration, that calibrates each device, by
optimizing the overall system performance, instead of individual nodes. The
steps of the joint calibration are the following:

1. Model the overall system, by using individual, device specific parameters.
2. Collection data.
3. Tune the parameters of individual devices, such that the overall system

performance is improved.

The key insight into how to choose parameters to be tuned, such that
the overall system performance improves is to look at trends in the transmit-
ter/receiver pairs, and identify individual nodes for which the chosen parame-
ters are problematic.

The proposed joint calibration is a good solution where manual calibra-
tion is possible. Obviously, in rugged, remote outdoor environments, auto-
calibration (i.e., no manual intervention) is highly desirable.

Mobility

Hu and Evans [9] propose a sequential Monte-Carlo (SMC) localization algo-
rithm for WSN in which sensor nodes and anchors are all mobile. The authors
show that mobility can be used to enhance localization accuracy, a rather
counterintuitive result - one would expect to be a significant impediment for
an accurate positioning.

The proposed algorithm is an adaptation of the Sequential Monte Carlo
localization scheme, frequently used in robot localization, target tracking and
computer vision, to the domain of WSN. The main idea of the SMC localiza-
tion algorithm is to represent the posterior distribution of possible locations
using a set of weighted samples and to update them recursively in time.

From simulations of a 10Rx10R WSN, with an average number of nodes
per transmission range of 10, the authors report localization errors of ap-
proximately 0.5R, when both sensor nodes and anchors move at a speed of
R meters/sec. The localization error starts from high values (1.9R) and de-
creases rapidly, with the accumulation of new observations (nodes entering
the ranges of new anchor nodes).
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Line-of-Sight and Multipath

Real, outdoor environments pose significant challenges for range-free localiza-
tion. Localization schemes designed and evaluated in “friendly” environments
frequently fail to produce encouraging results in real deployments. When line-
of-sight is a main assumption of the scheme [30], and does not always hold,
or when obstructions and multipath for acoustic and radio waves are not
considered [35], the performance of the localization scheme is degraded.

In order to address this, a potential direction to pursue is multimodal
localization. In a multimodal localization system, more than one localization
scheme is executed, in an attempt to reduce the impact the assumptions of a
single localization scheme could have on the overall localization accuracy. By
using Bayesian inference, and the knowledge (even if partial) obtained during
the execution of one localization scheme, a finer, more accurate positioning
can be obtained from the execution of subsequent localization schemes. For
example, if a WSN is localized using the Line Scan scheme of the Spotlight
system, described before, and due to some environmental conditions one of the
two events created in the network is not detected (the Spotlight localization
scheme fails to produce a location in this case), the knowledge gained from the
detection of the other event can be used to initialize a subsequently executed
localization scheme.

5 Conclusions

In this chapter we presented a suite of range-free localization schemes for
WSN. We define ranging, in the context of sensor networks, as the ability of
a sensor node to infer distances to its neighbor sensor nodes, either through
localization specific hardware (e.g., ultrasound transceivers) or the strength
of the received radio signal. Hence, the localization schemes presented here
(i.e., range-free schemes) do not posses sophisticated hardware and do not
rely on the received signal strength for inter-node ranging. The sensor nodes
we consider have simple radio communication and sensing capabilities.

The taxonomy that we adopt for categorizing the range-free localization
schemes is based on the (non)existence of an infrastructure of anchor nodes
(i.e., at least three nodes, for a 2D localization, with known locations) in the
WSN. An anchor-free localization scheme exploits the proximity to an event
with a known location: a light event in Spotlight [30] and Lighthouse [24] and
a nearby radio packet in Walking GPS [29].

One main observation is the high accuracy in localization of the anchor-
free, event based, localization schemes, at a reduced, per node, cost. It is
remarkable to obtain location accuracies of tens of centimeters, at zero dollar
cost (if the sensor node is equipped with a photo sensor for the mission it was
deployed for) and relatively low communication overhead (reduced energy
cost). Characteristic to the anchor-free localization schemes, is the moving of
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the complexities associated with the localization from the sensor node to a
capable, sophisticated device. While the cost of such device is not negligible,
the possibility of its reuse make the event-based, anchor-free solutions very
attractive. The anchor-free, event based, class of localization schemes seems
a very promising direction for high accuracy, low cost localization in WSN.

Despite the extensive attention the range-free localization has received,
several open problems remain. Among these are how to secure the radio
communication and sensing channels that sensor nodes posses, how to make
range-free localization more robust against attacks, node or protocol failures
(possibly due to its strict assumptions), understand the impact of localiza-
tion schemes on other protocols and how to design more robust, cost efficient,
calibration techniques. The breadth and depth of all these issues present in-
teresting opportunities for future research in the domain of range-free node
localization in WSN.
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24. Römer, K. The lighthouse location system for smart dust. In ACM/USENIX
International Conference on Mobile Systems, Applications, and Services (Mo-
biSys) (2003).

25. Sastry, N., Shankar, U., and Wagner, D. Secure verification of location
claims. In ACM Workshop on Wireless Security (WiSe) (2003).

26. Savarese, C., Rabaey, J., and Langendoen, K. Positioning algorithms
for distributed ad-hoc wireless sensor networks. In USENIX Annual Technical
Conference (2002).

27. Shang, Y., and Ruml, W. Improved mds-based localization. In IEEE Con-
ference on Computer Communications (Infocom) (2004).

28. Shang, Y., Ruml, W., Zhang, Y., and Fromherz, M. P. J. Localization
from mere connectivity. In ACM International Symposium on Mobile Ad Hoc
Networking and Computing (Mobihoc) (2003).



Range-Free Localization 31

29. Stoleru, R., He, T., and Stankovic, J. A. WalkingGPS: A practical lo-
calization system for manually deployed wireless sensor networks. In IEEE
Workshop on Embedded Networked Sensors (EmNetS) (2004).

30. Stoleru, R., He, T., Stankovic, J. A., and Luebke, D. A high-accuracy
low-cost localization system for wireless sensor networks. In ACM Conference
on Embedded Networked Sensor Systems (SenSys) (2005).

31. Stoleru, R., and Stankovic, J. A. Probability grid: A location estimation
scheme for wireless sensor networks. In IEEE International Conference on Sen-
sor and Ad Hoc Communications and Networks (SECON) (2004).

32. Vicaire, P., and Stankovic, J. A. Elastic localization. Tech. Rep. CS-2004-
35, University of Virginia, 2004.

33. Whitehouse, K., and Culler, D. Calibration as parameter estimation in
sensor networks. In ACM Intenational Workshop on Sensor Networks and Ap-
plications(WSNA) (2002).

34. Xu, Y., Heidemann, J., and Estrin, D. Geography-informed energy conserva-
tion for ad hoc routing. In ACM International Conference on Mobile Computing
and Networking (Mobicom) (2001).

35. Zhang, J., Yan, T., Stankovic, J. A., and Son, S. H. Thunder: A practical
acoustic localization scheme for outdoor wireless sensor networks. Tech. Rep.
CS-2005-13, University of Virginia, 2005.



Design and Comparison of Lightweight Group

Management Strategies in EnviroSuite⋆

Liqian Luo, Tarek Abdelzaher, Tian He, and John A. Stankovic

Department of Computer Science, University of Virginia,
Charlottesville, VA 22904

{ll4p, zaher, th7c, stankovic}@cs.virginia.edu

Abstract. Tracking is one of the major applications of wireless sensor
networks. EnviroSuite, as a programming paradigm, provides a compre-
hensive solution for programming tracking applications, wherein moving
environmental targets are uniquely and identically mapped to logical
objects to raise the level of programming abstraction. Such mapping is
done through distributed group management algorithms, which organize
nodes in the vicinity of targets into groups, and maintain the uniqueness
and identity of target representation such that each target is given a
consistent name. Challenged by tracking fast-moving targets, this paper
explores, in a systematic way, various group management optimizations
including semi-dynamic leader election, piggy-backed heartbeats, and im-
plicit leader election. The resulting tracking protocol, Lightweight Envi-

roSuite, is integrated into a surveillance system. Empirical performance
evaluation on a network of 200 XSM motes shows that, due to these op-
timizations, Lightweight EnviroSuite is able to track targets more than 3
times faster than the fastest targets trackable by the original EnviroSuite
even when 20% of nodes fail.

1 Introduction

The increasing popularity of sensor networks in large-scale applications such as
environmental monitoring and military surveillance motivates new high-level
abstractions for programming-in-the-large. As a result, several programming
models that encode the overall network behavior (rather than per-node behav-
iors) have been proposed in recent years. Examples include virtual machines
[1][2], and database-centric [3][4][5], space-centric [6][7], group-based [8][9], and
environment-based [10] programming models, which offer virtual machine in-
struction sets, queries, sensor node groups and environmental events, respec-
tively, as the underlying abstractions with which the programmer operates.
These abstractions capture the unique properties of distributed wireless sensor
networks and expedite software development.
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An important category of sensor network applications involves tracking en-
vironmental targets. In these applications, some internal representation of the
external tracked entity is maintained such as a state record, a logical agent, or a
logical object representing the physical target. A given target in the environment
should be represented uniquely and its identity should be preserved consistently
over time. One way to ensure unique, consistent representation is to relay all
sensor readings to a centralized base-station which runs spatial and temporal
correlation algorithms to infer the presence of targets, assign them unique iden-
tities, and maintain such identities consistently. Such a centralized approach,
however, is both inefficient and vulnerable. In addition to relying on a single
point of failure, it results in excessive power consumption due to communication
with a centralized bottleneck and may unduly increase latency, especially when
targets move far away from the base-station.

To avoid these limitations, in EnviroSuite, we take the alternative approach
of processing target data at or near the location where the target is sensed.
Hence, appropriate distributed group management policies are needed to ensure
the uniqueness and identity of target representation such that targets are given
consistent names and sensors agree on which target they are sensing. This paper
systematically investigates different system optimizations in the design of such
group management algorithms in a sensor network. The resulting tracking sys-
tem, Lightweight EnviroSuite, is used in a sensor network surveillance prototype
that has since been transferred to the Defense Intelligence Agency (DIA). It is
evaluated on a sensor network of 200 XSM motes [11]. Results from field tests
of the overall system are provided, focusing on tracking performance. (Other
performance aspects of the system such as efficacy of energy management algo-
rithms will be reported elsewhere.) It is seen that realistic targets can indeed be
tracked correctly despite environmental noise using low-range sensors. Our field
test results show that even when 20% of nodes fail, Lightweight EnviroSuite is
able to track targets more than 3 times faster than the fastest targets trackable
by the original EnviroSuite, due to the optimizations described in this paper.
The improved tracking coincides with reduced communication cost.

The remainder of the paper is organized as follows. Section 2 presents the
background information and enumerates limitations of the original EnviroSuite.
Section 3 explores group management strategies and their effects that consti-
tute Lightweight EnviroSuite. Section 4 analyzes the performance results of a
surveillance system that is constructed from Lightweight EnviroSuite. Finally,
Section 5 supplies a summary and concludes the paper.

2 Background

Target tracking has received special attention in recent ad hoc and sensor net-
works literature. Many prior approaches (e.g., in the ubiquitous computing and
communication domains) focused on tracking cooperative targets. Cooperative
targets are those that allow themselves to be tracked typically by exporting a
unique identifier to the infrastructure (such as a cell-phone number). Examples



of cooperative targets include cell phones, RFID tags [12] and smart badges [13].
Since such devices are preconfigured with a unique identity, the tracking prob-
lem is generally reduced to that of locating the uniquely identified device and
performing hand-offs if needed (e.g., in cellular phones). In contrast, our goal
is to track non-cooperative targets such as enemy vehicles that do not broad-
cast self-identifying information. The presence and identity of such targets can
only be inferred from sensory signatures, as opposed to direct communication
with the target. Tracking non-cooperative targets is more challenging due to the
difficulty in associating sensory signatures with the corresponding targets (e.g.,
all tanks look the same to our unsophisticated motes). The presence of target
mobility further complicates the tracking problem.

One of the first research efforts on group management for non-cooperative
target tracking has been conducted by researchers at PARC [14]. Their group
management method dynamically organizes sensors into collaborative groups,
each of which tracks a single target. Typical tracking problems such as multi-
target tracking and tracking crossing targets are solved elegantly in a distributed
way. Other approaches to target tracking include [15] which presents a particle
filtering style algorithm for tracking using a network of binary sensors which
only detect whether the object is moving towards or away from the sensor.
A scalable distributed algorithm for computing and maintaining multi-target
identity information in described in [16]. In [17] a tree-based approach is proposed
to facilitate sensor node collaboration in tracking a mobile target.

The authors have investigated the tracking problem in several of their own
prior publications. Similar to [8], in [18] we present a set of group management
algorithms which form sensor groups at the locations of environmental events of
interest and attach logical identities to the groups. Based on [18], EnviroTrack
[19] proposes an environmental computing paradigm which facilitates tracking
application development. EnviroSuite [20] further extends the paradigm to sup-
port a broader set of applications that are not limited to target tracking. Geared
for tracking of fast-moving targets with low communication cost on available
hardware platforms that have limited sensing and communication abilities, this
paper proposes lightweight group management algorithms for EnviroSuite. Op-
timizations described in this paper may be applicable to other systems such as
[8] as well.

The design of EnviroSuite assumes that each node can independently detect
the potential presence of a target (subject to false alarms). For example, the
presence of a magnetic signature, motion, and engine sound can be independently
detected by each XSM mote to signify the potential presence of a nearby moving
vehicle in a desert surveillance scenario. It is further assumed that sensor readings
do not interfere with each other. Hence, tracking reduces to the problem of
correct mapping of nodes that detect target signatures to the actual physical
target identities responsible for these signatures. EnviroSuite therefore organizes
nodes that detect targets of interest into groups, each representing one target.

Different from traditional centralized tracking schemes, the data association
between targets and groups in EnviroSuite is done in a distributed way. Namely,
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all nodes that sense a target and can communicate directly assume that they
sense the same target and consequently join the same group. The resulting aggre-
gate behavior is that connected regions of sensors that sense the same signature
are fused into the same group. Observe that when the target moves, group mem-
bership changes reflecting the changing set of sensors that can sense it at the
time. A leader is elected for the group among the current members. A leadership
hand-off algorithm ensures that group state is passed to each new leader.

In this paper, we focus on point targets (i.e., those approximated by a point
in space, such as a vehicle), as opposed diffuse region targets (given by an area,
such as a chemical spill). It is assumed that the communication range of a node
is sufficiently larger than its sensing range. Hence, all group members sensing
a point target are within each other’s radio range. Consequently, the data dis-
semination scheme within each group can simply use local broadcast to share
sensory information. The leader performs data fusion in an application-specific
manner to collect higher-level target information. Geographic forwarding [21] is
used for communication with destinations external to the group. For example,
in the evaluation section, each group leader estimates target position by aver-
aging locations of group members and sends the result to remote base-stations
periodically. Extensions of this scheme to diffuse region targets are described
elsewhere [20].

This section briefly reviews the EnviroSuite programming paradigm and its
core component, MGMP (multi-target group management protocol). It also ana-
lyzes and evaluates the limitations of MGMP when facing the practical require-
ments of a typical surveillance system.

2.1 EnviroSuite Abstractions and Challenges

EnviroSuite [20] is an object-based framework that supports environmentally im-

mersive programming for sensor networks. Environmentally immersive program-
ming refers to an object-based paradigm in which logical objects and objects
representing physical environmental entities are seamlessly combined. Hence,
EnviroSuite differs from other object-based systems in that its objects may be
representations of elements in the external environment. At the implementation
level, such objects are maintained by the corresponding group leaders. Upon de-
tection of external elements of interest, nodes detecting the element self-organize
into a group. The group leader in EnviroSuite dynamically creates an object
instance to represent the tracked target. The group management protocol main-
tains a unique and identical mapping between object instances (or group lead-
ers) and the corresponding environmental elements they track, such that object
instances float across the network geographically following the elements they
represent. This co-location is ideal for the execution of location sensitive ob-
ject code that carries out sensing and actuation tasks. Objects encapsulate the
aggregate state of the elements they represent (collected and stored by group
leaders), making such state available to their methods. They are therefore the
units that encapsulate program data, computation, communication, sensing and
actuation. Object instances are destroyed when their corresponding environmen-



tal elements leave the network. This occurs naturally when the membership of
the corresponding sensor group is reduced to zero.

Objects can be point objects (created for mobile targets that dynamically
change their geographical locations), region objects (mapped to static or slowly
moving regions), or function objects (not mapped to an environmental element).
EnviroSuite is able to support both point objects and region objects in the
same framework due to their similarities. Namely, (i) the corresponding external
elements are detected by a group of geographically continuous nodes, and (ii)
the aggregate state of the elements are collected by group leaders. However, the
focus of this paper is on target tracking applications. Hence, we discuss mainly
maintenance of point objects.

The biggest problem faced in EnviroSuite is the challenge of maintaining a
unique and identical mapping between each object and the corresponding envi-
ronmental element despite of distribution and possible mobility in the environ-
ment. In the rest of this paper, a target refers to a geographically continuous
activity in the physical environment that persists over some interval of time.
Object uniqueness dictates that each target be represented and that it be rep-
resented by exactly one logical object instance. Object identity dictates that the
mapping between targets and objects be immutable. In other words, a target is
always mapped to the same object instance identified by its object ID.

The problem of object uniqueness and identity is complicated by several
factors. One is the need for seamless object migration across nodes as the target
moves. Another is that sensor nodes that become aware of an external target
should be able to tell whether it is a target previously seen by other neighboring
sensors or not. Otherwise, an incorrect target list will be collectively maintained
or an incorrect mapping will result between targets and objects. In the following
we describe a solution to these problems.

2.2 MGMP and Its Limitations

The core component of EnviroSuite previously proposed by us is a set of multi-
target group management protocols, named MGMP, which resolves the object
uniqueness and identity problem. When predefined target signatures are detected
by a set of nearby nodes, MGMP reacts by creating a group attached with
a unique object ID. The set of nodes become group members, whose task is
to periodically sense, calculate and report predefined object attributes (such as
temperature, location, etc.) to the group leader. These reports are called member

reports. A single leader is elected among these members to uniquely represent
the group as one object to the external world. To avoid electing a node that is
imminently going out of sensing range which results in yet another election, it is
preferred to elect nodes near the target. Though current leader election doesn’t
enforce such preference, it can be easily adapted to do so if distances to the
target can be inferred from detection results.

The leader is responsible for the maintenance of object attributes. It records
member reports keeping only the most recent one from each member. It period-
ically creates a digest of the reports, and either keeps it as the internal state or
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Fig. 1. Node state transitions in MGMP Fig. 2. States of nodes around a target

sends it to the external world (e.g., base stations) based on user specification.
These reports are called leader reports. The leader is also responsible for object
uniqueness and identity maintenance. It periodically sends leader heartbeats to
nodes within half an object resolution (in meters, defined by users) to advertise
the object ID as well as its internal states. By design, half the object resolu-
tion must be larger than twice the sensing range such that every member can
receive leader heartbeats. Nodes within half the object resolution, which cannot
sense, but are aware of the target through heartbeats, are called group followers

as distinguished from members. Follower nodes are prevented from spawning
new groups. Follower nodes are centered around the leader since leader locations
provide a good approximation of target positions. Though centering around the
target would be a better solution, given the fact that both communication range
and sensing range are irregular, the extra complexity required to do so is not
worth it.

Nodes dynamically join or leave the group whenever they detect or lose the
target. If a leader loses the target, it sends out a RESIGN message to request
a leadership handoff. Upon the reception of such messages, the most current
members reelect a new leader to take over leadership. Figure 1 illustrates the
complete node state transitions in MGMP and Figure 2 depicts a typical node
state distribution around a target. MGMP employs two important strategies to
enhance robustness in the face of failures:

1. Dynamic Leader Election: Leaders are always dynamically elected among
all current members. There are no pre-designated leader candidates. When
leader election starts, each member sets a timer at random from 0 up to
maximum back-off time and, when the timer expires, claims its leadership
by messages, the reception of which terminates other members’ timers as well
as their unsent messages. This strategy ensures robustness to node failures.

2. Periodic Leader Heartbeats: Leaders periodically send out heartbeats so
that leader failure can be detected by neighboring nodes.

The main goal of our deployed system is to alert a military command and
control unit of the occurrence of targets of interest in hostile regions. Targets of
interest may include civilian persons (unarmed), armed persons or vehicles. The
system is required to obtain and report current positions of such targets to a



remote base station to create tracks in real time. Several application requirements
must be satisfied to make this system useful in practice. First, the application
must have the ability to track typical military vehicles with velocities varying
from 5 mph to 35 mph. Object uniqueness and identity must be ensured. Second,
in our application, real-time updates on target trajectory must be sent to a
base-station to be used by other devices such as cameras, which requires high
accuracy and low reporting latency. Given the severely constrained bandwidth of
current mote platforms, the communication cost should be minimized to reduce
communication latency and maximize information throughput.

Does MGMP satisfy these requirements? We first try to answer the question
through experimental results on TOSSIM [22]; a simulator for TinyOS [23] that
emulates the execution of application code on the motes. Our experiments consist
of 120 nodes deployed in a 30×4 grid 10 meters apart. Sensing range is set to be
1 grid length and communication range is 3 grid lengths. These settings reflect
our real system where sensor devices are deployed in a grid 10 meters apart,
sensing range is around 10 meters, and communication range is approximately
30 meters. We simulate a target moving across the field in a straight line to test
tracking performance. The target is tracked with a sensor polling period of 0.02 s.
Consistent with the real system requirements, members report to leaders their
own locations twice a second. Leaders triangulate received locations to estimate
target position and report estimations to the base station (located in a corner
node) twice a second. The same testbed is used in later sections to evaluate new
schemes.

Figure 3 shows the number of objects formed for the single target during
its presence in the field. The uniqueness of target representation requires that
only one object be formed. As is seen in figure, this is not always the case.
The number of objects formed is one at lower target velocities, but it increases
as target velocity increases. This violation is due to the difficulty in reaching
agreement on target identity quickly enough which leads some sensors to believe
that they are seeing different targets. The effects of maximum back-off time are
more subtle. As is seen from Figure 3, if maximum back-off time is too small
such as 0.2 s, the number of objects generated can be large since multiple nodes
may become leaders and create new groups at the same time to represent the
same target. If it is too large, fast targets may move out of the sensing range of
a node before its back-off timer expires, so that the current object is lost and
spurious ones are created. In theory, it is possible to derive the appropriate back-
off time analytically for a particular target velocity. The main idea is that leader
migration (via election and hand-off) should be faster than target speed for the
target to never escape its tracking group. Nevertheless, such a derivation would
have to be experimentally validated since it is difficult to account for various
imperfections such as the irregularity of the sensing and communication ranges
and the non-uniform distributions of nodes in practice.

Observe that no back-off timer value in Figure 3 can maintain object unique-
ness at target speeds more than 1 grid length per second (grid/s) or 22 mph
(since grid length is 10 meters). These results are far from the desired perfor-
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Fig. 3. Number of objects for varied max-
imum back-off time and target velocities

Fig. 4. Number of messages for varied
heartbeat periods and target velocities

mance (35 mph). The overhead of dynamic leader election is the main reason why
better results cannot be achieved, since long leader-election delays slow down the
migration of groups, thus making fast-moving targets untrackable.

Figure 4 depicts the number of control messages (leader heartbeats and other
group maintenance messages) and data messages (member reports and leader
reports) sent during the presence of a target. The number of data messages de-
creases with increasing target velocity, because it is proportional to the duration
of target presence due to periodicity of member reports and leader reports. The
number of control messages exhibits similar trends since heartbeats that dom-
inate control messages are also periodic. Obviously, control messages also de-
crease with longer heartbeat periods. However, minimizing communication cost
by indefinitely increasing heartbeat periods is not feasible since longer heartbeat
periods increase the vulnerability to message loss.

The above observations give insights into improvements to EnviroSuite that
enhance tracking performance and reduce communication cost while maintaining
robustness to failures. These improvements are described next.

3 Group Management Strategies in Lightweight

EnviroSuite

This section explores in more detail the performance problems of current strate-
gies, proposes a series of new strategies, and applies them one by one to Enviro-
Suite to verify their individual effects on the current system. These new group
management strategies, as a whole, constitute a very practical and efficient ver-
sion of EnviroSuite, called Lightweight EnviroSuite.

3.1 Semi-dynamic Leader Election

Dynamic leader election, as the main factor that limits tracking performance
of MGMP, affects the maintenance of object uniqueness and identity in two
ways. First, it causes long leader handoff delays. In dynamic leader election,
all members are competitors for leadership. Hence, consensus has to be achieved
among all on a single leader. Obviously, the more members participate, the slower
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Fig. 5. Node state transitions for semi-
dynamic leader election

Fig. 6. Number of objects for varied tar-
get velocities and candidate densities

the consensus. Second, it increases the possibility of message collisions since all
members are exchanging messages to compete for leadership.

A better solution is to allow only a portion of all members to compete for
leadership, which we call semi-dynamic leader election. Semi-dynamic leader
election includes an initialization phase which pre-elects a portion of the nodes
to be candidates (the potential competitors for leadership); others become non-

candidates. The pre-election of candidates is similar to dynamic leader election
in EnviroSuite. Each node sets a random timer and, when the timer expires,
claims itself as a candidate. Nodes within distance x that receive this claim mes-
sage become non-candidates. Ideally, the algorithm elects at least one candidate
within any circular area of radius x. We call this x the candidate density. The
node state transition changes accordingly as shown in Figure 5. Transitions to
Leader-Candidate occur only when the corresponding nodes are candidates.
Null nodes become Members instead of Leader-Candidates when they are non-
candidates. Since only Leader-Candidate nodes attend leader election, these
changes make candidates the only ones competing for leaderships.

Figure 6 illustrates the number of objects created for targets with different
velocities when different candidate densities are set. Semi-dynamic leader elec-
tion allows for a smaller maximum back-off time (set to 0.2 s in the following
experiment) in leader election due to a reduced number of competitors. The
Density = 0.5 grid curve performs the same as dynamic leader election since
all nodes are candidates (maximum back-off time is set to 0.6 s for better per-
formance in this case). As seen from Figure 6, a proper candidate density, say
1.0 grid, makes the semi-dynamic scheme outperform the dynamic one.

Observe that, a very low candidate density results in worse performance than
dynamic leader election since candidates are so scarce that, in most groups, no
leader is elected to maintain objects. We call the phenomenon a leader desert.
The dark grey circle in Fig. 7 shows a leader desert where no candidate exists. If
the target moves further to the right and gets detected by the nearest candidate
outside the follower set, a spurious object is created by the candidate since it
is not aware of the existing object. Even when candidate density is 1.0 grid, a
leader desert still appears occasionally, which hurts object uniqueness slightly.

Strategies
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Fig. 7. Leader desert Fig. 8. Comparison of number of mes-
sages for different target velocities

This explains why semi-dynamic leader election performs a little worse when
target velocity is 0.5 grid/s. The leader desert problem is solved in later sections.
As a side-effect, semi-dynamic leader election also results in lower communication
cost since fewer control messages are sent to compete for leadership, which is
shown in Fig. 8.

On the disadvantage side, robustness to node failures is expected to degrade
when using semi-dynamic leader election due to a higher vulnerability to failures
of leader candidates. However, this can be partially compensated by executing
candidate pre-election more frequently. We discuss the overall failure robustness
of the new scheme in later sections.

3.2 Piggy-Backed Heartbeat

Periodic leader heartbeat entails big overheads that are not affordable in appli-
cations with severe bandwidth constraints. Yet, it plays the most critical role in
MGMP. First, it recruits followers to prevent these boundary nodes from cre-
ating spurious groups. Second, its periodicity makes leader failures perceivable,
and thus recoverable. Third, the periodicity also improves robustness to mes-
sage loss. Therefore, the challenge is how to reduce overhead while retaining the
advantages of frequent heartbeats.

Fortunately, another component in MGMP exhibits the behavior of sending
periodic messages; namely, object attribute collection. Members periodically send
sensed attribute data to leaders and leaders periodically aggregate received data,
process it, and send results to the external world if required. If heartbeats can
be piggy-backed into these member reports and leader reports, periodic heart-
beat becomes almost free. We call this new scheme piggy-backed heartbeat, where
heartbeats are transformed into leader heartbeats (heartbeats piggy-backed into
leader reports) and member heartbeats (heartbeats piggy-backed into member
reports). Leader desert is no longer an obstacle to object state dissemination,
since members take over this task during leader absences. Since object unique-
ness is ensured through leader uniqueness, members are only allowed to repeat
heartbeats originated from leaders and leaders are still the only authority that
may update object information.
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Fig. 9. Object maintenance in semi-
dynamic leader election

Fig. 10. Comparison of communication
overhead

In the piggy-backed heartbeat scheme, member heartbeats and leader heart-
beats are treated differently: only the reception of leader heartbeats transits
pre-elected candidates from state Null to Follower, while member heartbeats
transits them into an intermediate state, called Null-Follower. If a node de-
tects a target while in this state, it transits to Leader-Candidate to compete for
leadership. This is unlike a regular Follower, which becomes a Member upon
target detection. Without these changes, member heartbeats may transit all po-
tential leaders to Follower state and then to Member upon the detection of the
target, making the group follow a target without any leaders.

The aforementioned efforts make the piggy-backed heartbeat scheme a big
improvement in object maintenance. Compared with the maximum trackable ve-
locity seen in MGMP (1 grid/s), this improved version maintains object unique-
ness and identity for targets with velocities up to 8 grid/s as shown in Figure 9.
Figure 10 suggests another big improvement in reducing control messages.

3.3 Implicit Leader Election

It is possible to further reduce the protocol costs by employing an implicit leader

election scheme. An assumption is made in this scheme that monitoring tasks
are periodic and that after each period monitoring results are communicated
by each tracking group to the external world. This assumption is reasonable
since periodicity is a typical property of sensor network applications. The scheme
allows candidates to start the execution of leader tasks such as data aggregation,
whenever they detect the target. Note that, their task periods are unsynchronized
since nodes usually do not begin to sense the target at exactly the same time. As
a result, multiple but limited potential leaders are executing tasks in a group.
At any point in time, if the node that first reaches the end of a task period sends
out a result report, other neighboring nodes including other potential leaders
simply accept the results and become inactive in their current task periods,
which prevents them from reporting the same redundant results when finishing
their periods. Hence, the external world sees the illusion of a single group leader.

Figure 11 illustrates an example. Candidate A senses the target from time
0 to 2.5 and B from 0.25 to 3.5. The length of task period is 1. Both A and
B are initially active. At time 1, A reaches the end of its period and sends a
result report. Receiving this report, B admits A as the current leader, accepts
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Fig. 11. An example of implicit leader
election

Fig. 12. Node state transitions for im-
plicit leader election

Fig. 13. Object maintenance in implicit
leader election

Fig. 14. Comparison of communication
overhead

A’s results and makes itself inactive, which makes B silent at time 1.25 when
it finishes its task period. Similarly B is still silent in the next period since A
sends a message first. Finally, A quits the leader competition at time 2.5 when
it loses the target. B continues A’s work and reports the results at the end of
its third period (time 3.25). This way, tasks are executed continuously between
different leaders, the results of which are exposed to the external world at a rate
(3/3.5 ≈ 0.9 report/s) that is very near to the defined rate (1 report/s).

Figure 12 depicts the new node state transition graph. activate() is called
by each node when beginning a new task period. Different from all previous
versions, intermediate states (LeaderCandidate, ResigningLeader) no longer
exist since implicit leader election eliminates the need for nodes to stay at the
LeaderCandidate state sending CANDIDATE messages to compete for leadership
and to stay at ResigningLeader sending RESIGN messages to start new leader
election. The elimination of control messages further improves communication
performance as shown in Figure 14. Meanwhile, a comparable performance in ob-
ject maintenance (maximum trackable velocity 8 grid/s) is achieved as Figure 13
shows.

Note that implicit leader election can not be applied to applications where
duplicate execution of tasks is not allowed or where tasks are not periodic. How-
ever, since the EnviroSuite compiler [20] has the ability to dynamically select
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modules during compilation based on programmer’s application definition, a
version without implicit leader election can be composed in such cases.

Overall, due to the optimizations mentioned above, Lightweight EnviroSuite
achieves roughly an order of magnitude improvement in maximum trackable ve-
locity (8 grid/s compared with 1 grid/s in EnviroSuite). The number of messages
per second for targets at 0.5, 1 and 2 grid/s is reduced 25%, 12% and 37%,
respectively.

3.4 Failure Tolerance

This section discusses the overall robustness of Lightweight EnviroSuite to typ-
ical failures in the sensor network: message loss and node failures. Message loss
harms object maintenance by making the existence of the current leader unno-
ticed by other candidates, which may result in multiple nodes sending duplicate
leader reports in the same period to the external world. However, the external
world can always recognize duplicate reports through version numbers attached
in the reports. Message loss can also prevent nodes on a group’s outer bound-
aries from getting heartbeats. Consequently, these nodes may not become aware
of the object and create spurious objects. However, Lightweight EnviroSuite al-
lows members to disseminate heartbeats, which maintains a comparatively high
heartbeat frequency and makes the possibility that a node fails to get any heart-
beats very low. At the same time, objects attach their ages, which increase with
the increase of finished task periods, to heartbeats. Object information from
younger objects is discarded in favor of older ones. Therefore, spurious objects
are eventually terminated due to their young ages.

Fig. 15. Performance of object mainte-
nance for varied message loss

Fig. 16. Performance of object mainte-
nance for varied node failures

Lightweight EnviroSuite is also robust to node failures. As stated earlier, it
can go through leader deserts without losing object information or terminating
task execution. In a similar way, it is able to overcome node deserts smaller than
half an object resolution. Although we may temporarily lose track of the target
inside a node desert, the target and its associated object can be picked up again
in most cases after passing the node desert.

Experimental results confirm our conclusions as shown in Figure 15 and Fig-
ure 16. Lightweight EnviroSuite shows consistently good performance in object
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maintenance for targets with velocities up to 4 grid/s. However, after velocities
exceed 8 grid/s, surprisingly bigger message loss results in fewer objects. This is
because the number of objects is counted based on leader reports at the base
station and a higher message loss results in fewer received leader reports, and
thus fewer observed objects. For node failures up to 50%, Lightweight Envi-
roSuite exhibits comparable performance at velocities between 1 and 4 grid/s.
However, when target velocities are as low as 0.5 grid/s, higher node failures do
hurt performance. That is because higher node failures result in larger node or
leader deserts. Slower targets may fail to cross the deserts before followers forget
about the object.

4 System Evaluation

We integrated Lightweight EnviroSuite into an energy-efficient surveillance sys-
tem, called Vigilnet [24], subsequently transitioned to the DIA. In December
2004, in the process of technology transition, we deployed 200 XSM motes run-
ning the Vigilnet system on sandy and grassy roads with a 3-way intersection
and collected performance data in field tests. Figure 17 depicts the deployment
of the system. Nodes are approximately deployed in a grid 10 meters apart,
covering one 300-meter road and one 200-meter road. Each rectangular dot rep-
resents one XSM mote in the field. Several base-stations were deployed. Some
nodes are missing in the GUI because they are turned off to emulate failures.

The XSM mote extends the MICA2 platform [25] by improved peripheral
circuitry, new types of sensors and better enclosures. It communicates approxi-
mately 30 meters when deployed on grassy ground. The primary goal of the field
test is to evaluate system ability to detect, classify and track one or multiple
moving targets, which can be either SUVs, persons or persons carrying a ferrous
object (suggestive of a weapon).

Fig. 17. System deployment

4.1 Overview of Vigilnet

Vigilnet is implemented on top of TinyOS. Figure 18 shows the layered archi-
tecture of Vigilnet. Components colored in dark grey are those implemented by
Lightweight EnviroSuite.



169

Fig. 18. System architecture of Vigilnet

Time synchronization (Time Sync), localization (Localization), and commu-
nication (MAC, Robust Diffusion Tree, Asymmetric Detection, and Report En-
gine) services constitute the lower-level components that are the basis for imple-
menting higher-level services. Power management (Radio-Base Wakeup, Sentry
Service, Power Mgmt, and Tripwire Mgmt), target classification (Sensor Drivers,
Frequency-filter, Continuous Calibrator, Classification, and False Alarm Filter-
ing Engine) and tracking (Group Mgmt, Tracking, and Velocity Regression) com-
prise main higher-level services. Target classification detects and classifies three
types of targets with the help of collaborative group management provided by
Lightweight EnviroSuite. Tracking components are responsible for estimating
target positions and calculating target velocities.

Overall the system consists of 21,457 lines of source code, among which 2,884
are contributed by Lightweight EnviroSuite. The executable binary of Vigilnet
occupies 85,926 bytes of code memory and 3,154 bytes of data memory, which can
easily fit into XSMs equipped with 4KB data memory and 128KB code memory.

4.2 Tracking Performance Evaluation

Consistent with simulation, tracking modules in Vigilnet report to the base sta-
tion estimations of target positions twice every second to provide sufficient data
for false alarm processing and classification. A spanning-tree based routing [24]
is used to disseminate such reports. The communication latency of these reports
plays a critical role in achieving good tracking performance. Therefore, we sug-
gest that when the system scales up to cover bigger fields, multiple base stations
should be deployed. The false alarm filtering engine component executed in the
base mote filters these reports and slows down the report rate to upper layers to
once every 3 seconds due to bandwidth limitations. Target velocity calculation
takes such reports as inputs.

Table 1 lists the comparison of tracking performance between Vigilnet
equipped with the original EnviroSuite (measured at a previous field test con-
ducted in August 2003) and Vigilnet equipped with Lightweight EnviroSuite.
As is seen, without Lightweight EnviroSuite the maximum trackable velocity is
about 5 to 10 mph, while the new Vigilnet system tracks targets up to 35 mph.
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Table 1. Tracking performance comparison

Target vel. Vigilnet with EnviroSuite Vigilnet with Lightweight EnviroSuite

5 mph successful successful
10mph partially successful successful
20mph failed successful
30mph untested successful
35mph untested partially successful

Table 2. Tracking performance of Vigilnet with Lightweight EnviroSuite

Target type Avg. tracking errorStd. dev. of tracking errorsActual vel.Calculated vel.

walking person 6.19meter 3.28meter 3±1mph 2.9mph

running person 6.67meter 3.89meter 7±1mph 6.9 mph

vehicle 7.06meter 3.98meter 10±1mph 10.5mph

vehicle 5.91meter 3.02meter 20±1mph 23.5mph

two 1 5.58meter 4.76meter 10±1 mph 9.2mph
vehicles 2 6.33meter 3.52 meter 10±1mph 9.9mph

Note that, the success of tracking is an end-user metric measured by the ac-
curacy of position and velocity calculations, which depend on several factors
besides EnviroSuite group management protocols. A track is said to be success-
ful only when the final calculated velocity within a 20% error. Due to the limited
length of the field and the fixed report rate (once every 3 seconds), velocity cal-
culation does not perform well when the velocity reaches 35 mph. However, the
tracking performance of Lightweight EnviroSuite itself is actually better than
the reported results for the integrated system.

Table 2 shows in more details the tracking performance of the new Vigilnet
system. As seen, tracking errors are between 5.5 meters and 7.5 meters. These
results were collected with 20% of the nodes randomly turned off to emulate
failures. In all listed targets whose velocities vary from 3 mph to 20 mph, the
maximum error of velocity calculation is less than 10%, which reflects the good
tracking performance supplied by Lightweight EnviroSuite.

To give a more concrete view of the tracking performance of Lightweight En-
viroSuite, Figure 19 shows the tracking trajectories for the following scenarios:
(i) one vehicle drives across the field from left to right; (ii) two vehicles keep a dis-
tance of about 50 meters before they separate (the first one goes from left to right
and turns right at the intersection and the second one goes from left to right). In
the one-vehicle-tracking case, the rugged trajectory in the center of the horizon-
tal road shows explicitly that existing node failures do affect tracking accuracy.
The two-vehicle-tracking case proves the ability of Lightweight EnviroSuite to
track multiple targets with the same sensory signatures as long as they keep a
distance (50 meters) that is more than half an object resolution (set to 30 meters
in the system). This was deemed sufficient by the client for operational use.
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Fig. 19. Tracking trajectories for one vehicle and two vehicles

Field test results show that Lightweight EnviroSuite successfully improves the
maximum trackable speed from near 10 mph to near 35 mph. Given our 10-meter-
apart grid deployment and 20% node failures, tracking errors are still as small
as about 6 meters and the maximum error in velocity calculation doesn’t exceed
10%. These results from physically deployed systems validate that Lightweight
EnviroSuite is practical, effective, and efficient on current hardware with limited
communication and sensing capabilities. In this paper, we did not supply an ex-
perimental comparison between EnviroSuite and other high-level sensor network
programming systems. This is, in part, due to the difficulty in porting application
code across the different systems. If applications are re-implemented (as opposed
to ported), it is hard to separate the effects of application-level implementation
decisions from the inherent strengths and weaknesses of the underlying program-
ming frameworks when interpretting performance comparison results.

5 Summary

Research on programming paradigms and frameworks in sensor networks has
been very active in recent years. This paper presents our effort in improving an
existing programming paradigm (EnviroSuite) into a more practical and efficient
version (Lightweight EnviroSuite) that can be directly utilized to build practical
large-scale systems with realistic requirements. The resulting version is shown to
be efficient via experimental testing on a physically deployed large-scale surveil-
lance system consisting of 200 XSM motes. This is one of the first attempts to
use high-level sensor network programming languages in building and deploying
real sensor network applications.
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Abstract
Extensive empirical studies presented in this paper con-

firm that the quality of radio communication between low
power sensor devices varies significantly with time and envi-
ronment. This phenomenon indicates that the previous topol-
ogy control solutions, which use static transmission power,
transmission range, and link quality, might not be effective
in the physical world. To address this issue, online trans-
mission power control that adapts to external changes is nec-
essary. This paper presents ATPC, a lightweight algorithm
of Adaptive Transmission Power Control for wireless sen-
sor networks. In ATPC, each node builds a model for each
of its neighbors, describing the correlation between trans-
mission power and link quality. With this model, we em-
ploy a feedback-based transmission power control algorithm
to dynamically maintain individual link quality over time.
The intellectual contribution of this work lies in a novel pair-
wise transmission power control, which is significantly dif-
ferent from existing node-level or network-level power con-
trol methods. Also different from most existing simulation
work, the ATPC design is guided by extensive field experi-
ments of link quality dynamics at various locations and over
a long period of time. The results from the real-world exper-
iments demonstrate that 1) with pairwise adjustment, ATPC
achieves more energy savings with a finer tuning capability
and 2) with online control, ATPC is robust even with envi-
ronmental changes over time.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Net-

work Architecture and Design—wireless communication

General Terms
Algorithms, Design, Experimentation, Measurement,
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1 Introduction
With the integration of sensing and communication abil-

ities in tiny devices, wireless sensor networks are widely
deployed in a variety of environments, supporting military
surveillance [1] [24], emergency response [41], and scien-
tific exploration [36]. The in-situ impact from these en-
vironments, together with energy constraints of the nodes,
makes reliable and efficient wireless communication a chal-
lenging task. Under a constrained energy supply, reliability
and efficiency are often at odds with each other. Reliabil-
ity can be improved t by transmitting packets at the maxi-
mum transmission power [13] [38], but this situation intro-
duces unnecessarily high energy consumption. To provide
system designers with the ability to dynamically control the
transmission power, popularly used radio hardware such as
CC1000 [6] and CC2420 [7] offers a register to specify the
transmission power level during runtime. It is desirable to
specify the minimum transmission power level that achieves
the required communication reliability for the sake of saving
power and increasing the system lifetime.

Although theoretical study and simulation provide a valu-
able and solid foundation, solutions found by such efforts
may not be effective in real running systems. Simplified as-
sumptions can be found in these studies, for example, static
transmission power, static transmission range, and static link
quality. These studies do not consider the spatial-temporal
impact on wireless communication. In this paper, we present
systematic studies on these impacts. There are a number of
empirical studies on communication reality conducted with
real sensor devices [43] [40] [44] [4] [29] [20]. Their results
suggest that for a specified transmission power and commu-
nication distance, the received signal power varies and the
link quality is unstable. But they do not focus on a system-
atic study on the radio and link dynamics in the context of
different transmission power settings. Our extensive exper-
iments with MICAz [8] confirm the observations presented
in previous work. We also go further and explore the radio
and link dynamics when different transmission power levels
are applied. Our experimental results identify that link qual-
ity changes differently according to spatial-temporal factors
in a real wireless sensor network. To address this issue, we



design a pairwise transmission power control. Our empiri-
cal study also reveals that it is feasible to choose a minimal
and environment-adapting transmission power level to save
power, while guaranteeing specified link quality at the same
time.

To achieve the optimal transmission power consumption
for specified link qualities, we propose ATPC, an adaptive
transmission power control algorithm for wireless sensor
networks. The result of applying ATPC is that every node
knows the proper transmission power level to use for each of
its neighbors, and every node maintains good link qualities
with its neighbors by dynamically adjusting the transmis-
sion power through on-demand feedback packets. Uniquely,
ATPC adopts a feedback-based and pairwise transmission
power control. By collecting the link quality history, ATPC
builds a model for each neighbor of the node. This model
represents an in-situ correlation between transmission power
levels and link qualities. With such a model, ATPC tunes
the transmission power according to monitored link quality
changes. The changes of transmission power level reflect
changes in the surrounding environment. ATPC supports
packet-level transmission power control at runtime for MAC
and upper layer protocols. For example, routing protocols
with transmission power as a metric [33] [35] [12] [9] [5]
can make use of ATPC by choosing the route with optimal
power consumption to forward packets.

The topic of transmission power control is not new, but
our approach is quite unique. In state-of-art research, many
transmission power control solutions use a single transmis-
sion power for the whole network, not making full use of
the configurable transmission power provided by radio hard-
ware to reduce energy consumption. We refer to this group as
network-level solutions, and typical examples in this group
are [27] [25] [2] [18] [31]. Also, some other work takes the
configurable transmission powers into consideration. They
either assume that each node chooses a single transmission
power for all the neighbors [2] [18] [19] [28] [37] [17]
[26] [30] [22], which we refer to as node-level solutions, or
nodes use different transmission powers for different neigh-
bors [23] [42] [3], which we call neighbor-level solutions.
While these solutions provide a solid foundation for our re-
search, ATPC goes further to support packet-level transmis-
sion power control in a pairwise manner.

Also, most existing real wireless sensor network systems
use a network-level transmission power for each node, such
as in [13] [38]. These coarse-level power controls lead to
high energy consumption. The authors of [34] present a valu-
able study about the impact of variable transmission power
on link quality. Through our empirical experiments with
the MICAz platform, it is observed that different transmis-
sion powers are needed to achieve the same link quality over
time. This leads to our feedback-based transmission power
control design, which is not addressed in [34]. Also, the au-
thors of [34] use a fixed number of transmission powers (13
levels), which fixes the maximum accuracy for power tun-
ing. The ATPC we propose chooses different transmission
power levels based on the dynamics of link quality, and it
also allows for better tuning accuracy and more energy sav-
ings. Our approach essentially represents a good tradeoff

between accuracy and cost, a finer control at each node in
exchange for less energy consumption when transmitting the
packets.

In this work, we invest a fair amount of effort to obtain
empirical results from three different sites and over a rea-
sonably long time period. These results give practical guid-
ance to the overarching design of ATPC. We demonstrate
that ATPC greatly extends the system lifetime by choosing
a proper transmission power for each packet transmission,
without jeopardizing the quality of data delivery. In our
3-day experiment with 43 MICAz motes, ATPC achieves
above a 98% end-to-end Packet Reception Ratio in natu-
ral environment through fair and rainy days. The solu-
tions without online tuning can barely deliver half of pack-
ets. Compared to other solutions, ATPC also significantly
saves transmission power. With equivalent communication
performance, ATPC only consumes 53.6% of the transmis-
sion energy of the maximum transmission power solution
and 78.8% of the transmission energy of the network-level
transmission power solution. More specifically, the contri-
butions of our work lie in two aspects.

• Our systematic study and experiments reveal the spa-
tiotemporal impacts on wireless communication and
identify the relationship between dynamics of link qual-
ity and transmission power control.

• With run-time pairwise transmission power control, we
achieve high packet delivery ratio successfully with
small energy consumption under realistic scenarios.

The rest of this paper is organized as follows: the motiva-
tion of this work is presented in Section 2. In Section 3, the
design of ATPC is stated. In Section 4, ATPC is evaluated
in real world experiments. The state of the art is analyzed
in Section 5. In Section 6, conclusions are given and future
work is pointed out.

2 Motivation
Radio communication quality between low power sen-

sor devices is affected by spatial and temporal factors. The
spatial factors include the surrounding environment, such as
terrain and the distance between the transmitter and the re-
ceiver. Temporal factors include surrounding environmen-
tal changes in general, such as weather conditions. In this
section, we present experimental results for investigation of
these impacts. We note that previous empirical studies on
communication reality [43] [4] [44] [10] [29] [20] suggest
that for a specified transmission power, fixed communication
distance, and antenna direction, the received signal power
and the link quality vary. But they do not focus on a sys-
tematic study of the radio and link dynamics when differ-
ent transmission powers are considered. We conducted these
measurements, and we are the first to study systematically
the spatial and temporal impacts on the correlation between
transmission power and Received Signal Strength Indicator
(RSSI)/ Link Quality Indicator (LQI) [15]. Both RSSI and
LQI are useful link metrics provided by CC2420 [7]. RSSI
is a measurement of signal power which is averaged over 8
symbol periods of each incoming packet. LQI is a measure-
ment of the “chip error rate” [7] which is also implemented
based on samples of the error rate for the first eight symbols



(a) Experiments on a Grass Field (b) Experiments in a Parking Lot (c) Experiments in a Corridor

Fig. 1. Experimental Sites

of each incoming packet. Transmission power level index
refers to the value specified for the RF output power pro-
vided by CC2420 [7]. It can be mapped to output power in
units of dBm.

Our empirical results show that link quality is signifi-
cantly influenced by spatiotemporal factors, and that every
link is influenced to a different degree in a real system. This
observation proves that the assumptions made from previ-
ous work about the static impact of the environment on link
quality do not hold. Solutions based on these simplifying as-
sumptions may not accurately capture the dynamics of com-
munication quality, and may result in highly unstable com-
munication performance in real wireless sensor networks.
Therefore, the in-situ transmission power control is essential
for maintaining good link quality in reality.

2.1 Investigation of Spatial Impact
To investigate the spatial impact, we study the correlation

between transmission power and link qualities in three differ-
ent environments: a parking lot, a grass field, and a corridor,
as shown in Figure 1. We use one MICAz as the transmitter
and a second MICAz as the receiver. They are put on the
ground at different locations, maintaining the same antenna
direction. The transmitter sends out 100 packets (20 packets
per second) at each transmission power level. The receiver
records the average RSSI, the average LQI, and the number
of packets received at each transmission power level. The
experiments are repeated with 5 different pairs of motes in
the same environmental conditions to obtain statistical con-
fidence.

Figure 2 shows our experimental data obtained from one
pair of nodes in different environments. Each curve demon-
strates the correlation between the transmission power and
RSSI/LQI at a certain distance of that pair. The confidence
intervals (97%) of RSSI/LQI are also plotted on Figure 2.
Clearly, there is a strong correlation between transmission
power level and RSSI/LQI. We note that there is an approx-
imately linear correlation between transmission power and
RSSI in Figures 2 (a) (c) (e). The LQI curves in Figures 2 (b)
(d) (f) also present approximately linear correlations when
the LQI readings are small. However, the LQI readings suf-
fer saturation when they get close to 110, which is the max-

imum quality frame detectable by the CC2420 [7]. We also
notice that each LQI curve and its corresponding RSSI curve
demonstrate similar trends and variations. This is because
the LQI reading is also a representation of the SNR value,
which is the ratio of the received signal power level to the
background noise level.

The slopes of RSSI curves generally decrease as the dis-
tance increases, but this is not always true. According
to [32], RSSI is inversely proportional to the square of the
distance. To obtain the same amount of RSSI increase, a
larger transmission power increase is needed at a longer dis-
tance. However, in reality, this rule doesn’t always hold. For
example, in Figures 2 (a) and (c), the slopes of RSSI curves
at a distance of 18 feet are bigger than those at a distance
of 12 feet, which is caused by multi-path reflection and scat-
tering [43]. Therefore, this measured correlation is a better
reflection of the communication reality.

The shapes of RSSI/LQI curves based on the results from
a grass field (Figures 2 (a) and (b)), a parking lot (Figures 2
(c) and (d)) and a corridor (Figures 2 (e) and (f)) are signif-
icantly different from one another, even with the same dis-
tance and antenna direction between a pair of nodes. For ex-
ample, with a transmission power level of 20 and a distance
of 12 feet, the RSSI is -90 dBm on a grass field (Figure 2
(a)), while above -70 dBm in a corridor (Figure 2 (e)). Even
though the curves for 12 feet on a grass field and on a park-
ing lot are similar (Figures 2 (a) and (c)), the 6 feet curves in
these two environments are not quite the same (Figures 2 (a)
and (c)). These experimental results confirm that radio prop-
agation among low power sensor devices can be influenced
largely by environment [43] [44] [10]. Moreover, RSSI/LQI
with specified transmission power and distance varies in a
very small range and the degree of variations is related to the
environment. According to the confidence intervals (97%)
shown on Figure 2, RSSI readings are more stable than LQI.
The confidence intervals of RSSI are not observable at most
of the sampling points in Figures 2 (a) (c) and (e).

2.2 Investigation of Temporal Impact
We also investigate the impact of time on the correla-

tion between transmission power and link quality. Empirical
results in this section suggest that this correlation changes



-95

-90

-85

-80

-75

-70

-65

-60

-55

-50

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Transmission Power Level Index

R
S

S
I 
(d

b
m

)

2 ft

6 ft

12 ft

18 ft

24 ft

28 ft

(a) RSSI Measured on a Grass Field

50

60

70

80

90

100

110

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Transmission Power Level Index 

L
Q

I 
(R

e
a
d
in

g
 f

ro
m

 M
ic

a
Z
)

2 ft

6 ft

12 ft

18 ft

24 ft

28 ft

(b) LQI Measured on a Grass Field

-95

-90

-85

-80

-75

-70

-65

-60

-55

-50

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

Transmission Power Level Index

R
S

S
I 
(d

b
m

)

3 ft

6 ft

12 ft

18 ft

24 ft

30 ft

(c) RSSI Measured in a Parking Lot

50

60

70

80

90

100

110

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Transmission Power Level Index

L
Q

I 
(R

e
a
d

in
g

 f
ro

m
 M

ic
a
Z

)
3 ft

6 ft

12 ft

18 ft

24 ft

30 ft

(d) LQI Measured in a Parking Lot

-95

-90

-85

-80

-75

-70

-65

-60

-55

-50

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Transmission Power Level Index

R
S

S
I 
(d

b
m

)

3 ft

6 ft

12 ft

18 ft

24 ft

30 ft

(e) RSSI Measured in a Corridor

50

60

70

80

90

100

110

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Transmission Power Level Index

L
Q

I 
(R

e
a
d

in
g

 f
ro

m
 M

ic
a
Z

)

3 ft

6 ft

12 ft

18 ft

24 ft

30 ft

(f) LQI Measured in a Corridor

Fig. 2. Transmission Power vs. RSSI/LQI at Different Distances in Different Environments

slowly but noticeably over a long period of time. Therefore,
online transmission power control is requisite to maintain the
quality of communication over time.

A 72-hour outdoor experiment is conducted to demon-
strate the variations of the radio communication quality over
time. We place 9 MICAz motes in a line with a 3-feet spac-
ing. These motes are wrapped in tupperware containers to
protect against the weather. The tupperware containers are
placed in brushwood. They are about 0.5 feet high above the

ground because the brushwood is very dense. During the ex-
periment, each mote sends out a group of 20 packets at each
transmission power level every hour. The transmission rate
is 10 packets per second. All the other motes receive and
record the average RSSI and the number of packets they re-
ceived at each transmission power level. The transmissions
of different motes are scheduled at different times to avoid
collision.

In this experiment, data obtained from different pairs ex-
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Fig. 3. Transmission Power vs. RSSI at Different Times

hibit similar trends. Figure 3 presents our empirical data ob-
tained from a pair of motes at a distance of 9 feet apart. Each
curve represents the correlation between transmission power
and RSSI at a specific time. The correlation between trans-
mission power and RSSI every 8-hour is plotted in Figure 3
(a). The shapes of these curves are different due to environ-
mental dynamics. As a result, different transmission power
levels are needed to reach the same link quality at different
times. For example, to maintain RSSI value at -89 dBm, the
transmission power level needs to be 11 at 0 AM on the first
day, while at 4 PM on the second day the transmission power
level needs to be 20. Figure 3 (b) shows the hourly changes
of the correlation. From Figure 3 (b), we can see that the re-
lation between transmission power and RSSI changes more
gradually and continuously than that in Figure 3 (a). For
example, the maximum change in RSSI is 8 dBm over an 8-
hour period in Figure 3 (a), while it is 3 dBm over a one-hour
period in Figure 3 (b).

These curves are approximately parallel, and the relation-
ship between transmission power and RSSI varies differently
at different times of day. For example, in Figure 3 (a) the
curve at 4 PM on the first day is much lower than the curve
at 8 AM on the first day. The same variation happens on
curves at 8 AM and 4 PM on the second day, but the de-
gree of variation is different. All these results indicate that
it is critical for transmission power control algorithms pro-
posed for sensor networks to address the temporal dynamics
of communication quality.

2.3 Dynamics of Transmission Power Control
To establish an effective transmission power control

mechanism, we need to understand the dynamics between
link qualities and RSSI/LQI values. In this section, we
present empirical results that demonstrate the relation be-
tween the link quality and RSSI/LQI. The key observations,
which serve as the basis of our work, are as follows:

• Both RSSI and LQI can be effectively used as binary
link quality metrics for transmission power control.

• The link quality between a pair of motes is a detectable
function of transmission power.

2.3.1 Link Quality Threshold
Wireless link quality refers to the radio channel communi-

cation performance between a pair of nodes. PRR (packet re-
ception ratio) is the most direct metric for link quality. How-
ever, the PRR value can only be obtained statistically over
a long period of time. Our experiments indicate that both
RSSI and LQI can be used effectively as binary link quality
metrics for transmission power control1. We record the PRR
and the average RSSI/LQI for every group of 100 packets
from a grass field (Figures 4 (a) and (d)), a parking lot (Fig-
ures 4 (b) and (e)) and a corridor (Figures 4 (c) and (f)). All
experimental results show that both RSSI and LQI have a
strong relationship with PRR. There is a clear threshold to
achieve a nearly perfect PRR. However, these thresholds are
slightly different in different environments. Take RSSI as an
example: the 95% PRR threshold of RSSI is around -90 dBm
on the grass field (Figure 4 (a)), -91 dBm on the parking lot
(Figure 4 (b)), and -89 dBm in the corridor (Figure 4 (c)).

2.3.2 Relations between Transmission Power and
RSSI/LQI

Radio irregularity results in radio signal strength variation
in different directions, but the signal strength at any point
within the radio transmission range has a detectable correla-
tion with transmission power in a short time period.

In short term experiments, the correlation between trans-
mission power and RSSI/LQI for a pair of motes at a certain
distance is generally monotonic and continuous. From Fig-
ure 2, the overall trend of RSSI increases linearly when the
transmission power increases.

However, RSSI/LQI fluctuates in a small range at any
fixed transmission power level. So, the correlation between
transmission power and RSSI/LQI is not deterministic. For
example, Figure 5 shows the RSSI upper bound and lower
bound of 100 received packets at each transmission power
level when we place two motes 6-feet apart on a grass field.
This result confirms the observation from previous stud-
ies [43] [44] [10].

1It is still controversial whether RSSI or LQI is a better indicator
on link quality [43] [29] [20].
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Fig. 4. RSSI vs. PRR in Different Environments
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Fig. 5. Transmission Power vs. RSSI

There are three main reasons for the fluctuation in the
RSSI and LQI curves. First, fading [32] causes signal
strength variation at any specific distance. Second, the back-
ground noise impairs the channel quality seriously when the
radio signal is not significantly stronger than the noise sig-
nal. Third, the radio hardware doesn’t provide strictly stable
functionality [7].

Since the variation is small, this relation can be approxi-
mated by a linear curve. The correlation between RSSI and
transmission power is approximately linear, and the corre-
lation between LQI and transmission power is also approx-
imately linear in a range. From the confidence intervals in
Figure 2, we can see that RSSI and LQI are both relatively
stable when these values are not small. All the points with
confidence intervals bigger than 1 correspond to low link
quality points in Figure 4, and the RSSI/LQI values which
have the most fluctuations are below the good link quality
thresholds. Since we are only interested in RSSI/LQI sam-

plings that are above or equal to the good link quality thresh-
old, it is feasible to use a linear curve to approximate this
correlation. This linear curve is built based on samples of
RSSI/LQI. This curve roughly represents the in-situ correla-
tion between RSSI/LQI and transmission power.

This in-situ correlation between transmission power and
RSSI/LQI is largely influenced by environments, and this
correlation changes over time. Both the shape and the degree
of variation depend on the environment. This correlation also
dynamically fluctuates when the surrounding environmental
conditions change. The fluctuation is continuous, and the
changing speed depends on many factors, among which the
degree of environmental variation is one of the main factors.

3 Design of ATPC
Guided by the observations obtained from empirical ex-

periments, in this section, we propose our Adaptive Trans-
mission Power Control (ATPC) design. The objectives of
ATPC are: 1) to make every node in a sensor network find the
minimum transmission power levels that can provide good
link qualities for its neighboring nodes, to address the spatial
impact, and 2) to dynamically change the pairwise transmis-
sion power level over time, to address the temporal impact.
Through ATPC, we can maintain good link qualities between
pairs of nodes with the in-situ transmission power control.

Figure 6 shows the main idea of ATPC: a neighbor table
is maintained at each node and a feedback closed loop for
transmission power control runs between each pair of nodes.
The neighbor table contains the proper transmission power
levels that this node should use for its neighboring nodes and
the parameters for the linear predictive models of transmis-
sion power control. The proper transmission power level is
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Fig. 6. Overview of the Pairwise ATPC Design

defined here as the minimum transmission power level that
supports a good link quality between a pair of nodes. The
linear transmission power predictive model is used to de-
scribe the in-situ relation between the transmission powers
and link qualities. Our empirical data indicate that this in-
situ relation is not strictly linear. Therefore, this predictive
model is an approximation of the reality. To obtain the min-
imum transmission power level, we apply feedback control
theory to form a closed loop to gradually adjust the transmis-
sion power. It is known that feedback control allows a linear
model to converge within the region when a non-linear sys-
tem can be approximated by a linear model, so we can safely
design a small-signal linear control for our system, even if
our linear model is just a rough approximation of reality.

3.1 Predictive Model for ATPC
The design objective is to establish models that reflect the

correlation of the transmission power and the link quality
between the senders and the receivers. Based on our em-
pirical study and analysis in Section 2, we formulate a pre-
dictive model to characterize the relation between transmis-
sion power and link quality. Since no single model can cap-
ture precisely the per-network, or even per-node behavior,
we shall establish pairwise models, reflecting the in-situ im-
pact on individual links. Based on these models, we can pre-
dict the proper transmission power level that leads to the link
quality threshold.

The idea of this predictive model is to use a function to
approximate the distribution of RSSIs at different transmis-
sion power levels, and to adapt to environmental changes
by modifying the function over time. This function is con-
structed from sample pairs of the transmission power levels
and RSSIs via a curve-fitting approach. To obtain these sam-
ples, every node broadcasts a group of beacons at different
transmission power levels, and its neighbors record the RSSI
of each beacon that they can hear and return those values.

We formulate this predictive model in the following way.
Technically, this model uses a vector T P and a matrix R.
T P = {t p1, t p2, ..., t pN}. T P is the vector containing dif-
ferent transmission power levels that this mote uses to send
out beacons. |TP| = N. N, the number of different trans-
mission power levels, is subject to the accuracy require-
ment for applications. Ideally the more sampling data we
have, the more accurate this model could be. Matrix R con-
sists of a set of RSSI vectors Ri, one for each neighbor

(R = {R1, R2, ..., Rn}
T ). Ri =

{

r1
i , r2

i , ..., rN
i

}

is the RSSI

vector for the neighbor i, in which r
j
i is a RSSI value mea-

sured at node i corresponding to the beacon sent by transmis-
sion power level t p j. We use a linear function (Equation 1)
to characterize the relationship between transmission power
and RSSI on a pairwise basis.

ri(t p j) = ai · t p j + bi (1)

We adopt a least square approximation, which requires lit-
tle computation overhead and can be easily applied in sensor
devices. Based on the vectors of samples, the coefficients ai

and bi of Equation 1 are determined through this least square
approximation method by minimizing S2.

∑
(

ri(t p j)− r
j
i

)2
= S2 (2)

Accordingly, the value of ai and bi can be obtained in
Equation 3:

[

ai

bi

]

=
1

N ∑
N
j=1 (t p j)

2 − (∑N
j=1 t p j)2

×

[

∑
N
j=1 r

j
i ∑

N
j=1 (t p j)

2 −∑
N
j=1 t p j ∑

N
j=1 t p j · r

j
i

N ∑
N
j=1 t p j · r

j
i −∑

N
j=1 t p j ∑

N
j=1 r

j
i

]

, (3)

where i is the neighboring node’s ID and j is the number of
transmissions attempted. Using ai and bi together with a link
quality threshold RSSILQ identified based on experiments in
Section 2.3, we can calculate the desired transmission power

t p j =
RSSILQ−bi

ai
.

Note that Equation 3 only establishes an initial model.
We need to update this model continuously while the envi-
ronment changes over time in a running system. Basically,
the values of ai and bi are functions of time. These func-
tions allow us to use the latest samples to adjust our curve
model dynamically. Based on our experimental results in
Section 2, ai, the slope of a curve, changes slightly in our
3-day experiment, while bi changes noticeably over time.
Therefore, once the predictive model of ATPC is built, ai

does not change any longer. bi(t) is calculated by the lat-
est transmission power and RSSI pairs from the following
feedback-based equation.

bi(t) =
∑

K
t=1 [RSSILQ− ri(t −1)]

K
(4)

Here ri(t − 1) is the RSSI value of the neighboring node
i during time period t − 1. K is the number of feedback re-
sponses received from this neighboring node at time period
t − 1. Although the link quality varies significantly over a
long period of time, it changes gradually and continuously
at a slow rate. Our experiments indicate that one packet per
hour between a pair is enough to maintain the freshness of
the model in a natural environment. If the network has a rea-
sonable amount of traffic, such as several packets per hour,
nodes can use these packets to measure link quality change
and piggyback RSSI readings. In this way, these models are
refreshed with little overhead.
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Fig. 7. Feedback Closed Loop Overview for ATPC

3.2 Implementation of ATPC
The implementation of ATPC on sensor devices is pre-

sented in this subsection. We discuss mainly four aspects:
1) the two phase design and the feedback closed loop for
pairwise transmission power control, 2) the parameters that
affect system performance, 3) the techniques that optimize
system performance and reduce the cost, and 4) the other
issues.

ATPC has two phases, the initialization phase and the run-
time tuning phase.

In the initialization phase, a mote computes a predictive
model and chooses a proper transmission power level based
on that model for each neighbor. Since wireless communi-
cation is broadcast in nature, all the neighbors can receive
beacons and measure link qualities in parallel. Based on
this property, every node broadcasts beacons with different
transmission power levels in the initialization phase, and its
neighbors measure RSSI/LQI values corresponding to these
beacons and send these values back by a notification packet.

In the runtime tuning phase, a lightweight feedback mech-
anism is adopted to monitor the link quality change and tune
the transmission power online. Figure 7 is an overview pic-
ture of the feedback mechanism in ATPC. To simplify the de-
scription, we show a pair of nodes. Each node has an ATPC
module for transmission power control. This module adopts
a predictive model described in the previous subsection for
each neighbor. It also maintains a list of proper transmission
power levels for neighbors of this mote. When node A has a
packet to send to its neighbor B, it first adjusts the transmis-
sion power to the level indicated by its neighbor table in the
ATPC module, and then transmits the packet. When receiv-
ing this packet, the link quality monitor module at its neigh-
bor B takes a measurement of the link quality. Based on the
difference between the desired link quality and actual mea-
surements, the link quality monitor module decides whether
a notification packet is necessary. A notification packet is
necessary when 1) the link quality falls below the desired
level or 2) the link quality is good but the current signal en-
ergy is so high that it wastes the transmission energy. The
notification packet contains the measured link quality differ-
ence. When node A receives a notification from its neighbor
B, the ATPC module in node A uses the link quality differ-
ence as the input to the predictive model and calculates a new
transmission power level for its neighbor B.

If achieving good link quality requires using the maxi-
mum transmission power level, ATPC adjusts the transmis-
sion power to the maximum level. If using the maximum
transmission power level could not achieve good link qual-
ity, this link is marked so that routing protocols, like [33]
[35] [12] [9] [5], can choose another route based on the
neighbor table provided by ATPC. If all the routes cannot
provide good link quality, the mote can do best-effort trans-
mission to a neighbor with relative good link quality by using
the maximum transmission power level.

There is a tradeoff between accuracy and cost when ap-
plying ATPC. The practical values of these parameters are
obtained from analysis and empirical results. These impor-
tant parameters include the link quality thresholds, the sam-
pling rate of transmission power control, the number of sam-
ple packets in the initialization phase, and the small-signal
adjustment of transmission power control, which is propor-
tional to the link quality error. Choices of parameters are
essential for obtaining good performance.

The link quality monitor can have any of the following
three criteria to estimate link quality changes. The first one
is the link quality reflected by the RSSI value, the second one
is the LQI value if available, and the last one is the packet
reception ratio as detected by sequence number monitoring.
Our design is compatible with all these methods. Without
loss of generality, we use both RSSI and PRR in our exper-
iments. We note that the theory described in section 3.1 is
good guidance in ideal conditions.

To monitor the link quality by referring to RSSI values,
we set two link quality thresholds. LQupper is an upper
threshold and LQlower is a lower threshold. As long as the
RSSI value of the received packet lies within this range, the
system is in steady state. When a link is in steady state,
the receiver does not need to send a notification packet to
the sender, and the sender does not adjust the transmission
power. The range of [LQlower, LQupper] is critical to en-
ergy savings and tuning accuracy. If the range of [LQlower,
LQupper] is too small, radio signal fading may result in the
oscillation of transmission power. If the range of [LQlower,
LQupper] is too big, the transmission power control result
may not be accurate enough, and the optimal power control
will not be achieved. In our implementation, the value of
LQlower is chosen to guarantee that the link quality does not
drop below the tolerance level. With respect to LQupper in
our design, its value is chosen to trade off the energy cost
paid to transmit notifications and the energy saved to trans-
mit data packets. This is a simple calculation for choosing
LQupper which compares the energy consumed by sending a
control packet with the energy saved for n data packets after
tuning the transmission power. In our experiment, we use n =
2 for simplicity. Thus, energy savings are achieved when at
least two data packets are transmitted using the tuned trans-
mission power level, compared to the energy consumed by
transmitting a notification packet.

A good feedback sampling rate is essential to maintain the
link quality at a desired level while minimizing the control
overhead. Two main factors influence the feedback sampling
rate: link quality dynamics and network traffic. On one hand,
the higher the link quality dynamics, the higher the sampling



rate needed. Based on our empirical results in Figure 3, the
maximum link quality variation per 8-hour is 8 dBm and the
maximum link quality variation per hour is 3 dBm. In order
to keep link quality error under 3 dBm, a sampling rate of 1
packet per hour is necessary. On the other hand, the regu-
lar network traffic can be used for ATPC sampling purposes
and considered as ATPC’s input. When the network traffic
is higher than this sampling rate, notification packets can be
sent on demand. There is only a low number of notification
packets needed and the control overhead is minimized. Our
running system evaluation demonstrates that this design is
very efficient. On average, 8 on-demand notification packets
are sent per link per day to deal with the runtime link quality
dynamics.

In applications with periodic multi-hop traffic, an over-
hearing approach can save the overhead of notification pack-
ets. Along the data transfer route, when a node is forward-
ing packets to its next hop, it can incorporate an extra byte
to record the RSSI value of the previous hop transmission
in the packet, and then the sender of the previous hop can
overhear the corresponding RSSI, thus eliminating explicit
notifications.

Another optimization technique is to use ATPC only on
critical paths with heavy traffic, so ATPC can extend the sys-
tem lifetime while supporting a high quality end-to-end com-
munication with little control overhead. For those links with
a low traffic load, directly using a conservative transmission
power level is a good tradeoff between communication qual-
ity and energy savings. This is because nodes do not need to
periodically generate control packets to monitor link quality.

Based on our empirical results, the RSSI readings can be
affected by stochastic environmental noise. For example, the
RSSI with a certain beacon packet can be unexpectedly high
or low, which is inconsistent with the monotonic relationship
between transmission power and RSSI. Filtering such noise
input can enhance the accuracy of ATPC’s modeling. On the
other hand, if some RSSI with a certain transmission power
level falls in our desired link quality range, using the cor-
responding transmission power level directly also enhances
ATPC’s performance.

The code for ATPC mainly includes functions for linear
approximation. The code size is 14122 bytes in ROM. The
data structures in ATPC mainly include a neighbor table, a
vector T P and a matrix R as described in Section 3.1. For a
node with 20 neighbors, the data size is 2167 bytes in RAM.

4 Experimental Evaluations
ATPC is evaluated in outdoor environments. We first eval-

uate ATPC’s predictive model described in Section 3.1 with
a short term experiment. We then describe a 72-hour ex-
periment to compare ATPC against network-level uniform
transmission power solutions and a node-level non-uniform
transmission power solution. According to our empirical re-
sults, ATPC’s advantages lie in three core aspects:

1. ATPC maintains high communication quality over time
in changing weather conditions. It has significantly bet-
ter link qualities than using static transmission power
in a long term experiment, which confirms our observa-
tions in Section 2.2. Moreover, it maintains equivalent
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Fig. 8. Prediction Accuracy

link qualities as using the maximum transmission power
solution.

2. ATPC achieves significant energy savings compared
to other network-level transmission power solutions.
ATPC only consumes 53.6% of the transmission en-
ergy of the maximum transmission power solution, and
78.8% of the transmission energy of the network-level
transmission power solution.

3. ATPC accurately predicts the proper transmission
power level and adjusts the transmission power level in
time to meet environmental changes, adapting to spatial
and temporal factors.

4.1 Initialization Phase
In the initialization phase of ATPC, each mote broadcasts

a group of beacons. Its neighbors record the RSSI and the
corresponding transmission power level of each beacon that
they can hear, and then send them back to the beaconing
node. Using these pairs of values as input for the ATPC
module, the beaconing node builds the predictive models and
computes the transmission power level for each of its neigh-
bors.

To evaluate the accuracy of the initialization phase, an ex-
periment is conducted in a parking lot with 8 MICAz motes;
it is repeated 5 times. These motes are put in a line 3 feet
apart from adjacent nodes. Each mote runs ATPC’s initial-
ization phase in a different time slot, sending out 8 bea-
cons at a rate of 5 packets per second using different trans-
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Date March 19 March 20 March 21 March 22 

High  56º F 54º F 41º F 49º F 

Low  27º F 31º F 31º F 30º F 
Precip. 0 inch 0 inch 0.05 inch 0 inch 
Condition Fair Mostly Fair Cloudy, Light 

Rain during 
10am ~ 12am 

Mostly Fair 

 

Fig. 11. Weather Conditions over 72 Hours

mission power levels. These transmission power levels are
distributed uniformly in the transmission power range sup-
ported by the CC2420 radio chip. After the initialization
phase, each mote sends a group of 100 packets to its neigh-
bors using predicted transmission power levels. Its neighbors
record the average RSSI and PRR.

The experimental results are shown in Figure 8 (a) and
Figure 8 (b). Every point in Figure 8 (a) demonstrates a pair
of the predicted transmission power level and the PRR when
using that power level. In all these experiments, the aver-
age PRR is 99.0%. From Figure 8 (a), we can see that all
the RSSI readings are above or equal to -91 dBm. The stan-
dard deviation of the RSSI is 2. According to Section 2.3.1,
RSSIs that are above -91 dBm means good link quality in a
parking lot. These results prove that the predictive model of
ATPC works well. Moreover, in our long term experiments,
the predicted transmission power levels obtained in ATPC’s
initialization phase of most nodes are in the desired range.

4.2 Runtime Performance
To evaluate the runtime performance, we compare ATPC

against existing transmission power control algorithms:
network-level uniform solutions and a node-level non-
uniform solution (Non-uniform). Two kinds of network-
level transmission power levels are used: the max trans-
mission power level (Max) and the minimum transmission
power level over nodes in the network that allows them to
reach their neighbors (Uniform). A 72-hour continuous ex-
periment is conducted to evaluate the energy savings and
communication quality of ATPC over time. The empirical
data shows that ATPC achieves the best overall performance
in terms of communication quality and energy consumption.
The 3-hop end-to-end PRR of ATPC is constantly above 98%
over three days, and ATPC greatly saves transmission power
consumption compared to network-level uniform transmis-
sion power solutions.

4.2.1 Experiment Setup
A 72-hour experiment is conducted on a grass field with

43 MICAz motes. These motes are deployed according to
a randomly generated topology. They form a spanning tree
as shown in Figure 9. The root of the spanning tree is at
the center of Figure 9. The deployed area is a 15-by-15 me-
ter square. Figure 10 is a picture of the node deployment
for one of our experiments on a grass field. All the motes
are placed in tupperware containers to protect against the
weather. According to our experiments, these plastic boxes
(non-conducting material) do not attenuate radio waves sig-
nificantly.
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There are 24 total leaf nodes in this spanning tree. These
leaf nodes report data to the base node hourly. Each hour
is evenly divided into 24 time slots and different leaf nodes
are assigned to different time slots. Transmissions of dif-
ferent motes are scheduled at different times to avoid colli-
sion. Each leaf node reports 32 packets to the base node at
a transmission rate of 15 packets per minute in its time slot.
These packets are divided into 4 groups, corresponding to 4
transmission power control solutions: ATPC, Max, Uniform,
and Non-Uniform. These four algorithms are evaluated in
the same environment. The predicted transmission power
level obtained in ATPC’s initialization phase is used for Non-
Uniform, which satisfies the assumption that it is the mini-
mum transmission power for each node to reach its neigh-
bors. We use the maximum predicted transmission power
level of all nodes obtained in ATPC’s initialization phase
for Uniform. This transmission power level is the minimum
transmission power level over all nodes to reach their neigh-
bors. Max, Uniform, and Non-Uniform all use static trans-
mission power. The statistical data about number of packets
sent and received and the transmission power level used for
each solution are recorded at each mote. In this experiment,
for simplicity, each node considers its parent in the spanning
tree as its neighbor. This experiment is deployed on 6 PM on
March 19, and finished on 7 PM on March 22. There was a
shower that lasted for 2 hours on the morning of March 21.
Figure 11 shows the weather conditions of these days.

4.2.2 Data Delivery Ratio

Figure 12 shows the cumulative end-to-end PRR over
time. From this figure, we can see that Max achieves 100%
end-to-end PRR all the time. As using the maximum trans-
mission power makes the RSSI values at the receiver the
highest of all solutions, it is robust to random environmental
changes and noise.
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ATPC and Uniform both achieve around 98% cumulative
end-to-end PRR. ATPC has a little better performance than
Uniform for 83% of the experimental time. However, the
reasons for packet loss of these two solutions are quite dif-
ferent. For ATPC, half of these end-to-end links have 100%
PRR. The other 12 links from leaves to the base node suffer
from random packet loss from time to time. For Uniform,
the packet loss mainly happens at 2 specific links. These
links have the same predicted transmission power level as
the uniform transmission power level. We pick up one of
these two links and plot its PRRs over time in Figure 13.
From Figure 13, we compare the PRRs of this link when it
works in Uniform and ATPC. This link quality maintained
by this static transmission power level is much more vulner-
able to environmental changes. After the first 12 hours, the
PRR of the link with static transmission power in Uniform
drops dramatically, and it is above 95% PRR only 25% of the
time. On the other hand, the same link with ATPC constantly
achieves above 99% PRR while exposed in the same environ-
ment and using the same radio hardware. These two weak
links are between leaf nodes and first-level parent nodes, so
the packet loss they caused does not have a big impact on the
average end-to-end PRR. However, if such a static transmis-
sion power level is used at links with more traffic, such as
a link between a 2-level parent and the base, the end-to-end
communication quality would drop severely.

Non-Uniform solution has weak performance over time.
All the links in this solution are vulnerable to link qual-
ity variation. However, in the short term and in relatively
static weather conditions, Non-Uniform can achieve more
than 99% end-to-end PRR, as shown in Figure 12. After the
first 12 hours, the communication quality of Non-Uniform
becomes poor and unstable. We also notice that the variation
of its trend is much bigger than other solutions. It means
the end-to-end PRR with these static transmission power
levels at certain time periods can be significantly better or
worse than at other time periods of the day. This observa-
tion confirms our judgment that the dynamics of link quality
may make communication performance unstable and unpre-
dictable when assuming static transmission power.

Considering the quality of wireless communication,
ATPC and maximum transmission power solutions are
proper to apply in real systems.

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

6 12 18 24 30 36 42 48 54 60 66 72

Time (hours)

R
e

la
ti

v
e

 T
ra

n
s

m
is

s
io

n
 E

n
e

rg
y

 

C
o

n
s

u
m

p
ti

o
n

ATPC

Max

Uniform

Non-Uniform

Fig. 14. Transmission Energy Consumption over Time

4.2.3 Power Consumption
The total energy consumption of the network is measured

in the radio’s transmission mode when different schemes are
used. We calculate the total energy spent in the transmit state
of the system by the following formula,

E = ∑
n

i=1

(

∑
max
j=min ((NumDi j ×T E j)×LD)+NumCi ×maxT E ×LC

)

, (5)

where i is the node ID and j is the transmission power level.
NumDi j is the number of data packets sent at node i with
transmission power level j. T E j is the transmission energy
consumed per bit from [7]. LD is the length of a data packet,
which is 45 bytes. All the control packets are sent with the
maximum transmission power level. NumCi is the number
of control packets (beacons and notifications) sent at node i.
maxTE is the transmission energy per bit when using the
maximum transmission power level. We get maxTE also
from [7]. LC is the length of a control packet, which is 19
bytes. In our experiments, the ratio of the number of control
packets and the number of data packets is 3.9%. The ratio
of the energy consumed by control packets and the energy
consumed by data packets is 1.9%. ATPC achieves energy-
efficient transmission with small control overhead.

For better comparison, we take the energy consumption
of the Max scheme as the base line, which is unit 1 in Fig-
ure 14. The power consumptions of the other three schemes
are represented as percentage values compared with this base
line. The empirical data demonstrate that ATPC and Non-
Uniform consume the least transmission energy. Consider-
ing that ATPC has much better communication quality than
Non-Uniform, ATPC is the most energy-efficient solution.
In Figure 14, ATPC has much less transmission energy con-
sumption than Max and Uniform. Although ATPC has ex-
tra beacon and feedback packets, the average transmission
energy consumption of ATPC is about 53.6% of Max and
78.8% of Uniform.

The trend of ATPC’s energy consumption varies a little
bit. The main factor causing this variation is the transmis-
sion power level variation. There are only 3 feedback pack-
ets per link per day on average. Comparing ATPC with Non-
Uniform in the first 6 hours, ATPC has similar energy con-
sumption as Non-Uniform. The reason is that the transmis-
sion power level of each mote does not change much in the
first 6 hours. In the next 6 hours, Non-Uniform has higher
energy consumption than ATPC because a large number of
nodes decrease their transmission power level to save energy
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in ATPC. Later, the transmission energy of Non-Uniform
drops mainly because of its low PRR, which reduces the
number of transmission relays.

Max and Uniform have relatively stable transmission en-
ergy consumptions because they use a static transmission
power level and their network throughput is stable. The
transmission power level used in Uniform largely depends on
the topology. In a network with long distance neighbors, this
uniform transmission power level tends to get close to the
maximum transmission power level. Both solutions waste
significant transmission energy compared to ATPC.

The total energy consumption of the Non-Uniform varies
because its network throughput varies. Compared to the
other solutions, it consumes the least transmission energy
over time. It doesn’t have the overhead of feedback in ATPC,
but the energy is not used efficiently due to its low commu-
nication quality. However, it may provide good communica-
tion quality and save energy in the short term.

We choose three links and plot the average transmission
power they used over time in Figure 15. All these links con-
stantly have above 98% PRR. From Figure 15, we have two
main observations as follows.

From a historical record of the tuning process in ATPC,
it is confirmed that link qualities vary significantly in real-
ity. Though all these links work in the same environment,
the tuning rate and range of transmission power for different
links can be significantly different. We can see Link A has
a large varying range, which means high sensitivity to envi-
ronmental changes. Transmission power of Link C is quite
stable; it is a robust link to environmental changes. The vari-
ation of transmission power of Link B is in between. Link B
is a more typical case in our experiments.

ATPC is robust in handling dynamics of link quality in
reality, according to differences of link conditions. Although
all these links are exposed to the same environment, the im-
pacts of the environment on them are link-specific. ATPC
successfully adjusts the transmission power differently. It
also confirms our judgments in Section 2.3.2 both that en-
vironmental change is a major reason for the transmission
power adjustment, and that the adjustment speed depends on
the variation speed of the environment.

To summarize, ATPC maintains above 98% end-to-end
communication quality while saving transmission power sig-
nificantly. The static non-uniform transmission power solu-
tion may work well on the short term in static environments,

but its communication qualities are very vulnerable to envi-
ronmental changes. The maximum transmission power so-
lution is robust with regard to environmental changes but
wastes transmission energy.

5 State of the Art
There are three categories of research topics related to

our ATPC: Transmission Power Control, Topology Control
and empirical studies on wireless radio communication.

There are a small number of researches on realistic trans-
mission power control for wireless sensor networks. The au-
thors of [34] provide a valuable study about the impact of
transmission power control on link qualities and propose a
novel blacklisting approach. The ATPC we propose is dif-
ferent from their work. First, since link quality varies with
time, different transmission powers are needed to maintain
the same desired link quality. ATPC uses a feedback-based
scheme to pick optimal power levels at different times; this is
not addressed in [34]. Second, protocol [34] fixes the num-
ber of configurable power levels, reducing the design flex-
ibility and also limiting the maximum power tuning accu-
racy that can be achieved. Also, [16] makes an experimental
comparison of several existing transmission power control
algorithms, and in [14], the authors give a short survey of
transmission power control.

There is some other work on transmission power con-
trol evaluated in simulation. In [28], the authors formulate
the transmission power adjustment problem for static and
dynamic network topologies. The authors of [37] describe
a power control algorithm to increase transmission power
to reach neighbors. Protocol [25] introduces cluster-based
transmission power control. The authors of [21] propose
an algorithm which increases transmission power to reach
neighbors in every cone of a certain degree. Most of these
works are simulation-based and they ignore the in-situ im-
pact on communication quality in reality. Our approach is
based on systematic empirical studies and we adopt a unique
feedback-based approach, tuning link quality pairwise.

Topology control research is a well-studied area in ad hoc
and sensor network communities. The goal of a significant
portion of these efforts is to achieve better network perfor-
mance, considering throughput, connectivity, network size,
traffic load, and so on. These works can be classified in
three major categories according to the transmission range
and power assumptions: network-level uniform transmission
power [27] [25] [2] [18] [31], node-level non-uniform trans-
mission power [11] [2] [18] [19] [28] [37] [17] [26] [30] [22],
and neighbor-level transmission power solutions [23] [42]
[3]. Most of these works are based on simulations, which
carry the assumptions that the transmission range is static,
circular, and within the transmission range the link quality
is perfect and never changes. However, such assumptions
do not hold in reality. Therefore, solutions making these as-
sumptions may lead to unstable and unpredictable commu-
nication qualities. ATPC, based on empirical studies about
communication reality, addresses the practical issues of ra-
dio and link dynamics.

There are a number of experimental research results on
radio communication reality in wireless sensor networks.



In [10] [40], the authors extensively study communication
reality in a large scale sensor network. The authors of [43]
study the impact of spatial-temporal characteristics on packet
loss, and its environmental dependence on packet delivery
performance in a wireless sensor network. The authors
of [44] give a lot of insight on causes of the radio irregularity
phenomenon. In [29], the authors suggest using RSSI value
as a reliable parameter to predict a reception rate. The au-
thors of [20] study the relationship between SNR and PRR.
With different foci, these experimental works are comple-
mentary to our work.

Although the literature is rich, simplifying assumptions
may hinder most work from being applied directly to physi-
cally deployed sensor networks. We believe a practical trans-
mission power control algorithm like ATPC is the key to ap-
ply previous theoretical work to real-world wireless sensor
networks.

6 Conclusions and Future Work
We believe there is a serious gap between existing theory

work and the in-situ practice. As a solid step towards the
in-situ topology control in sensor networks, ATPC presents
a lightweight transmission power control technique in a pair-
wise manner. This fine-granularity tuning trades off com-
putation and local memory (e.g., need a table in each node)
with communication, a much more costly operation in terms
of energy. Our in-situ experiments reveal the correlation be-
tween RSSI/LQI and link quality. Such observations guide
us to set up a model to predict the proper transmission power,
which is enough to guarantee a good packet reception ratio.
We acknowledge that this work is by no means conclusive.
However, it indicates a worthwhile direction for future re-
search, so that we can build sensor systems for practical de-
ployment.

Our experiments are designed without congestion and
collision. According to our experimental results, ATPC
works very well in TDMA protocols. In a low utilization
network, where collision and congestion do not happen very
frequently, ATPC can still work well. This is because feed-
back control is renowned for its ability to handle stochastic
disturbances.

Conflicting transmissions and interferences may impact
the performance of ATPC. However, the capture effect
makes the influence of collision and interference on ATPC
less serious. Since a packet can be received even when there
are overlapped radio signals raised by simultaneous trans-
mission, using RSSI/LQI of such a packet may drive ATPC
to unsteady state. In [39], the authors address a technique
to detect packet collision. In [45], the authors create an ap-
proach to detect interferences. By adopting such techniques,
RSSI/LQI for packets identified from packet collision is not
considered as input for ATPC. Therefore, ATPC is expected
to work equally well in a CSMA network by filtering distur-
bances caused by collision and interference. This is one of
the major future works for ATPC.
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ABSTRACT
The problem of localization in wireless sensor networks where
nodes do not use ranging hardware, remains a challeng-
ing problem, when considering the required location accu-
racy, energy expenditure and the duration of the localiza-
tion phase. In this paper we propose a framework, called
StarDust, for wireless sensor network localization based on
passive optical components. In the StarDust framework,
sensor nodes are equipped with optical retro-reflectors. An
aerial device projects light towards the deployed sensor net-
work, and records an image of the reflected light. An image
processing algorithm is developed for obtaining the locations
of sensor nodes. For matching a node ID to a location we
propose a constraint-based label relaxation algorithm. We
propose and develop localization techniques based on four
types of constraints: node color, neighbor information, de-
ployment time for a node and deployment location for a
node. We evaluate the performance of a localization system
based on our framework by localizing a network of 26 sen-
sor nodes deployed in a 120 × 60ft2 area. The localization
accuracy ranges from 2ft to 5ft while the localization time
ranges from 10 milliseconds to 2 minutes.

Categories and Subject Descriptors: C.2.4 [Computer
Communications Networks]: Distributed Systems; C.3 [Spe-
cial Purpose and Application Based Systems]: Real-time
and embedded systems

General Terms: Algorithms, Measurement, Performance,
Design, Experimentation
Keywords: Wireless Sensor Networks, Localization
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Wireless Sensor Networks (WSN) have been envisioned
to revolutionize the way humans perceive and interact with
the surrounding environment. One vision is to embed tiny
sensor devices in outdoor environments, by aerial deploy-
ments from unmanned air vehicles. The sensor nodes form
a network and collaborate (to compensate for the extremely
scarce resources available to each of them: computational
power, memory size, communication capabilities) to accom-
plish the mission. Through collaboration, redundancy and
fault tolerance, the WSN is then able to achieve unprece-
dented sensing capabilities.

A major step forward has been accomplished by devel-
oping systems for several domains: military surveillance [1]
[2] [3], habitat monitoring [4] and structural monitoring [5].
Even after these successes, several research problems remain
open. Among these open problems is sensor node localiza-
tion, i.e., how to find the physical position of each sensor
node. Despite the attention the localization problem in
WSN has received, no universally acceptable solution has
been developed. There are several reasons for this. On one
hand, localization schemes that use ranging are typically
high end solutions. GPS ranging hardware consumes en-
ergy, it is relatively expensive (if high accuracy is required)
and poses form factor challenges that move us away from
the vision of dust size sensor nodes. Ultrasound has a short
range and is highly directional. Solutions that use the radio
transceiver for ranging either have not produced encouraging
results (if the received signal strength indicator is used) or
are sensitive to environment (e.g., multipath). On the other
hand, localization schemes that only use the connectivity
information for inferring location information are character-
ized by low accuracies: ≈ 10ft in controlled environments,
40− 50ft in realistic ones.

To address these challenges, we propose a framework for
WSN localization, called StarDust, in which the complexity
associated with the node localization is completely removed
from the sensor node. The basic principle of the frame-
work is localization through passivity: each sensor node
is equipped with a corner-cube retro-reflector and possi-
bly an optical filter (a coloring device). An aerial vehicle
projects light onto the deployment area and records images
containing retro-reflected light beams (they appear as lu-
minous spots). Through image processing techniques, the
locations of the retro-reflectors (i.e., sensor nodes) is deter-
mined. For inferring the identity of the sensor node present
at a particular location, the StarDust framework develops a
constraint-based node ID relaxation algorithm.

The main contributions of our work are the following. We



propose a novel framework for node localization in WSNs
that is very promising and allows for many future exten-
sions and more accurate results. We propose a constraint-
based label relaxation algorithm for mapping node IDs to
the locations, and four constraints (node, connectivity, time
and space), which are building blocks for very accurate and
very fast localization systems. We develop a sensor node
hardware prototype, called a SensorBall. We evaluate the
performance of a localization system for which we obtain
location accuracies of 2 − 5ft with a localization duration
ranging from 10 milliseconds to 2 minutes. We investigate
the range of a system built on our framework by consider-
ing realities of physical phenomena that occurs during light
propagation through the atmosphere.

The rest of the paper is structured as follows. Section 2
is an overview of the state of art. The design of the Star-
Dust framework is presented in Section 3. One implemen-
tation and its performance evaluation are in Sections 4 and
5, followed by a suite of system optimization techniques, in
Section 6. In Section 7 we present our conclusions.

2. RELATED WORK
We present the prior work in localization in two major

categories: the range-based, and the range-free schemes.
The range-based localization techniques have been de-

signed to use either more expensive hardware (and hence
higher accuracy) or just the radio transceiver. Ranging tech-
niques dependent on hardware are the time-of-flight (ToF)
and the time-difference-of-arrival (TDoA). Solutions that
use the radio are based on the received signal strength indi-
cator (RSSI) and more recently on radio interferometry.

The ToF localization technique that is most widely used is
the GPS. GPS is a costly solution for a high accuracy local-
ization of a large scale sensor network. AHLoS [6] employs
a TDoA ranging technique that requires extensive hardware
and solves relatively large nonlinear systems of equations.
The Cricket location-support system (TDoA) [7] can achieve
a location granularity of tens of inches with highly direc-
tional and short range ultrasound transceivers. In [2] the
location of a sniper is determined in an urban terrain, by
using the TDoA between an acoustic wave and a radio bea-
con. The PushPin project [8] uses the TDoA between ul-
trasound pulses and light flashes for node localization. The
RADAR system [9] uses the RSSI to build a map of signal
strengths as emitted by a set of beacon nodes. A mobile
node is located by the best match, in the signal strength
space, with a previously acquired signature. In MAL [10],
a mobile node assists in measuring the distances (acting as
constraints) between nodes until a rigid graph is generated.
The localization problem is formulated as an on-line state es-
timation in a nonlinear dynamic system [11]. A cooperative
ranging that attempts to achieve a global positioning from
distributed local optimizations is proposed in [12]. A very
recent, remarkable, localization technique is based on radio
interferometry, RIPS [13], which utilizes two transmitters to
create an interfering signal. The frequencies of the emitters
are very close to each other, thus the interfering signal will
have a low frequency envelope that can be easily measured.
The ranging technique performs very well. The long time
required for localization and multi-path environments pose
significant challenges.

Real environments create additional challenges for the
range based localization schemes. These have been empha-

 

Figure 1: Stars, Planets or Smart Dust?

sized by several studies [14] [15] [16]. To address these chal-
lenges, and others (hardware cost, the energy expenditure,
the form factor, the small range, localization time), several
range-free localization schemes have been proposed. Sensor
nodes use primarily connectivity information for inferring
proximity to a set of anchors. In the Centroid localization
scheme [17], a sensor node localizes to the centroid of its
proximate beacon nodes. In APIT [18] each node decides
its position based on the possibility of being inside or out-
side of a triangle formed by any three beacons within node’s
communication range. The Gradient algorithm [19], lever-
ages the knowledge about the network density to infer the
average one hop length. This, in turn, can be transformed
into distances to nodes with known locations. DV-Hop [20]
uses the hop by hop propagation capability of the network
to forward distances to landmarks. More recently, several
localization schemes that exploit the sensing capabilities of
sensor nodes, have been proposed. Spotlight [21] creates well
controlled (in time and space) events in the network while
the sensor nodes detect and timestamp this events. From
the spatio-temporal knowledge for the created events and
the temporal information provided by sensor nodes, nodes’
spatial information can be obtained. In a similar manner,
the Lighthouse system [22] uses a parallel light beam, that
is emitted by an anchor which rotates with a certain period.
A sensor node detects the light beam for a period of time,
which is dependent on the distance between it and the light
emitting device.

Many of the above localization solutions target specific
sets of requirements and are useful for specific applications.
StarDust differs in that it addresses a particular demanding
set of requirements that are not yet solved well. StarDust is
meant for localizing air dropped nodes where node passive-
ness, high accuracy, low cost, small form factor and rapid lo-
calization are all required. Many military applications have
such requirements.

3. STARDUST SYSTEM DESIGN
The design of the StarDust system (and its name) was

inspired by the similarity between a deployed sensor net-
work, in which sensor nodes indicate their presence by emit-
ting light, and the Universe consisting of luminous and il-
luminated objects: stars, galaxies, planets, etc. We depict
this similarity in Figure 1, which shows the duality between
stars, galaxies and sensor nodes equipped with light emitting
capabilities.

The main difficulty when applying the above ideas to the
real world is the complexity of the hardware that needs to
be put on a sensor node so that the emitted light can be
detected from thousands of feet. The energy expenditure for
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Figure 2: Corner-Cube Retroreflector (a) and an
array of CCRs molded in plastic (b)

producing an intense enough light beam is also prohibitive.
Instead, what we propose to use for sensor node local-

ization is a passive optical element called a retro-reflector.
The most common retro-reflective optical component is a
Corner-Cube Retroreflector (CCR), shown in Figure 2(a).
It consists of three mutually perpendicular mirrors. The
interesting property of this optical component is that an in-
coming beam of light is reflected back, towards the source
of the light, irrespective of the angle of incidence. This is
in contrast with a mirror, which needs to be precisely posi-
tioned to be perpendicular to the incident light. A very com-
mon and inexpensive implementation of an array of CCRs is
the retro-reflective plastic material used on cars and bicycles
for night time detection, shown in Figure 2(b).

In the StarDust system, each node is equipped with a
small (e.g. 0.5in2) array of CCRs and the enclosure has
self-righting capabilities that orient the array of CCRs pre-
dominantly upwards. It is critical to understand that the
upward orientation does not need to be exact. Even when
large angular variations from a perfectly upward orientation
are present, a CCR will return the light in the exact same
direction from which it came.

In the remaining part of the section, we present the archi-
tecture of the StarDust system and the design of its main
components.

3.1 System Architecture
The envisioned sensor network localization scenario is as

follows:

• The sensor nodes are released, possibly in a controlled
manner, from an aerial vehicle during the night.

• The aerial vehicle hovers over the deployment area and
uses a strobe light to illuminate it. The sensor nodes,
equipped with CCRs and optical filters (acting as col-
oring devices) have self-righting capabilities and retro-
reflect the incoming strobe light. The retro-reflected
light is either ”white”, as the originating source light,
or colored, due to optical filters.

• The aerial vehicle records a sequence of two images
very close in time (msec level). One image is taken
when the strobe light is on, the other when the strobe
light is off. The acquired images are used for obtaining
the locations of sensor nodes (which appear as lumi-
nous spots in the image).

• The aerial vehicle executes the mapping of node IDs to
the identified locations in one of the following ways: a)
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Figure 3: The StarDust system architecture

by using the color of a retro-reflected light, if a sensor
node has a unique color; b) by requiring sensor nodes
to establish neighborhood information and report it
to a base station; c) by controlling the time sequence
of sensor nodes deployment and recording additional
images; d) by controlling the location where a sensor
node is deployed.

• The computed locations are disseminated to the sensor
network.

The architecture of the StarDust system is shown in Fig-
ure 3. The architecture consists of two main components:
the first is centralized and it is located on a more power-
ful device. The second is distributed and it resides on all
sensor nodes. The Central Device consists of the following:
the Light Emitter, the Image Processing module, the Node
ID Mapping module and the Radio Model. The distrib-
uted component of the architecture is the Transfer Function,
which acts as a filter for the incoming light. The aforemen-
tioned modules are briefly described below:

• Light Emitter - It is a strobe light, capable of produc-
ing very intense, collimated light pulses. The emitted
light is non-monochromatic (unlike a laser) and it is
characterized by a spectral density Ψ(λ), a function of
the wavelength. The emitted light is incident on the
CCRs present on sensor nodes.

• Transfer Function Φ(Ψ(λ)) - This is a bandpass filter
for the incident light on the CCR. The filter allows a
portion of the original spectrum, to be retro-reflected.
From here on, we will refer to the transfer function as
the color of a sensor node.

• Image Processing - The Image Processing module ac-
quires high resolution images. From these images the
locations and the colors of sensor nodes are obtained.
If only one set of pictures can be taken (i.e., one loca-
tion of the light emitter/image analysis device), then
the map of the field is assumed to be known as well
as the distance between the imaging device and the
field. The aforementioned assumptions (field map and
distance to it) are not necessary if the images can be
simultaneously taken from different locations. It is im-
portant to remark here that the identity of a node
can not be directly obtained through Image Process-
ing alone, unless a specific characteristic of a sensor
node can be identified in the image.

• Node ID Matching - This module uses the detected lo-
cations and through additional techniques (e.g., sensor



Algorithm 1 Image Processing

1: Background filtering
2: Retro-reflected light recognition through intensity filter-

ing
3: Edge detection to obtain the location of sensor nodes
4: Color identification for each detected sensor node

node coloring and connectivity information (G(Λ, E))
from the deployed network) to uniquely identify the
sensor nodes observed in the image. The connectiv-
ity information is represented by neighbor tables sent
from each sensor node to the Central Device.

• Radio Model - This component provides an estimate
of the radio range to the Node ID Matching module. It
is only used by node ID matching techniques that are
based on the radio connectivity in the network. The es-
timate of the radio range R is based on the sensor node
density (obtained through the Image Processing mod-
ule) and the connectivity information (i.e., G(Λ, E)).

The two main components of the StarDust architecture
are the Image Processing and the Node ID Mapping. Their
design and analysis is presented in the sections that follow.

3.2 Image Processing
The goal of the Image Processing Algorithm (IPA) is to

identify the location of the nodes and their color. Note that
IPA does not identify which node fell where, but only what
is the set of locations where the nodes fell.

IPA is executed after an aerial vehicle records two pic-
tures: one in which the field of deployment is illuminated
and one when no illuminations is present. Let Pdark be the
picture of the deployment area, taken when no light was
emitted and Plight be the picture of the same deployment
area when a strong light beam was directed towards the
sensor nodes.

The proposed IPA has several steps, as shown in Algo-
rithm 1. The first step is to obtain a third picture Pfilter

where only the differences between Pdark and Plight remain.
Let us assume that Pdark has a resolution of n ×m, where
n is the number of pixels in a row of the picture, while m is
the number of pixels in a column of the picture. Then Pdark

is composed of n ×m pixels noted Pdark(i, j), i ∈ 1 ≤ i ≤
n, 1 ≤ j ≤ m. Similarly Plight is composed of n ×m pixels
noted Plight(i, j), 1 ≤ i ≤ n, 1 ≤ j ≤ m.

Each pixel P is described by an RGB value where the R
value is denoted by P R, the G value is denoted by P G, and
the B value is denoted by P B . IPA then generates the third
picture, Pfilter, through the following transformations:

P R
filter(i, j) = P R

light(i, j)− P R
dark(i, j)

P G
filter(i, j) = P G

light(i, j)− P G
dark(i, j)

P B
filter(i, j) = P B

light(i, j)− P B
dark(i, j)

(1)

After this transformation, all the features that appeared
in both Pdark and Plight are removed from Pfilter. This
simplifies the recognition of light retro-reflected by sensor
nodes.

The second step consists of identifying the elements con-
tained in Pfilter that retro-reflect light. For this, an intensity
filter is applied to Pfilter. First IPA converts Pfilter into a
grayscale picture. Then the brightest pixels are identified
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Figure 4: Probabilistic label relaxation

and used to create Preflect. This step is eased by the fact
that the reflecting nodes should appear much brighter than
any other illuminated object in the picture.

The third step runs an edge detection algorithm on Preflect

to identify the boundary of the nodes present. A tool such as
Matlab provides a number of edge detection techniques. We
used the bwboundaries function. For the obtained edges, the
location (x, y) (in the image) of each node is determined by
computing the centroid of the points constituting its edges.
Standard computer graphics techniques [23] are then used
to transform the 2D locations of sensor nodes detected in
multiple images into 3D sensor node locations. The color
of the node is obtained as the color of the pixel located at
(x, y) in Plight.

3.3 Node ID Matching
The goal of the Node ID Matching module is to obtain

the identity (node ID) of a luminous spot in the image,
detected to be a sensor node. For this, we define V =
{(x1, y1), (x2, y2), ..., (xm, ym)} to be the set of locations of
the sensor nodes, as detected by the Image Processing mod-
ule and Λ = {λ1, λ2, ..., λm} to be the set of unique node IDs
assigned to the m sensor nodes, before deployment. From
here on, we refer to node IDs as labels.

We model the problem of finding the label λj of a node ni

as a probabilistic label relaxation problem, frequently used
in image processing/understanding. In the image process-
ing domain, scene labeling (i.e., identifying objects in an
image) plays a major role. The goal of scene labeling is to
assign a label to each object detected in an image, such that
an appropriate image interpretation is achieved. It is pro-
hibitively expensive to consider the interactions among all
the objects in an image. Instead, constraints placed among
nearby objects generate local consistencies and through it-
eration, global consistencies can be obtained.

The main idea of the sensor node localization through
probabilistic label relaxation is to iteratively compute the
probability of each label being the correct label for a sensor
node, by taking into account, at each iteration, the ”sup-
port” for a label. The support for a label can be understood
as a hint or proof, that a particular label is more likely to
be the correct one, when compared with the other potential
labels for a sensor node. We pictorially depict this main
idea in Figure 4. As shown, node ni has a set of candidate
labels {λ1, ..., λk}. Each of the labels has a different value
for the Support function Q(λk). We defer the explanation of
how the Support function is implemented until the subsec-
tions that follow, where we provide four concrete techniques.
Formally, the algorithm is outlined in Algorithm 2, where
the equations necessary for computing the new probability
Pni(λk) for a label λk of a node ni, are expressed by the



Algorithm 2 Label Relaxation

1: for each sensor node ni do
2: assign equal prob. to all possible labels
3: end for
4: repeat
5: converged ← true
6: for each sensor node ni do
7: for each each label λj of ni do
8: compute the Support label λj : Equation 4
9: end for

10: compute K for the node ni: Equation 3
11: for each each label λj do
12: update probability of label λj : Equation 2
13: if |new prob.− old prob.| ≥ ε then
14: converged ← false
15: end if
16: end for
17: end for
18: until converged = true

following equations:

P s+1
ni

(λk) =
1

Kni

P s
ni

(λk)Qs
ni

(λk) (2)

where Kni is a normalizing constant, given by:

Kni =

NX
k=1

P s
ni

(λk)Qs
ni

(λk) (3)

and Qs
ni

(λk) is:

Qs
ni

(λk) = “support for label λk of node ni” (4)

The label relaxation algorithm is iterative and it is poly-
nomial in the size of the network(number of nodes). The
pseudo-code is shown in Algorithm 2. It initializes the prob-
abilities associated with each possible label, for a node ni,
through a uniform distribution. At each iteration s, the al-
gorithm updates the probability associated with each label,
by considering the Support Qs

ni
(λk) for each candidate label

of a sensor node.
In the sections that follow, we describe four different tech-

niques for implementing the Support function: based on
node coloring, radio connectivity, the time of deployment
(time) and the location of deployment (space). While some
of these techniques are simplistic, they are primitives which,
when combined, can create powerful localization systems.
These design techniques have different trade-offs, which we
will present in Section 3.3.6.

3.3.1 Relaxation with Color Constraints
The unique mapping between a sensor node’s position

(identified by the image processing) and a label can be ob-
tained by assigning a unique color to each sensor node. For
this we define C = {c1, c2, ..., cn} to be the set of unique col-
ors available and M : Λ → C to be a one-to-one mapping of
labels to colors. This mapping is known prior to the sensor
node deployment (from node manufacturing).

In the case of color constrained label relaxation, the sup-
port for label λk is expressed as follows:

Qs
ni

(λk) = 1 (5)

As a result, the label relaxation algorithm (Algorithm 2)
consists of the following steps: one label is assigned to each
sensor node (lines 1-3 of the algorithm), implicitly having
a probability Pni(λk) = 1 ; the algorithm executes a single
iteration, when the support function, simply, reiterates the
confidence in the unique labeling.

However, it is often the case that unique colors for each
node will not be available. It is interesting to discuss here
the influence that the size of the coloring space (i.e., |C|)
has on the accuracy of the localization algorithm. Several
cases are discussed below:

• If |C| = 0, no colors are used and the sensor nodes are
equipped with simple CCRs that reflect back all the
incoming light (i.e., no filtering, and no coloring of the
incoming light). From the image processing system,
the position of sensor nodes can still be obtained. Since
all nodes appear white, no single sensor node can be
uniquely identified.

• If |C| = m− 1 then there are enough unique colors for
all nodes (one node remains white, i.e. no coloring),
the problem is trivially solved. Each node can be iden-
tified, based on its unique color. This is the scenario
for the relaxation with color constraints.

• If |C| ≥ 1, there are several options for how to parti-
tion the coloring space. If C = {c1} one possibility is
to assign the color c1 to a single node, and leave the
remaining m − 1 sensor nodes white, or to assign the
color c1 to more than one sensor node. One can ob-
serve that once a color is assigned uniquely to a sensor
node, in effect, that sensor node is given the status of
“anchor”, or node with known location.

It is interesting to observe that there is an entire spec-
trum of possibilities for how to partition the set of sensor
nodes in equivalence classes (where an equivalence class is
represented by one color), in order to maximize the success
of the localization algorithm. One of the goals of this paper
is to understand how the size of the coloring space and its
partitioning affect localization accuracy.

Despite the simplicity of this method of constraining the
set of labels that can be assigned to a node, we will show
that this technique is very powerful, when combined with
other relaxation techniques.

3.3.2 Relaxation with Connectivity Constraints
Connectivity information, obtained from the sensor net-

work through beaconing, can provide additional information
for locating sensor nodes. In order to gather connectivity in-
formation, the following need to occur: 1) after deployment,
through beaconing of HELLO messages, sensor nodes build
their neighborhood tables; 2) each node sends its neighbor
table information to the Central device via a base station.

First, let us define G = (Λ, E) to be the weighted connec-
tivity graph built by the Central device from the received
neighbor table information. In G the edge (λi, λj) has a
weight gij represented by the number of beacons sent by λj

and received by λi. In addition, let R be the radio range of
the sensor nodes.

The main idea of the connectivity constrained label re-
laxation is depicted in Figure 5 in which two nodes ni and
nj have been assigned all possible labels. The confidence in
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Figure 5: Label relaxation with connectivity con-
straints

each of the candidate labels for a sensor node, is represented
by a probability, shown in a dotted rectangle.

It is important to remark that through beaconing and the
reporting of neighbor tables to the Central Device, a global
view of all constraints in the network can be obtained. It is
critical to observe that these constraints are among labels.
As shown in Figure 5 two constraints exist between nodes ni

and nj . The constraints are depicted by gi2,j2 and gi2,jM ,
the number of beacons sent the labels λj2 and λjM and
received by the label λi2.

The support for the label λk of sensor node ni, resulting
from the “interaction” (i.e., within radio range) with sensor
node nj is given by:

Qs
ni

(λk) =

MX
m=1

gλkλmP s
nj

(λm) (6)

As a result, the localization algorithm (Algorithm 3 con-
sists of the following steps: all labels are assigned to each
sensor node (lines 1-3 of the algorithm), and implicitly each
label has a probability initialized to Pni(λk) = 1/|Λ|; in each
iteration, the probabilities for the labels of a sensor node are
updated, when considering the interaction with the labels of
sensor nodes within R. It is important to remark that the
identity of the nodes within R is not known, only the candi-
date labels and their probabilities. The relaxation algorithm
converges when, during an iteration, the probability of no
label is updated by more than ε.

The label relaxation algorithm based on connectivity con-
straints, enforces such constraints between pairs of sensor
nodes. For a large scale sensor network deployment, it is
not feasible to consider all pairs of sensor nodes in the net-
work. Hence, the algorithm should only consider pairs of
sensor nodes that are within a reasonable communication
range (R). We assume a circular radio range and a sym-
metric connectivity. In the remaining part of the section we
propose a simple analytical model that estimates the radio
range R for medium-connected networks (less than 20 neigh-
bors per R). We consider the following to be known: the size
of the deployment field (L), the number of sensor nodes de-
ployed (N) and the total number of unidirectional (i.e., not
symmetric) one-hop radio connections in the network (k).
For our analysis, we uniformly distribute the sensor nodes
in a square area of length L, by using a grid of unit length
L/
√

N . We use the substitution u = L/
√

N to simplify
the notation, in order to distinguish the following cases: if
u ≤ R ≤ √

2u each node has four neighbors (the expected
k = 4N); if

√
2u ≤ R ≤ 2u each node has eight neighbors

Algorithm 3 Localization

1: Estimate the radio range R
2: Execute the Label Relaxation Algorithm with Support

Function given by Equation 6 for neighbors less than R
apart

3: for each sensor node ni do
4: node identity is λk with max. prob.
5: end for

(the expected k = 8N); if 2u ≤ R ≤ √
5u each node has

twelve neighbors ( the expected k = 12N); if
√

5u ≤ R ≤ 3u
each node has twenty neighbors (the expected k = 20N)

For a given t = k/4N we take R to be the middle of the
interval. As an example, if t = 5 then R = (3 +

√
5)u/2.

A quadratic fitting for R over the possible values of t, pro-
duces the following closed-form solution for the communi-
cation range R, as a function of network connectivity k,
assuming L and N constant:

R(k) =
L√
N

"
−0.051

�
k

4N

�2

+ 0.66

�
k

4N

�
+ 0.6

#
(7)

We investigate the accuracy of our model in Section 5.2.1.

3.3.3 Relaxation with Time Constraints
Time constraints can be treated similarly with color con-

straints. The unique identification of a sensor node can be
obtained by deploying sensor nodes individually, one by one,
and recording a sequence of images. The sensor node that
is identified as new in the last picture (it was not identi-
fied in the picture before last) must be the last sensor node
dropped.

In a similar manner with color constrained label relax-
ation, the time constrained approach is very simple, but
may take too long, especially for large scale systems. While
it can be used in practice, it is unlikely that only a time con-
strained label relaxation is used. As we will see, by combin-
ing constrained-based primitives, realistic localization sys-
tems can be implemented.

The support function for the label relaxation with time
constraints is defined identically with the color constrained
relaxation:

Qs
ni

(λk) = 1 (8)

The localization algorithm (Algorithm 2 consists of the
following steps: one label is assigned to each sensor node
(lines 1-3 of the algorithm), and implicitly having a proba-
bility Pni(λk) = 1 ; the algorithm executes a single iteration,
when the support function, simply, reiterates the confidence
in the unique labeling.

3.3.4 Relaxation with Space Constraints
Spatial information related to sensor deployment can also

be employed as another input to the label relaxation al-
gorithm. To do that, we use two types of locations: the
node location pn and the label location pl. The former
pn is defined as the position of nodes (xn, yn, zn) after de-
ployment, which can be obtained through Image Processing
as mentioned in Section 3.3. The latter pl is defined as
the location (xl, yl, zl) where a node is dropped. We use
Dni

λm
to denote the horizontal distance between the location
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Figure 6: Relaxation with space
constraints
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of the label λm and the location of the node ni. Clearly,
Dni

λm
=
p

(xn − xl)2 + (yn − yl)2.
At the time of a sensor node release, the one-to-one map-

ping between the node and its label is known. In other
words, the label location is the same as the node location
at the release time. After release, the label location infor-
mation is partially lost due to the random factors such as
wind and surface impact. However, statistically, the node
locations are correlated with label locations. Such correla-
tion depends on the airdrop methods employed and envi-
ronments. For the sake of simplicity, let’s assume nodes are
dropped from the air through a helicopter hovering in the
air. Wind can be decomposed into three components ~X, ~Y
and ~Z. Only ~X and ~Y affect the horizontal distance a node
can travel. According to [24], we can assume that ~X and ~Y
follow an independent normal distribution. Therefore, the
absolute value of the wind speed follows a Rayleigh distrib-
ution. Obviously the higher the wind speed is, the further a
node would land away horizontally from the label location.
If we assume that the distance D is a function of the wind
speed V [25] [26], we can obtain the probability distribution
of D under a given wind speed distribution. Without loss
of generality, we assume that D is proportional to the wind
speed. Therefore, D follows the Rayleigh distribution as
well. As shown in Figure 6, the spatial-based relaxation is a
recursive process to assign the probability that a nodes has
a certain label by using the distances between the location
of a node with multiple label locations.

We note that the distribution of distance D affects the
probability with which a label is assigned. It is not nec-
essarily true that the nearest label is always chosen. For
example, if D follows the Rayleigh(σ2) distribution, we can
obtain the Probability Density Function (PDF) of distances
as shown in Figure 7. This figure indicates that the possi-
bility of a node to fall vertically is very small under windy
conditions (σ > 0), and that the distance D is affected by
the σ. The spatial distribution of nodes for σ = 1 is shown
in Figure 8. Strong wind with a high σ value leads to a
larger node dispersion. More formally, given a probability
density function PDF (D), the support for label λk of sensor
node ni can be formulated as:

Qs
ni

(λk) = PDF (Dni
λk

) (9)

It is interesting to point out two special cases. First, if
all nodes are released at once (i.e., only one label location
for all released nodes), the distance D from a node to all
labels is the same. In this case, P s+1

ni
(λk) = P s

ni
(λk), which
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(b)

Figure 9: A step through the algorithm. After ini-
tialization (a) and after the 1st iteration for node ni

(b)

indicates that we can not use the spatial-based relaxation
to recursively narrow down the potential labels for a node.
Second, if nodes are released at different locations that are
far away from each other, we have: (i) If node ni has label
λk, P s

ni
(λk) → 1 when s →∞, (ii) If node ni does not have

label λk, P s
ni

(λk) → 0 when s →∞. In this second scenario,
there are multiple labels (one label per release), hence it
is possible to correlate release times (labels) with positions
on the ground. These results indicate that spatial-based
relaxation can label the node with a very high probability if
the physical separation among nodes is large.

3.3.5 Relaxation with Color and Connectivity Con-
straints

One of the most interesting features of the StarDust archi-
tecture is that it allows for hybrid localization solutions to be
built, depending on the system requirements. One example
is a localization system that uses the color and connectivity
constraints. In this scheme, the color constraints are used
for reducing the number of candidate labels for sensor nodes,
to a more manageable value. As a reminder, in the connec-
tivity constrained relaxation, all labels are candidate labels
for each sensor node. The color constraints are used in the
initialization phase of Algorithm 3 (lines 1-3). After the ini-
tialization, the standard connectivity constrained relaxation
algorithm is used.

For a better understanding of how the label relaxation
algorithm works, we give a concrete example, exemplified
in Figure 9. In part (a) of the figure we depict the data
structures associated with nodes ni and nj after the ini-
tialization steps of the algorithm (lines 1-6), as well as the



number of beacons between different labels (as reported by
the network, through G(Λ, E)). As seen, the potential labels
(shown inside the vertical rectangles) are assigned to each
node. Node ni can be any of the following: 11, 8, 4, 1. Also
depicted in the figure are the probabilities associated with
each of the labels. After initialization, all probabilities are
equal.

Part (b) of Figure 9 shows the result of the first iteration
of the localization algorithm for node ni, assuming that node
nj is the first wi chosen in line 7 of Algorithm 3. By using
Equation 6, the algorithm computes the ”support” Q(λi)
for each of the possible labels for node ni. Once the Q(λi)’s
are computed, the normalizing constant, given by Equation
3 can be obtained. The last step of the iteration is to update
the probabilities associated with all potential labels of node
ni, as given by Equation 2.

One interesting problem, which we explore in the perfor-
mance evaluation section, is to assess the impact the parti-
tioning of the color set C has on the accuracy of localization.
When the size of the coloring set is smaller than the number
of sensor nodes (as it is the case for our hybrid connectiv-
ity/color constrained relaxation), the system designer has
the option of allowing one node to uniquely have a color
(acting as an anchor), or multiple nodes. Intuitively, by as-
signing one color to more than one node, more constraints
(distributed) can be enforced.

3.3.6 Relaxation Techniques Analysis
The proposed label relaxation techniques have different

trade-offs. For our analysis of the trade-offs, we consider
the following metrics of interest: the localization time (du-
ration), the energy consumed (overhead), the network size
(scale) that can be handled by the technique and the local-
ization accuracy. The parameters of interest are the follow-
ing: the number of sensor nodes (N), the energy spent for
one aerial drop (εd), the energy spent in the network for col-
lecting and reporting neighbor information εb and the time
Td taken by a sensor node to reach the ground after being
aerially deployed. The cost comparison of the different label
relaxation techniques is shown in the table below.

Criteria Color Connectivity Time Space

Duration 0 NTb NTd 0
Overhead εd εd + Nεb Nεd εd

Scale |C| |N | |N | |N |
Accuracy High Low High Medium

Table 1: Comparison of label relaxation techniques

As shown, the relaxation techniques based on color and
space constraints have the lowest localization duration, zero,
for all practical purposes. The scalability of the color based
relaxation technique is, however, limited to the number of
unique color filters that can be built. The narrower the
Transfer Function Ψ(λ), the larger the number of unique col-
ors that can be created. The manufacturing costs, however,
are increasing as well. The scalability issue is addressed by
all other label relaxation techniques. Most notably, the time
constrained relaxation, which is very similar to the color-
constrained relaxation, addresses the scale issue, at a higher
deployment cost.

4. SYSTEM IMPLEMENTATION

 

(a)
 

(b)

Figure 10: SensorBall with self-righting capabilities
(a) and colored CCRs (b)

The StarDust localization framework, depicted in Figure
3, is flexible in that it enables the development of new lo-
calization systems, based on the four proposed label relax-
ation schemes, or the inclusion of other, yet to be invented,
schemes. For our performance evaluation we implemented
a version of the StarDust framework, namely the one pro-
posed in Section 3.3.5, where the constraints are based on
color and connectivity.

The Central device of the StarDust system consists of the
following: the Light Emitter - we used a common-off-the-
shelf flash light (QBeam, 3 million candlepower); the im-
age acquisition was done with a 3 megapixel digital cam-
era (Sony DSC-S50) which provided the input to the Image
Processing algorithm, implemented in Matlab.

For sensor nodes we built a custom sensor node, called
SensorBall, with self-righting capabilities, shown in Figure
10(a). The self-righting capabilities are necessary in order to
orient the CCR predominantly upwards. The CCRs that we
used were inexpensive, plastic molded, night time warning
signs commonly available on bicycles, as shown in Figure
10(b). We remark here the low quality of the CCRs we
used. The reflectivity of each CCR (there are tens molded
in the plastic container) is extremely low, and each CCR
is not built with mirrors. A reflective effect is achieved by
employing finely polished plastic surfaces. We had 5 colors
available, in addition to the standard CCR, which reflects
all the incoming light (white CCR). For a slightly higher
price (ours were 20cents/piece), better quality CCRs can be
employed. Higher quality (better mirrors) would translate
in more accurate image processing (better sensor node de-
tection) and smaller form factor for the optical component
(an array of CCRs with a smaller area can be used).

The sensor node platform we used was the micaZ mote.
The code that runs on each node is a simple application
which broadcasts 100 beacons, and maintains a neighbor
table containing the percentage of successfully received bea-
cons, for each neighbor. On demand, the neighbor table is
reported to a base station, where the node ID mapping is
performed.

5. SYSTEM EVALUATION
In this section we present the performance evaluation of a

system implementation of the StarDust localization frame-
work. The three major research questions that our eval-
uation tries to answer are: the feasibility of the proposed
framework (can sensor nodes be optically detected at large
distances), the localization accuracy of one actual imple-



 

Figure 11: The field in the dark

 

Figure 12: The illuminated field

Figure 13: The difference: Figure 11 - Fig-
ure 12

Figure 14: Retroreflectors detected in Fig-
ure 13

mentation of the StarDust framework, and whether or not
atmospheric conditions can affect the recognition of sen-
sor nodes in an image. The first two questions are in-
vestigated by evaluating the two main components of the
StarDust framework: the Image Processing and the Node
ID Matching. These components have been evaluated sep-
arately mainly because of lack of adequate facilities. We
wanted to evaluate the performance of the Image Process-
ing Algorithm in a long range, realistic, experimental set-up,
while the Node ID Matching required a relatively large area,
available for long periods of time (for connectivity data gath-
ering). The third research question is investigated through
a computer modeling of atmospheric phenomena.

For the evaluation of the Image Processing module, we
performed experiments in a football stadium where we de-
ploy 6 sensor nodes in a 3×2 grid. The distance between the
Central device and the sensor nodes is approximately 500ft.
The metrics of interest are the number of false positives and
false negatives in the Image Processing Algorithm.

For the evaluation of the Node ID Mapping component,
we deploy 26 sensor nodes in an 120 × 60ft2 flat area of a
stadium. In order to investigate the influence the radio con-
nectivity has on localization accuracy, we vary the height
above ground of the deployed sensor nodes. Two set-ups
are used: one in which the sensor nodes are on the ground,
and the second one, in which the sensor nodes are raised 3

inches above ground. From here on, we will refer to these two
experimental set-ups as the low connectivity and the high
connectivity networks, respectively because when nodes are
on the ground the communication range is low resulting in
less neighbors than when the nodes are elevated and have a
greater communication range. The metrics of interest are:
the localization error (defined as the distance between the
computed location and the true location - known from the
manual placement), the percentage of nodes correctly local-
ized, the convergence of the label relaxation algorithm, the
time to localize and the robustness of the node ID mapping
to errors in the Image Processing module.

The parameters that we vary experimentally are: the an-
gle under which images are taken, the focus of the camera,
and the degree of connectivity. The parameters that we
vary in simulations (subsequent to image acquisition and
connectivity collection) the number of colors, the number
of anchors, the number of false positives or negatives as in-
put to the Node ID Matching component, the distance be-
tween the imaging device and sensor network (i.e., range),
atmospheric conditions (light attenuation coefficient) and
CCR reflectance (indicative of its quality).

5.1 Image Processing
For the IPA evaluation, we deploy 6 sensor nodes in a 3×2

grid. We take 13 sets of pictures using different orientations
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Figure 15: False Positives and Negatives for the 6
sensor nodes

of the camera and different zooming factors. All pictures
were taken from the same location. Each set is composed of
a picture taken in the dark and of a picture taken with a light
beam pointed at the nodes. We process the pictures offline
using a Matlab implementation of IPA. Since we are inter-
ested in the feasibility of identifying colored sensor nodes at
large distance, the end result of our IPA is the 2D location
of sensor nodes (position in the image). The transformation
to 3D coordinates can be done through standard computer
graphics techniques [23].

One set of pictures obtained as part of our experiment is
shown in Figures 11 and 12. The execution of our IPA algo-
rithm results in Figure 13 which filters out the background,
and Figure 14 which shows the output of the edge detection
step of IPA. The experimental results are depicted in Fig-
ure 15. For each set of pictures the graph shows the number
of false positives (the IPA determines that there is a node
while there is none), and the number of false negatives (the
IPA determines that there is no node while there is one).
In about 45% of the cases, we obtained perfect results, i.e.,
no false positives and no false negatives. In the remaining
cases, we obtained a number of false positives of at most
one, and a number of false negatives of at most two.

We exclude two pairs of pictures from Figure 15. In the
first excluded pair, we obtain 42 false positives and in the
second pair 10 false positives and 7 false negatives. By care-
fully examining the pictures, we realized that the first pair
was taken out of focus and that a car temporarily appeared
in one of the pictures of the second pair. The anomaly in
the second set was due to the fact that we waited too long
to take the second picture. If the pictures had been taken a
few milliseconds apart, the car would have been represented
on either both or none of the pictures and the IPA would
have filtered it out.

5.2 Node ID Matching
We evaluate the Node ID Matching component of our sys-

tem by collecting empirical data (connectivity information)
from the outdoor deployment of 26 nodes in the 120×60ft2

area. We collect 20 sets of data for the high connectivity
and low connectivity network deployments. Off-line we in-
vestigate the influence of coloring on the metrics of interest,
by randomly assigning colors to the sensor nodes. For one
experimental data set we generate 50 random assignments
of colors to sensor nodes. It is important to observe that,
for the evaluation of the Node ID Matching algorithm (color
and connectivity constrained), we simulate the color assign-
ment to sensor nodes. As mentioned in Section 4 the size of
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Figure 16: The number of existing and missing radio
connections in the sparse connectivity experiment
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Figure 17: The number of existing and missing radio
connections in the high connectivity experiment

the coloring space available to us was 5 (5 colors). Through
simulations of color assignment (not connectivity) we are
able to investigate the influence that the size of the coloring
space has on the accuracy of localization. The value of the
parameter ε used in Algorithm 2 was 0.001. The results pre-
sented here represent averages over the randomly generated
colorings and over all experimental data sets.

We first investigate the accuracy of our proposed Radio
Model, and subsequently use the derived values for the radio
range in the evaluation of the Node ID matching component.

5.2.1 Radio Model
From experiments, we obtain the average number of ob-

served beacons (k, defined in Section 3.3.2) for the low con-
nectivity network of 180 beacons and for the high connectiv-
ity network of 420 beacons. From our Radio Model (Equa-
tion 7, we obtain a radio range R = 25ft for the low con-
nectivity network and R = 40ft for the high connectivity
network.

To estimate the accuracy of our simple model, we plot
the number of radio links that exist in the networks, and the
number of links that are missing, as functions of the distance
between nodes. The results are shown in Figures 16 and 17.
We define the average radio range R to be the distance over
which less than 20% of potential radio links, are missing.
As shown in Figure 16, the radio range is between 20ft and
25ft. For the higher connectivity network, the radio range
was between 30ft and 40ft.

We choose two conservative estimates of the radio range:
20ft for the low connectivity case and 35ft for the high
connectivity case, which are in good agreement with the
values predicted by our Radio Model.
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Figure 18: Localization error
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Figure 19: Percentage of nodes correctly localized

5.2.2 Localization Error vs. Coloring Space Size
In this experiment we investigate the effect of the number

of colors on the localization accuracy. For this, we randomly
assign colors from a pool of a given size, to the sensor nodes.
We then execute the localization algorithm, which uses the
empirical data. The algorithm is run for three different radio
ranges: 15, 20 and 25ft, to investigate its influence on the
localization error.

The results are depicted in Figure 18 (localization error)
and Figure 19 (percentage of nodes correctly localized). As
shown, for an estimate of 20ft for the radio range (as pre-
dicted by our Radio Model) we obtain the smallest localiza-
tion errors, as small as 2ft, when enough colors are used.
Both Figures 18 and 19 confirm our intuition that a larger
number of colors available significantly decrease the error in
localization.

The well known fact that relaxation algorithms do not al-
ways converge, was observed during our experiments. The
percentage of successful runs (when the algorithm converged)
is depicted in Figure 20. As shown, in several situations,
the algorithm failed to converge (the algorithm execution
was stopped after 100 iterations per node). If the algorithm
does not converge in a predetermined number of steps, it
will terminate and the label with the highest probability
will provide the identity of the node. It is very probable that
the chosen label is incorrect, since the probabilities of some
of labels are constantly changing (with each iteration).The
convergence of relaxation based algorithms is a well known
issue.

5.2.3 Localization Error vs. Color Uniqueness
As mentioned in the Section 3.3.1, a unique color gives a

sensor node the statute of an anchor. A sensor node that is
an anchor can unequivocally be identified through the Image
Processing module. In this section we investigate the effect
unique colors have on the localization accuracy. Specifically,
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Figure 20: Convergence error
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Figure 21: Localization error vs. number of colors

we want to experimentally verify our intuition that assigning
more nodes to a color can benefit the localization accuracy,
by enforcing more constraints, as opposed to uniquely as-
signing a color to a single node.

For this, we fix the number of available colors to either 4,
6 or 8 and vary the number of nodes that are given unique
colors, from 0, up to the maximum number of colors (4, 6
or 8). Naturally, if we have a maximum number of colors
of 4, we can assign at most 4 anchors. The experimental
results are depicted in Figure 21 (localization error) and
Figure 22 (percentage of sensor node correctly localized).
As expected, the localization accuracy increases with the
increase in the number of colors available (larger coloring
space). Also, for a given size of the coloring space (e.g.,
6 colors available), if more colors are uniquely assigned to
sensor nodes then the localization accuracy decreases. It is
interesting to observe that by assigning colors uniquely to
nodes, the benefit of having additional colors is diminished.
Specifically, if 8 colors are available and all are assigned
uniquely, the system would be less accurately localized (error
≈ 7ft), when compared to the case of 6 colors and no unique
assignments of colors (≈ 5ft localization error).

The same trend, of a less accurate localization can be
observed in Figure 22, which shows the percentage of nodes
correctly localized (i.e., 0ft localization error). As shown, if
we increase the number of colors that are uniquely assigned,
the percentage of nodes correctly localized decreases.

5.2.4 Localization Error vs. Connectivity
We collected empirical data for two network deployments

with different degrees of connectivity (high and low) in or-
der to assess the influence of connectivity on location ac-
curacy. The results obtained from running our localization
algorithm are depicted in Figure 23 and Figure 24. We var-
ied the number of colors available and assigned no anchors
(i.e., no unique assignments of colors).
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Figure 22: Percentage of nodes correctly localized
vs. number of colors
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Figure 23: Localization error vs. number of colors

In both scenarios, as expected, localization error decrease
with an increase in the number of colors. It is interest-
ing to observe, however, that the low connectivity scenario
improves the localization accuracy quicker, from the addi-
tional number of colors available. When the number of col-
ors becomes relatively large (twelve for our 26 sensor node
network), both scenarios (low and high connectivity) have
comparable localization errors, of less that 2ft. The same
trend of more accurate location information is evidenced by
Figure 24 which shows that the percentage of nodes that
are localized correctly grows quicker for the low connectiv-
ity deployment.

5.3 Localization Error vs. Image Processing
Errors

So far we investigated the sources for error in localization
that are intrinsic to the Node ID Matching component. As
previously presented, luminous objects can be mistakenly
detected to be sensor nodes during the location detection
phase of the Image Processing module. These false posi-
tives can be eliminated by the color recognition procedure
of the Image Processing module. More problematic are false
negatives (when a sensor node does not reflect back enough
light to be detected). They need to be handled by the local-
ization algorithm. In this case, the localization algorithm
is presented with two sets of nodes of different sizes, that
need to be matched: one coming from the Image Processing
(which misses some nodes) and one coming from the net-
work, with the connectivity information (here we assume a
fully connected network, so that all sensor nodes report their
connectivity information). In this experiment we investigate
how Image Processing errors (false negatives) influence the
localization accuracy.

For this evaluation, we ran our localization algorithm with
empirical data, but dropped a percentage of nodes from the
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Figure 24: Percentage of nodes correctly localized

0

2

4

6

8

10

12

14

0 4 8 12 16

% False Negatives [x100]

L
o

ca
liz

at
io

n
 E

rr
o

r 
[f

ee
t]

4 colors

8 colors

12 colors

Figure 25: Impact of false negatives on the localiza-
tion error

list of nodes detected by the Image Processing algorithm (we
artificially introduced false negatives in the Image Process-
ing). The effect of false negatives on localization accuracy
is depicted in Figure 25. As seen in the figure if the number
of false negatives is 15%, the error in position estimation
doubles when 4 colors are available. It is interesting to ob-
serve that the scenario when more colors are available (e.g.,
12 colors) is being affected more drastically than the sce-
nario with less colors (e.g., 4 colors). The benefit of having
more colors available is still being maintained, at least for
the range of colors we investigated (4 through 12 colors).

5.4 Localization Time
In this section we look more closely at the duration for

each of the four proposed relaxation techniques and two
combinations of them: color-connectivity and color-time.
We assume that 50 unique color filters can be manufactured,
that the sensor network is deployed from 2, 400ft (neces-
sary for the time-constrained relaxation) and that the time
required for reporting connectivity grows linearly, with an
initial reporting period of 160sec, as used in a real world
tracking application [1]. The localization duration results,
as presented in Table 1, are depicted in Figure 26.

As shown, for all practical purposes the time required by
the space constrained relaxation techniques is 0sec. The
same applies to the color constrained relaxation, for which
the localization time is 0sec (if the number of colors is suffi-
cient). Considering our assumptions, only for a network of
size 50 the color constrained relaxation works. The localiza-
tion duration for all other network sizes (100, 150 and 200)
is infinite (i.e., unique color assignments to sensor nodes
can not be made, since only 50 colors are unique), when
only color constrained relaxation is used. Both the connec-
tivity constrained and time constrained techniques increase
linearly with the network size (for the time constrained, the
Central device deploys sensor nodes one by one, recording
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Figure 26: Localization time for different label re-
laxation schemes

an image after the time a sensor node is expected to reach
the ground).

It is interesting to notice in Figure 26 the improvement in
the localization time obtained by simply combining the color
and the connectivity constrained techniques. The localiza-
tion duration in this case is identical with the connectivity
constrained technique.

The combination of color and time constrained relaxations
is even more interesting. For a reasonable localization du-
ration of 52seconds a perfect (i.e., 0ft localization error)
localization system can be built. In this scenario, the set
of sensor nodes is split in batches, with each batch hav-
ing a set of unique colors. It would be very interesting to
consider other scenarios, where the strength of the space
constrained relaxation (0sec for any sensor network size) is
used for improving the other proposed relaxation techniques.
We leave the investigation and rigorous classification of such
technique combination for future work.

5.5 System Range
In this section we evaluate the feasibility of the StarDust

localization framework when considering the realities of light
propagation through the atmosphere.

The main factor that determines the range of our system is
light scattering, which redirects the luminance of the source
into the medium (in essence equally affecting the luminosity
of the target and of the background). Scattering limits the
visibility range by reducing the apparent contrast between
the target and its background (approaches zero, as the dis-
tance increases). The apparent contrast Cr is quantitatively
expressed by the formula:

Cr = (N t
r −Nb

r )/Nb
r (10)

where N t
r and Nb

r are the apparent target radiance and ap-
parent background radiance at distance r from the light
source, respectively. The apparent radiance N t

r of a target
at a distance r from the light source, is given by:

N t
r = Na +

Iρte
−2σr

πr2
(11)

where I is the intensity of the light source, ρt is the tar-
get reflectance, σ is the spectral attenuation coefficient (≈
0.12km−1 and≈ 0.60km−1 for a clear and a hazy atmosphere,
respectively) and Na is the radiance of the atmospheric
backscatter, and it can be expressed as follows:
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Figure 27: Apparent contrast in a clear atmosphere
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Figure 28: Apparent contrast with haze

Na =
Gσ2I

2π

2σrZ
0.02σr

e−x

x2
dx (12)

where G = 0.24 is a backscatter gain. The apparent back-
ground radiance Nb

r is given by formulas similar with Equa-
tions 11 and 12, where only the target reflectance ρt is sub-
stituted with the background reflectance ρb. It is important
to remark that when Cr reaches its lower limit, no increase
in the source luminance or receiver sensitivity will increase
the range of the system. From Equations 11 and 12 it can be
observed that the parameter which can be controlled and can
influence the range of the system is ρt, the target reflectance.

Figures 27 and 28 depict the apparent contrast Cr as a
function of the distance r for a clear and for a hazy at-
mosphere, respectively. The apparent contrast is investi-
gated for reflectance coefficients ρt ranging from 0.3 to 1.0
(perfect reflector). For a contrast C of at least 0.5, as it can
be seen in Figure 27 a range of approximately 4, 500ft can
be achieved if the atmosphere is clear. The performance dra-
matically deteriorates, when the atmospheric conditions are
problematic. As shown in Figure 28 a range of up to 1, 500ft
is achievable, when using highly reflective CCR components.

While our light source (3 million candlepower) was suffi-
cient for a range of a few hundred feet, we remark that there
exist commercially available light sources (20 million candle-
power) or military (150 million candlepower [27]), powerful
enough for ranges of a few thousand feet.

6. STARDUST SYSTEM OPTIMIZATIONS
In this section we describe extensions of the proposed ar-

chitecture that can constitute future research directions.



6.1 Chained Constraint Primitives
In this paper we proposed four primitives for constraint-

based relaxation algorithms: color, connectivity, time and
space. To demonstrate the power that can be obtained by
combining them, we proposed and evaluated one combina-
tion of such primitives: color and connectivity. An inter-
esting research direction to pursue could be to chain more
than two of these primitives. An example of such chain is:
color, temporal, spatial and connectivity. Other research
directions could be to use voting scheme for deciding which
primitive to use or assign different weights to different re-
laxation algorithms.

6.2 Location Learning
If after several iterations of the algorithm, none of the

label probabilities for a node ni converges to a higher value,
the confidence in our labeling of that node is relatively low.
It would be interesting to associate with a node, more than
one label (implicitly more than one location) and defer the
label assignment decision until events are detected in the
network (if the network was deployed for target tracking).

6.3 Localization in Rugged Environments
The initial driving force for the StarDust localization frame-

work was to address the sensor node localization in ex-
tremely rugged environments. Canopies, dense vegetation,
extremely obstructing environments pose significant chal-
lenges for sensor nodes localization. The hope, and our orig-
inal idea, was to consider the time period between the aerial
deployment and the time when the sensor node disappears
under the canopy. By recording the last visible position of a
sensor node (as seen from the aircraft) a reasonable estimate
of the sensor node location can be obtained. This would
require that sensor nodes posses self-righting capabilities,
while in mid-air. Nevertheless, we remark on the suitability
of our localization framework for rugged, non-line-of-sight
environments.

7. CONCLUSIONS
StarDust solves the localization problem for aerial deploy-

ments where passiveness, low cost, small form factor and
rapid localization are required. Results show that accuracy
can be within 2ft and localization time within milliseconds.
StarDust also shows robustness with respect to errors. We
predict the influence the atmospheric conditions can have
on the range of a system based on the StarDust framework,
and show that hazy environments or daylight can pose sig-
nificant challenges.

Most importantly, the properties of StarDust support the
potential for even more accurate localization solutions as
well as solutions for rugged, non-line-of-sight environments.
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Abstract
As sensor networks are deployed in adversarial envi-
ronments and used for critical applications such as bat-
tlefield surveillance and medical monitoring, security
weaknesses become a big concern. The severe resource
constraints of WSNs give rise to the need for resource
bound security solutions.

In this paper we present SIGF (Secure Implicit Ge-
ographic Forwarding), a configurable secure routing
protocol family for wireless sensor networks that pro-
vides “good enough” security and high performance.
By avoiding or limiting shared state, the protocols pre-
vent many common attacks against routing, and contain
others to the local neighborhood.

SIGF makes explicit the tradeoff between security
provided and state which must be stored and main-
tained. It comprises three protocols, each forming a
basis for the next: SIGF-0 keeps no state, but pro-
vides probabilistic defenses; SIGF-1 uses local his-
tory and reputation to avoid attackers; and SIGF-2 uses
neighborhood-shared state to provide stronger security
guarantees.

Our performance evaluation shows that SIGF achieves
high packet delivery ratios with low overhead and end-
to-end delay. We evaluate the security of SIGF pro-
tocols under various security attacks and show that
it effectively contains the damage from compromised
nodes and defends against black hole, selective for-
warding, Sybil, and some denial of service attacks.
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1. Introduction
Security is critical for many wireless sensor network
applications such as battlefield surveillance, medical
monitoring, and emergency response. However, many
security mechanisms developed for the Internet or ad-
hoc networks cannot be applied directly to wireless
sensor networks (WSNs) due to their limited resources
in computation, memory, communication bandwidth,
and energy.

The severe resource constraints of WSNs give rise to
the need for resource bound security solutions. There
are at least two interesting aspects of this concept.
First, individual security mechanisms must be efficient
in memory, computation, energy and bandwidth. For
example, certain cryptographic schemes are inappro-
priate because ciphertext message expansion results in
costly memory, bandwidth and energy use. Second, the
resource consumption of all security mechanisms in-
stalled together at a node must not exceed the amount
of resources allocated for security and they cannot de-
grade performance to an unacceptable level during nor-
mal operation nor when an attack is underway.

It is not possible in today’s state of the art to include
strong security mechanisms for each of the services at a
node such as medium access control, routing, localiza-
tion, time synchronization, power management, sens-
ing, and group management. Consequently, even if a
secure (to a wide variety of attacks) routing protocol
is implemented, it may suffer from low efficiency and
would not protect against attacks on the other services.

Our approach for resource bound security is to have
minimal active security protection. This results in very
high performance and minimal resource consumption
when no attacks are underway. Then upon detecting
an attack or if the system designers expect increased
threats, the appropriate security mechanism is acti-
vated. The result is not 100% security protection—but
good enough security, activated at the right time. This



general approach makes it possible to have high per-
formance and to react to current security attacks, and
is even more evolvable to new attacks than approaches
that fix a set of solutions into a node.

In this paper we present Secure Implicit Geographic
Forwarding (SIGF), a family of configurable secure
routing protocols that follow this general approach. For
a complete WSN solution similar families of protocols
would be required for each of the other services.

SIGF is based on IGF [1], a nondeterministic Net-
work/MAC hybrid routing protocol that is completely
stateless. This allows it to handle network dynamics ef-
fortlessly, and intrinsically limits the effects of a com-
promised node to a local area. There are no routing ta-
bles to corrupt, since forwarding decisions are made
as late as possible—when a packet is ready to transmit.
Nevertheless, it is susceptible in the local neighborhood
to a simple CTS rushing attack.

SIGF comprises three protocols which extend IGF
and populate the gap between pure statelessness and
traditional shared-state security. SIGF-0 keeps no state,
but uses nondeterminism and candidate sampling to
achieve high packet delivery ratios probabilistically.
SIGF-1 keeps local state, building reputations for its
neighbors to aid in next-hop selection. SIGF-2 uses
state shared with neighbors to provide the strongest de-
fense against attack, yet at the greatest cost. Each proto-
col encompasses the features of the previous, layering
additional mechanisms to defend against more sophis-
ticated attacks. The layered family of protocols allows
a network to activate only the protections currently nec-
essary, and to change to stronger ones only if they are
warranted.

We evaluate the performance of each protocol by
simulating with no attacks, and with black hole, selec-
tive forwarding, Sybil, and denial of service attacks.
We show that each protocol represents a tradeoff be-
tween state and security, and that despite keeping no
state, SIGF-0 performs well.

We make several contributions in this work. First,
we show that even with no security countermeasures,
the base protocol IGF has desirable attack contain-
ment properties, but nevertheless falls to several at-
tacks that completely disrupt communication in a local
neighborhood. Then we present the design and evalu-
ation of SIGF, a secure routing protocol family built
upon IGF. We show that the stateless SIGF-0 protocol
maintains 45% packet delivery ratio (PDR) under black
hole attack from a single node, and that the reputation-
based SIGF-1 achieves 83% PDR under Sybil attack.
To the best of our knowledge, SIGF is the first config-
urable routing protocol for WSNs that makes explicit
the tradeoffs between resources required and security

provided, and enables resource bound security that is
both efficient and effective.

It is possible that some WSNs require much stronger
security than what our dynamic approach offers. How-
ever, no perfect solution exists—nor is likely to exist on
severely resource constrained devices. Our approach,
as exemplified by the SIGF routing protocols presented
in this paper, can significantly improve security (not
make it absolute), allow operation in the presence of
attacks, and support a high performance system.

The rest of this paper is organized as follows. In
the next section we briefly review our foundational
routing protocol, IGF. Then Section 3 describes sys-
tem assumptions and routing attacks on IGF. Section 4
presents SIGF, our secure routing protocol family. In
Section 5 we present our experiments and a detailed
evaluation of the protocols under various attacks. Fi-
nally, we discuss related work in Section 6 and then
conclude.

2. Implicit Geographic Forwarding
Our foundational routing protocol is Implicit Geo-
graphic Forwarding (IGF), which is completely state-
less, without dependence on knowledge of the net-
work topology or the presence/absence of any other
nodes [1]. It makes nondeterministic routing decisions,
implicitly allowing receiving nodes to determine a
packet’s next-hop at transmission time. IGF couples
the routing and MAC components into a single inte-
grated Network/MAC protocol. It identifies the best
forwarding candidate during MAC-layer handshaking
at the instant a packet is sent.

O D60S

Figure 1. Forwarding area for message sender S.

Figure 1 presents an example topology, where source
node S transmits a message toward D. Routing is inte-
grated with the RTS/CTS hand-shake of MACA/802.11
[9] DCF MAC protocols. Overhead from the small con-
trol messages is acceptable for the stateless benefits
they provide, and are negligible in WSNs that carry
moderate or large packet loads of aggregated data.

The communication handshake for this example
topology is shown in Figure 2. It begins when the
sender S’s NAV timer is zero and it carrier senses an
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idle channel for DIFS time. Having verified that the
channel is free, S broadcasts an Open RTS (ORTS)
containing its location S and destination D.

Neighbors are eligible to forward the message if they
are within a 60◦ sextant centered on the direct line from
the sender to the destination (the forwarding area). We
call the nodes in the forwarding area candidate nodes.
Such nodes set a CTS Response timer inversely pro-
portional to a weighted sum of their distance from the
sender, remaining energy, and perpendicular distance
to a line from the sender to the destination. This favors
the nodes that are more desirable for forwarding.
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Figure 2. IGF handshake timeline.

On the expiry of a node’s CTS response timer, it
responds with a CTS packet, and the data is transferred
from the Open RTS sender in a DATA message. The
valid duration of the CTS timers is called the CTS-
response window. Ideally, other candidate nodes can
hear the CTS (by virtue of lying inside the sextant)
and cancel their timers before the end of the window.
Therefore, in IGF, a single node with the shortest CTS
response timer responds to the ORTS. 1

Since IGF keeps no routing state information, it
provides fault tolerance and is robust under topology
changes. It also eliminates expensive communication
for routing and neighbor information maintenance, and
the associated routing latency. Using the concept of
lazy binding, the IGF protocol defers next-hop selec-
tion until the packet forwarding operation actually hap-
pens at a sending node. Lazy binding dramatically re-
duces the chance that packets are forwarded to a node
that fails, moves out of range, or transits to a sleep state,
and also enables the use of recently awakened or newly
arriving nodes.

Compared with other established protocols for sen-
sor and ad-hoc networks (such as GPSR [13], DSR
[10], and LAR [15]), IGF achieves up to a ten-fold in-
crease in delivery ratio and significantly reduces both
end-to-end delay and control overhead. It is therefore a
good protocol to serve as a foundation for secure rout-
ing.

1 IGF deals with network voids by shifting the forwarding sextant
to the side and retrying [1]. SIGF inherits this mechanism, which
we do not discuss further in this paper.

IGF has no routing tables, so it naturally confines
the attacker’s impact to the neighborhood and prevents
attacks such as spoofing, altering, or replacing routing
information. This is a significant advantage over link-
state and distance vector routing protocols, which must
carefully manage updates and route requests to avoid
contamination by attackers.

Unfortunately, a single attacker can completely dis-
rupt routing for all of its neighbors. For example, the
attacker arranges for itself to be chosen as the next-
hop relay simply by sending an immediate CTS mes-
sage upon receiving an ORTS. When the attacker gets
the DATA, it replies with an ACK, but drops the DATA
packet. The packet delivery ratio becomes zero—a sim-
ple attack, but devastating in the local neighborhood.

We designed SIGF to secure routing in the local
neighborhood while preserving the performance and at-
tack containment properties of IGF. Section 4 presents
our secure routing protocol family in detail.

3. Assumptions and Attacks
Routing is an essential service for enabling communi-
cation in sensor networks, and is therefore potentially
the target of many different attacks. First, we identify
our assumptions about the system. We review the gen-
eral classes of attacks on sensor network routing, then
focus on attack mechanisms specific to our protocol in
the next section.

3.1 System Assumptions
We assume that radio links are insecure, i.e., attackers
may eavesdrop on radio transmissions, inject messages,
and record and later replay messages. If an attacker is
able to interact with the routing protocol, it can also
drop messages for which it is responsible. Attackers
possess hardware capabilities similar to that of legiti-
mate nodes, and wireless transmissions use the same
power levels.

All nodes know their own location, and may addi-
tionally know that of their neighbors (in SIGF-1 and
SIGF-2). Nodes know the location of important re-
sources, like base stations, and use it for geographic
routing.

We do not require time synchronization among
nodes. For SIGF-0 and SIGF-1, no shared keys are re-
quired between nodes in the network. SIGF-2 assumes
the presence of pairwise-shared keys in the neighbor-
hood, which may be fulfilled by many different key
distribution schemes in the literature [4, 2, 25]. Nodes
trust their own clocks, measurements, and storage.
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3.2 Routing Attacks
Karlof and Wagner [12] and others [22, 18] have sys-
tematically studied attacks on routing protocols. We
summarize these attacks below, noting whether they are
applicable to IGF (and therefore to SIGF). Then we dis-
cuss those attacks which are not obviously thwarted in
greater detail.
1. Routing state corruption. By spoofing, altering, or

replaying routing information, attackers are able to
create routing loops, attract or redirect network traf-
fic, increase end-to-end delay, etc. IGF keeps no in-
formation, and SIGF keeps only locally generated
information.

2. Wormholes. In this attack, an adversary tunnels mes-
sages received in one part of the network over a low
latency link and replays them elsewhere. Since IGF
chooses the next-hop dynamically, a wormhole does
not cause disruption when it ceases to operate.

3. HELLO floods. An attacker convinces nodes in the
network that the attacker is a neighbor by broadcast-
ing HELLO messages with high energy. As with the
wormhole attack, dynamic routing in IGF prevents
disruption by a HELLO flood.

4. Black holes. In a black hole attack, an adversary or
compromised node lures nearly all the traffic from
a particular area through itself, where the messages
are dropped. We further discuss this attack below.

5. Selective forwarding. Attackers selectively forward
packets instead of faithfully forwarding all received
packets or completely dropping all packets. At one
end of the spectrum, messages are rarely dropped.
At the other end is a black hole attack. We group
this attack with the black hole attack since its mech-
anism is the same and consider its impact on IGF.

6. Sybil attack. In the Sybil attack, a malicious node
behaves as if it were a larger number of nodes by
impersonating other nodes or simply by claiming
false identities. We further discuss this attack below.

7. Denial of Service. Most attacks result in a denial of
service of some sort, but this moniker is usually re-
served for attacks that waste resources or disrupt ser-
vice in a way that far exceeds the effort required of
an attacker. Message amplification and jamming are
general examples. We consider specific mechanisms
for mounting this attack on IGF below.
In an insider attack, a compromised node uses any

means available to legitimate nodes to disrupt the pro-
tocol or perform one of the other specific attacks listed
above. All state, including keys possessed by the node,
may be used by the attacker.

Since IGF keeps no routing tables, it prevents at-
tacks such as state corruption, wormholes, and HELLO
floods. Further, the impact of attacks is limited to the

local area, since routing is fully distributed and inde-
pendent from hop to hop. IGF and SIGF do not trust
neighboring nodes to behave correctly, so they are re-
sistant to attacks from outsiders and insiders alike.

The main attacks available to an adversary are to
create a black hole, pose as multiple identities (Sybil
attack), or disrupt the routing protocol through denial
of service attacks. We describe specific mechanisms for
performing these attacks on IGF in the next sections.
When we describe and evaluate SIGF in Sections 4–5,
we focus particularly on its resilience to these attacks.

3.2.1 Black Hole / Selective Forwarding Attack
Within the local neighborhood, the easiest way for an
attacker to create a black hole is to manage to always
be selected by neighbors as the next hop, whether this
is proper, or not.

In the CTS rushing attack, an attacker exploits the
cooperative nature of IGF’s next-hop selection. When
an Open RTS (ORTS) message is received, neighbors
set timers proportional to their desirability as forward-
ing candidates. The attacker disregards this mechanism
and always replies immediately with a CTS, volunteer-
ing to forward the packet. Once selected as the next
relay, the attacker may modify, totally drop (black hole
attack) or selectively forward the DATA message. This
attack is very effective against IGF, easy to perform,
and requires moderate power consumption, as it is com-
pletely reactive.
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Figure 3. CTS Rushing Attack by A against S.

Figure 3 shows how this attack works. When at-
tacker A overhears an ORTS message, it sends a CTS
message, whether it is in the forwarding area or not.
Other nodes overhear the CTS from the attacker and
abort the protocol. Unsuspecting ORTS senders in the
neighborhood of the attacker always choose to send
their messages into the black hole created by A.

3.2.2 Sybil Attack
In a Sybil attack, an attacker illegitimately claims to
be multiple nodes by sending messages with differ-
ent identities and locations. Its additional identities are
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virtual Sybil nodes. Without cryptographic authentica-
tion, a receiver of a message cannot determine the true
identity of its originator, and does not know how many
of the claimed identities are truly unique. Our founda-
tional routing protocol IGF is vulnerable to Sybil attack
because it does not maintain any neighborhood state
with which to validate the identities.

Identity and Location. A Sybil node can either fab-
ricate a new identity, or steal an identity from a legiti-
mate node [18]. In our experiments, an attacker creates
several Sybil nodes surrounding its true location and
assigns each either a random or fixed location.

Communication. We assume Sybil nodes can com-
municate directly with legitimate nodes in the follow-
ing way. When a legitimate node sends a message to
a Sybil node, the attacker overhears the message. Like-
wise, messages sent from Sybil nodes are actually from
the attacker, but with the proper identity enclosed.

4. DATA

1. ORTS
3. CTS
5. ACK

S A

2. Sybil "Responds"

Figure 4. Node A performs a Sybil attack against S.

Communication with a Sybil node is illustrated in
Figure 4. After receiving an ORTS message, the at-
tacker sends a CTS addressed from one of the Sybil
nodes. Once the Sybil node is selected as the next relay,
the attacker overhears and acknowledges the DATA. It
can then drop, tamper, or forward the DATA in a black
hole or selective forwarding attack.

3.2.3 Denial of Service Attack
The goal of this type of attack is to deny service to
the nearby nodes in a manner that is less intrusive and
costly than jamming. The attacker partially executes
the IGF protocol to cause nearby nodes to waste energy
transmitting messages, waste time waiting on comple-
tion of the protocol, or prematurely abort the protocol.
We describe two specific attacks which cause denial
of service by recording and replaying legitimate mes-
sages.

In an ORTS replay attack, a node captures an over-
heard ORTS message and subsequently replays it re-
peatedly. Each time it is replayed, neighbors of the
attacker respond with CTS messages and wait for data
exchange. The wireless channel cannot be used in this

local neighborhood for legitimate traffic during the
CTS collection window.

In a CTS replay attack, the old CTS message falsely
causes other eligible receivers in IGF to abort the pro-
tocol (cancel their CTS response timers). The ORTS
sender selects an unsuspecting or absent node (the orig-
inator of the captured CTS) as the next hop. The sender
transmits the DATA, wasting energy and channel ca-
pacity, and then must retry or drop the DATA message
when no acknowledgement is forthcoming. A captured
ACK could be replayed by the attacker as well, causing
the sender to believe the transmission was successful.

This attack is less costly to the attacker than an
ORTS replay because it is reactive: the protocol is only
disrupted when a neighbor actually tries to send a mes-
sage.

4. SIGF: Secure IGF
We propose a novel secure routing protocol family,
called Secure IGF (SIGF) which keeps the advantages
of dynamic binding in IGF, yet provides effective de-
fenses against the attacks discussed above. The proto-
cols provide tradeoffs between security and state main-
tenance, and configurability that can be adapted at run-
time.

The configurability of the SIGF protocol family
gives a significant advantage over other more static
routing protocols. Some provide no security, while oth-
ers provide strong guarantees—but at the cost of more
assumptions, computation, and communication. These
higher costs must be borne even when no attacks are
occurring. SIGF protocols can be selected and config-
ured for the security requirements of a particular de-
ployment.

Network planners can select among three classes
of security solutions, grouped by the amount of state
they keep: no state (SIGF-0), locally generated state
(SIGF-1), and pairwise-shared state within the neigh-
borhood (SIGF-2). This choice is currently static, but
in the future will be dynamically adjustable.

SIGF-0 is a stateless protocol that maintains no rout-
ing information, but provides only probabilistic de-
fenses against attack. SIGF-1 keeps limited informa-
tion learned from interactions with neighbors. SIGF-2
uses keys and sequence numbers shared among neigh-
bors to provide cryptographic guarantees in routing.
Each protocol is a subset of the next. That is, SIGF-1
uses mechanisms from SIGF-0, and likewise SIGF-2
uses some from SIGF-1.

The main weakness of a last-instant dynamic bind-
ing approach, as used by IGF, is in the selection of the
next-hop relay. Each of these protocols uses different
means to prevent or minimize the probability of select-
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1 if (include destination)
2 ORTS ← 〈S, Slocation , D,Dlocation ,FwdArea〉
3 else
4 ORTS ← 〈S〉

6 broadcast ORTS message

8 /∗ Every neighbor N receives ORTS message,
and if in FwdArea, sets CTS response
timer proportional to next−hop
desirability , sending CTS = 〈N,Nlocation 〉
upon expiry. ∗/

10 CTS candidates ← ∅
11 while (collection window open)
12 if (CTS received AND Nlocation ∈ FwdArea)
13 add N to CTS candidates

15 choose C ∈ CTS candidates for next hop
16 send DATA to C

Algorithm 1. SIGF-0 next-hop selection for message
from current node S to ultimate destination D.

ing an attacker as the relay, while achieving high packet
delivery rates with low delay and overhead.

In the following sections we present each protocol in
turn.

4.1 SIGF-0: Stateless Secure IGF
SIGF-0 is the basis of the other protocols in the Se-
cure IGF family. Without keeping forwarding history
or information about neighbors, it chooses the next-
hop relay non-deterministically and dynamically. This
lessens, but does not eliminate, the chance of selecting
an attacker in the neighborhood.

The logic for sending a message from source S to
destination D is shown in Algorithm 1. The ORTS mes-
sage (as described in Section 2) is constructed in Lines
1–4 and broadcast to the one-hop neighbors in Line 6.
Neighbors of S that receive the ORTS and which are
in the forwarding area start CTS response timers. Upon
timer expiry, a node sends a CTS response that includes
its own location. In Lines 10–13, node S collects CTS
responses until the collection window closes. Then a
candidate C is chosen among the responders and the
DATA is relayed to node C .

The algorithm is configurable in four dimensions,
each of which is described here. Each is annotated with
the list of options and the line number in Algorithm 1
where it appears.

1. Forwarding Area ∈ {60◦ sextant, closer, whole
neighborhood} Line 2
In the foundational routing protocol IGF, a 60◦

sextant toward the destination is always used as
the forwarding area. This gives some assurance
that CTS responders can overhear each other and
cancel their timers.
In the presence of multiple

O

neighborhood
whole

closer

60  sextantS

neighboring adversaries,
however, this sextant may
not provide enough re-
sponses from which to
select. Low-density deploy-
ments allow attackers to fill
the CTS candidate set to
the exclusion of legitimate
forwarders. SIGF-0 allows the use of larger
forwarding areas, since for a given number of
attackers this increases the probability of selecting
a legitimate node. In addition to the 60◦ sextant,
any node that is closer to the destination than the
sender may respond, or all neighbors may respond.

Performance is affected both by allowing mes-
sages to take longer paths, and by lengthening the
collection window to accomodate greater CTS can-
didates. However, this is offset by the ease with
which multiple attackers may capture forwarding
when the narrower sextant is used. Allowing more
neighbors to be considered in the forwarding area
does not automatically cause worse performance
when there are no attacks, since correct nodes still
respond according to their desirability for forward-
ing (as described in Section 2).

2. Collection Window ∈ {one responder, fixed multi-
ple, dynamically lengthened} Line 11

SIGF-0 collects one or more CTS messages be-
fore choosing the next-hop relay among them. IGF
closes the collection window immediately upon re-
ceiving the first CTS, but this is vulnerable to the
CTS rushing attack presented earlier. The attacker
disregards the correct response delay and responds
first, creating a black hole in the neighborhood. Still,
this option is available in SIGF-0 since it provides
best performance (lowest delay and overhead) when
no attacker is present.

By allowing a longer collection window, SIGF-0
collects more CTS messages before selecting a re-
lay. The ORTS sender waits a fixed amount of time,
storing CTS responses. One is chosen according to
the criteria given in the next part. A fixed-length
window gives predictability and constant cost, and
allows CTS response timers to be scaled a priori to
avoid unnecessary contention during the window. A
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flag is included in the ORTS to prevent CTS respon-
ders from aborting the protocol when another CTS
is overheard.

If not enough CTS responses are received, the
window may optionally be extended dynamically.
At a greater cost in delay, this allows the ORTS
sender to collect enough responses to give better
assurance that an attacker is not chosen.

3. Forwarding Candidate Choice ∈ {first, by prior-
ity, random, multiple} Line 15

Given a set of forwarding candidates collected
during the window (CTS candidates in Algorithm 1),
this parameter determines how one is chosen to be
the next-hop relay. IGF always chooses the first re-
sponder, which is vulnerable to the CTS rushing at-
tack. We allow this option since it is compatible with
IGF and because it is most efficient when no attack-
ers are present.

Selecting by priority means choosing the node
that makes the most progress toward the ultimate
destination of the message. For other protocols, this
is extended to include other criteria. This option has
the advantage of minimizing path dilation when no
attacker is present.

Random selection is robust against a wide va-
riety of attackers, since it does not give credence
to the location information contained in the CTS.
The larger the pool of forwarding candidates, the
less likely that a neighboring attacker performing a
CTS rushing attack or masquerading as a legimitate
node is chosen. Performance suffers, however, since
progress toward the destination is erratic. Compared
with the impact of a black hole attack, this is most
likely an acceptable tradeoff.

More than one candidate may be chosen to re-
lay messages along multiple paths from sender to
receiver. This redundancy lessens the impact of at-
tackers met along the way, though if a fixed number
of attackers is present, the higher cost may be justi-
fied by its effectiveness.

4. Omit Location ∈ {yes, no} Line 1
Even when selecting among multiple responses

in the collection window, an attacker can manipulate
the choice if it is made by priority. Since the ORTS
includes the ultimate destination, an attacker can
fabricate an optimal location for inclusion in its CTS
to maximize its chances of being selected.

An option to omit the source and destination lo-
cations in the ORTS message mitigates this threat.
In this case, the neighbors of S cannot determine
whether they are in the forwarding area, nor how
close they lie to the line SD. Therefore, all neigh-
bors respond by setting timers proportional to their

remaining energy only. The ORTS sender then
chooses the relay according to the previous con-
figuration setting.

When the DATA message is relayed to the se-
lected node, it must contain the destination’s loca-
tion to enable subsequent routing.

Omitting the destination does not eliminate the
threat of a black hole attack, since an adversary
may infer the ultimate destination from a stream of
messages using traffic analysis. We do not consider
that attack in this paper.

Note that during protocol operation, both a sender
and its neighbors (forwarding candidates) retain some
state. It is transient, however, since it need not be re-
tained after the message is relayed. For this reason we
classify SIGF-0 as stateless.

SIGF-0 is compatible with IGF when the forwarding
area is a 60◦ sextant, the collection window is short
enough to contain one response, the first response is
selected, and the destination is included in the ORTS.

The configuration options presented give SIGF-0 ro-
bustness against a black hole caused by CTS rushing.
They are similar enough to IGF to allow a smooth, run-
time transition between option settings, according to
the current attack situation. We are exploring the dy-
namic transition between settings, and between proto-
cols in future work.

4.2 SIGF-1: Local-State Secure IGF
SIGF-1 builds on the capabilities and operation of
SIGF-0, while aiming to further reduce the chances
of selecting an attacker as the next-hop relay. By keep-
ing some limited information about its current state
and statistics of neighbor performance, a node can also
defend against Sybil attacks. This state is summarized
by a per-neighbor reputation value that influences the
choice of forwarding candidates.

Since the state kept is not shared with neighbors,
there is no overhead associated with initialization, syn-
chronization, or repair. By limiting the information to
that which can be verified locally, the protocol avoids
state corruption attacks. Further, neighborhood dynam-
ics due to mobility, failure, or transient communication
are still supported.

We classify state kept in SIGF-1 in three categories:
data about the local node, statistics about neighboring
nodes, and values derived from both together. Each is
presented below.

For the local node, we maintain T , the total number
of messages sent by the node to all neighbors. It is used
to calculate derived values for each neighbor. Nodes
also have a small buffer B in which recently relayed
messages are stored.
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For each neighbor N among those discovered dy-
namically (i.e., neighbor tables are not exchanged),
we keep the following:
1. Nsent = number of messages sent to neighbor N

for forwarding. It is increased by one each time N
is selected as the next-hop relay.

2. Nforward = number of messages forwarded by
neighbor N on this node’s behalf. This is counted
by overhearing a message on its retransmission by
node N to a downstream node, albeit imperfectly
due to collisions and asymmetries.

3. Nlocation = last claimed location of node N in its
CTS message.

4. Ndelay = average delay between relaying a mes-
sage to node N and overhearing the subsequent re-
lay of the same.
After transmitting a message to a neighboring node,

a copy of the message is stored in the message buffer B,
along with a timestamp. If the message is overheard on
its relay to a downstream node, the difference between
the recorded and current times is calculated and the
message is flushed from the buffer. Nforward and Ndelay

are updated as described above. In case the buffer fills
due to message loss or failure to overhear the relay, the
oldest message is replaced and the associated Ndelay is
updated with a fixed maximum delay D.

From the data collected during routing, other values
are derived which combine to determine a node’s repu-
tation. These are also maintained per-neighbor as they
are discovered.
5. Nsuccess = Nforward

Nsent
= forwarding success ratio,

a measure of reliability. Neighbors which always
(verifiably) forward messages achieve high success
ratios. When first discovered and until the neighbor
forwards a message, it is given a neutral initial value
of 0.5.

6. Nfairness = T−Nsent

T
= forwarding fairness ratio,

a measure of the distribution of relay choices among
neighbors. This promotes dispersion of next-hop re-
lay choices among similarly performing neighbors,
and reduces the likelihood of selecting an attacker
even before its misbehavior is detected. Initial value
is 0.5.

7. Nconsistency = a consistency score based on the
variance of neighbor N ’s claimed locations. When
Nlocation changes, the score is decreased additively
to penalize nodes which are either moving con-
stantly or lying about their locations. When the
claimed location remains the same, a small additive
reward is granted, increasing the score. The consis-
tency score saturates so as always to be in the inter-
val [0, 1]. A neutral initial value of 0.5 is assigned.

Parameter Description
α Forwarding success weight
β Forwarding fairness weight
γ Location consistency weight
ζ Forwarding performance weight

Rthreshold Reputation threshold

Table 1. System parameters for SIGF-1 to be deter-
mined statically by the network designer, or dynami-
cally at runtime.

8. Nperformance = D−Ndelay

D
= forwarding perfor-

mance of the neighbor in terms of the maximum de-
lay D, a static system parameter. This favors nodes
which are able to quickly relay messages, due to
light congestion and correct behavior, and penalizes
nodes which are heavily congested or deliberately
delay or drop messages. A neutral initial value of
0.5 is assigned.
Each neighbor is assigned a reputation R comprising

a weighted linear combination of the above computed
values:

R = αNsuccess + βNfairness

+ γNconsistency + ζNperformance (1)

The terms are weighted according to the network de-
signer’s choice, with the limitation that all weights
must sum to unity. All terms and the computed rep-
utation are in the interval [0, 1]. The reputation is not
shared externally; it is used only on the local node for
ranking forwarding candidates.

SIGF-1 allows the weights to be assigned flexibly
so the designer can favor some neighbor properties
over others. The weights may also be adjusted dynam-
ically based on current conditions. For example, a high
weight for forwarding success ratio α may improve
performance during a black hole attack by degrading
attackers’ reputations more quickly. Table 1 summa-
rizes the configuration parameters of SIGF-1.

SIGF-1 builds upon the stateless algorithm and pro-
tocol. All the options described above for SIGF-0 are
still available. The Forwarding Area, Omit Location,
and Collection Window settings are orthogonal, al-
though a window for only one CTS responder does not
provide any real choice of forwarding candidate. The
key interaction is the use of reputation for choosing
among eligible candidates.

A reputation threshold Rthreshold is used to cull un-
desirable relays before applying the Forwarding Can-
didate Choice policy. All responders with reputations
below the threshold are eliminated from consideration.
Then the next-hop is chosen depending on the option
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in use: the first (i.e., earliest) responder, a random re-
sponder, or the responder with highest routing priority
(based on distance to destination, etc.).

The threshold is a system parameter that allows
nodes to avoid wasting energy sending a message to
a neighbor with known poor performance, even if it
claims to be the best route. The tradeoff is that a high
threshold may cause premature routing failure by elim-
inating too many neighbors from consideration. For
this reason, if no responders’ reputations are above
Rthreshold , we select the node with the highest repu-
tation, even if it is a sub-optimal route. This favors
routing success over performance when under attack.

Our experiments show that SIGF-1 effectively de-
fends against the black hole, selective forwarding, and
Sybil attacks when the next hop is selected using repu-
tation. When an attacker drops messages, its reputation
degrades quickly, as desired.

4.3 SIGF-2: Shared-State Secure IGF
Protection against attacks in SIGF-0 and SIGF-1 is
gained by adding nondeterminism to the already dy-
namic forwarding candidate selection. However, some
attacks still result in poor performance, since they go
beyond the protections afforded by probabilistic, fully
decentralized means.

SIGF-2 addresses this limitation by using state that
is shared among neighbors for cryptographic opera-
tions. This provides guarantees for authenticity, con-
fidentiality, integrity, and freshness that some other se-
cure routing protocols provide (discussed in Section 6),
but in the framework of a protocol family that can
also operate without them. It builds upon SIGF-0 and
SIGF-1, and inherits their configuration options.

The state required for use of SIGF-2 is described
below along with the protocol configuration options.
Many key pre-distribution or online key establishment
protocols have been proposed, many of which are suit-
able for supporting this protocol. One example is LEAP
[25], which provides both pairwise-shared keys be-
tween neighbors and neighborhood-shared keys for
broadcast.

Each option is described below, including its shared-
state requirements.

1. Message Authentication ∈ {all messages, only
DATA, none}

Authenticating messages cryptographically en-
sures that they originate from a neighbor with which
a node has pre-shared information. This prevents an
outside attacker from entering the network and be-
ing able to inject arbitrary messages. Using an ap-
propriate key, a message authentication code (MAC)
is computed over the header and payload and is ap-

pended to the message before transmission. Mes-
sage integrity is provided by the same mechanism.

All protocol messages (ORTS, CTS, DATA, ACK)
may be authenticated, or only the DATA portion.
The latter has lower computation and communica-
tion overhead, but does not prevent replay attacks,
but may prevent an attacker from hijacking a proto-
col exchange to insert false data.

Note that message authentication does not pre-
vent compromised nodes from participating in this
or any other protocol. Since they possess all the se-
curity information of the original nodes, they may
send any authenticated messages that the original
nodes could.

CTS, DATA, and ACK authentication uses a
shared key between the ORTS sender and the se-
lected relay. When authenticating the ORTS mes-
sage, a broadcast key must be used that is shared
with all potential forwarding candidates in the neigh-
borhood.

2. Message Sequencing ∈ {yes, no}
When message sequencing is enabled, protocol

messages include a monotonically increasing se-
quence number s. A receiver accepts a message
from neighbor N only if s > Nseq , the highest se-
quence number verifiably received from N . This
ensures that each message is fresh and prevents an
attacker from capturing and replaying old messages.
It requires that Nseq be stored for each neighbor and
updated upon each reception of an authentic mes-
sage.

Message sequencing only provides defense against
replay attacks if authentication is also in use. Oth-
erwise, an attacker can simply change the sequence
number when replaying a message, and it will not
be detected at the receiver.

3. Payload Encryption ∈ {yes, no}
Payload encryption uses a shared key between the

ORTS sender and the selected relay to conceal the
contents of a DATA message from eavesdropping
by attackers. This may also help to thwart traffic
analysis based on semantic contents of messages.

The use of authentication and sequencing in SIGF-2
prevents message injection by outsiders, since they do
not possess the keys to create valid MACs. Attackers
also may not replay ORTS and CTS messages to cause
denial of service from spuriously invoking or aborting
the protocol. Messages with old sequence numbers are
dropped.

SIGF-2 does not by itself prevent compromised
nodes from creating a black hole or other attack de-
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Protocol Approach Corruption Wormhole HELLO flood Black hole Sybil Replay DoS

IGF Dynamic Binding �

√
�

√
�

√
– – –

SIGF-0 Nondeterminism �

√
�

√
�

√
�

√
– –

SIGF-1 Local Reputation �

√
�

√
�

√
�

√
�

√
–

SIGF-2 Cryptography �

√
�

√
�

√
�

√
�

√
�

√

Table 2. Attacks resisted by IGF and SIGF protocols.

scribed in previous sections. It must be layered atop
SIGF-0 and SIGF-1 to retain these defenses.

End-to-end cryptographic protections may be em-
ployed at a higher level in the protocol stack. Such
mechanisms would affect only the payload of the
DATA message transparently to SIGF.

4.4 Discussion and Comparison
SIGF-0 inherits resistance to state corruption, worm-
hole, and HELLO flood attacks. In addition, it provides
robustness against a black hole by CTS rushing. How-
ever, its effectiveness is reduced when an attacker cre-
ates multiple identities and responds to an ORTS with
several CTS messages. Even with random selection
from a large window, this greatly increases the chances
of selecting the attacker.

SIGF-1 adds resistance to a Sybil attack by exploit-
ing locally generated information about neighbors. The
reputation calculation helps to distinguish between the
stable, well-behaved legitimate neighbors and the at-
tackers that lie about locations or do not forward pack-
ets reliably.

An attacker that replays others’ messages can still
mount a denial of service attack. To partially address
this, we allow SIGF-2 to use state that is shared with
its neighbors. Though the overhead is greater, this al-
lows for cryptographic guarantees of authenticity, in-
tegrity, freshness, and confidentiality. It does not pre-
vent flooding-type denial of service attacks, but miti-
gates against attackers using the protocol itself to cause
disruption.

Even for authentic messages in SIGF-2, nodes do
not completely trust neighbors. Methods of SIGF-0 and
SIGF-1 for sampling among multiple candidates and
ranking according to reputation are used to limit the
impact of a compromised node.

Table 2 summarizes which attacks from Section 3
are addressed by the SIGF protocols.

The SIGF family of protocols is designed to provide
several incremental steps between IGF and symmetric-
cryptography-based routing protocols. This gives the
network designer flexibility to choose a protocol stat-
ically based on application security requirements and
available resources. They can also be selected dynam-

ically through control logic that remains for future
work.

SIGF-0 reduces to emulating IGF operation with
the following settings: forwarding in a 60◦ sextant, a
collection window for one CTS, selecting the first one,
and not omitting the destination location.

A node using SIGF-0 can dynamically change to
SIGF-1 if notified by out-of-band means that attackers
are present, or upon detecting degraded performance.
Changing back again is as simple as releasing the state
collected. SIGF-2 requires that keys be shared a priori,
and so may not be available for dynamic selection at
runtime if the network started completely statelessly.
We investigate these issues in future work.

5. Evaluation
To evaluate the performance of our secure routing pro-
tocol, we implementd SIGF in GloMoSim, a wireless
simulator for sensor, ad hoc, and mobile networks. Glo-
MoSim models the communication architecture from
physical-layer bit transmissions, including signal in-
terference and attenuation patterns, up the stack to
application-layer traffic loads. Our system parameters
are listed in Table 3.

Terrain 150 x 150 meters
Number of Nodes 196
Node Placement Grid + N (0, 16) noise
Application CBR streams
Payload Size 32 bytes
Simulation Length 100 packets, 10 runs
Radio Range 40 meters
Radio Bandwidth 200 kb/s

Table 3. GloMoSim simulation parameters.

For our experiments, we configured a terrain of 150
square meters, with 196 sensor nodes having commu-
nication radii of 40 meters. The terrain was subdi-
vided uniformly into 196 cells. A node was placed at
the center of each and then perturbed using a Gaus-
sian distribution with standard deviation of four me-
ters. We limited the duration of the CBR streams to
100 packets to emulate the type of traffic expected in

10



low-bandwidth networks, and to avoid swamping initial
reputation transients with steady-state behavior. Data
shown in the graphs are the mean of ten simulation
runs. Figure 5 shows the final node locations and labels
for the source S, destination D, and attackers A1–4
used in the experiments.
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A4

Figure 5. Locations for 196 nodes in GloMoSim
150x150m field. Nodes are first placed uniformly on
a grid, then perturbed by a N (0, 16) distribution.

We evaluated the performance of SIGF-0, SIGF-1,
and SIGF-2 under six scenarios. In the base system test,
we compare GF [5], DSR [10], IGF, and SIGF without
any attacks. Then we evaluate SIGF under black hole,
selective forwarding, and Sybil attacks. Denial of ser-
vice attacks are considered in the last two experiments.

Configurations used for the experiments that follow
are shown in Table 4. The labels given there are used in
the discussions and legends of figures that follow.

5.1 Base System (No Attacks)
We consider the first set of experiments as a baseline
for comparison. It tests many-to-many constant bit rate
(CBR) traffic flows, which mimic the periodic point-
to-point communication expected in such systems, for
example from an event of interest back to a base station.

Results show that under increasing traffic load, SIGF
modestly increases the overhead from message ex-
change and the end-to-end delay, but maintains high
packet delivery ratios.

From Figure 6(a) we see that GF, IGF, and SIGF
have comparable delivery ratios (90–100%) under light
traffic load. When traffic flow rates increase to more
than 7 packets/second per CBR flow, the network be-
gins to suffer congestion in all protocols except IGF.

Label Configuration details

SIGF-0 or
SIGF-0-priority

60◦ forwarding area, fixed 5 ms
collection window, choose by
priority, include destination

SIGF-0-random
SIGF-0, but with random candi-
date selection

SIGF-1 or
SIGF-1-reputation

SIGF-0 limited to high reputa-
tion neighbors, α = 5

8 , β = 1
8 ,

γ = 1
8 , ζ = 1

8 , Rthreshold = 0.45

SIGF-1-random
SIGF-1, but with random can-
didate selection of nodes above
Rthreshold

SIGF-2
SIGF-0 and SIGF-1 with all
messages authenticated, mes-
sage sequencing, payload en-
cryption

Table 4. Experimental protocol configurations.

Performance in GF degrades along limited intersect-
ing routes, suffering additional congestion caused by
neighbor table update beacons. SIGF suffers conges-
tion since multiple CTS responses are collected by each
ORTS sender. DSR has significant message loss from
its flooded route discovery packets.

IGF saves in communication overhead (shown in
Figure 6(b)) because it does not require beaconing as
in GF. Here the overhead packets are all MAC con-
trol packets including ORTS, CTS and ACK packets.
Under light traffic loads, SIGF has similar communi-
cation overhead as GF, about 15% higher than IGF.
As traffic loads increase, congestion increases the num-
ber of MAC layer collisions in IGF, GF and SIGF, re-
sulting in retransmission attempts that add to the over-
head. In particular, for SIGF the number of CTS pack-
ets increase quickly. DSR has more overhead because
of route discovery packets. Its overhead ultimately di-
minishes because packet loss and the failure of route
discovery packets to return to the source lead to fewer
transmission attempts as messages are dropped early.

Local routing decisions introduce less end-to-end
delay compared with routing protocols that require
complete paths between a source and destination a pri-
ori. Figure 6(c) shows that IGF and SIGF have signifi-
cantly lower end-to-end delay than DSR because DSR
suffers latency awaiting the return of route discovery
packets. This effect becomes less apparent in DSR un-
der heavy traffic because DSR’s low delivery ratio leads
to fewer packets contributing to this metric. Besides
that, we also can see that SIGF causes only a gradual
increase in end-to-end delay (from 59 to 188 ms for
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Figure 6. Baseline performance of routing protocols under increasing CBR traffic load, with no attacks.

SIGF-1) after hitting congestion, even though it col-
lects multiple CTS packets for every ORTS packet.

In summary, IGF has very good performance with-
out attacks—better than GF. The SIGF protocols add
minimal overhead, and though there is little to distin-
guish them in the baseline results, differences become
clear as we add attacks in the next sections.

5.2 Black Hole Attack
To create a black hole, attackers rush their CTS re-
sponses (as described in Section 3.2.1) so that they
are received first by the ORTS sender. If an attacker
is selected as the next hop, it simply drops the packet.
We deal with incorrect locations in the Sybil attack
experiments—here the locations reported are correct.

To eliminate the impact of network congestion, only
a single CBR stream is considered. Node S sends a
stream of packets to node D, shown in Figure 5. One-
hop neighborhoods of S and D, and the direct line
between them are also shown in the figure.

SIGF-0-random and SIGF-0-priority refer to the
configurations shown in Table 4. SIGF-1-random and
SIGF-1-reputation, also detailed in the table, discard
responders whose reputations fall below Rthreshold =
0.45. The former selects among the remaining nodes
randomly, while the latter chooses the remaining node
with the highest routing priority (based on distance,
energy, etc). In both protocols, if no nodes have rep-
utations that exceed the threshold, the node with the
highest reputation is chosen.

We study the effect of the number of attackers and
their locations on the packet delivery ratio in four sce-
narios. Figure 7 shows the performance of IGF and
SIGF, grouped by the particular attack scenario. Re-
sults are nearly identical for CBR flows of 1–10 packets
per second, hence the data shown are for six packets per
second. Error bars in the graph show 95% confidence
intervals on the mean.

In the first scenario, attacker A2 is near the routing
path from source S to destination D (refer to Figure 5).
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Figure 7. Performance under black hole attack scenar-
ios, six pkts/sec CBR flow from S to D.

However, it is not an optimal relay compared with other
nodes, for example A3, which lies closer to the shortest
geographic routing path.

As shown in Figure 7, under a black hole attack the
Packet Delivery Ratio (PDR) of IGF becomes zero—it
is unable to deliver a single packet, since the attacker
is always the first responder. SIGF-0-priority, SIGF-1-
reputation, and SIGF-2 all better than 99% PDR: the
former two protocols do not select attacker A2 since it
is not an optimal choice, while the latter discards inau-
thentic messages. Using the random selection method
in SIGF-0-random and SIGF-1-random degrades per-
formance, since A2 will sometimes be chosen to relay
the message. Still, the PDR is maintained at 50% and
79%, respectively.

In the second scenario, attacker A3 creates a black
hole. From the node distribution, A3 is seen to lie
near the optimal route from S to D. Hence, SIGF-0-
priority performs very poorly, with zero PDR, since
it always selects the attacker as the next-hop relay.
SIGF-1-reputation achieves a very high PDR of 98%,
even though it also selects A3, since the reputation
degrades quickly causing other nodes to be selected
instead.
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The combination of attackers A2 and A4 in the third
scenario shows the cumulative effect of two black holes
along the path from S to D. Since neither attacker is
an optimal relay, SIGF protocols using priority, repu-
tation, or authentication maintain PDR of 100%. Ran-
dom selection in SIGF-0-random suffers most, since
packet loss is incurred at two hops along the path. Per-
formance in SIGF-1-random is unchanged at 73%, in-
dicating that the attackers’ reputations eventually de-
grade below Rthreshold and so cease to be among the
neighbors chosen at random to relay.

Finally, attackers A1 and A3 in scenario four are
both optimal relays. Performance degrades for the ran-
domized and reputation-based protocols only slightly,
since the attackers’ reputations degrade to allow other
nodes to be selected more frequently.

We note that unlike the other protocols, results for
SIGF-2 assume an outsider is performing the black hole
attack. In an attack by a compromised node, messages
are not authentic, and the protocol therefore performs
as SIGF-1-reputation does—which is nearly as good.

In summary, SIGF protocols continue to deliver
packets successfully when neighbors perform black
hole attacks. Success rates vary depending on the
amount of state and mechanisms used: SIGF-0 pro-
vides some defense with low PDRs (0–43%), SIGF-1
achieves moderate PDRs (70–99%), and SIGF-2 pro-
vides the best performance (100%).

5.3 Selective Forwarding Attack
If an attacker drops all messages completely, as in the
black hole attack, it runs the risk that neighboring nodes
can quickly conclude that an attack is under way and
use other routes to avoid the attacker. It is more diffi-
cult to detect the attack if messages are selectively sup-
pressed [12].

In this experiment, node A3 lies on the path of mes-
sages from S to D and mounts a selective forwarding
attack. In Figure 8, successful packet delivery is plotted
against an increasing packet drop ratio by the attacker.
Error bars show 95% confidence intervals on the mean.

From zero to 100% dropped packets, IGF and SIGF-0-
priority decline linearly from 100% to zero PDR. The
randomized protocols, SIGF-0-random and SIGF-1-
random, show greater robustness, but still decline to
43% and 76%, respectively. The latter levels off due
to its limited use of reputation. Delivery success for
SIGF-1-reputation dips to 82% when the attacker drops
30% of packets, but improves thereafter since the
packet loss is sufficient to degrade A3’s reputation with
its neighbors. Despite 50% dropped packets, SIGF-1-
reputation has recovered to 96% PDR. SIGF-2 discards
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Figure 8. Performance under selective forwarding at-
tack by A3 for increasing packet drop ratios.

all inauthentic messages, reliably achieving a 100%
PDR.

Here we clearly see the ability of SIGF-1-reputation
to adapt to worsening attacks, using history to learn
to avoid unproductive neighbors. All the SIGF proto-
cols react smoothly, without discontinuities or phase
changes that may lead to unpredictable runtime behav-
ior.

5.4 Sybil Attack
Now we evaluate our secure routing protocol under
a Sybil attack by node A3. Figures 9–11 show the
experimental results from the different scenarios we
describe.

In the first scenario, attacker A3 creates six Sybil
nodes randomly located about itself in a circle with a
radius of the radio transmission range, the Sybil distri-
bution radius. Each virtual node performs a black hole
attack when the attacker receives an ORTS message.
The locations of its virtual nodes are fixed to improve
their reputations, since location inconsistency is penal-
ized according to weight γ in Equation 1.
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Figure 9. Performance under Sybil attack by A3, with
six fixed-location virtual nodes.

Despite the Sybil black hole attack, SIGF-2 and
SIGF-1-reputation achieve high packet delivery ratios,
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as shown in Figure 9. In SIGF-2, the attacker and its
virtual Sybil nodes fail authentication, hence PDR is
near 100%. In SIGF-1-reputation, Sybil nodes’ reputa-
tions degrade quickly because they drop or modify the
packets, resulting in a PDR of about 84%. Random-
ized protocols fare worse, but still achieve 26% and
35% PDRs. Overall, delivery ratios are less than in the
single-node black hole attacks (Section 5.2) due both
to more attackers and to network congestion caused by
the Sybil neighbors.
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Figure 10. Performance under Sybil attack by A3,
with increasing number of virtual nodes.

When the number of virtual Sybil nodes increases,
the delivery ratio is reduced because a Sybil node is
more likely to be chosen as the next-hop relay. In the
second scenario we simulated an increasing number of
fake Sybil nodes to determine their impact on perfor-
mance. Figure 10 shows the results. Although delivery
ratios decline overall as the attacker uses more Sybil
nodes, SIGF-1-reputation stabilizes for more than four
Sybil nodes at about 80% PDR.

An attacker can maximize the impact of its virtual
Sybil nodes by “locating” them entirely within the for-
warding area of a nearby message stream, if possible.
In the last scenario, we examine the delivery ratio for
increasing Sybil distribution radii.

When the Sybil distribution radius is small, the at-
tack is more effective if the attacker is close to the opti-
mal forwarding path for a message stream. Such is the
case here, in which A3 is the Sybil attacker. We ob-
serve a clustered PDR of about 30–34% for all but IGF
and SIGF-2 (see Figure 11). Larger radii decrease the
attack’s effectiveness (PDR improves to 58% or better)
since fewer virtual Sybil nodes are in contention for re-
laying. These effects would be opposite for an attacker
farther away from a message stream.

Together, these scenarios show that SIGF-0 and
SIGF-1 can defend against Sybil attacks without re-
quiring the initialization, synchronization, and state
maintenance overhead of SIGF-2’s use of authentica-
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Figure 11. Performance under Sybil attack by A3,
when virtual nodes are distributed in circles of increas-
ing radii.

tion. Although performance is best for SIGF-2, this
may pose an acceptable tradeoff if the threat of Sybil
attacks is low.

5.5 ORTS Replay DoS Attack
An attacker may capture and replay an ORTS message
to cause a denial of service attack. For each ORTS
message, this monopolizes the channel which may not
be used except for collection of CTS messages from
neighboring nodes.

In this experiment, node A3 replays an old ORTS
message every 100 ms while messages are in transit
between S and D. Figure 12 shows that IGF, SIGF-0,
and SIGF-1 are unable to defend against the attack,
with less than 8% PDR in all cases. The congestion
caused by the attacker’s denial of service causes almost
all packets to be dropped in the neighborhood of the
attacker.

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

 1  2  3  4  5  6  7  8  9  10

P
ac

ke
t D

el
iv

er
y 

R
at

io

Traffic (pkt/sec per CBR flow)

IGF
SIGF-0
SIGF-1
SIGF-2

Figure 12. Performance under ORTS Replay attack by
A3, which replays an old ORTS every 100 ms.

Only SIGF-2 can determine that the message is
inauthentic by examining the sequence number con-
tained in it. The congestion causes a mere 10% loss of
PDR. As with many denial of service attacks [22], de-
fense against the ORTS Replay is difficult without the
stronger guarantees of SIGF-2.
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Figure 13. Performance for CTS Replay attack by A3.

5.6 CTS Replay DoS Attack
In a CTS Replay attack, a node attempts to disrupt for-
warding by causing other nodes to abort the protocol
early. Or, the attacker may attempt to damage the repu-
tation of a neighboring node by replaying old CTS mes-
sages, even if the neighbor is not currently responding.

In this experiment, for each ORTS message node A3
replays a legitimate CTS overheard from a neighbor.
Figure 13 shows that this attack is much less damaging
than the previous. Although IGF and SIGF-0-priority
are fooled, SIGF-2 and SIGF-1-reputation are not. In
between are the protocols that select relays randomly.
These suffer from the attack, but still allow 42% or 71%
of messages to be delivered.

6. Related Work
Although many secure routing protocols have been de-
veloped for ad-hoc networks, these are not directly ap-
plicable for several reasons. Some protocols (ARAN
[21], SAODV [23], et al. [24, 16]) use public-key cryp-
tography, which is not considered to be memory and
energy efficient enough for frequent use in sensor net-
works. Recent implementations of elliptic-curve algo-
rithms on sensor devices may allow for their infrequent
use, but symmetric cryptography-based algorithms are
still desirable for their greater efficiency [17].

Some protocols use symmetric cryptography or
hashing, but require maintenance of routing tables by
online distance-vector algorithms (SEAD [7]) or on-
demand multi-hop route discovery and caching (Ari-
adne [8], SRP [19]). For large-scale networks, this re-
quires non-trivial consumption of memory and energy
for the storage and update of routes to remote nodes. It
also increases the “surface area” for security attacks.

Other work (e.g., SPINS [20], TinySec [11]) pro-
vides secure channels for use by otherwise unsecured
protocols. They may be used to establish basic shortest-
path routing trees (as described in SPINS), but are in-
adequate defenses when nodes are compromised.

INSENS [3] is designed to tolerate node compro-
mise and uses a variety of efficient mechanisms to es-
tablish routing. However, it is limited to routing up-
stream messages from nodes to base stations, using
centralized topology collection and route computation.

Rather than maintain routing tables, SIGF chooses
the next hop dynamically and non-deterministically.
This contains the effect of compromise to a local neigh-
borhood, increases robustness to node mobility and
failure, and spreads energy drain more evenly across
neighbors. Even without using symmetric cryptogra-
phy, SIGF-0 and SIGF-1 achieve good performance un-
der the attacks discussed in Section 3.

In addition to plain geographic forwarding (GF) [5]
and IGF [1], on which SIGF is based, other geography-
based routing algorithms have been proposed. GPSR
and descendents [13, 14] extend GF to route around
voids by traversing faces of a planar subgraph until
greedy forwarding can resume. SIGF inherits a mech-
anism from IGF for handling forwarding failure, and
many of the other techniques that have been proposed
could be applied in the local or shared state contexts.
ZRP [6] divides the network into variably-sized zones
and allows different algorithms for intra- and inter-zone
routing. These protocols are lightweight and efficient,
but do not consider security.

7. Conclusion
We have presented SIGF (Secure Implicit Geographic
Forwarding), a secure routing protocol family for wire-
less sensor networks that builds atop the inherently
attack-containing, dynamic binding of IGF. Rather than
maintain routing tables, SIGF chooses the next hop
dynamically and non-deterministically. This contains
the effect of compromise to a local neighborhood, in-
creases robustness to node mobility and failure, and
spreads energy drain more evenly across neighbors.

SIGF-0 keeps no state, but uses probabilistic means
to avoid selecting an attacker for routing. SIGF-1 adds
locally maintained reputations for dynamically dis-
covered neighbors, using them to select well-behaved
relays. SIGF-2 adds more traditional sequencing and
cryptographic mechanisms for authentication, but at
the greatest cost of resources.

We evaluated SIGF without attacks for base per-
formance, and with black hole, selective forwarding,
Sybil, and denial of service attacks. We showed that
even without using symmetric cryptography, SIGF-0
is able to defend against many attacks with no state,
and SIGF-1 achieves high PDRs by maintaining rep-
utations of neighbors. This allows efficient operation
when no attacks are present, and good enough security
when they are.
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Abstract— Sensing events from dynamic environments are
normally asynchronous and non-repeatable. This lack of repeata-
bility makes it particularly difficult to statistically evaluate the
performance of sensor network applications. Hence, it is essential
to have the capability to capture and replay sensing events,
providing a basis not only for system evaluation, but also for
realistic protocol comparison and parameter tuning. To achieve
that, we design and implement EnviroLog, a distributed service
that improves repeatability of experimental testing of sensor
networks via asynchronous event recording and replay. To use
EnviroLog, an application programmer needs only to specify two
types of simple annotations to the source code. Automatically,
the preprocessor embeds EnviroLog into any desired level of an
event-driven architecture. It records all events generated by lower
layers and can replay them later to upper layers on demand.
We validate the accuracy and performance of recording and
replay through a set of microbenchmarks, using the latest XSM
platforms. We further demonstrate the strength of EnviroLog in
system tuning and performance evaluation for sensor network
applications in an outdoor environment with 37 XSMs.

I. INTRODUCTION

With the increase in maturity of sensor networks research
and with recent solutions to several practical systems and de-
ployment problems, sensor network applications are entering
the real world. Representative experiences of such evolution
are documented in recent literature such as military surveil-
lance [7] [19], habitat monitoring [13] [12], and environmental
monitoring [23] [2], just to name a few. Quite different from
controlled lab settings, physical environments introduce a high
degree of uncertainty that makes it hard to conduct repro-
ducible experiments. Consequently it is hard for researchers
to obtain statistically consistent empirical results. With the
growing number of applications developed and deployed, there
is an increasing need for tools and services to assist with
system evaluation and debugging, as well as with performance
tuning of applications in outdoor environments.

To address this issue, we propose EnviroLog, a tool to im-
prove repeatability of experimental testing of distributed event-
driven sensor network applications. Unlike time-driven appli-
cations, such as periodic sampling of environmental condi-
tions, the state of event-driven systems can change depending
on the particular sequence of events received and their timing.

The work reported in this paper was supported in part by the National
Science Foundation grants EHS-0208769, CSR-0509233, and NETS-0435060,
and by MURI grant N00014-01-1-0576.
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Matters such as tuning protocol parameters for particular event
scenarios or comparing performance of different protocols typ-
ically require the same distributed event traces to be replayed
(e.g., to ensure a common basis for comparison). To address
this requirement, we provide an event recording and replay
service that can capture and reproduce distributed events on
demand. The service provides the abstraction of a completely
repeatable environment as observed by the sensory subsystem
for the sake of experimental testing. Communication properties
remain stochastic. Hence, a separation is achieved between the
effects of communication non-determinism and the effects of
environmental non-repeatability in the study of sensor network
protocols. The service is especially valuable in the study of
rare, unsafe, or hard-to-reproduce events such as the motion
of tracked animals through a sensor field.

Our service is geared for the final stages of testing, typically
performed in-field, where the effects of environmental realities
can be studied. Early testing can use simulators that may be
good for initial debugging since they allow fully controlled and
repeatable experiments to be conducted. However, simulators
are notoriously inaccurate when it comes to sensor network
applications, since: (i) certain practical issues (e.g., the dis-
tribution of radio irregularity) are not adequately captured
in most available simulators, resulting in large discrepancies
between simulation results and empirical measurements, and
(ii) simulators do not faithfully mimic environmental event
signatures which affects the performance of sensor network
applications. The problem is especially severe in event-driven
architectures, where application behavior is more sensitive to
the sequence, timing, and parameters of events received.

In addition to improving the repeatability of field testing,
our service significantly reduces experimentation cost. In the
absence of a recording and replay service, the investigators
would have to either physically reproduce or passively wait
for environmental events of interest, which entails additional
costs. For example, the authors of [7] have developed a
surveillance system that tracks persons and vehicles in the
field. The need for walking or driving through the field
hundreds of times while tuning an array of protocol parameters
has proved to be a major practical impediment imposing a
significant limitation on the rate at which experiments could
be conducted in practice. EnviroLog, the asynchronous event
recording and replay service described in this paper, provides
a comprehensive solution to this problem.

Most sensor platforms employ flash memory for persistent



storage. For example, Mica, Mica2, Mica2Dot [15] and XSM
[17] hardware platforms incorporate 128 KB internal flash
for code storage and 512 KB external flash for other usage.
EnviroLog logs environmental events into such persistent
storage devices. Later on, in replay mode, EnviroLog replaces
environmental inputs with retrieved logs and re-issues the
logged events in their original time sequence as asynchronous
inputs. In addition to environmental events, EnviroLog can
also log system runtime status for future analysis by recording
selected variable values at runtime as specified by the program-
mer using simple annotations.

EnviroLog has two unique features. First, EnviroLog can
operate at any layer of an application. In other words, events
recorded and replayed by EnviroLog are not limited to direct
reflection of environmental events such as raw sensory read-
ings. They can be any system-level events. This characteristic
of EnviroLog enables the debugging or tuning of any specific
layer using controlled and repeatable inputs from lower layers
in an event-driven system. Second, EnviroLog provided a
very friendly user interface. Users only need to add simple
annotations before events or variables to be logged. Applica-
tions with EnviroLog annotations can be compiled either into
production code that ignores all EnviroLog annotations or into
development code that allows on-demand recording and replay.

The potential uses of EnviroLog include (i) in-field de-
bugging and performance tuning of specific parameters of
an application, (ii) collecting statistical results from a large
number of repeated experiments, and (iii) generating traces
for mixed simulation environments that accept experimental
measurements as inputs.

The remainder of the paper is organized as follows. Section
II reviews related work. Section III describes the design goals
and system architecture for EnviroLog. Section IV describes
the implementation details. Section V evaluates EnviroLog,
using XSM platforms, through a series of in-field experiments
based on several sample applications provided by TinyOS [8]
and a surveillance system [7] built upon TinyOS. Section VI
concludes the paper.

II. RELATED WORK

In recent years, sensor network researchers have proposed
several tools and middleware that aid the debugging and
evaluation of sensor network applications. Generally, they
can be divided into four categories: simulators, emulators,
test-beds and services. The section compares EnviroLog with
related work in each of these categories.

Simulators are popular tools in debugging and evaluation of
sensor network applications since they don’t usually require
the deployment of sensor hardware. NS-2 [16], GloMoSim
[24] and TOSSIM [11] are good examples. NS-2 is a discrete
event simulator supporting various networking protocols over
wired and wireless networks. GloMoSim focuses more on
mobile, wireless networks. It allows comparison of multiple
protocols at a given layer. TOSSIM is a simulator especially
designed for TinyOS applications, which provides scalable
simulations of sensor network software. Current simulators,

however, do not adequately capture the real behavior of sensor
networks. This is due to the difficulty in modeling practical
imperfections such as radio irregularity as well as due to the
lack of good models of environmental inputs. The ability of
EnviroLog to record environmental events can presumably be
utilized to improve these tools by importing recorded event
data to simulate environmental inputs.

Another category of debugging and performance evaluation
tools in sensor networks is emulators that mimic sensor devices
either in software or hardware. AVR JTAG ICE [1], a real
time in-circuit emulator, is a good representative of hardware
emulators. It uses the JTAG interface to enable a user to do
real-time emulation of the microcontroller of sensor devices.
A drawback of such in-circuit emulators is that they have to
be physically connected to emulated devices, which causes
logistical difficulties in conducting experiments especially for
large-scale applications covering a wide field. Atemu [18] is
a software emulator for AVR-processor-based systems that
emulates AVR processors as well as other peripheral devices
on the MICA2 platform. Like TOSSIM, Atemu also sim-
ulates wireless communication. Such software emulators do
not introduce the logistical difficulties exhibited in hardware
emulators, but they are usually less realistic in reproducing
network behavior.

The final stages of debugging and performance tuning
typically use actual testbeds to evaluate sensor network appli-
cations. For example, Motelab [22] is a public testbed using
MICA2 platforms, which allows users to upload executables
and receive execution results via the Internet. Kansei [20]
is another testbed. It employs XSM, MICA2, and Stargate
platforms. EmStar [5] is a combination of emulators and
testbeds for Linux-based sensor network applications, which
runs applications using either a modeled radio channel or the
channel of real nodes. EmTOS [6] extends EmStar to run
TinyOS applications by compiling them into EmStar binaries.
These testbeds ease the development and evaluation a lot
without requiring full-scale deployment. However, they do not
focus on repeatability of environmental inputs like EnviroLog
does.

We categorize all other software facilitating field tests of
sensor network applications as services. EnviroLog belongs to
this category. Monitoring tools such as Message Center [21]
aid field tests by capturing messages in the air, filtering and
displaying them to users. Closest to EnviroLog is TOSHILT
[10], a middleware for hardware-in-the-loop testing. TOSHILT
defines emulated stimuli to replace the real environmental
events, so that applications can be evaluated repeatedly before
the final deployment. Since TOSHILT uses synthetic and
parametric event profiles, the detail of accuracy is less than
what can be captured by EnviroLog. In addition, TOSHILT
doesn’t provide abstractions similar to EnviroLog annotations
to ease the integration of the middleware into user applications.
All these difference make EnviroLog unique. In the following,
EnviroLog is described in more detail.
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III. DESIGN

The major goal of EnviroLog is to enable experimental
repeatability by recording and replaying environmental in-
puts. From a program’s view, such inputs are essentially
data streams that are transformed by each module of the
program until they reach the modules at the topmost layer
and become outputs. If we log the data stream generated by a
module during the occurrence of an environmental event, and
regenerate the same data stream later, from the perspective of
the modules that consume the data, the environmental event
is repeating itself.

EnviroLog makes the assumption that data is transferred
from one module to another module only through function
calls and their parameters. This assumption conforms to the
event-driven sensor acquisition convention of TinyOS, where
sensory data is usually obtained through asynchronous events
(defined as a type of function calls in TinyOS) with parameters
containing the data. Based on this assumption, the desired data
stream generated by a module can be recorded by logging all
its issued function calls and their parameters. That founds the
main idea that EnviroLog is built upon.

Users of EnviroLog, through user interfaces, designate the
modules that provide the data stream. These modules are
called log modules. The modules that directly or indirectly
consume the logged data stream are called target modules. As
depicted in Figure 1, during the record stage, EnviroLog logs
all function calls issued by the log modules into persistent
storage devices such as a flash. During the replay stage, log
modules are disabled. Instead, EnviroLog issues the previously
recorded function calls at the right time and in the right
sequence as recorded. Based on this main idea, the following
subsections discuss the design of EnviroLog in more detail.

A. Design Goals

The design goals of EnviroLog are:
• Effectiveness: Effectiveness of EnviroLog is measured

by its ability to perform: (i) accurate event record and
event replay, and (ii) reliable runtime status record and
retrieve.

• Efficiency: In sensor platforms, resource constraints (on
both CPU and memory) are significant which makes it
critical to use resources efficiently. EnviroLog is designed
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Fig. 2. System architecture of EnviroLog

with efficiency in mind so that it can be applied to
complex applications that consume a significant fraction
of available resources.

• Simplicity: As a tool aimed to simplify the life of
sensor network programmers, EnviroLog must be easy
to use. In other words, simple user interfaces should
be provided. Experiences tell us that simple tools tend
to gain more popularity and persist longer while more
complex tools sometimes run into usability barriers and
become deserted.

• Flexibility: There are always tradeoffs between perfor-
mance and overhead. Since EnviroLog cannot achieve
optimal performance and minimum overhead at the same
time, it should allow users to flexibly select their specific
performance requirements (e.g., high logging throughput)
at the expense of incurring a corresponding overhead.
EnviroLog should also be flexible enough to allow users
to record and replay any application behavior not limited
to direct inputs of environmental events.

The above design goals provide guidelines throughout the
design and implementation of EnviroLog.

B. System Architecture

Figure 2 illustrates the architecture of EnviroLog. Users
indicate the set of events and variables to be recorded by
inserting special annotations, called EnviroLog annotations,
into applications. EnviroLog annotations are essentially the
user interface of EnviroLog. Annotated applications are then
processed by a preprocessor that translates EnviroLog annota-
tions into real code, and, based on the annotations, integrates
only the necessary modules from a code repository into
the applications. The preprocessor and the code repository
constitute EnviroLog services. As a result of the processing,
application code is given the ability to record and replay
specified events and to record and retrieve specified variable
values that represent runtime status.

C. User Interface

Our design goal of simplicity calls for an easy user interface
through which users are able to express the desired function-
ality of EnviroLog in a simple and intuitive manner.

The user specifies two main issues: asynchronous environ-
mental event record and replay, and runtime status record



and retrieve. The user interface design for the latter is easier
since runtime status can be interpreted as values of variables
at runtime. Such variables are simply annotated for logging.
The former one is more complicated. As stated in the be-
ginning of this section, EnviroLog supports environmental
event record and replay by logging and regenerating data
streams originating from environmental events. Since these
data streams are transferred between modules through function
calls and their parameters in most embedded systems such as
TinyOS, we can log the behavior of a module by recording all
issued function calls. Therefore, the only action an EnviroLog
user is required to take is to specify a set of data-providing
modules whose output data streams (issued function calls)
are to be logged. The preprocessor takes the responsibility
of enumerating function calls within the annotated modules
and using APIs to log and replay each of them. To be more
flexible, instead of specifying entire modules, advanced users
are allowed to specify the exact function calls to be logged
within a module.

Different from most services that usually provide function
call APIs, EnviroLog provides EnviroLog annotations as the
user interface. Table I lists the basic set of EnviroLog anno-
tations.

The special characteristics of this user interface are:
1) EnviroLog annotations are simple to use. Users only need

to insert annotations before function calls without worrying
about details such as how these function calls are recorded,
what data structures are used, and how and when to re-execute
them when replaying. The preprocessor takes the responsibility
to automatically generate code and integrate modules from the
code depository to handle these details.

2) EnviroLog annotations take the form of comments that
are ignored by the regular language compiler. This allows
users to freely switch between original applications without
EnviroLog integrated and EnviroLog-augmented applications.
Annotated applications, when directly compiled, generate exe-
cutables that do not include EnviroLog support. Alternatively,
if they are processed by the EnviroLog preprocessor before
compiling, the resulting executables are able to record and
replay/retrieve the specified set of function calls and variable
values based on user annotations.

To log environmental events, one option is to log the inputs
of sensor drivers. However, users may focus on the evaluation
and tuning of a specific layer higher than the layer of sensor
drivers, thus requiring repeatable inputs to this layer. To fulfill
such requirements, EnviroLog allows users to use EnviroLog
annotations at any layer to enable repeatable input to that
specific layer without interference from lower layers.

Though EnviroLog is geared for recording and replaying
events of interest, it is also possible to choose whether to
record the radio channel conditions using the user interface.
If function calls to send messages or to cause the sending of
messages are logged, the channel conditions are not captured
and might be different between record and replay, depending
mostly on the environment. Alternatively, if the programmers
choose to log function calls that handle the reception of mes-

sages, the delivery of messages and their sequence should be
the same between record and replay, no matter how the radio
conditions change in reality. However, repeating the channel
conditions is not always desired since in most experimental
scenarios it is valuable to investigate how variances in channel
conditions affect system behavior given the same sensory
inputs.

D. Preprocessor

The simple user interface is supported by the preprocessor,
which takes applications with EnviroLog annotations as input
and outputs applications with EnviroLog code incorporated.
The functionality of the preprocessor includes:
• Enumerating function calls and variables to be logged

and assigning unique IDs, called log IDs, to them;
• Translating EnviroLog annotations into code that per-

forms three functions. It defines the data structures for
function parameters. It uses APIs provided by the record
and replay module to record log IDs together with func-
tion parameters or variable values at the record stage.
Finally, it re-executes at the replay stage the function calls
upon the reception of logs from the record and replay
module;

• Selecting necessary modules from the code repository and
integrating them into applications.

To enhance robustness, logged data must be consistent with
the current application during replay. Replaying data to the
wrong application is not meaningful. A simple approach to
ensure consistency is to use an ID, called the application fam-
ily ID (or application ID for short) to denote the application
tuned or the class of applications compared. The ID is logged
as metadata at the record stage and is verified before replay.
This ID is either specified by the application programmer
who has the knowledge of which applications belong in the
same family, or, if not specified, automatically created by the
preprocessor by hashing the set of logged function calls into an
application ID. The former solution allows for more flexibility
while leaving the responsibility of ensuring consistency to
the programmer. In the latter case, the same ID is generated
as long as users don’t change the set of function calls to
be logged. This approach ensures consistency between logs
and applications, making application IDs transparent to users
since they are automatically handled by the preprocessor. Note
that, both solutions enable repeatable environmental input to
different application versions. Both the log modules and the
target modules can be different between record and replay
stage as long as data interfaces (in other words, the set of
logged function calls) between them are the same.

Another challenge is to ensure complete and consistent
replay, which means that:
• System outputs should be exactly the same during the

record stage and replay stage, as long as target modules
are not changed.

• Changes to target modules for purposes such as perfor-
mance tuning should not affect data streams output by log



TABLE I
ENVIROLOG ANNOTATION LIST

Purpose Annotation Usage Functionality
For event record and
replay

/*LOG MODULE*/ Insert the annotation in the beginning of
the implementation of a module

To record all function calls issued in the
module for future replay

/*LOG FUNCTION*/ Insert the annotation before a clause that
makes a function call

To record the function call for future
replay

For system status
record and retrieve

/*LOG VARIABLE: vari-
able name*/

Insert the annotation with specified vari-
able name at a position within scope of
the variable

To record current value of the variable
for future retrieve

modules. If the target modules can affect the behavior of
log modules, EnviroLog design may be unrealizable. For
example, if power management services can dynamically
select a subset of nodes and turn them off, a situation can
arise where a node is turned off during the record stage
but turned on during the replay. It is obviously impossible
to decide on the correct value to be replayed since none
was recorded. Another example is when a different (e.g.,
faster) sensor sampling rate is set by target modules
during replay. Since data was recorded at a different
rate, the information to be replayed is not available in
the log. Both of the aforementioned cases are hard to
accommodate, and are therefore not allowed.

With the prior guarantee that the two special cases above
don’t exist in a given application, the preprocessor can provide
some consistency checks. To enable these checks, in addition
to the set of log modules (L), users are required to specify the
set of modules (I) that directly interact with the environment
(e.g., senor drivers) and the set of modules (O) that provide
system outputs (e.g., modules reporting final decisions to base
stations). If one module u issues one or more function calls to
another module v, we denote this relationship as u → v. To
formalize the initial check procedure, we further define that i
represents system inputs, o represents system outputs and M
represents the set of all application modules. Based on user
inputs (L, I , O) and definitions (i, o, M ), the preprocessor
abstracts the application into a directed graph G = (V,E),
where:

V = {u | u ∈ M} ∪ {i} ∪ {o}
E = {(u, v) | (u, v ∈ M ∧ u → v) ∨ (u = i ∧ v ∈ I)

∨(u ∈ O ∧ v = o)}
Given the set of log modules (L) specified by the user and
the calling graph G, the consistency check is done first by
removing all edges that originate from vertices representing
these log modules from the graph, which forms a new graph
G′ = (V ′, E′), where:

V ′ = V
E′ = E − {(u, v) | u ∈ L}

If G′ doesn’t contain a directed path from i to o, the log
module set is guaranteed to provide complete and consistent
replay; otherwise, it may not be true.

Figure 3 gives an example to show more concretely the
consistency check algorithm. Assume the application contains
four modules, M1 through M4. Module M1 directly consumes
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Fig. 3. Examples of consistency checks

environmental inputs and issues function calls to M2 and
M3. Both M2 and M3 further issue function calls to M4.
Finally, M4 produces system outputs. The preprocessor builds
the calling graph between application modules, adds output o
and input i as virtual modules, connects input i to modules
that directly consume environmental inputs (M1), and connects
modules producing system outputs (M4) to output o. The result
is the directed graph shown on the left rectangle of Figure
3. According to the algorithm, for each logged module, we
then remove its outgoing edges from the graph. If the resulted
graph doesn’t contain any directed path from input i to output
o, complete and consistent replay is guaranteed. As shown in
the middle rectangle, logging of M1 or logging of M2 and M3

ensures complete and consistent replay since no path exists
from input i to output o. However, if only M2 is logged, as
shown in the right rectangle, a directed path traversing M1, M3

and M4 exists between input i and output o, which fails in the
consistency check and warns against a potentially incomplete
or inconsistent replay.

Note that passing the initial checks is a sufficient, but
not necessary condition for a complete and consistent replay
guarantee, since not all function calls are issued due to
environmental events. Thus, a directed path from i to o does
not necessarily indicate that system outputs will indeed be
affected by environmental inputs.

E. Stage Controller

EnviroLog needs runtime facilities to control (during execu-
tion) when to record environmental events or system status and
when to replay events as well as to retrieve recorded system
status. For this purpose, we provide the stage controller to
interact with users during runtime, employing a client/server



architecture. The server node, connected to a PC, receives
commands from users through a command-line interface or
GUI and disseminates them to client nodes. Upon the reception
of commands, client nodes execute corresponding code for
commands immediately or at a requested future time.

Each command must include a command name and a
stage name. Command names include start, stop, pause and
continue. Stage names can be record, replay or retrieve. The
time period between the start of a stage and the stop of that
stage is called a run. Other optional parameters in a command
include a replay speed for the replay stage to request that
logged events be replayed n times faster or slower than their
original rate. For a retrieve stage, variable names and/or node
IDs can be specified to denote the name of a variable whose
recorded values and timestamps in the specified node are to
be retrieved. Any stage can also specify a run ID to select the
logs for the particular run the command will operate on.

To provide accurate replay for applications involving mul-
tiple nodes, one critical factor is that they have to be syn-
chronized. In other words, these nodes have to execute the
same command at the same time. If the same command
is always delivered to all nodes at the same time, we can
simply program nodes to execute the command right after its
reception without worrying about synchronization. However,
the assumption doesn’t hold for multi-hop applications or
single-hop applications with lossy links. We solve the problem
by proposing two-phase command execution, which makes
use of time synchronization and system-wide broadcast. When
issuing commands, users are required to provide a future time
as a command parameter, which specifies when the command
is to be executed. Then, in the first phase, the command and
synchronization beacons originated from the server node are
propagated across the entire network to synchronize clocks
of client nodes as well as to broadcast the command. When
the specified future time comes, client nodes enter the second
phase simultaneously to execute the command. Two-phase
command execution is costly because of its time synchro-
nization service and repeated system-wide broadcast. To be
flexible, advanced users are allowed to configure the stage
controller into its lightweight single-hop version as well as a
version with two-phase command execution support.

Researchers on time synchronization [14] for current hard-
ware platforms have observed a significant variance in clock
frequency due to the instability of the used crystals. Although
mechanisms like linear regression are able to compensate
for clock drifts in the short term (e.g., within 30 seconds),
periodic re-synchronization through messages is inevitable for
long-term experiments to keep the error to the microsecond
range. As a result, long experiments tend to introduce more
inaccuracy if using two-phase command execution. In such a
case, an alternative solution would be to keep the time syn-
chronization service on throughout the two phases assuming
that re-synchronization messages do not alter the behavior of
the applications.

F. Record and Replay

The record and replay service is the core component of
EnviroLog. It responds to stage control commands to switch
between different stages, logs data into flash during recording,
reads from flash the logged function calls to re-issue them in
their original time sequence during replay, and reads from flash
the logged variable values during status retrieving. Besides
maintaining logs of function calls and variable values, it
also maintains metadata such as application ID, run ID, and
run length during recording, which are to be verified when
replaying. The service also supports the replay of events at
a speed different from recorded one, which can be used to
emulate extremely fast or slow targets that are hard to generate
physically.

1) Queue-based File System: If metadata and logs of one
run are viewed as one file, we can easily design the service
based on existing file systems such as Matchbox [4] and ELF
[3]. To be comprehensive, these file systems usually support
various file operations such as open, close, read, write, and
append, consuming a lot of code as well as data memory.
Our design goal of efficiency calls for a simpler solution.
Hence, we propose a queue-based file system, where files are
organized into one queue. At any point in time, only the file
at the tail of the queue is writable and new data is always
appended to this file. Only the file at the head of the queue
can be deleted. It differs from typical file systems in that (i)
each file occupies a continuous storage space, and (ii) the gap
between two successive files is always smaller than one page.
The queue-based file system brings about several benefits:
• It realizes the special characteristics of the logging be-

havior in EnviroLog: logs are sequentially written into
flash, and oldest logs are usually most undesired.

• It exhibits low resource consumption. This file system
only supports a minimum set of operations (file creation,
sequential write, sequential read, file deletion) that is
necessary in EnviroLog. The queue-based design elimi-
nates the need for complicated storage space management
such as free page maintenance and flash defragmentation.
Hence, it consumes minimum code and data memory.

• It prolongs lifetime of flash memory by balancing writes
to different pages. Each flash page has a write limit of
about 10,000 times. In the queue-based file system, the
sequential write access to flash pages ensures that the
number of writes to different pages differs at most by 1.

2) Distribution of Data Structures: Although the ultimate
storage space for logs is flash, during runtime, multiple mem-
ory levels are employed to improve efficiency and reliability.
Figure 4 depicts the distribution of data structures in RAM,
internal EEPROM and external flash.

Because flash access is relatively slow (e.g., for flash
AT45DB041B used in MICA motes, erasing a page takes up to
8ms and writing a page takes up to 14ms), the service employs
a buffer in RAM, called log buffer, to temporarily store logs
before committing them into flash. Log items constructed for
function calls or variable values to be recorded are queued in
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this log buffer. Each log item consists of a log ID, a log type
(event or status), a timestamp, log content (parameters of
function calls or values of variables) and content length. We
note that buffering can not only increase throughput of flash
access, but also accommodate temporary data bursts typical
in event detection or tracking applications. Another benefit of
buffering is to support potential data compression. Many log
items can be compressed before being written into flash to
conserve space, including those containing the same content
but different timestamps and those containing timestamps with
fixed differences.

All log items of a run constitute a file, which is usually
stored in flash. Access to a file is usually sequential, either
reading from the beginning to the end or writing from the
beginning to the end. Besides files, the metadata of files (file
metadata for short) and the metadata of the queue (flash
metadata for short) also require permanent storage. Different
from access to files, access to metadata is much more frequent,
that is why we store such data into the internal EEPROM
of MICA motes which is smaller (4KB) but with a longer
endurance (100,000 write/erase cycles) compared with the
flash memory (512KB, 10,000 write/erase cycles). For other
sensor devices without EEPROM, EnviroLog can be adapted
to reserve several pages in flash for metadata storage. These
pages are expected to be worn out earlier than other pages,
which makes the usable flash size smaller.

3) Workflow of Different Stages: This section explains the
execution flow of the record and replay service during different

stages in more detail.
At the beginning of a record stage, upon the reception

of a start record command, the service reacts by: (i)
remembering the current time as the reference time, (ii)
loading flash metadata into RAM, and (iii) constructing the
metadata of a new file. During the record stage, whenever
the application requests to record a function or a variable
value, the service constructs a corresponding log item and
enqueues it into the log buffer. The log item contains a relative
timestamp, which is calculated by subtracting the reference
time from the current time. If more than half of the buffer is
filled up, all log items in the buffer are transferred into flash,
which empties the buffer completely. An alternative choice
would be to write everything in the buffer into flash whenever
a new log item arrives. We decide on the former option,
since higher throughput is observed for bigger block sizes in
flash access (experiments on LogData component provided by
TinyOS show that flash write speed is 12.99KB/s for a block
size of 16B and 42.37KB/s for a block size of 128B). Finally,
upon the reception of a stop record command, the service
updates flash metadata and file metadata and commits them
into EEPROM.

At the beginning of a replay stage, when a start replay
command is received, the service takes several initial steps:
(i) it loads into RAM the metadata of the corresponding file,
whose run ID matches the one indicated in the command;
(ii) to ensure data consistency, before replaying, it further
verifies the application ID contained in file metadata against
the one indicated by the user or produced by the preprocessor;
(iii) it loads log items from flash to fill up the log buffer.
After initialization, the service marks the current time as the
reference time and starts to replay logged events. During
replay, the service automatically loads data from flash to fill
up the buffer whenever the buffer is half-empty. The service
discards all status log items and replays event log items
one by one. It dequeues the first event log item from the
buffer, sets a timer based on the timestamp contained in
the item, and upon the expiration of the timer, issues the
corresponding function call. Then it proceeds with the next log
item. The expiration time Texpiration is calculated as follows:

Texpiration =
Treference + Ttimestamp − Tcurrent

Sreplay

where Treference, Ttimestamp, and Tcurrent represent the
reference time, the timestamp, and the current time respec-
tively, and Sreplay represents replay speed. As discussed
before, Sreplay is one of the parameters of start replay
commands to speed up or slow down replay. Another way
to calculate the expiration time is to take the difference
between the timestamps of two successive events and divide
it by Sreplay . It is deserted because it makes time accuracy
of the latter event always depend on the former one, and
consequently accumulates errors over time. The replay stage
ends when the entire file is processed or a stop replay
command is received.

During the retrieve stage, the service simply discards all



event log items. For status log items, it extracts the
variable values and sends them to the stage controller, which
then displays the data for end users.

IV. IMPLEMENTATION

In this section, we describe an implementation of Envi-
roLog, which has been fully tested on Mica2 and XSM hard-
ware platforms. This implementation is expected to work on
Mica and Mica2Dot as well. The common features of hardware
platforms that this version of EnviroLog operates on are (i)
4KB EEPROM inside the micro-controller and (ii) 512KB
external data flash. EnviroLog is implemented on TinyOS 1.x,
a popular operating system for the aforementioned hardware
platforms. Table II lists the implementation characteristics of
different components in EnviroLog.

A. Preprocessor Implementation

The preprocessor is essentially a translator that takes a
TinyOS application annotated with EnviroLog annotations as
input and outputs its corresponding version with the EnviroLog
service integrated. Figure 5 depicts the main steps of this
translation:
• Step 1: For modules annotated by /*LOG MODULE*/,

the preprocessor enumerates all function calls is-
sued by these modules and annotates them by
/*LOG FUNCTION*/.

• Step 2: The preprocessor scans the entire application
to search for all function calls that are annotated by
/*LOG FUNCTION*/. A unique log ID is assigned to
address each of them. The clause that issues an annotated
function call is replaced by a segment of code that (i)
issues the function call only when the application is not
at the replay or retrieve stage, and (ii) records the call’s
log ID and parameters during the record stage using APIs
of the record and replay service.

• Step 3: The preprocessor also creates event handlers to
handle replay requests from the record and replay service.
For each replay request, it generates code to extract
parameters and execute the corresponding function call.

• Step 4: after scanning the entire application, the pre-
processor enumerates EnviroLog annotations in the form
of /*LOG VARIABLE: variable name*/. The pre-
processor assigns unique log IDs to them, and translates
each of them into a segment of code that records the
variable value and its log ID using APIs of the record
and replay service.

The preprocessor then automatically wires necessary com-
ponents (e.g., the record and replay service) into the resulting
application to complete the integration of EnviroLog.

B. Stage Controller Implementation

Figure 6 depicts the field deployment of a system to use
the stage controller. End users type-in stage control commands
through the PC. The server node, which is connected to the PC
through a serial cable, forwards the commands to the field. The
client nodes in the field propagate the commands throughout

An application with 
EnviroLog annotations

An application with EnviroLog service integrated

/*LOG_MODULE*/

/*LOG_FUNCTION*/ 
call function C;

/*LOG_VARIABLE:  
variable_name*/

switch (stage) {
  case normal:
    call function C; break;
  case record:
    call function C;
    record logID and parameters of C; break;
  default: break;
}

event result_t 
RecordAndReplay.replay(uint16_t logID, 
char* content, uint8_t length) {
  switch (logID) {
    case logID of C:
      call function C; break;
    ...
  }
}

switch (stage) {
  case record:
    record logID and value of variable_name;
    break;
  default: break;
}

1

2

3

4

Fig. 5. Translation steps of the preprocessor
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Fig. 6. A field deployment to use the stage controller

the field, and execute them immediately or in a two-phase
manner.

We implement a simple Java tool on the PC to interact with
end users. This tool has several functionalities such as: (i)
encoding stage control commands into messages, (ii) injecting
the messages into the server node through the serial port, (iii)
receiving messages from the serial port, and (iv) displaying
retrieved variable values to end users during the receive
stage. The server node, running the TOSBase application
provided by TinyOS, forwards messages between the PC and
client nodes. The client nodes run the system with EnviroLog
integrated, which includes a stage controller component.

The implementation of the single-hop version of the stage
controller is simple. Commands are immediately executed
upon reception and execution results, if any, are sent back
to the server node through one-hop unicast. The multi-hop
version that supports two-phase command execution needs
more functionality. First, it contains a time synchronization
service modified from multi-hop FTSP [14]. Multi-hop FTSP
utilizes periodic flooding of synchronization beacons to per-
form continuous re-synchronization. We modify it to stop the
periodic beacons at the end of the first phase; otherwise, these
beacons may interfere with the system and change its behavior.
Second, to conserve energy, commands are piggybacked onto
periodic synchronization beacons. Client nodes remember the
command when they receive the first synchronization beacon.
The periodic nature of synchronization beacons also makes the
dissemination of commands robust to sporadic message losses.



TABLE II
IMPLEMENTATION CHARACTERISTICS OF ENVIROLOG COMPONENTS

Component Language Code length (lines) Data memory (bytes)
Preprocessor Perl 873
Stage controller nesC 604 single-hop:46, multi-hop:137
Record and replay nesC 758 54+buffer size

1

4

interface RecordAndReplay {

  command result_t record(uint16_t logID, uint8_t logType, char* content, uint8_t length);

  event result_t replay(uint16_t logID, char* content, uint8_t length);

  event result_t retrieve(uint16_t logID, char* content, uint8_t length);

  command result_t executeCommand(uint8_t name, uint8_t stage, char* parameters);

}

3

2

Fig. 7. Interface of the record and replay component

Third, the service incorporates a simple routing algorithm to
collect execution results from client nodes. The routing service
we implement is similar to directed diffusion [9]. Although the
primary purpose of synchronization beacons is to synchronize
clocks of client nodes, they also serve as interest beacons
for client nodes to set up reverse paths to the server node.
Later on, execution results can be sent back to the PC along
those paths. Note that, the modified Multi-hop FTSP and the
simple routing service become parts of the EnviroLog service
only if users configure the stage controller as a multi-hop one
before the application gets processed by the preprocessor. They
are only invoked during the two-phase command execution
and, therefore, are independent of any time synchronization
or routing service used by user applications.

C. Record and Replay Implementation

The record and replay service provides a set of APIs
to interact with application components and other Envi-
roLog components. It is implemented in one big com-
ponent named RecordAndReplayC. Figure 7 illus-
trates the RecordAndReplay interface provided by the
RecordAndReplayC component and Figure 8 depicts the
interactions between this component and other components
in the system. Application components (already processed by
the preprocessor) call the command record to log function
calls as well as variable values. During the replay stage, the
record and replay component signals the event replay to
request application components to execute the corresponding
function calls. Another event retrieve is signaled to trans-
fer retrieved variable values to the stage controller component,
which then communicates the data back to the server node and,
finally, to the PC. The stage controller component interacts
with the record and replay component by issuing the command
executeCommand to execute stage control commands from
end users.

The record and replay component relies on several TinyOS
modules: clock, timer, EEPROM access, and flash
access. The clock component is used for the purpose of
timestamp calculation. The timer component is utilized during
replay to issue logged function calls in their original time
sequence. Flash access and EEPROM access components are

User Application

Record and Replay

Stage Controlller

Time Timer

21 3 4

EEPROM Access Flash Access

Fig. 8. Interactions between the record and replay component and other
components

employed to read/write logged data and metadata.

V. PERFORMANCE EVALUATION

To evaluate the effectiveness and efficiency of the recording
and replay service provided by EnviroLog, we integrate Envi-
roLog into several sample applications delivered with TinyOS,
download them onto XSM motes, and carry out a set of
empirical experiments. The XSM platform is an extended ver-
sion of MICA2 motes, featuring improved peripheral circuitry,
improved antenna and new types of sensors. The purpose
of these microbenchmarks is to characterize the performance
of EnviroLog by illustrating its maximum recording period,
throughput, overhead, and replay accuracy.

Based on a complex surveillance system called Vigilnet [7]
running on TinyOS and XSM platforms, we show the various
functionalities of EnviroLog by using the recording and replay
service to tune and evaluate performance of Vigilnet, to collect
its runtime status and to replay targets with virtually increased
or decreased velocities.

A. Microbenchmarks

In this section, we pick several sample applications provided
by TinyOS and run a series of microbenchmarks to show how
EnviroLog performs in terms of maximum recording period,
throughput, overhead, and replay accuracy. These results,
collected from simple applications, provide insights into the
relevant basic aspects of EnviroLog’s expected performance.
Larger, more realistic applications are investigated later, high-
lighting higher-level performance aspects.

1) Maximum Recording Period: Due to limited storage
space, EnviroLog cannot continuously record an infinite num-
ber of events. The term maximum recording period describes
how long EnviroLog is able to continuously record. Maxi-
mum recording period RPmax depends on three factors: flash
size Sflash, expected event interval E{eventInterval} and
expected log item length E{logItemLength}. The expected
event interval indicates the average length of the time intervals
between successive events. The expected log item length
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Fig. 9. Maximum recording period for different expected event interval and
log item length

indicates the expected flash space a recorded event occupies.
The maximum recording period is calculated as follows:

RPmax =
SflashE{eventInterval}

E{logItemLength}
Setting the flash size to be 512KB, Figure 9 depicts the max-
imum recording period for different expected event intervals
and log item lengths. Typical raw sensing data, if generated
at 10Hz, can be recorded for about 90 minutes, which is
usually long enough for purposes of debugging or tuning
sensor drivers.

2) Throughput: The throughput of EnviroLog (i.e., how
fast EnviroLog is able to record) is evaluated based on the
Blink application. Blink sets a periodic timer and toggles
the red led when the timer fires. EnviroLog is used to record
the toggling of the red led. The log item length equals the
length of the log item header (7 bytes) since the toggling event
contains no parameters. To make the scenario more realistic,
the occurrences of toggling events are modeled as a Poisson
process by making the time intervals between successive
events exponentially distributed with the density function

f (x) = λe−λx

where λ is the expected event interval.
To increase throughput, EnviroLog buffers events in mem-

ory before committing them to flash. We repeatedly change
the expected event interval and buffer size, compile and
download changed Blink onto a XSM mote and measure the
success ratio of recording operations. Figure 10 illustrates the
experimental results. Each point in this figure is the average of
at least 10 runs to achieve a high confidence level. As shown
in Figure 10, a higher success ratio is observed for lower event
rates and bigger buffers. For events at 10Hz, a 128-byte buffer
is enough to ensure a 100% success ratio.

3) Overhead: EnviroLog introduces a certain overhead,
which may affect the runtime behavior of the original appli-
cation. It must be verified that EnviroLog does not change
the behavior of the original application dramatically during
recording; otherwise, the replay of recorded behavior (which
is dramatically different from the original behavior) becomes
meaningless.
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Fig. 10. Success ratio of recording operations for different expected event
rate and buffer size

We try to quantify the overhead and its effect through an
example application CntToLedsAndRfm. The application
maintains a counter on a 4Hz timer and sends out the value of
the counter by broadcast on each increment. The execution
of the command that outputs the value of the counter by
messages is recorded and replayed by EnviroLog. We change
the message format to contain the send time of the current
message and the sendDone time of the previous message in
addition to the value of the counter, so that the time period
to send a complete message, defined as sending delay, can
be calculated by overhearing these messages. The modified
CntToLedsAndRfm application is run on one XSM mote.
Another XSM mote works as the server node of the stage
controller to control the stage as well as overhear messages.

This experiment compares the sending delay during a nor-
mal stage with the one during a record stage to quantify
the overhead of recording operations. Figure 11 depicts the
cumulative distribution function of sending delay for 1000
messages during the normal stage and 1000 messages during
the record stage. A longer sending delay is observed during the
record stage compared with the normal stage, which indicates
the overhead of recording operations. However, the effect of
the overhead is trivial and acceptable. It is observed that
the 95% confidence interval of the sending delay during the
recording stage drifts only 0.4ms from the one during the
normal stage.

4) Replay Accuracy: In this experiment, we use the same
modified version of CntToLedsAndRfm as in the previous
experiment. We first log about 100 commands by EnviroLog
and overhear the messages to remember their send time. The
remembered send time is actually the time when each logged
command is executed. Then, we replay those commands 20
times. We calculate the difference between the average send
time during the replay stage and the original send time during
the record stage and depict its cumulative distribution in Figure
12. The results reflect how accurate the replay service is. As
Figure 12 shows, the average error is less than 1ms.
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Fig. 11. Comparison of sending delay between normal stage and record
stage
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Fig. 12. Difference of send time between record stage and replay stage

B. Macrobenchmarks

Based on a surveillance system called Vigilnet [7], this sec-
tion evaluates the effectiveness of EnviroLog in practice and
showcases the variety of functionalities it provides. We first
introduce the experimental methodology, including hardware,
software and deployment scenarios. Then, we show the ef-
fectiveness of EnviroLog by recording and replaying different
types of targets. Finally, we show how EnviroLog aids in-field
tests of Vigilnet in various ways, including performance tuning
and evaluation, runtime status collection and virtual velocity
simulation.

1) Methodology: Vigilnet, implemented in TinyOS for
XSM platforms, is targeted to detect, classify and track various
events of interest in real-time through in-network processing. It
takes environmental targets as inputs, applies multiple levels of
processing before outputting results to end users. The lowest
layer is sensor drivers which sample raw data from sensors
and, if any target of interest is detected, signal detection results
to higher layers. The layer above sensor drivers is a set of
group management protocols that dynamically organize nodes
in the vicinity of targets into local groups, collect detection
results from individual nodes, elect leaders to aggregate these
results and send aggregate data to nodes connected to base
stations (base nodes). Target positions, as part of the aggregate
data, are calculated by averaging locations of detection nodes.
The highest layer is located in base nodes, where aggregate
reports from leaders are further processed to extract properties
such as target velocities. The highest layer outputs target types
(vehicles or persons), trajectories and velocities to a GUI
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Fig. 13. System deployment

which displays results to end users.
An obvious use of EnviroLog in this system would be

to debug sensor drivers, to tune their sensor data processing
parameters (e.g., various filters), or to compare their different
versions by recording and replaying raw sensing data on
individual nodes. However, what is more interesting is to
see how EnviroLog aids the in-field tests of higher layers
that involve coordination among multiple nodes in a multi-
hop wireless network. Towards that end, we insert EnviroLog
between the sensor driver layer and the group management
layer, record outputs of sensor drivers rather than raw sensing
data, and focus on the behavior of layers higher than the sensor
drivers.

Vigilnet employs three types of sensors: magnetic, acoustic
and motion sensors. Their drivers interact with higher layers
by signaling instances of the following event:

event result t detected(TargetConfidence
confidences);

where TargetConfidence is an array of integers, each
representing the possibility of a certain target type.

To integrate EnviroLog into the system, we simply insert
/*LOG FUNCTION*/ before each clause that signals the
event, and process the code using the preprocessor before com-
piling the system. To collect empirical data, we download the
system onto 37 XSMs. We deploy the XSMs approximately 5
meters apart on both sides of a driveway, as shown in Figure
13. The triangle marks the position of the base node connected
to a laptop.

2) Effectiveness: To evaluate the effectiveness of recording
and replay, we first set the system to be at record stage, and
physically generate targets by jogging or driving through the
driveway. The trajectories and calculated velocities for the
jogging person and the vehicle are shown separately in Figure
14(a) and 14(d). Later on, we switch the system to its replay
stage to virtually replay the jogging person and the vehicle.
Figure 14(b) and 14(c) shows two different replays of the
person, while Figure 14(e) and 14(f) shows two replays of
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Fig. 14. Trajectories and calculated velocities for physical and replayed targets

the vehicle.
As is seen for both the person and the vehicle, the tra-

jectories of real targets and replayed ones are very close,
and the differences of their calculated velocities are below
0.5 mph. This observation verifies the effectiveness of En-
viroLog. However, outputs are not exactly the same, which
is expected considering the variability in layers above sensor
drivers. For example, communication delays may change due
to randomness in the MAC layer especially when multiple
neighboring nodes request to send simultaneously. This also
explains why replay of the person is more accurate than
that of the vehicle. A person is usually detected by only
one node while vehicles can be detected by multiple nodes
simultaneously, which causes those nodes to send detection
reports to leaders simultaneously. The possibility that these
detection reports are always received by the leader in the same
order during different runs is very low, which leads to the
minor differences among observed target trajectories.

3) Potential Uses - Performance Tuning and Evaluation: A
big portion of wireless sensor network applications are outdoor
applications that detect targets or monitor environments. It is
difficult to evaluate such applications by simulators, which
either can’t simulate environmental inputs or can’t realistically
simulate them. The environments are much more complex
than what simulators can model. Even the modeling of the
magnetic field near a vehicle is extremely challenging due
to the uneven and unknown distribution of metals inside
the vehicle. The lack of realistic sensing models makes in-
field testing a necessary step before the real deployment of

most applications involving target detection or environmental
monitoring. EnviroLog makes in-field tuning and evaluation
much easier as shown by the following experiments.

In Vigilnet, the group management layer used to group
nodes that detect the same target has a tunable parameter
called DOA (degree of aggregation). It is used to eliminate
sporadic false positives in target detection. Group leaders do
not report the detection of a target to the base station until the
number of nearby nodes that detect the target reaches DOA.
Higher DOA filters out more false positives, thus reducing
the number of reports from leaders. However, too high DOA
results in false negatives. To find out the proper DOA, we have
to drive the vehicle or walk through the field multiple times
while tuning this parameter. EnviroLog provides an alternative
way to tune DOA with less overhead. We drive a vehicle or
walk once to record the environmental inputs, then replay
them multiple times with different DOA values. Figure 15
shows target trajectories for different DOA settings. As is seen,
a higher DOA results in fewer trajectory points, thus more
inaccurate calculated velocities. When DOA reaches 4, the
calculated velocity (10.96 mph) is far away from the ground
truth (5±1 mph).

We also use EnviroLog to log and retrieve the number
of aggregate reports during runtime. Figure 16 depicts the
cumulative distribution of the number of aggregate reports for
different DOA values. As expected, a higher DOA leads to
fewer aggregate reports. These results suggest that DOA values
of 1, 2 and 3 are acceptable settings, though a higher value
that leads to less communication overhead is more preferred.
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(a) DOA = 2
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(b) DOA = 3
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(c) DOA = 4

Fig. 15. Trajectories and calculated velocities for different DOA
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Fig. 16. Cumulative distribution of number of aggregate reports for different
DOA

4) Potential Uses - Runtime Status Collection: During
development and testing, batteries are often depleted due to
frequent experiments. One drawback of XSM motes is that
batteries can not be measured or replaced without opening the
package by unscrewing 4 screws. Vigilnet usually operates
at the scale of hundreds of XSMs, which makes it extremely
painful to check whether each node has a high enough voltage.
Runtime status recording and retrieve supported by EnviroLog
provides a simple solution for this problem. Voltage values
of nodes can be logged and retrieved after each in-field test
to find out those with low voltage, whose batteries then can
be replaced before next test. Figure 17 shows the cumulative
distribution of voltage values before and after the whole set
of macrobenchmarks, which are collected through EnviroLog.

5) Potential Uses - Virtual Velocity Simulation: EnviroLog
allows users to speed up or slow down the replay of events
by setting a replay speed greater or less than 1. Note that
changing replay speed is not always meaningful. For example,
if sensor drivers pull data at a fixed rate and raw sensing data is
logged, replaying at a different speed actually violates the logic
of sensor drivers. In Vigilnet, EnviroLog records and replays
the outputs of sensor drivers, which are detection events
signaled by sensor drivers to higher layers. Replaying them
at a higher speed can virtually simulate environmental targets
with higher velocities. This experiment replays recorded events
using different replay speeds to validate the effectiveness of
virtual velocity simulation. Figure 18 depicts the calculated
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Fig. 17. Cumulative distribution of voltage values before and after experi-
ments
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Fig. 18. Calculated velocities for different replay speed

velocities for different replay speeds and targets. When the
replay speed doesn’t exceed 4×, calculated velocities for both
the person and the vehicle are close to the ground truth. Higher
replay speeds lead to intolerable errors in velocity calculation.

C. Concluding Remarks

Results from the series of microbenchmarks and mac-
robenchmarks above validate the effectiveness of EnviroLog
for both simple and complex applications. EnviroLog is able
to record and replay high frequency events if assigned a big
enough buffer (e.g., recording 10Hz events with a 128-byte
buffer in the Blink application). Its recording operations
bring little overhead (e.g., adding only 0.4ms delay in the
CntToLedsAndRfm application). It also replays events ac-



curately (e.g., the average difference between timestamps of
recorded events and replayed events is less than 1ms). Envi-
roLog has various potential uses for in-field tests of large-scale
systems, including performance tuning and evaluation, and
runtime status collection. EnviroLog can replay events at dif-
ferent replay speed, which can be used to virtually simulate tar-
gets moving at different velocities. EnviroLog is available for
download at http://www.cs.uiuc.edu/homes/lluo2/EnviroLog/.

VI. CONCLUSION

With the increasing popularity of wireless sensor networks,
an increasing number of realistic applications employing large
systems of sensor devices emerge. Although the initial de-
velopment and debugging of these applications can be aided
by simulators, in-field tests still have to be conducted at a
later stage due to typical discrepancies between simulation
results and empirical measurements. In this paper, we present
the design, implementation and evaluations of EnviroLog, an
asynchronous event record and replay service that improves
repeatability of environmental events for in-field testing of
distributed event-driven applications. The friendly user inter-
face of EnviroLog allows users to integrate and utilize the
service merely by inserting annotations into their applications
and learning a few operation commands. Based on several
sample applications of TinyOS and a complicated surveillance
system, we validate the effectiveness of event recording and
replay. We demonstrate the usefulness of EnviroLog in various
aspects of in-field tests such as performance tuning without
physically generating events, runtime status collection without
extra hardware, and virtual velocity simulation. However, the
potential uses of such service are not limited to what we have
discussed in this paper. EnviroLog can be further extended
to perform remote replay (recording events in environment
A while replaying them remotely in environment B), and off-
site replay (recording events on sensor devices while replaying
them in simulators), which are on our agenda for future work
on EnviroLog.
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Abstract— Multi-frequency media access control has been
well understood in general wireless ad hoc networks, while
in wireless sensor networks, researchers still focus on single
frequency solutions. In wireless sensor networks, each device
is typically equipped with a single radio transceiver and ap-
plications adopt much smaller packet sizes compared to those
in general wireless ad hoc networks. Hence, the multi-frequency
MAC protocols proposed for general wireless ad hoc networks
are not suitable for wireless sensor network applications, which
we further demonstrate through our simulation experiments.
In this paper, we propose MMSN, which takes advantage of
multi-frequency availability while, at the same time, takes into
account the restrictions in wireless sensor networks. In MMSN,
four frequency assignment options are provided to meet different
application requirements. A scalable media access is designed
with efficient broadcast support. Also, an optimal non-uniform
backoff algorithm is derived and its lightweight approximation
is implemented in MMSN, which significantly reduces congestion
in the time synchronized media access design. Through extensive
experiments, MMSN exhibits prominent ability to utilize parallel
transmission among neighboring nodes. It also achieves increased
energy efficiency when multiple physical frequencies are avail-
able.

I. INTRODUCTION

As an emerging technology, wireless sensor networks
(WSNs) have a wide range of potential applications [1] [2] [3],
including environment monitoring, smart buildings, medical
care, industry and military applications. Being an essential
part of the communication stack, media access control (MAC)
has received intense research attention, and a number of
solutions have been proposed [4] [5] [6] [7] [8] [9]. While
these solutions work well when one physical frequency is
used, parallel data transmission when multiple frequencies are
available is not considered. On one hand, the radio bandwidth
in WSNs is very limited, 19.2Kbps in MICA2 [10] and
250Kbps in MICAz [11] and Telos [12]. On the other hand,
the current WSN hardware, such as MICAz and Telos that use
CC2420 radio [13], already provide multiple frequencies [10].
So it is imperative to design multi-frequency MAC protocols
in wireless sensor networks to take full advantage of parallel
transmission to improve network throughput.

In the state-of-the-art research, a significant number of
multi-frequency MAC protocols have been proposed, for wire-
less networks in general. However, these protocols are not

†Chengdu Huang and Tarek F. Abdelzaher are now with University of
Illinois at Urbana-Champaign.

‡Tian He is now with University of Minnesota.

suitable for typical WSN applications. First, to save energyand
reduce product cost, each sensor device is usually equipped
with a single radio transceiver. This single transceiver can
not transmit and receive at the same time, nor can it func-
tion on different frequencies simultaneously. This restricted
hardware is quite different from more powerful hardware
assumed in other wireless systems. For example, protocols
[14] [15] are designed for frequency hopping spread spectrum
(FHSS) wireless cards, and protocol [16] assumes the busy-
tone functionality on the hardware. In protocols [17] [18] [19]
[20], the hardware is assumed to have the ability to listen
to multiple frequencies at the same time. Second, the network
bandwidth in WSNs is very limited and the MAC layer packet
size is very small, 30∼50 bytes, compared to 512+ bytes
used in general wireless ad hoc networks. Due to the small
data packet size, the RTS/CTS control packets in IEEE 802.11
[21] no longer constitute a small overhead that can be ignored.
So protocols [22] [23] [24] [25] [26] that are based on IEEE
802.11, and protocols [27] [28] [29] [14] that use RTS/CTS for
frequency negotiation are not suitable for WSN applications,
even though they exhibit good performance in general wireless
ad hoc networks.

In this paper, we propose MMSN, abbreviation for Multi-
frequency Media access control for wireless Sensor Networks.
MMSN takes full advantage of multiple frequencies and is
especially designed to meet WSN requirements. The detailed
MMSN design is presented from two aspects:frequency as-
signmentand media access, and its performance is evaluated
through extensive simulation. The main contributions of this
work can be summarized as follows:

• To the best of our knowledge, the MMSN protocol is the
first multi-frequency MAC protocol especially designed
for WSNs, in which each device is equipped with a single
transceiver and the MAC layer packet size is very small.

• Instead of using pair-wise RTS/CTS frequency negotia-
tion [27] [28] [29] [14], we propose lightweight frequency
assignment, which takes advantage of the static property
of many deployed wireless sensor networks [30] [31]
[32] [33]. Even though pair-wise frequency negotiation
is efficient when devices are highly mobile, it involves
unnecessary overhead and is too costly when applied to
static WSN applications.
This paper gives a complete study of tradeoffs among
physical frequency requirements, potential conflict re-



duction and communication overhead, during frequency
assignment. Four optional frequency assignment schemes
are proposed for MMSN, which exhibit distinguished
advantages in different scenarios.

• We develop new toggle transmission and toggle snoop-
ing techniques to enable the single transceiver sensor
device to achieve scalable performance, avoiding the non-
scalable “one control channel + multiple data channels”
design [34]. Also, MMSN has efficient broadcast support,
which either is not addressed in [27] or is implemented
by repeated link-layer retransmission of broadcast packets
enqueued by higher layers in [22].
Moreover, through strict theoretical analysis, an opti-
mal non-uniform backoff algorithm is derived and its
lightweight approximation is implemented in MMSN.
Compared with a uniform backoff algorithm, this non-
uniform scheme significantly reduces potential conflicts
among neighboring nodes.

The rest of this paper is organized as follows: In Section II,
we present the motivation of this work. In Section III, the de-
sign details of MMSN are explained. In Section IV, extensive
experiments are conducted to evaluate MMSN’s performance.
Finally, in Section V, we give the conclusions and point out
future work.

II. MOTIVATION

To obtain a better understanding of the cost that RTS/CTS
control packets incur in general wireless ad hoc networks
versus WSNs, we choose a typical multi-frequency MAC pro-
tocol, the MMAC [27] protocol, proposed for general wireless
ad hoc networks, as a case study. In MMAC, periodically
transmitted beacons divide time into fixed-length beacon inter-
vals. At the beginning of each beacon interval, there is a small
window called the ATIM window, in which the nodes that
have packets to send negotiate frequencies with destination
nodes. After the ATIM window, nodes that have successfully
negotiated frequencies with their destinations can send out
data packets using the IEEE 802.11 protocol, i.e. exchanging
RTS/CTS before sending out DATA packets. We implement
MMAC in GloMoSim [35], a scalable discrete-event simulator
developed by UCLA, and observe the performance. We adopt
the same experiment set up as in [27]: 100 nodes are randomly
placed in a 500m×500m terrain. The transmission range of
each node is 250m. Each node has 3 physical frequencies.
Forty nodes are randomly chosen to be sources, and 40 nodes
are randomly chosen to be destinations. Source nodes generate
CBR traffic to destinations with a rate of 10 packets per
second. Figure 1 plots the aggregate MAC throughput of the
network with different packet sizes.

As can be observed in Figure 1, when the packet size is
large, the MMAC protocol with 3 frequencies and a beacon
interval of 100ms (the default configuration suggested in [27])
impressively enhances the aggregate MAC throughput by a
factor of nearly 2 over IEEE 802.11. This result is consistent
with that presented in [27]. However, the performance of
both MMAC and IEEE 802.11 degrades when the packet

size reduces. This is because the overhead of using RTS/CTS
packets becomes more prominent when the data packet size
is small. Moreover, the performance improvement of MMAC
over IEEE 802.11 diminishes when the packet size becomes
smaller. When the packet size is as small as 32 bytes, IEEE
802.11 has even a slightly higher throughput than MMAC.
The reason is when the packet size reduces, more packets
could be sent in a beacon interval. However, since nodes
generally can not switch frequency during a beacon interval,
the bandwidth wasted is more severe compared to the case
when the packet size is large. Changing the length of the
beacon interval could be beneficial, but the effect is two-
sided. While lengthening the beacon interval can mitigate the
overhead of having a fixed period of frequency negotiation,
it deteriorates the bandwidth caused by the requirement that
nodes have to stick to the frequency they have negotiated with
some of their neighbors. In Figure 1, we also plot the cases
with different beacon intervals. We can see that while usinga
shorter beacon interval (50ms) helps to some extent, MMAC
with 3 frequencies still can not even outperform IEEE 802.11
with a single frequency, when the packet size is as small as
64 or 32 bytes. The main observation we make here is that
while MMAC is a good multi-frequency MAC protocol for
general wireless ad hoc networks where packets usually have
large sizes, it is not suitable for WSNs where packets are much
smaller.
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III. MMSN PROTOCOL

This section presents the MMSN multi-frequency MAC
protocol. MMSN is especially designed for WSNs, which
is composed of hundreds of simple devices geographically
dispersed in an ad hoc network over a large geographic area.
Each device is equipped with a single transceiver and the
packet size is very small, 30∼50 bytes. The MMSN protocol
consists of two aspects: frequency assignment and media
access. The frequency assignment is used to assign different
frequencies if enough frequencies exist, or evenly allocate
available frequencies if there are more neighbors than available
frequencies, to nodes that have potential communication con-
flicts. MMSN allows users to choose 1 of 4 available frequency
assignment strategies. In media access design, nodes that have



potential conflicts coordinate to access the shared physical
frequencies, in a distributed way.

A. Frequency Assignment

In frequency assignment, each node is assigned a physi-
cal frequency for data reception. The assigned frequency is
broadcast to its neighbors, so that each node knows what
frequency to use to transmit unicast packets to each of its
neighbors. We do not adopt RTS/CTS frequency negotiation,
because it involves unnecessary overhead for many deployed
wireless sensor networks [30] [31] [32] [33] where devices
are generally not mobile. In WSNs, frequency assignment can
either be done once at the beginning of the system deployment,
or it can be done very infrequently just for adaptation to system
aging. In order to reduce communication interference and
hence reduce hidden terminal problems [21], nodes within two
communication hops1 are evenly assigned available physical
frequencies.

In this section, four optional frequency assignment schemes
are put forth: exclusive frequency assignment, even selection,
eavesdropping and implicit-consensus. Among these four, ex-
clusive frequency assignment guarantees that nodes withintwo
hops are assigned different frequencies, when the number of
frequencies is equal to or greater than the node number within
two hops. Implicit-consensus also provides this guarantee,
with less communication overhead, but requires more physical
frequencies. Even selection and eavesdropping do not provide
this guarantee and are designed for use when the number
of available frequencies is smaller than the node number
within two hops. Among these two, even selection leads to
fewer potential conflicts while eavesdropping is more energy
efficient. Users of MMSN can choose any one of the four
options depending on their WSN attributes. Details of these
four schemes are presented in the following subsections.

1) Exclusive Frequency Assignment:In exclusive frequency
assignment, nodes first exchange their IDs among two commu-
nication hops, so that each node knows its two-hop neighbors’
IDs. A simple way to implement this is for each node to
broadcast twice. In the first broadcast, each node beacons
its node ID, so that each node knows its neighbors’ IDs
within one communication hop. In the second broadcast, each
node beacons all neighbors’ IDs it has collected during the
first broadcast period. Hence, after the second beacon period,
each node gets its neighbors’ IDs within two communication
hops. Currently, we do not consider radio irregularity and link
asymmetry [37] [38] [39] [40]. Readers can refer to [41] [42]
[43] for more information about reliability issues in broadcast.

After nodes collect ID information of all neighbors within
two hops, they make frequency decisions in the increasing
order of their ID values. If a node has the smallest ID among
its two communication hops, it chooses the smallest frequency

1In [36], it is pointed out that interference hops (connectivity based on
interference relations), rather than communication hops, should be used for
this purpose. For simplicity, we use two communication hops in this work.
All algorithms proposed here can be easily extended by replacing the two
communication hops with two interference hops.

among available ones, and then beacons the frequency choice
within two hops. If a node’s ID is not the smallest one
among two hops, it waits for frequency decisions from other
nodes within two hops that have smaller IDs. After decisions
from all those nodes are received, the node chooses the
smallest available (not chosen by any of its two-hop neighbors)
frequency and broadcasts this choice among two hops.

This scheme guarantees to assign different frequencies to
different nodes within any two-hop neighborhood, when the
number of frequencies is at least as large as the two-hop node
number.

2) Even-Selection: In exclusive frequency assignment,
when there are not enough frequencies, it is possible that when
a node makes its frequency decision, all physical frequencies
have already been chosen by at least one node within two hops.
In this case, the exclusive frequency assignment is extended
by randomly choosing one of the least chosen frequencies.
For convenience, we call this extensioneven selection, which
makes an even allocation of available frequencies to all nodes
within any two communication hops.

3) Eavesdropping:Even though the even selection scheme
leads to even sharing of available frequencies among any two-
hop neighborhood, it involves a number of two-hop broadcasts.
To reduce the communication cost, we propose a lightweight
eavesdropping scheme. In eavesdropping, each node takes a
random backoff before it broadcasts its physical frequency
decision. During the backoff period, each node records any
physical frequency decision overheard. When a node’s backoff
timer fires, it randomly chooses one of the least chosen
frequencies for data reception. Compared with even selection,
eavesdropping has less communication overhead, but it also
results in more potential conflicts, because it only collects
information within one hop for frequency decisions.

4) Implicit-Consensus: When physical frequencies are
abundant, the communication overhead in exclusive frequency
assignment can be further reduced, while all nodes within any
two-hop neighborhood can still be guaranteed to get assigned
different frequencies. To achieve this performance, we propose
the implicit-consensus scheme, which is inspired by the pseudo
random number generator algorithms proposed in the NAMA
[44] paper. In NAMA, the pseudo random number generators
are used to design distributed time scheduling in TDMA.
In this paper, we extend this basic pseudo random number
generator idea, proposing a distributed frequency assignment
algorithm for multi-frequency MAC designs.

In implicit-consensus, nodes’ IDs need to be collected
within two hops, in the same way as what is done in ex-
clusive frequency assignment. Then, each node calculates its
frequency number with a local computation. In the system,
all nodes share the same pseudo random number generator,
which is able to generate a unique random number sequence
for each specified seed, the node ID here. Algorithm 1 presents
the scheme for each node to calculate its frequency number.
To assist explanation, nodeα is taken as an example.

As algorithm 1 states, for each frequency number, each
node calculates a random number (Rndα) for itself and a
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Fig. 2. Performance Evaluation of Frequency Assignment

Algorithm 1 Frequency Number Computation
Input: Node α’s ID (IDα), and nodeα’s neighbors’ IDs

within two communication hops.
Output: The frequency number (FreNumα) node α gets

assigned.
index = 0; FreNumα = -1;
repeat

Rndα = Random(IDα, index);
Found = TRUE;
for each nodeβ in α’s two communication hopsdo

Rndβ = Random(IDβ , index);
if (Rndα < Rndβ) or (Rndα == Rndβ and IDα <
IDβ) then

Found = FALSE; break;
end if

end for
if Found then

FreNumα = index;
else

index ++;
end if

until FreNumα > −1

random number (Rndβ) for each of its two-hop neighbors,
with the same pseudo random number generator. A node wins
the current frequency number if and only if its current random
number is the highest among all current random numbers
generated by all nodes within two hops. When two random
numbers tie, the one with the larger node ID wins. In this
way, each node explores all frequency numbers from zero
to positive infinity until it finds the frequency for which it
has the highest priority. By using the same pseudo random
number generator, it is guaranteed that when a node decides
that it wins frequency numberFreNumi, all nodes within two
hops automatically agree with that decision and consensus is
implicitly achieved, without any communication.

Here, a question may arise, since each node has a global
ID. Why don’t we just map nodes’ IDs within two hops into
a group of frequency numbers and assign those numbers to
all nodes within two hops? Unfortunately, this scheme does
not work, because a node’s ID may get mapped to different

frequency numbers in different two-hop neighborhoods. Also,
it is not scalable to build a one-to-one mapping between
nodes’ IDs and all available frequencies, because this makes
the frequency requirement depend on the network size, rather
than the node density.

In implicit-consensus, when a node (nodeA) does not
win the current frequency number (FreNumc), because its
random number is smaller than that of one of its two-hop
neighbors (nodeB), it may happen that this neighbor (node
B) has already won a previous frequency number. In this
case, nodeB does not need the current frequency number.
NodeB should have already terminated its frequency number
computation before it takesFreNumc into consideration,
according to the repeat-until loop termination condition in
algorithm 1. So, nodeA keeps trying larger frequency numbers
until it finally finds one, while at the same time frequency
number FreNumc is not chosen by any node within this
two-hop neighborhood. Accordingly, the finally assigned fre-
quency numbers among two communication hops may not be
continuous. There may be holes, and some frequency numbers
may not be assigned to any node, which is why the implicit-
consensus scheme assumes that the available frequencies are
abundant.

With the assigned frequency numbers, each node can easily
calculate its physical frequency, with a local mapping. Let’s
put the available frequencies in a sorted list,FreList =
{f0, f1, . . . , fN}, in increasing order. If the assigned frequency
number isFreNumi, the corresponding physical frequency is
mapped tofFreNumi

. After each node gets its physical fre-
quency, it broadcasts this information to its one hop neighbors,
so that each node knows what frequency to use to transmit
packets to its neighbors.

B. Evaluation of Frequency Assignment

In this section, we compare the performance of even se-
lection and eavesdropping, when available frequencies arenot
enough and potential conflicts exist. Performance comparison
of exclusive frequency assignment and implicit-consensusare
not presented, because both of them guarantee that there are
no potential conflicts within any two-hop neighborhood.

In the experiments, performance is compared from three
aspects. First, we compare the performance when the node



density2 increases while the number of available frequencies
is fixed at 5. We use the number of potential conflicts as
the performance metric, which is defined as the total number
of node pairs in the system that satisfies the condition: the
node pair is within two communication hops and both nodes
share the same frequency. Since the two nodes are within
two hops, two of their common neighbors may simultaneously
transmit packets to them respectively. When they are assigned
the same frequency, these two data transmissions interfere
with each other, and packet loss may happen. So the number
of potential conflicts measures the system’s ability of full
multi-frequency utilization. Second, besides node density, we
also vary the number of available frequencies, to test the
performance stability of even selection and eavesdropping.
Third, we measure the communication energy consumption of
all nodes within the system to compare the cost each scheme
pays for its performance. We also explore the cost variation
when different node densities are used.

The performance comparison is conducted in GloMoSim
[35], in which 289 (17×17) nodes are uniformly deployed
in a terrain of 200m×200m square. The radio type is set to
RADIO-ACCNOISE [35] and the radio bandwidth is set to
250Kbps. The performance results are illustrated in Figure2.
For each data value we present, its 90% confidence interval is
given as well.

As shown in Figure 2 (a), for all the node densities we
set from 14 to 38, even selection always performs better
than eavesdropping. For instance, when node density is 14,
even selection has 302 potential conflicts, which is 40% less
than the 507 potential conflicts eavesdropping has. When
the node density increases to 38, even selection has 1106
potential conflicts and that is 23% less than the 1434 potential
conflicts eavesdropping has. Even selection achieves this good
performance because when a frequency decision is made, it
is always the case that one of the least loaded frequencies is
preferred within two hops. In this way, load is well distributed
among all available frequencies within any two-hop neigh-
borhood. However, in eavesdropping, nodes make frequency
decisions based on overheard information within only one hop,
which leads to a lower performance than even selection. From
Figure 2 (a), it is also observed that the number of potential
conflicts increases for both even selection and eavesdropping,
when the node density increases. This is because the number
of frequencies is fixed at 5, so the increased node density
results in the increased number of nodes that share the same
frequency within two hops.

Besides node density, we also vary the number of available
frequencies to compare the performance of even selection
and eavesdropping. In Figure 2 (b), the similar phenomenon
is observed: even selection performs consistently better than
eavesdropping, for all the numbers of frequencies we choose
from 2 to 32.

With respect to energy consumption, Figure 2 (c) shows

2The node density is defined as the number of nodes within one commu-
nication hop, and different node densities are configured bysetting different
radio ranges.

that even selection consumes more energy than eavesdropping.
This is because even selection has two-hop neighbor discovery
as well as two-hop broadcasts of frequency decisions, while
eavesdropping only has one hop broadcasts.

However, this energy consumption is amortized during
data transmission, because in many running sensor network
applications [30] [31] [32] [33], sensor devices are generally
static, so frequency assignment can either be done once at the
beginning of the system deployment, or it can be done very
infrequently just for adaptation to system aging. Accordingly,
if the specific sensor network system is mostly static and the
network congestion is a big issue, even selection is a better
choice. On the other hand, if the system topology varies a lot
with time and the network is lightly loaded, eavesdropping can
be used to save more energy.

C. Media Access Design

After frequency assignment, each node gets a physical
frequency for data reception. With the assigned frequencies,
nodes cooperate to maximize parallel transmission among
neighboring space in media access. To provide efficient broad-
cast support, nodes are time synchronized [45] during media
access. A time slot consists of a broadcast contention period
(Tbc) and a transmission period (Ttran). During theTbc period,
nodes compete for the same broadcast frequency and during
the Ttran period, nodes compete for shared unicast frequen-
cies. TheTtran period also provides enough time to actually
transmit or receive a broadcast or unicast data packet. The
time slot size depends on the number of nodes that compete
for the same frequency and the data packet size. The regular
time slot size is 3∼5ms.

Within one time slot, a node is able to either transmit
or receive one packet. Each node first checks the broadcast
frequencyf0

3 for receiving or transmitting a broadcast packet.
If there is no broadcast packet to transmit or receive, unicast
packet transmission and reception are considered. Each node’s
behavior differs depending on whether it has one packet to
transmit or not, as well as whether it has a unicast packet
or a broadcast packet to transmit. What follows explains the
details. ���� ��� �� ��	
� �� ���� � � � ���� ���� �� ���� � � � ���� ��� ���� ��� �� � ���� ���� �� � !����� � � ���� � �� � !���� ���"#$ "%&'()*+), +)-+

Fig. 3. When a Node Has no Packet to Transmit

1) Has No Packet to Transmit:If a node does not have any
packet to transmit within a time slot, it behaves as Figure 3
presents. It first snoops on frequencyf0 during the time period

3One specific physical frequency is used for broadcast duringthe Tbc

period, and this frequency can be reused during theTtran phase for unicast
transmission. So all frequencies are fully utilized.



Tbc. If the channel is busy, it becomes aware that another node
is broadcasting a packet. So it receives the broadcast packet
during the rest of the time slot, which is illustrated in case(a).
On the other hand, if no signal is sensed during the time period
Tbc, the node switches to snoop on frequencyfself , which is
the frequency assigned to it for unicast packet reception. If
a signal is sensed in frequencyfself , it receives the packet
during the rest of the time slot, as shown in case (b). Here,
we defineTPacket Transmission as the time to deliver a packet
after it gets the channel, which depends on the packet size and
radio bandwidth. A nodes needs to keep on sensing the channel
for a possibly incoming unicast packet, until the time left for
the current time slot is shorter thanTPacket Transmission, as
shown in case (c). When the time left for the current time slot
is less thanTPacket Transmission, no neighboring nodes will
send a packet to this node, so it turns off carry sensing until
the start of the next time slot to save energy.� ��� ��� ���� 	 
�
 ��
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Fig. 4. When a Node Has a Broadcast Packet to Transmit

2) Has a Broadcast Packet to Transmit:If a node has a
broadcast packet for transmission, it may have two different
behaviors as illustrated in Figure 4. At the beginning of the
time slot, the node uses frequencyf0, which is specified for
transmitting and receiving broadcast packets. It first setsa
random backoff within the time periodTbc. If it senses any
signal during the backoff period, it becomes aware that another
node is broadcasting a packet. In this case (case (a)), the
node spends the rest of the time slot receiving the broadcast
packet. There is another case, case (b), in which the node does
not sense any signal in frequencyf0, during its backoff time
period. In this scenario, a broadcast packet is sent out from
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Fig. 5. When a Node Has a Unicast Packet to Transmit

3) Has a Unicast Packet to Transmit:Figure 5 illustrates
the different behaviors a node may take, if it has a unicast
packet for transmission. The node first listens to the broadcast
frequencyf0 during time periodTbc. If it senses any signal

duringTbc, which must be a broadcast packet, the node spends
the rest of the time slot receiving the broadcast packet, as
shown in case (a).

Cases (b)(c)(d)(e) illustrate the other four scenarios in which
the node does not sense any broadcast signal during the time
period Tbc. In these cases, the node takes a random backoff
within the time periodTtran − TPakcet Transmission. During
the backoff time period, the node snoops on two frequencies.
On one hand, it snoops on frequencyfself , which is assigned
to it for data reception, to get prepared for a possibly incoming
unicast packet. On the other hand, it also snoops on frequency
fdest, which is assigned to the destination node of its unicast
packet for data reception. If frequencyfdest is sensed busy, it
can be aware that another node is transmitting a unicast packet
to the same destination node, and it can choose not to transmit
the unicast packet in the current time slot to avoid collisions.
The node snoops on these two frequencies alternatingly, and
we call this schemetoggle snooping, which is discussed in
detail in subsection III-C.4.

During toggle snooping, if the node senses any signal on
frequencyfself , it gets to know that it itself is the destination
of an incoming unicast packet. So it stops toggle snooping
to receive the data packet, which is illustrated in case (b).
During the toggle snooping, the node may also sense a signal
on frequencyfdest. When frequencyfdest is sensed busy, the
node gets to know that another node is competing for the
shared frequency, by sending a unicast packet to the same
destination node. In this case, the node stops toggle snooping
and switches to snoop on frequencyfself only. It gives up
transmitting a unicast packet in this time slot and preparesto
receive possible data packet transmitted to it. So if any signal
is sensed in frequencyfself , as shown in case (c), it receives
the unicast packet during the rest of the time slot. Before the
node senses any signal in frequencyfself , it keeps sensing
the frequency until the time left for the current time slot is
TPacket Transmission, as shown in case (d). When the left time
for the current time slot is shorter thanTPacket Transmission,
it turns off carry sensing to save energy.

If the node does not sense any signal in both frequencyfself

and fdest during the backoff time period, as shown in case
(e), it sends out a unicast packet with the toggle transmission
technique, which is illustrated in Figure 6.
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Fig. 6. Toggle Transmission

As Figure 6 illustrates, the preamble bytes of the physical
layer protocol data unit (PPDU) is transmitted with two fre-
quencies,fself andfdest, in an alternating way. The rest of the
PPDU is transmitted to the destination node in frequencyfdest.
The toggle transmission scheme is useful to reduce collisions.



As shown in Figure 7 (a), when nodeB is transmitting
a unicast packet to nodeC with the toggle transmission
technique, the preamble transmitted in frequencyfself informs
other nodes that this channel is busy, so that any node that
wants to send a packet to nodeB can back off. On the other
hand, the preamble transmitted in frequencyfdest informs any
node that wants to send a data packet to nodeC to back off and
avoid possible collisions. The relation of toggle transmission
and toggle snooping is analyzed in the following subsection.

4) Toggle Snooping and Toggle Transmission:When a
node has a unicast packet for transmission, toggle snooping
is used during theTtran period and the node snoops on
two frequencies alternatingly: the frequency it uses for data
reception (fself ), and the frequency the destination node of
its unicast packet uses for data reception (fdest). The time
a node takes to snoop on both of the two frequencies for
one round is called the toggle snooping period, represented
by parameterTTS . In toggle transmission, a node transmits
the preamble bytes of the PPDU with two frequencies, the
frequency the node itself uses for data reception (fself ) and the
frequency the destination node of the unicast packet uses for
data reception (fdest). The transmitter switches between these
two frequencies alternatingly and the time the node sweeps the
two frequencies for one round is called the toggle transmission
period, represented by parameterTTT .
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Fig. 7. Toggle Snooping

In the MMSN protocol, we letTTS = 2×TTT , so that when
one node sends out a packet using the toggle transmission
scheme, any other node that is snooping using the toggle
snooping scheme is able to detect this transmission within
a maximal delay ofTTT , if toggle transmission and toggle
snooping have any shared frequency. With the help of Figure 7,
we make this point more clear. In Figure 7 (a), nodeA uses
frequencyfA for packet reception and it has a unicast packet
to send to nodeB. Node B uses frequencyfB for packet
reception and it has a unicast packet to send to nodeC, which

uses frequencyfC for packet reception. During theTtran time
period, bothA andB set up backoff timers and snoop on two
frequencies. NodeA snoops on frequencyfA andfB and node
B snoops on frequencyfB and fC . Let’s suppose that node
A’s timer fires first. So nodeA switches from toggle snooping
to toggle transmission, while nodeB is still in the toggle
snooping state. In different application scenarios (not only
limited to the case in Figure 7 (a)), nodeB may take different
time delays to become aware that nodeA is transmitting, as
shown in Figure 7 (b)(c)(d)(e). In the scenario presented in
case (b), nodeB is able to detect nodeA’s transmission in
frequencyfB after the time delay of0.75TTS . In case (c), the
delay to detect nodeA’s transmission is0.25TTS . In case (d)
and (e), the delays areTTS and0.5TTS , respectively.

According to the above analysis, it is guaranteed that when
one node transmits a packet using the toggle transmission
scheme, the maximum time delay for another node, which
uses the toggle snooping scheme, to detect the transmission
is TTS . Accordingly, if the backoff timer used in the slotted
time period in Figure 5 is only allowed to fire at the end of a
toggle snooping period, a node whose backoff timer fires after
the previous one can have enough time to detect the previous
node’s transmission, and hence abandon its transmission inthe
current time slot to reduce congestion.

D. IMPLICATION OF BACKOFF ALGORITHMS

In media access, neighboring nodes may compete for the
same physical frequency in both the broadcast contention
period (Tbc) and the transmission period (Ttran), as explained
in Section III-C. To reduce congestion, random backoff is
needed for both broadcast and unicast transmission. Taking
unicast backoff as an example, we give theoretical analysisto
prove that a uniform backoff algorithm is not a good choice
for the time synchronized media access in MMSN, and a
non-uniform backoff algorithm achieves better performance.
We derive an optimal non-uniform backoff algorithm, and
choose its lightweight approximation for implementation in
MMSN. All results derived here also apply for the broadcast
transmission in MMSN.

During the backoff in theTtran period in Figure 5, the time
slot is further divided into small time slices. As explainedin
the previous section, each time slice has the length ofTTS and
each backoff timer is only allowed to fire at the end of a time
slice. If any two nodes choose the same backoff time slice,
there is a collision. In order to minimize the probability of
collision, we derive an optimal bound and a simple suboptimal
distribution of the backoff time slices.

First we derive the optimal probability distributionP (t) of
backoff time slicet to minimize the probability of collisions
when two nodes attempt to grab the same time slice after
backoff. P (t), t = 0, 1, ..., T , denotes the probability that a
node attempts to grab time slicet and T is the maximum
backoff time slice. Obviously0 ≤ P (t) ≤ 1 and

∑T

t=0 P (t) =
1. We assume that each node independently selects the backoff
time slice conforming to the same distribution.



According to the analysis in Section III-C, in a time slot,
the node that selects the earliest backoff time slice gets the
physical channel, and all nodes whose backoff timers fire later
should abandon their transmission. Hence, a node successfully
grabs time slicet if all other nodes attempt to grab time slices
after t. If at least two nodes in the same neighborhood attempt
to grab the same earliest time slice, there is a collision. We
need to find the probability distributionP (t) to maximize
Pnc, the probability that there is only one node that grabs
the earliest time slice, to avoid collisions as much as possible.
Assuming the earliest time slice isi, 0 ≤ i ≤ T −1, and there
areN nodes in the neighborhood, the probability that one and
only one node attempts to grab this time slice and all other
nodes attempts to grab later time slices isN · P (i) · SN−1

i+1 ,
whereSi+1 =

∑T

t=i+1 P (t). Considering all possible earliest
time slices, we have

Pnc =
T−1
∑

i=0

N · P (i) · SN−1
i+1 .

Now we apply a recursive approach to decide the optimal
probability distributionP (t). First we assume that the values
for P (t), t = 0, ..., T − 2, are already known. From the
constraints that the sum of allP (t)’s is 1, ST−1 = P (T −
1)+P (T ) is also known. The question is how to divideST−1

betweenP (T − 1) andP (T ) to maximizePnc. This division
only affects the termN ·P (T−1)·P (T )N−1 in the calculation
of Pnc. The other terms are not affected by the wayST−1 is
divided. For simplicity we denoteP (T ) as a and P (T − 1)
asb. The first order condition for maximizing is

d

da
(NbaN−1) = N(N − 1)ST−1a

N−2 − N2aN−1 = 0,

and we have

ST = P (T ) = a = kT ST−1,

wherekT = N−1
N

.
We omit the validation of the second order condition for

brevity, but for N ≥ 2, the above equation does give a
maximized result

N · P (T − 1) · P (T )N−1 = kN−1
T

SN

T−1.

Then we consider the division of probabilityST−2 between
P (T − 2) and ST−1 assuming that the values forP (t), t =
0, ..., T − 3 are known. For simplicity we denoteP (T − 2) as
c. The terms affected by this division are only

NcSN−1
T−1 + kN−1

T
SN

T−1.

The first order condition is

N(N − 1)ST−2S
N−2
T−1 + (kN−1

T
− N)NSN−1

T−1 = 0,

and therefore
ST−1 = kT−1ST−2,

wherekT−1 = N−1
N−k

N−1
T

. Then we obtain the optimal value of
the sum of the two terms:

NcSN−1
T−1 + kN−1

T
SN

T−1 = kN−1
T−1 sN

T−2.

With the similar approach we get the recursive formulas for
St andkt as follows.

St+1 = kt+1St,

wheret = 0, ..., T − 1, andS0 = 1.

kT−t−1 =
N − 1

N − kN−1
T−t

,

wheret = 0, ..., T − 2, andkT = N−1
N

.
Therefore, the optimal distributionP (t) is

P (t) = St − St+1,

wheret = 0, ..., T − 1, andP (T ) = ST .
The optimal distribution gives an optimal bound of the

non-collision probability. However, the distribution depends
on the number of competing nodes, which may vary from
neighborhood to neighborhood in deployed systems. Also, the
process of computing the distribution is complicated and hence
too costly for power-limited sensor devices. Accordingly,if a
simple solution can provide a non-collision probability close
to the optimal bound, it is more favorable. We propose a
suboptimal distribution to be used by each node, which is
easy to compute and does not depend on the number of com-
peting nodes. A natural candidate is an increasing geometric
sequence, in which

P (t) =
b

t+1
T+1 − b

t

T+1

b − 1
, (1)

wheret = 0, ..., T , andb is a number greater than1.
The problem is which value ofb should be chosen. We

choose variousb values to calculate the corresponding non-
collision probabilities and compare them with that from the
optimalP (t). To be consistent with the evaluation section, we
choose the same number of time slices and node densities. The
results are shown in Figure 8. From the figure we can see that
if we chooseb = 1000, the difference between the simple
solution’s non-collision probability and that of the optimal
P (t) is smaller than6% for the node densities we choose
andT = 33, which is the number we use in the simulation.
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Fig. 8. Non-Collision Probability with Various b Values

A similar approach is also proposed in [46], which mini-
mizes collisions in slotted CSMA. We deem that the optimal



solution is more relevant for our MAC than for slotted CSMA.
The slice time for slotted CSMA can be chosen as small as the
sum of propagation delay, detection time and other processing
delays, which are in microseconds typically. Compared with
the maximum backoff time, the slice time is orders of magni-
tudes smaller, so the number of slices is large. When the slice
number approaches infinity, the non-collision probabilityfor a
uniform distribution is

lim
T→∞

Pnc = lim
T→∞

(N

T−1
∑

i=0

1

T + 1
(
T − i

T + 1
)N−1).

Let a = T−i

T+1 , from the definition of the Riemann integral,
we have

lim
T→∞

Pnc = N

∫ 1

0

aN−1da = N ·
1

N
= 1.

Therefore, when the slice numberT +1 approaches positive
infinity, the non-collision probability approaches1, which
means even the uniform distribution gives a very small chance
of collision. Calculation shows that if we have1000 time
slices, even when200 nodes compete, the non-collision prob-
ability for a uniform distribution is still above90%. Since the
slice number we use in MMSN is much smaller (T +1 = 34 in
our simulation), to reduce protocol overhead, the suboptimal
approach shows a significant performance improvement over
the uniform distribution, as shown in Figure 8.

In our algorithm, we use the suboptimal approach for
simplicity and generality. We need to make the distribution
of the selected backoff time slice at each node conform to
that shown in Equation (1). It is implemented as follows: first
a random variableα with a uniform distribution within the
interval [0, 1) is generated on each node; then time slicei is
selected according to the following equation:

i = ⌊(T + 1) logb[α(b − 1) + 1]⌋.

It can be easily proven that the distribution ofi conforms to
Equation (1).

IV. PERFORMANCE EVALUATION

We implement MMSN in GloMoSim [35] and conduct
extensive experiments to evaluate its performance and compare
it with CSMA as well. In this evaluation, MMSN uses even
selection for frequency assignment, since it results in fewer
potential conflicts. For this performance evaluation, three
groups of experiments are designed. In the first group, different
traffic patterns are used. In the second group, different system
loads are considered, and in the third group of experiments,
the node density is varied.

For all the three groups of experiments, four performance
metrics are adopted: aggregate MAC throughput, packet de-
livery ratio, channel access delay, and energy consumption.
The aggregate MAC throughput measures the performance
gain and is calculated as the total amount of useful data
successfully delivered through the MAC layer in the system
per unit time. The packet delivery ratio is calculated as the

TABLE I

SIMULATION CONFIGURATION

TERRAIN (200m×200m) Square
Node Number 289
Node Placement Uniform
Application Many-to-Many/Gossip CBR Streams
Payload Size 32 Bytes
Routing Layer GF
MAC Layer CSMA/MMSN
Radio Layer RADIO-ACCNOISE
Radio Bandwidth 250 Kbps
Radio Range 20m∼45m

ratio of the total number of data packets successfully delivered
by the MAC layer over the total number of data packets the
network layer requests the MAC to transmit. The channel
access delay measures the time delay a data packet from the
network layer waits for the channel before it gets sent out.
The energy consumption reflects the cost each protocol pays
to achieve its performance, which is calculated as the energy
consumed to successfully deliver a useful data byte. Since we
have measured the cost for each frequency assignment scheme
in Section III-B and this energy consumption is amortized
during data transmission, it is no longer counted here.

During all the experiments, the Geographic Forwarding
(GF) [47] routing protocol is used, and simulation is config-
ured according to the settings in Table I. For each data value
we present in the results, we also give its 90% confidence
interval.

A. Performance Evaluation with Different Traffic Patterns

In the first group of experiments, two different traffic pat-
terns are used, many-to-many and gossip traffic patterns. The
many-to-many traffic pattern is used to simulate the typical
sensor network application scenario: multiple sensor nodes
report their readings to multiple base stations over multiple
hops. Since the routing design affects the contention level
at the MAC layer (e.g., hot spots), the MAC performance
is more statistically valid when a simulation can isolate the
effect from the routing layer. Therefore, we also evaluate the
MAC performance with the gossip traffic pattern, in which
each node only communicates with its neighbors. For both of
these two traffic patterns, we increase the number of available
frequencies, to observe the performance variation. In this
group of experiments, 50 CBR streams are used and the node
density is set to 38, by configuring the radio range to 40m. To
achieve meaningful results, we evaluate the performance when
the packet delivery ratio in the MAC layer is reasonably high,
higher than 93%. The small amount of packet loss is due to
hidden terminal problems [21].

The performance results illustrated in Figure 9 confirm
MMSN’s scalability. When the number of frequencies in-
creases from 1 to 8 and the gossip traffic is used, (a) il-
lustrates that the packet delivery ratio increases from 95.4%
to 98.1%, (b) shows that the aggregate MAC throughput
increases from 246.9 Kbps to 861.8 Kbps, (c) informs that
the average channel access delay decreases from 0.069s to
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Fig. 9. Performance Evaluation with Different #Physical Frequencies

0.016s, and (d) states that MMSN becomes more energy
efficient: the energy consumption per byte of successfully de-

livered data decreases from 2.47×10−7 mWhr to 2.40×10−7

mWhr. Similar performance increase is also exhibited when
many-to-many traffic pattern is used. MMSN’s performance
increases, because available physical frequencies are evenly
shared within two-hop neighboring nodes, and the increase
of available frequencies leads to a higher degree of parallel
data transmission within each neighborhood. When more
physical frequencies are used, more nodes are able to conduct
simultaneous transmission in the deployed system without
collisions, so the aggregate MAC throughput increases. Plus,
fewer nodes are assigned to use the same frequency within
two hops. So communication interference decreases, which
leads to less backoff and decreased channel access delay. Also,
the decreased communication interference leads to less packet
loss, and more useful data bytes are successfully delivered
with the same amount of energy. On the other hand, MMSN
does not achieve 8 times performance improvement when 8
frequencies are used compare to the case when one frequency
is used. This is due to the fundamental hardware limitation of
using a single transceiver in each sensor device.

Compared with CSMA, MMSN has similar or a little lower
performance when the number of frequencies is small. This
is because MMSN has a fixed backoff time period allocated
within each time slot, while CSMA can fire the backoff timers
at any time within the backoff window. However, when the
number of frequencies increases, more parallel transmission
within each neighborhood occurs and it results in more gains
than the cost paid due to the fixed backoff period, and MMSN
outperforms CSMA.

We are also aware that MMSN has constantly increasing
aggregate MAC throughput when the gossip traffic pattern
is used, while the speed of throughput increase slows down
when the many-to-many traffic pattern is used. This is because
the many-to-many traffic consists of a number of many-to-one
traffic, in which multiple nodes transmit data packets to the
same destination node. In this case, all these transmittersuse
the same physical frequency that the destination node gets
assigned, and hence there is no potential parallel transmission
that can be utilized. This is also one major difference between
the single-transceiver4 multi-frequency MMSN protocol and
the multi-transceiver multi-frequency protocols proposed in
[17] [18] [19].

B. Performance Evaluation with Different System Loads

In the second group of experiments, we explore MMSN’s
performance when different system loads are used, which are
generated by different numbers of CBR streams. To analyze
performance scalability, we conduct all experiments with dif-
ferent numbers of frequencies as well. In the experiments, the
node density is set to 38, and the gossip traffic pattern is used.

As Figure 10 shows, for all the system loads we configure
from 15 CBR streams to 50 CBR streams, it is observed
that MMSN always exhibits better performance when more

4One solution is for each base state to have multiple transceivers. The
multiple transceivers snoop on different frequencies, so that the base station
can receive simultaneous data reporting from multiple nodes.
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Fig. 10. Performance Evaluation with Different System Loads

frequencies are used, which is consistent with the result
presented in the previous group of experiments. For example,
as shown in Figure 10, when the number of frequencies

increases from 1 to 4 and 40 CBR streams are used, MMSN’s
packet delivery ratio increases from 95.2% to 97.3% in (a). At
the same time, MMSN’s aggregate MAC throughput increases
by 119% from 239Kbps to 523Kbps as shown in (b), and the
channel access delay decreases to 0.021s, which is 37.5% of
the delay when only 1 frequency is available, as shown in (c).
In such a case, (d) also informs that MMSN’s energy con-
sumption for each successfully delivered data byte decreases
from 2.48×10−7mWhr to 2.42×10−7mWhr. MMSN achieves
improved performance when the number of frequencies in-
creases, because the increased frequencies lead to increased
parallel transmission within the same neighboring space and
to decreased congestion for the same physical frequency.

Figure 10 (a) also shows that CSMA has a decreased
packet delivery ratio from 98.3% to 95.4%, while MMSN
does not have such an obvious packet loss. This is because
the non-uniform backoff algorithm design is more tolerant to
the system load variation than the uniform backoff algorithm.
The sharply increased system load, from 15 CBR streams to
50 CBR streams, leads to more congestion and more packet
loss in CSMA while the slotted backoff is not impacted as
much. In (b), the aggregate MAC throughput increases with
the increase of system load, because more nodes get involved
in communication and more parallel data transmission occurs.
In addition, the increased nodes becoming involved in com-
munication result in increased congestion and hence increased
channel access delay increases in (c). Since CSMA is more
sensitive to system load and has lower packet delivery ratio,
it is less energy efficient when the system load increases,
while MMSN’ packet delivery ratio is more tolerant to system
load and hence does not exhibit apparent decrease of energy
efficiency.

For similar reasons as explained in the previous experi-
ments, MMSN is observed to have a lower performance than
CSMA when there is only one, or two in some cases, physical
frequencies available as shown in Figure 10. However, MMSN
outperforms CSMA when three or more frequencies are used,
which is also exhibited in Figure 10.

C. Performance Evaluation with Different Node Densities

In many deployed sensor network systems [30] [31] [32]
[33], providing node redundancy is an efficient and effective
method to increase the system lifetime. So, in the third group
of experiments, we evaluate MMSN’s performance when dif-
ferent node densities are utilized. The node density is increased
from 14 to 38, by configuring different radio ranges, and a
gossip traffic pattern is used that consists of 50 CBR streams.
We also measure the performance difference when different
numbers of frequencies are used as well.

Once again, the experimental results confirm that MMSN
always achieves a higher performance when more frequencies
are available, which can be observed in Figure 11 (a)∼(d). The
corresponding reasons can be found in the first two groups of
experiments and are not repeated here.

From Figure 11 (b), it is observed that the aggregate MAC
throughputs in both CSMA and MMSN decrease with the
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Fig. 11. Performance Evaluation with Different Node Density

increase of node density. This is because when node density
increases, the same number of frequencies are shared by

more nodes within two hops. When the same percentage of
nodes participate in communication, congestion is increased
and hence backoff and channel access delay are increased,
as shown in Figure 11 (c). We do not observe consistent
trends for packet delivery ratio variation in (a) and energy
consumption variation in (d), when the number of frequencies
is greater than one and the node density is increased from 14
to 38. But we do notice that when there is only one frequency,
the packet delivery ratio of MMSN increases in (a), with the
increase of node density. We think this is because of decreased
hidden terminal problems, when the radio range gets increased
to increase node density, while at the same time the system
topology is fixed to be 200m×200m. When the number of
frequencies increases, this effect becomes very small and no
similar trend is observed. Also, because of the increased packet
delivery ratio, the energy consumption becomes more efficient
as shown in (d), when MMSN uses one frequency and the node
density increases from 14 to 38.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose the first effort to design a multi-
frequency MAC protocol for wireless sensor network applica-
tions, in which each device adopts a single radio transceiver.
The different MAC design requirements for wireless sensor
networks and general wireless ad hoc networks are compared,
and a complete WSN multi-frequency MAC design (MMSN)
is put forth. During the MMSN design, we analyze and
evaluate different choices for frequency assignment, and also
discuss the non-uniform backoff algorithms for the slottedme-
dia access design. Finally, we evaluate MMSN’s performance
through extensive experiments, and the performance results
show that MMSN exhibits prominent ability to utilize parallel
transmission among neighboring nodes. MMSN also achieves
increased energy efficiency when multiple physical frequencies
are available.

In the future, we plan to implement MMSN in a large scale
running sensor network system and evaluate its performance
with different sensor devices. In addition, the current work
assumes that we have access to multiple well separated chan-
nels. In future work, we also plan to extend MMSN to the
case when the multiple channels have partially overlapping
[48] frequency bandwidths.
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Abstract— Recent studies on radio reality provided strong
evidence that radio links between low-power sensor devices are
extremely unreliable. In this paper, we study how to improve
energy efficiency for reliable communication using such unreli-
able links. We identify an optimal bound on energy efficiency
for reliable communication, and propose a new communication
model in the link layer that asymptotically approaches this
bound. This new model indicates a better path metric compared
to previous path metrics, and we validate this by establishing
a routing infrastructure based on this metric, which indeed
achieves a higher energy efficiency compared to other state-
of-the-art approaches. We present results from a systematic
analysis, simulations and prototype experiments based on the
MicaZ platform. The results give us fundamental insights on
communication efficiency over unreliable links.

I. INTRODUCTION

The evolution of radio models has consistently shaped the
upper layers of the communication stack in wireless sensor
networks. Early communication stacks were usually designed
based on over-simplified radio assumptions, such as the unit
disk graph model. Recently, this model has been repeatedly
challenged by empirical measurements. For example, studies
in [31], [26], [8] suggested that wireless links are irregular
and unreliable. These studies also observed highly different
packet delivery ratios for the same link in reverse directions.
The design of communication stacks must take into account
these radio layer realities.

Motivated by these observations, we focus on how to min-
imize overhead while providing reliable end-to-end commu-
nication over these unreliable links. Reliable communication
is important for sensor networks despite the wide use of
aggregation techniques, because realistic applications often
use alarms and other one-time event notifications that need
to be communicated reliably. The successful delivery of such
information has a direct effect on the overall performance of
the system.

Formally, we model an unreliable link between nodes A
and B as (p, q), where p represents the packet delivery ratio
from A to B, and q represents the packet delivery ratio
from B to A. When p and q are less than 100%, we must
use a packet recovery mechanism, such as retransmissions
and acknowledgements, to achieve reliability. The problem of
minimizing overhead, therefore, is equivalent to minimizing
the additional traffic compared to the ideal scenario where
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Urbana-Champaign.
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every link is perfect. To model this traffic, we introduce a
new parameter, Energy Per Bit, or EPB, to characterize the
energy efficiency aspect of communication. EPB represents
the average energy consumption for each delivered bit from the
source to the destination. EPB is decided by several factors,
such as the link layer packet recovery mechanism, the routing
layer path selection, the relative positions of the source and
the destination, and the network topology, among others. Some
of these factors, such as the relative positioning of the source
and the destination, are unique to a particular transport task.
Therefore, we do not aim to optimize EPB across different
transport tasks. Rather, we focus on optimizing EPB for a
given transport task, for example, node A sends 1000 bytes to
B through multiple hops.

The optimization presented in this paper is a joint optimiza-
tion process in two layers: in the link layer, it optimizes how
lost packets are detected; in the routing layer, it optimizes
how paths are selected. More specifically, we present two
corresponding techniques: 1) the lazy packet loss detection
in the link layer and 2) the use of a stream based path metric
in the routing layer. The first optimization technique applies
to a particular chosen path, while the second one applies to
the path selection process. These two optimization techniques
are unified by their consistency: we first analyze the first
optimization technique and demonstrate its effectiveness in
reducing EPB given a particular path. Based on the analysis,
we distill a path metric that features a stream nature, interacts
with the commonly used spanning tree routing structure,
and leads to the second optimization technique. Therefore,
by jointly applying these two techniques, we further reduce
EPB, as validated by an extensive evaluation.

Our optimization techniques have applications in a wide
variety of scenarios. One of them is surveillance [27], [3].
In this type of applications, sensed data, such as temperature,
light or pressure readings, are periodically sampled and relayed
to a central data collection node, referred to as the base
station. Normally, the data reporting rate is relatively low, and
timing requirements are not strict. Since data are generated
periodically, traffic naturally exhibits a streaming nature (i.e.,
a data flow to the base via multiple hops for a long period
of time). Our optimization techniques can therefore be readily
applied to such applications.

The rest of this paper is organized as follows. Section II
presents the lazy lost packet recovery mechanism. We then
derive a general stream path metric based on analysis of
this mechanism. Section III presents a systematic performance



evaluation of the mechanism from two aspects: the end-to-
end delay and the buffer requirements. Section IV integrates
the stream metric into the routing layer design, leading to
the second optimization technique. We compare its perfor-
mance to two state-of-the-art protocols that take into account
the unreliable nature of sensor network communication. We
demonstrate that, by using the joint optimization, our protocol
stack achieves a considerably better EPB value than either
of them. At last, we outline related work in Section V and
conclude this paper with Section VI.

II. LAZY LOST PACKET RECOVERY

We now describe the first optimization technique, called
lazy lost packet recovery. This section is organized into three
parts. First, we describe different link quality metrics based
on empirical experiments. Next, we present the design of the
optimization algorithm, and demonstrate that it approaches the
optimal efficiency bound. At last, we discuss applications of
reliable packet delivery in sensor networks.

A. Link Quality Metrics Overview

Link quality metrics are used to classify and select links.
Prior measurements on link quality reveal that different links
have considerably different packet reception properties [30].
One popular model is to treat a link as a bi-directional
packet reception probability vector (p, q). However, reception
probability is not the only representation of link quality.
Recently, another metric, LQI , or Link Quality Indicator, was
defined by IEEE standard 802.15.4 [1], and was implemented
on the Chipcon CC2420 radio component [7]. The CC2420
radio has been used on MicaZ and Telos nodes. Another
interesting link quality indicator is RSSI (Received Signal
Strength Indicator), also implemented on the CC2420 radio.
In this section, we demonstrate that LQI is closely correlated
with packet reception probability, and either of them can be
used as the underlying metric of our optimization model. On
the other hand, our experiments demonstrate that RSSI is
not a satisfactory indicator of link quality, and should not be
adopted for link classification.

The implementation of LQI , as defined in [1], was that it
“may be implemented using receiver ED (energy detection),
a signal-to-noise ratio estimation, or a combination of these
methods.” The CC2420 radio module implemented LQI based
on a sampling of the error rate for the first eight symbols of
each incoming packet. This sampling generates a correlation
value in the range of [50, 110], followed by a linear conversion
of this value to a range of [0, 255], which is the value provided
to the user.

RSSI is not detailed in the 802.15.4 standard, but it is
provided by the CC2420 radio module together with LQI .
RSSI is also based on eight symbols, but instead of using
the error rate, it uses the average energy level to calculate its
value.

We carried out a series of experiments with both indoor and
outdoor environments during different periods of the day. Due

to space limitations, we only present one representative set of
data in Figure 1.
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Fig. 1. Correlation between the packet receiving ratio and LQI of CC2420
radio at receiver side. At each distance, six rounds of packets are sent from
the sender to the receiver.

In this particular experiment, we use a pair of MicaZ nodes,
one as the sender and the other as the receiver. We vary the
distance from the receiver to the sender from 5ft to 40ft, in
steps of 5ft. At each distance, the receiver sends six rounds of
packets, with 100 packets in each round. The packet reception
ratio, the average LQI and the average RSSI are plotted
for comparison. Both LQI and RSSI are calculated in every
round.

We have three observations. First, we observe a strong
correlation between the averaged LQI values and packet re-
ception probabilities at the receiver. Statistical analysis shows
that the Pearson’s correlation coefficient is 0.90 between these
two variables. Of course, there are still some inconsistencies
observed, especially when the received signal is weak. These
inconsistencies explain why the Pearson’ s coefficient is not
1.0. Nevertheless, the observed correlation is still quite inter-
esting, since LQI is calculated only from those packets that
are received, whereas the packet reception probability takes
into account those packets that are dropped. This correlation
implies that LQI is a good measurable indicator of the packet
reception probability. Second, at each distance, the packet
reception probability has a narrow range of variation that is
less than 20%. Our additional experiments also exhibit the
same property. This observation is consistent with results in
the literature [26]. We, therefore, consider the packet reception
probability as a relatively stable parameter to classify links.
Third, observe that there is a much smaller correlation between
RSSI and the packet reception probability. The Pearson’s cor-
relation coefficient is only 0.56 between the packet reception
probability and the RSSI value. Furthermore, observe that
when the signal is weak, even though there is a considerable
variation in the packet loss rate, RSSI does not change
appreciably. Therefore, we do not recommend using RSSI
as a reliable link quality indicator.



B. The Design of the Lazy Packet Loss Detection

We now describe the lazy packet loss detection algorithm.
The optimization goal is to minimize EPB. Since this algo-
rithm works in the link layer, we assume a chosen path. For
example, we consider the scenario where the source sends
1000 packets to the destination via certain hops. Observe
that the amount of meaningful traffic is fixed. Therefore, the
optimization goal is equivalent to minimizing the overhead.
This goal can also be expressed as maximizing the fraction of
non-redundant data packets.

We now introduce the path efficiency parameter, η. For-
mally, for a path with N hops, let U be the total useful traffic
delivered in bits, and S be the total amount of bits transmitted
from all nodes on this path. We have:

η =
UN

S
(1)

Clearly, for a fixed path, η and EPB are inversely propor-
tional. Therefore, for a given path, we want to maximize η.
Note that, however, η can not replace EPB when the path
is not fixed. For example, one way to maximize η without
a given path is to select only strong links (links with high
reception probabilities), so that very few packets will be lost.
In this case, we obtain a high η value. On the other hand,
by only choosing strong links, we are essentially accepting an
excessively large number of hops, which increases EPB.

The rest of this section optimizes η. First, we consider
the upper bound of η. Next, we present the lazy lost packet
detection algorithm. At last, we show that the reliable com-
munication model, assumed in this paper, generally achieves
a better η than unreliable models.

1) Path Efficiency Upper Bound: We now derive the upper
bound of η. A simplified model is shown in Figure 2.

(p1,q1) (pn,qn)(p3,q3)(p2,q2)Source Sink

Fig. 2. The simplified link model

In this model, we assume a path of n links. Suppose link
Li has a forward packet reception probability of pi and a
backward packet reception probability of qi. Observe that for
a single link, we have:

The path efficiency η over a single link cannot be higher
than its forward packet reception probability p.

The reasoning is intuitive: since useful traffic can only flow
forward, if the sender sends N packets, only pN packets can
be delivered successfully. Therefore, even if (though this is
not practical) the sender knows, without any additional cost,
which packets are lost and re-transmits them, an upper bound
of p nevertheless holds for η.

Next, we consider the path efficiency over multiple links.
Suppose the sender intends to send K bits to the destination
over n hops. Suppose the total traffic flowing over link Li in
both directions is Mi bits. For link Li, we have:

ηi =
K

Mi
≤ pi (2)

On the other hand, we know the path efficiency ηpath over
n hops is (according to Equation 1):

ηpath =
nK

∑n
i=1 Mi

(3)

Let the maximal pi for 1 ≤ i ≤ n be pmax, we have:

ηpath =
n

∑n
i=1

1
ηi

≤ n
∑n

i=1
1
pi

≤ pmax (4)

A tight upper bound on path efficiency η over multiple hops
therefore is n

∑ n
i=1

1
pi

. Using this bound, we can investigate

the available reliable communication models. Surprisingly, few
have considered the aspect of efficiency and some intuitive
solutions can never approach this bound. Such is the case with
the popular timeout-based solution.

In a timeout-based solution, the sender generally relies on
a timer to control retransmissions. More specifically, if the
sender does not receive an acknowledgement from the receiver
when the timer fires, it assumes that either the data packet
or the acknowledgement is lost. Therefore, it sends the data
packet again. This solution is intuitive, elegant and has been
proved to be robust in practice. However, despite its merits, we
argue that this timeout-based design is inherently less advanta-
geous for sensor networks for efficiency reasons. Specifically,
let us consider the number of packets it takes for transmitting
one data packet reliably for one hop over a link of reception
probabilities of (p, q) using the timeout-based protocol. Since
the combined packet delivery success ratio for a round of
packet exchanges (i.e., for a pair of data and acknowledgement
packets), is pq, the sender is expected to send the data packet
1/pq times before both the data packet and the corresponding
acknowledgement packet are delivered successfully. Since the
receiver only acknowledges those data packets it receives, it
is expected to send 1/pq × p, or 1/q acknowledgements. Let
the packet length ratio between the acknowledgement packet
and the data packet be λ. The path efficiency η over this
link becomes pq

1+pλ . As λ → 0, or, if the data packet is
sufficiently large compared to the acknowledgement packet, η
approaches pq. Compare this result with Equation 2, as long
as the backward link is not perfect, this efficiency value is
always smaller than its upper bound.

2) Lazy Lost Packet Detection based Communication: So
why does timeout-based design fail to approach the upper
bound? Observe that in this design, the key mechanism the
sender relies on to detect a packet loss is the acknowledgment
packets from the receiver. Unfortunately, the backward link is
not perfect, therefore, the sender wastes bandwidth by retrans-
mitting data packets that have been successful. To avoid this
problem, therefore, the sender must use additional information,
other than the acknowledgements from the receiver, to detect
packet losses. In the design described in this section, we use
a combination of two techniques, overhearing and sequence
number counting, to achieve this purpose.

We present three aspects of the new communication model:
lazy loss detection, implicit acknowledgement, and path effi-
ciency analysis. The basic mechanism is shown in Figure 3.
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Fig. 3. This example shows the basic principle of lazy loss detection. At
each node, packets are sent out in order, although packets may not be received
in order. In this example, A sends out 6 packets in total, and packet 3 is lost
when first sent from A to B. B then detects this packet loss after receiving a
following packet using sequence number counting, and asks A to retransmit
it. Packet 3 is then retransmitted.

Lazy Loss Detection In lazy loss detection, the sender does
not employ any timeout mechanism. Rather, the detection of
lost packets is delayed to the moment when the receiver gets
another packet from the sender. For example, in Figure 3, the
loss of packet 3 is not detected until B receives packet 4 from
node A. We therefore call this loss detection lazy. The receiver
then recovers the lost packets by sending retransmission re-
quest packets (RRPs). Since the link from B to A is also not
perfect, it may take multiple RRPs to inform A of the lost
packet. Therefore, B should periodically resend RRPs, with
an interval larger than the round-trip time, until it recovers
the lost packet. Obviously, to maintain the correct sequence
of packets, we enforce that new packets received by B during
this period should be temporarily buffered.

Implicit Acknowledgement To respond RRPs, a node must
buffer the lost packets. Hence, a node deletes a packet it sent
out earlier only when it decides that this packet has indeed
been received by the receiver. In practice, the sender relies on
implicit acknowledgements. These acknowledgements come
from two sources. First, based on the broadcasting nature of
wireless links, A can usually overhear the packets sent out by
B to downstream nodes. Such overhearing is the first source of
implicit acknowledgement That is, once A overhears a packet
it sent out earlier being relayed, it can safely delete it from
its buffer. For example, in Figure 3, node A can delete packet
1 after it overhears it sent by node B. Second, observe that
RRPs can also serve as acknowledgements, as long as RRPs
for different lost packets are kept in order. That is, once B
decides that a packet has been lost, B should stop relaying
new packets, and immediately switch to sending RRPs. When
A receives a RRP, it can decide that 1) all packets prior to this
lost one must have been successfully received and 2) it should
resend the requested (lost) packet. RRPs therefore serve as

implicit acknowledgements. For example, in Figure 3, when
B sends RRPs to A regarding the lost packet 3, A decides
that previous packets must have been received by B, and can
safely delete them from the buffer.

Observe that some techniques presented here, such as the
packet sequence number counting and the implicit acknowl-
edgement, work only if A continues to send packets to B.
For the last few packets in a stream, the sender should either
switch to sender-timeout mechanism for packet-loss detection,
or it can send additional dummy packets to the receiver. The
dummy packets should assume higher sequence numbers, so
that the receiver can correctly diagnose potential packet losses.

Path Efficiency Analysis We now analyze path efficiency
η in the lazy communication model. We define λ as the length
ratio between a RRP packet and a data packet. For one
link, if the first packet transmission is successful, which has
a probability of 1 − p, there are no retransmissions needed.
Otherwise, when the receiver detects a packet loss, it sends a
request for retransmission. For a link with a delivery ratio of
(p, q), the number of RRP s, after a packet loss, conforms to
a geometric distribution with parameter pq, and the average
number of RRP s sent is 1/pq. On the sender side, since it
only responds to those RRP s it receives, the average number
of retransmissions for a lost data packet is 1/p. Therefore, the
path efficiency is:

η =
1

1/p + (1 − p)λ/pq
=

pq

q + (1 − p)λ
(5)

The interesting fact regarding Equation 5 is that if the length
of data packets is sufficiently large compared to the length
of RRP s, or, if λ → 0, η → p. Remember that p is the
upper bound for efficiency over a single link. Therefore, we
have shown that lazy packet loss detection overcomes the
disadvantage of timeout-based mechanisms and approaches the
path efficiency upper bound. Additionally, this result indicates
that it is beneficial to use various techniques, such as data
aggregation, to increase the length of data packets and decrease
λ.

We can also easily get the expected EPB value over this
link:

EPB = p× 1 + (1− p)× (1 +
1

p
+

λ

pq
) =

1

p
+

1 − p

pq
λ (6)

EPB represents energy consumption. We demonstrate that
once this metric is incorporated into the routing layer design,
it can significantly improve the path energy efficiency of data
streams (which we call the stream model.

C. Why Reliable Packet Delivery is Important

So far, we have assumed our communication model to be
reliable. In this section we explain why. We present a compar-
ison between three communication models on path efficiency
over multiple hops: our new model (denoted stream), the
timeout-resend model (denoted timeout), and the best effort,
non-reliable data communication model (denoted noack). For
the end-to-end path efficiency, we have:



ηstream =
N

∑N
i=1

qi+(1−pi)λ
piqi

(7)

ηtimeout =
N

∑N
i=1

1+piλ
piqi

(8)

ηnoack =
p1 · p2 · · · pn · N

1 + p1 + p1 · p2 + · · · + p1 · p2 · · · pn−1
(9)

For an intuitive understanding of their differences, assume
the link quality p over different links can be approximated by
p̃, and q approximated by q̃. Indeed, such an approximation
is highly simplified, and we shall take into account quality
reception variations in Section III-A. In the simplified case,
we have:

ηstream =
p̃q̃

q̃ + (1 − p̃)λ
(10)

ηtimeout =
p̃q̃

1 + p̃λ
(11)

ηnoack =
(1 − p̃) · p̃N · N

1 − p̃N
(12)

These results show one critical difference between the best
effort communication model (Equation 12) and the reliable
communication model (Equation 10,11): the path efficiency of
the best effort model is relevant to the number of hops, whereas
the path efficiency of the reliable model is not. Therefore,
the best effort communication model is not scalable to long
paths. This fact is even more intuitive if we make a further
simplification by enforcing that λ → 0 and N → ∞. We get:

ηstream → p̃ (λ → 0) (13)

ηtimeout → p̃q̃ (λ → 0) (14)

ηnoack → 0 (N → ∞) (15)

This result shows that as the packet travels over many hops,
the communication efficiency of the best effort communication
model approaches 0! This fact also implies that virtually any
conventional design that primarily relies on end-to-end loss
recovery techniques can not be ported to sensor networks, due
to scalability issues.

Arguably, sensor networks represent a new paradigm for
communication where sometimes it is difficult to motivate
reliable communication. For example, data may be aggregated
along the path. The network may indeed tolerate a certain
amount of packet losses without significantly affecting the
aggregate. However, for the system to scale, the fraction of
delivered packets should remain finite and representative of the
original pool, which means that a certain degree of reliability is
needed to prevent end-to-end communication efficiency from
dropping below a certain minimum with an increased hop
count.

III. UNDERSTANDING THE PERFORMANCE OF THE

STREAM COMMUNICATION MODEL

We now present a detailed investigation on the performance
of communication model, which we call the stream commu-
nication model. We analyze performance from three aspects.
First, we study path efficiency through empirical experiments,
and validate the performance advantages of the new approach.
Next, we analyze end-to-end delay, and validate our results
using simulations. At last, we analyze buffer size requirements.

A. Empirical Validation of the Communication Model

To compare the path efficiency in realistic settings, we
used MicaZ nodes to test our communication model. In the
experiment, sixteen nodes (labeled 1 to 16) were placed in an
indoor hallway. The experiments were carried out at midnight
to avoid external interference. The output power level of each
node was set to be −7dBm. In the experiment, each node first
sent periodic beacons to neighbors to determine the packet
reception probability. This process took 2000 packets for each
node over a period of 100 seconds. Then, node 1 sent out 3200
packets, hop by hop, to node 16. We enforced that nodes relay
the packets sequentially, that is, node 1 sent packets to 2, 2 to
3, etc, at a rate of 2 packets per second. We deliberately chose
a low rate to avoid any potential interference, so that the effect
of unreliable links can be isolated from that of congestion.
Each packet had a payload of 29 bytes, so the overall useful
traffic was approximately 100K bytes. We implemented the
three different communication models mentioned previously
and ran this experiment using each of them separately. Each
node logged the number of transmissions, retransmissions,
requests for retransmissions, and acknowledgements into its
flash. These data were collected after the experiments. The
results presented here are based on the analysis of these data.

First, we determine the link qualities connecting these
nodes. The result is plotted in Figure 4. Note that we only
plot link qualities between nodes adjacent to each other.
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Fig. 4. This figure shows the positioning of 16 nodes and the links
that connect them, represented by the packet reception probabilities. Links
connecting non-neighboring nodes are not plotted for clarity.

We observe several well-known phenomena in wireless
communication, such as the existence of link asymmetry and
weak links. These phenomena have been reported in prior
literature. Based on link quality, we can calculate the expected
packet transmission rounds for the stream communication
model. The actual packet numbers fit the predictions very well,
as shown in Figure 5.

There are slight differences between the predictions and
the actual measurements in Figure 5, for two reasons. First,
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link quality may change slightly over time. Second, in our
implementation, the sender switches to timeout-based packet
delivery to ensure reliability at the end of the stream. Both
factors lead to slight performance deviations, but Figure 5
demonstrates that these deviations are small and the predic-
tions are still quite accurate.

We also compare the efficiency of the stream communi-
cation model to the other two models. We plot the results
in Figure 6. The path efficiency is calculated based on ex-
perimental data. The efficiency for a particular link refers to
the accumulated path efficiency from link 1 to this link, as
calculated based on the logged data. For example, observe
that link 10 corresponds to an efficiency of 0.75 for the stream
model, meaning that as data flow from link 1 to 10, the overall
efficiency of these ten links is 0.75. Also observe that because
of the poor quality of link 2 ((0.51, 0.29) in the experiment),
all three communication models experience a considerable
decrease in terms of efficiency at link 2. The third observation
is that we have similar results as the analysis in Section II-C:
the best-effort communication model does not scale with path
length and the stream communication model outperforms the
other two models considerably.

B. End-to-End Delay Analysis

To derive the end-to-end delay, observe that this delay
contains multiple random variables conforming to different
distributions. For example, both the time it takes to detect a
packet loss and the number of RRPs sent after the detection
of a lost packet conform to geometric distributions, whereas
the number of hop-wise delivery failures for a packet from
the source to the sink conforms to a binomial distribution.
Despite the fact that it is quite difficult to obtain the accurate
statistical distribution of the end-to-end delay, it is relatively
easy to give an estimate of the expected end-to-end delay.
In practice, this parameter is very useful. We derive an
estimate of end-to-end delay for two types of traffic: periodic
traffic and Poisson traffic. We also validate our analysis using
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Fig. 6. This figure compares the efficiency of three different transport
services: stream model, timeout-resend model and best-effort model.

simulations. We do not use empirical data due to the fact that
in order to maintain precise time synchronization, which is
necessary for calculating the end-to-end delay, current sensor
networks protocols employ periodic data exchanges to cope
with clock drifts. Such periodic packet exchanges incur a non-
trivial traffic overhead and lead to unexpected interference,
both of which we want to avoid. Therefore, it is hard to
measure precise packet delays without having side-effects on
link quality due to interference. Moreover, our simulations also
allow us to use a much larger traffic volume to get more precise
distribution curves.

We first analyze the end-to-end delay for periodic traffic.
Consider a path with N hops. Let the delivery latency at
each hop be Tl. Let the source generate data packets at a
fixed interval, Td. We assume Tl � Td. Suppose the timeout
for RRPs is Ta. A packet sent over a link with a reception
probability (p, q), has a probability of 1−p of being lost. One
must then wait for a new packet to be successfully transmitted,
so that the lost packet can be detected. On average, it takes 1/p
new packets before one packet can be successfully delivered.
After the lost packet is detected, it takes on average 1/pq
RRPs to recover the packet. Therefore, the total expected
delay over one hop can be approximated by Tl +(1−p)(Td

p +
Ta

pq ). For a path with N links, the end-to-end delay can be
estimated as:

Delay =

N
∑

i=1

[Tl + (1 − pi)(
Td

pi
+

Ta

piqi
)] (16)

The analysis for Poisson traffic is quite similar. We model
the packet flow as a Poisson process with parameter λ.
Therefore, the expected time period for 1/p new packets to be
generated is 1/pλ. The end-to-end delay can then be estimated
as:

Delay =

N
∑

i=1

[Tl + (1 − pi)(
1

piλ
+

Ta

piqi
)] (17)



Both Equations 18 and 17 only model the expected hop
delay of the first hop, and then extend this approximation to the
remaining hops. Therefore, these results are somewhat sketchy.
However, through simulations with different parameters, we
find that Equations 18 and 17 indeed provide quite accurate
predictions regarding the average end-to-end delay.

In the simulation validation, we use the same link quality
data set as in Figure 4. All other parameters are set strictly
according to MicaZ’s technical specifications. The bandwidth
of MicaZ’s CC2420 radio is 250kbps, therefore, the time to
transmit one packet is roughly 0.001s. We set the timeout
parameter for generating RRP packets to be 0.01s, which is
sufficient for one round of packet exchanges. The end-to-end
delay distribution from the simulation is plotted in Figure 7.
We also plot the theoretical predication of the expected delay,
2.877s, based on Equation 18, along with the average end-to-
end delay calculated from simulation results.
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As observed in Figure 7, our earlier theoretical prediction
on the average end-to-end delay fits the simulation results
with an error of approximately 10%. This error is attributed
to the analysis procedure earlier: we simplified the problem
by extending the average delay for the first hop to the whole
path, while in practice, a packet loss could cause cascading
effects, therefore increases the end-to-end delay.

We also briefly compare the end-to-end delay of the stream
communication model with other communication models. For
the best-effort model, it is trivial in that each successfully
delivered packet has the minimal delay. For the timeout-
based model, we assume the most generic case in which the
sender uses a timer to decide whether a packet it sent has
been successfully received. If the timer expires at Ta and no
acknowledgement packet is received, the sender retransmits
the packet. Therefore, we can easily get the expected end-to-
end delay for the timeout-based model as:

Delay =
N

∑

i=1

[Tl + (
1

pi
− 1)Ta] (18)

Following the settings in Figure 4, the expected end-to-end
delay is approximately 70.54ms, which is much smaller than

the stream model. The reason is that in the stream model, the
sender relies on subsequent packets to detect potential packet
losses. The experiment settings in Figure 4 feature a relatively
low data rate, therefore introducing a longer end-to-end delay.

C. Buffer Requirement Analysis

We now analyze buffer requirements. We consider this
problem: given a set of links, what is the appropriate buffer
size to avoid packet losses? Although it is much more complex
to model the exact relationship between the buffer size and the
loss rate, it is usually sufficient to provide a lower bound (i.e.,
how large the buffer should be to avoid packet losses with high
probability). We shall answer this question in this section.

There are two requirements that must be satisfied to ensure
that packet losses should not occur. First, packet losses should
be detected in time before the packet is deleted from the buffer,
and second, lost packets should be recovered. Each issue turns
out to be a constraint in the model.

First, in order to detect lost packets in time, we consider
the instant when one packet gets lost. This packet is buffered
by the sender until the buffer is full. Then, the oldest packets
in the buffer are dropped since we enforce that the buffer is
FIFO. During this period, if at least one packet sent after the
lost packet is received, then the receiver can detect the packet
loss based on sequence number counting. Therefore, as long as
the buffer holds enough packets such that at least one packet
following the lost packet can be received, the lost packet
should be detected. Put in another way, the probability that
a packet loss is left undetected is equivalent to the probability
that none of the sequence of packets following the lost packet
is successfully received before the lost packet is deleted from
the buffer. Consequently, for a buffer size of N and a link
with a reception probability of (p, q), the probability of a
packet loss detection failure is (1− p)N . In practice, we want
this probability to be sufficiently small, for example, less than
10−3. Therefore, we have:

(1 − p)N < 10−3 ⇒ N > − 3

log10(1 − p)
(19)

Second, we also need to enforce that lost packets can be
recovered. Consider a period of T and a fixed data generation
interval of Td, we know T

Td
packets are to be transmitted.

Among them, (1−p)T
Td

packets are expected to be lost. Since
recovering one packet requires on average 1/pq rounds of
RRPs, therefore, recovering one packet takes an expected
period of Ta

pq . Over the period of T , at most T
Ta/pq packets

can be recovered. Since the number of recovered packets must
not be smaller than the number of lost packets, therefore, we
have:

T

Ta/pq
>

(1 − p)T

Td
⇒ Td

Ta
>

1 − p

pq
(20)

Interestingly, the buffer size does not appear in this con-
straint, instead, this result implies that both p and q should
not be too small. For example, in our earlier experiment, the
data rate was 2 packets per second and the timeout was 10



milliseconds. Therefore, Td

Ta
= 50. This constraint therefore

enforces that 1−p
pq < 50. All communication links in the earlier

experiment satisfied this constraint.
Above all, Equation 19 appears to be the most relevant

constraint that the buffer size of each node should satisfy.
We use simulations to validate this claim. For simplicity, we
enforce that p = q in all cases, and simulate different p values.
We plot the relationship between the packet loss ratio and the
buffer size from simulations in Figure 8.
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Fig. 8. The Relationship between the Buffer Size and the Data Loss Rate

In this simulation, we still use 15 links. We calculate the
theoretical prediction (we call them bounds in Figure 8) on
buffer size for each link quality setting. These predictions
are circled on the X axis at their corresponding positions in
this figure. Observe that generally the predictions work quite
well. We indeed observe 1 − 5% packet loss even when the
predicted buffer size is allocated. Part of the reason is that
when multiple lost packets are detected simultaneously, it may
take too many rounds of RRPs to recover them, causing the
following packets from upstream nodes not to be buffered.
To make the problem tractable, our model does not take this
effect into account, therefore, slightly larger buffer size should
be allocated to reduce packet losses in practice.

An interesting observation concerning Figure 8 is that
normally, the required buffer size is indeed low. For example,
even with quite unreliable links (0.5/0.5), the buffer size
requirement is merely 16 packets. Hence, our design is space-
efficient, making it suitable for resource constrained sensor
nodes.

We also briefly compare the buffer requirement of the
stream communication model to other communication models.
For the best-effort model, it trivially requires a buffer space
of only one packet. For the timeout model, if the timer has a
much higher firing rate than the data packet arriving rate, as
is the case in our experiment, one packet is almost guaranteed
to be received by the next node before the next data packet
arrives. Therefore, the buffer requirement is also negligible.

IV. ROUTING LAYER OPTIMIZATION

In this section, we present the routing layer optimization
technique. Specifically, we integrate the stream communication

model presented in Section II-B.2 with the spanning tree rout-
ing protocol by taking into account link quality variations. The
rest of this section is organized as follows. First, we describe
in detail the optimization procedure. Next, as a preparation
for the comparison and analysis, we present a brief overview
of two related path selection methods that appeared in recent
literature. Both of them also have taken into account the effect
of path quality, though their path quality metrics are different.
At last, we compare these three approaches and analyze our
results. We use EPB as the primary comparison metric. The
comparison results show that the stream communication model
achieves a considerably higher energy efficiency than the other
two approaches. We believe the performance improvement is
primarily attributed to our joint optimization technique across
the link layer and the routing layer.

A. Spanning Tree Routing Structure Optimization

The optimization of spanning tree routing has two phases:
a link estimation phase where each node independently esti-
mates its link quality to immediate neighbors by exchanging
packets, and a selective flooding phase where each node
obtains its parent node as well as its path cost to the base
station.

In the first phase, each node broadcasts a fixed number
of packets and records the number of successfully received
packets from its neighbors. Each node then exchanges this
information with neighbors, thereby filling its neighbor table
with both outward and inward links with link quality indicators
(p, q).

In the second phase, the base station initializes a selective
flooding procedure to build a weighted routing tree. In the
beginning, the base sets the path cost to itself to 0. All other
nodes consider the path cost to the base as infinitely large.
The base sends out its current path cost to its neighbors. To
handle possible packet losses, it rebroadcasts this information
multiple rounds. Once one neighbor receives such a packet, if
the path cost contained in the packet is smaller than its current
path cost, it recalculates its path cost to the base by adding
the received path cost, for example, from a node V with a
link quality (p, q), with a stream metric cost corresponding to
this link, calculated from Equation 6. This node also records
V as its parent node. It rebroadcasts its updated path cost
after a short waiting period, to avoid congestion. Similarly, it
rebroadcasts the update multiple times. Meanwhile, this node
records all packets sent by its neighbors, thereby maintaining
the path cost information of its neighbors.

After the second phase, each node maintains a path cost
to the base station through its parent node. By following
the parents, one node can reach the base station. We shall
next compare the effectiveness of this approach to related
approaches in the literature.

B. Related Approaches

In this section, we give a brief overview of two related
path selection approaches that appeared in the recent literature.
They are the geographic routing based path selection as



TABLE I

SIMULATION SETTINGS

Radio
Modulation FSK Encoding Manchester

Output Power -7 dBm Frame 50 bytes
Transmission Medium

Path Loss Exponent 3 PLD0 55 dBm
Noise Floor -105 dBm D0 1m

Deployment Configuration
Area Height 200 m Area Width 200 m

Node Number 1000 Range 10-25m

presented in [18] and a high-throughput metric based path
selection as presented in [8].

The authors of [18] compared multiple path selection indica-
tors in the context of geographical forwarding and concluded
the metric PRR × distance product achieves the best per-
formance. Here, for a pair of nodes U and V , PRR stands
for the packet reception probability of V for packets from
U . Distance stands for the distance advanced towards the
destination by node V . Node U computes the metric PRR×
distance among all its neighbors and selects the maximal one
as the best next neighbor. For complete derivations, please
refer to [18].

The authors of [8] proposed another metric ETX (the ex-
pected number of data transmissions required to send a packet
over a link), defined as 1/pq for a link with quality (p, q).
[8] did not optimize a spanning tree, instead, it integrated
ETX with the DSR routing algorithm. If we consider the
base station in the spanning tree as the source node in the
DSR routing algorithm, we are able to optimize the spanning
tree using the ETX metric based on the approach provided
in [8].
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C. Performance Comparison

We set up the simulation to reflect realistic communication
behavior of sensor networks. We use the radio model in
[31], which models many realistic radio features, such as
the existence of the transitional region, radio irregularity, and
antenna directionality, among others. In our simulation, we
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use this model as the radio layer. For a detailed description of
the radio model, please refer to [31]. We set the parameters
of the radio strictly according to the technical specifications
of the MicaZ radio module. There are, of course, several
adjustable parameters of the CC2420 radio on the MicaZ
nodes, such as the output power. In this case, we adjust
the parameters consistently with our earlier experiments. The
complete simulation setup is shown in Table I.

In the simulation, we assume that nodes are randomly
deployed in a square area. The default number of nodes is
1000, and the default area size is 200m× 200m. One node is
positioned at (0, 0) to serve as the base station. After nodes
form a spanning tree structure, we apply different optimization
procedures, and calculate the EPB value for each node. We
assume the energy consumed for transmitting one bit over one
hop at the default power level −7dBm is one unit. We plot
the results for four different mechanisms: ETX based Path
Selection in [8]; Optimized GF Path Selection in [18]; Stream
based Path Selection as proposed in this paper; Hybrid Path
Selection, which uses the ETX metric to select paths and
uses the stream communication model to deliver packets. The
reasoning behind the last path selection is that we want to
isolate the optimization effect of the routing layer.

In each of the following experiments, fifty rounds of sim-
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ulations are carried out and the averaged values from these
rounds are used. A confidence interval of 95% is used where
applicable.

Figure 9 compares the EPB distributions of the four afore-
mentioned path selection mechanisms. A lower EPB means
a better energy efficiency. We observe that the stream based
path selection performs the best, followed by the hybrid path
selection, then the optimized GF path selection, and at last,
the ETX based path selection. As described earlier, one EPB
unit stands for the energy consumption for a transmission of
one bit over one hop at the output power level of −7dBm.

We also study the impact of two adjustable parameters: the
area size and the node density. Figure 10 plots the impact of
the area size, where node density is the same across different
settings. The average EPB for all nodes is used for compari-
son. Observe that the stream based path selection consistently
performs the best. This figure and the three following figures
also have the confidence level plotted.

In Figure 11, we vary the node density. The number of
nodes varies from 800 to 1600, and the area is kept at
200m×200m. An interesting observation is that as the density
increases, EPB slightly decreases. This is quite intuitive since
increased density implies better paths may exist, which leads
to a decreased energy cost. Another consistent observation is

that the stream based path selection performs the best.
Figure 12 considers the effects of different output power

levels. The area size is 200m×200m. Notice that the unit in
this figure still means the energy consumption for transmitting
one bit using an output power level of −7dBm. The energy
consumption values of other output power levels are scaled to
this unit. Interestingly, we observe that by increasing the out-
put power level, the energy consumption grows considerably,
even though we did observe reduced path length in terms of
hops and better connectivity.

Figure 13 considers the effect of a transitional region, in
which the link quality changes abruptly. The existence of a
transitional region has been repeatedly reported in the recent
literature [26], [30], [31]. In the radio model we use, we are
able to tune the parameter σ, the shadowing standard deviation,
to adjust the width of the transitional region: a smaller σ leads
to a narrower transitional region. In this experiment, we change
the value of σ from 0, where the transitional region does not
exist, to 5, where a very wide transitional region appears. The
σ value of MicaZ nodes is approximately 3.8 [31]. We observe
from the results that, generally, a larger transitional region
leads to better performance in terms of EPB. This indicates
that, interestingly, a smart use of the highly varied links in
the transitional zone can improve the performance. In fact,
this is because a wider transitional region provides more links
to choose from. However, we cannot make the assertion that
choosing more links in the transitional region always leads
to better performance. A counterexample is observed in the
following experiment.
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In the next experiment, we consider this interesting problem:
exactly what is the relationship between the link choice and the
energy efficiency? For example, does choosing more links in
the transitional region generally lead to better performance?
To answer this question, we study three distributions: the
distribution of distances of all neighbor pairs, the distribu-
tion of distances of neighbor pairs that have parent-child



relationship using the stream based path selection, and the
distribution of distances between neighbors that have parent-
child relationship using the optimized GF path selection. We
know that the stream based path selection performs better than
the optimized GF path selection, so is this a result of choosing
more links in the transitional region?

As a comparison, we also plot the transitional region based
on the radio model. Observe that the transitional zone spans
roughly from 10m to 30m. Comparing the two sub-graphs
in Figure 14, the first important observation is that links
inside the transitional zone are obviously preferred compared
to other links in both path selection policies. This is consistent
with the observations made in [18]. The second observation
is even more interesting: the optimized GF path selection
uses considerably more links in the transitional zone than the
stream based path selection. We believe the reason is that the
optimized GF path selection is too aggressive in terms of
selecting far away links with poor connectivity. Combine this
fact with our earlier results, we know that choosing links in
the transitional region too aggressively actually degrades the
overall energy efficiency.
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The last experiment studies the distribution of hop count
numbers using different path selection metrics. The hop count
metric is the conventional path length parameter. Since the
hybrid path selection leads to the same path length as the
ETX based path selection, we only need to compare three
metrics. The results are shown in Figure 15. Observe that
the stream based path selection generally leads to the shortest
paths, followed by the ETX based path selection and the
optimized GF path selection.

One very interesting, yet somewhat counter intuitive obser-
vation about Figure 15 and Figure 14 is that the optimized
GF path selection selects more links in the transitional region
(which are expected to be more distant) than the stream based
path selection, yet it still has longer paths. The reason is
that the stream based path selection incorporates a flooding
process to build the routing structure, yet GF only uses
local information to make path selection choices. Therefore,
although the optimized GF approach does choose distant links
more aggressively, such links may not lead the packets in the

globally right direction. Therefore, the paths in the optimized
GF path selection are relatively longer.

D. Conclusion

Based on the comparison results, we can decrease EPB
by using the stream metric in the routing layer. Of course,
one serious limitation of the spanning tree routing structure
is that it can only support a limited number of base stations,
while the optimized GF mechanism presented in [18] can
handle more generalized peer-to-peer communication patterns.
Nevertheless, since many applications indeed use only a few
base stations, we believe our study is quite applicable to
these real systems. Furthermore, we plan to extend the stream
based communication model to more generalized, peer-to-peer
communication patterns in our future work.

V. RELATED WORK

Research on radio properties [6], [30] indicates that the
wireless links between low power sensor devices are extremely
unreliable. Specifically, Woo [26] points out the existence of
three distinct data reception regions within a radio range:
full connected, transitional and disconnected regions. In the
transitional region, the reception of data becomes highly
varied. Meanwhile, it is observed that, in realistic systems, the
radio qualities are severely affected by the multi-path effect,
reflection, diffusion, scattering and ground attenuation [10],
[22], [12].

To achieve reliability over unreliable links, many protocols
have been designed, evaluated and implemented [8], [18],
[17], [21], [27]. Some protocols regard the reliability in data
delivery as a main design goal. For example, RMST [21]
(Reliable Multi-Segment Transport) tracks packet fragments so
that receiver-initiated requests, using NACK control packets,
can be satisfied when individual pieces of an application
payload get lost. Another work is the transport layer design
of Wisden [27]. The transport layer of Wisden shares some
features of RMST and uses overhearing in the same way as
our stream communication model. In addition, robust data de-
livery [9] simultaneously sends packets along multiple paths at
the expense of increased communication overhead. Our work
is different from these approaches in the sense that we achieve
communication efficiency and reliability, simultaneously.

Recently there also have been some protocols designed
to address both reliability and congestion, simultaneously.
Among them are CODA [24] and ESRT [17]. Both protocols
are more focused on how to reduce congestion through various
techniques. Specifically, CODA uses a sampling of the channel
to determine whether the channel is currently congested, and
if it is, nodes decrease the traffic allowed. Alteratively, ESRT
monitors the current network state based on the congestion
conditions in the network. Such conditions guide ESRT to
adjust the reporting frequency of the source node to maintain
event-to-sink reliability dynamically.

The topic of efficiency has been considered less frequently
in the recent literature. Representative protocols include Fu-
sion [11] and a revised geographical forwarding proposed



in [18]. Both protocols discussed possible enhancements on
efficiency. In Fusion, the main topic is how to leverage various
congestion-control mechanisms to increase efficiency. In [18],
the authors studied how to minimize the energy spent in
geographical routing, therefore increasing efficiency as well.
Neither of them, however, presented a systematic study of the
relationship between efficiency and link quality, nor did they
propose any new communication models. Therefore, our work
is quite novel in this aspect and provides significant insight
on communication efficiency.

The study of communication efficiency falls into a larger
research topic: energy efficiency, where solutions are even
more diversified. Lower power microcontrollers [2], radio
circuits and antenna designs [7], [16] significantly reduce
energy consumption in data delivery at the hardware level.
Media Access Control [15], [23], [29] reduces the net-
work contention, hence reduces the number of retransmis-
sions. Sensing coverage protocols [25], [28], [20], [5] provide
surveillance to a certain geographic area with a minimal energy
budget. Data aggregation techniques [14], [19] reduce the
number of messages sent while still distributing information
an application requires. Data cache techniques [4] are also
designed for applications where multiple sinks coexist and
use caching to update and distribute data to leaf nodes at
the minimally requested rate. Cross-layer designs [13], [20]
coordinate the operations of the physical, medium access
control (MAC), and routing layers together to achieve a better
efficiency than what can be achieved by individual protocols.
Since these protocols achieve energy efficiency from different
perspectives, we consider them orthogonal and complimentary
to our work.

VI. CONCLUSIONS

In this paper, we have studied the problem of communica-
tion efficiency based on a quantitative modeling of wireless
link unreliability. We followed a joint-optimization process
that considers both the link layer lost packet recovery and
the routing layer path selection. Our contributions are two-
fold. First, in the link layer, we present a lazy lost packet
detection and recovery technique that proves to be especially
useful in terms of improving efficiency. Second, we develop
and use a stream metric for path selection in the routing layer.
Compared with other state of the art path selection approaches,
our joint optimization considerably decreases Energy Per Bit.
Our simulation and implementation results demonstrate the
correctness of our approach, and give us fundamental insight
into the efficiency aspect of sensor network communication
over unreliable links.
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Abstract— Energy efficiency is a fundamental issue for out-
door sensor network systems. This paper presents the design
and implementation of multi-dimensional power management
strategies in VigilNet, a major recent effort to support long-
term surveillance using power-constrained sensor devices. We
integrate a novel tripwire service with an effective sentry and
duty cycle scheduling in order to increase the system lifetime,
collaboratively. Through extensive system implementation, we
demonstrate the feasibility to achieve high surveillance perfor-
mance and energy efficiency, simultaneously. We invest a fair
amount of effort to evaluate our architecture with a network
of 200 XSM motes in an outdoor environment, an extensive
simulation with 10,000 nodes, as well as an analytical probabilistic
model. These evaluations demonstrate the effectiveness of our
integrated approach and identify many interesting lessons and
guidelines, useful for the future development of energy-efficient
sensor systems.

I. INTRODUCTION

VigilNet is a recent major effort to support long-term
military surveillance, using large-scale micro-sensor networks.
Besides requirements of accurate target tracking and classifi-
cation [1], one of the key design goals of VigilNet is to achieve
long-term surveillance in a realistic mission deployment. Due
to the small form factor and low-cost requirements, sensor
devices such as the XSM motes [2] are normally equipped
with limited power sources (e.g., two AA batteries). Moreover,
because of the hostile environment and a large number of
nodes deployed, currently it is not operationally and economi-
cally feasible to replace the power source without introducing
enormous effort and elements of risk to the military personnel.
In addition, the static nature of the nodes in the field prevents
the scavenging of the power from ambient motion or vibra-
tion [3][4]. The small form factor and possible lack of the
line of sight (e.g., deployment in the forest) make it difficult
to harvest solar power. On the other hand, a 3∼6 month system
life span is essential to guarantee the effectiveness of normal
military operations, which necessitates a 12∼24 fold extension
of the normal lifetime of active sensor nodes. Consequently, it
is critical to investigate practical approaches of spending the
power budget effectively.

Many solutions have been proposed for energy effi-
ciency at various levels of the system architecture, rang-
ing from the hardware design [5][2], coverage [6][7][8][9]
MAC [10][11][12], routing [13][14][15], data dissemina-
tion [16], data gathering [17][18], data aggregation [19][20],
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data caching [21], topology management [22], clustering [23],
placement [24] [25] to energy-aware applications [26][27].
Instead of focusing on a single protocol, our answer to energy
efficiency is an integrated multi-dimensional power manage-
ment system. Our contributions, presented in this paper, are
identified in the following aspects: 1) Our design is vali-
dated through an extensive system implementation: VigilNet
– a large-scale sensor network system delivered to military
agencies. 2) VigilNet takes a systematic approach, and the
energy efficiency is not narrowly accounted for within a single
protocol. We propose a novel tripwire service, integrated with
an effective sentry and duty cycle scheduling to increase the
system lifetime, collaboratively. 3) Tradeoffs are investigated
to meet requirements of both surveillance performance and the
network lifetime. We present a complete system with 40,000
lines of code, running on motes, that achieves performance and
energy efficiency simultaneously. 4) We devote considerable
effort to evaluate the system with 200 XSM motes in an
outdoor environment and an extensive simulation of 10,000
nodes, in order to identify a set of useful lessons and guidelines
for future research.

The remainder of the paper is organized as follows: Sec-
tion II categorizes power management features for different
application scenarios. Section III describes the power manage-
ment requirements in VigilNet. Section IV introduces three
power management strategies utilized in VigilNet namely,
sentry service, tripwire service and duty cycle scheduling. Sec-
tion V describes the integrated power management architecture
in VigilNet. Section VI briefly discusses some additional
energy efficient techniques applied in VigilNet. Section VII
addresses the tradeoff between energy efficiency and network
performance. Section VIII details the system implementation.
Section IX provides the evaluation of a network of 200 XSM
motes as well as an extensive hybrid simulation with 10,000
nodes. Finally, Section X concludes the paper.

II. BACKGROUND

Power management is by no means a stand-alone research
issue. It can be dramatically affected by the underlying system
configuration and by the application requirements. These in-
clude the form factor [28], hardware capability [5], possibility
of energy scavenging [4][29], network/sensing topology and
density [6], link quality [30], event patterns, node mobility,
availability and accuracy of time synchronization [31], real-
time requirements and the nature of the applications [26]. At
the hardware level, multi-level sleep modes in the low power



microcontroller [5] enable software to control the rate of power
dissipation. Fine-grained power control [2] allows applications
to activate hardware modules incrementally. Radio wakeup
circuits [32] achieve passive vigilance with a minimal power
draw. Energy scavenging [3] is also possible for some ap-
plication scenarios, where ambient energy can be harvested.
Sensing coverage schemes [6][7] exploit redundancy in the
node deployment to activate only a subset of nodes. The
coordinated scheduling of the sensor duty cycle [33] increases
the probability of detection and reduces the detection delay
with a minimal power consumption. Communication protocols
turn off the radio when a node is not the intended receiver [12].
Though many individual solutions are proposed, few real
systems actually achieve power efficiency comprehensively,
which makes the integrated approach in VigilNet novel and
practically useful. Considering the diversity of the different
approaches, we categorize power management strategies in
the context of two types of systems: sampling systems and
surveillance systems.

A. Power Management in Sampling Systems

Great Duck Island [26] and Structural Monitoring [27] are
typical sampling systems, which are deployed as distributed
large-scale data acquisition instruments. Power management
strategies in these systems normally make use of the following
techniques:

• Predefi ned sampling schedules: Most environmental
phenomena, such as temperature, exist ubiquitously over
space and continuously over time. The static nature of
these phenomena makes it sufficient to construct the
data profile by sampling the environment within discrete
time and space. Nodes can conserve energy by turning
themselves off, according to a predefined schedule.

• Synchronized and coordinated operations: Once the
sampling interval is defined a priori, nodes can commu-
nicate in a synchronized fashion. With a precise time syn-
chronization [31], a receiver can turn on the radio module
right before the message payload arrives. Consequently,
we can avoid low-power listening over radio [10] during a
non-active period. In addition, with the knowledge about
the sending rate of individual nodes, we are able to
estimate the link quality without control messages [34].

• Data aggregation and compression: Since channel me-
dia access is costly, especially when the receiver is in
a deep-sleep state [10], it is beneficial to send out one
aggregate containing multiple sensing readings [19][20].
In addition, due to the value locality of the sensed data,
we can compress the total number of bits to be sent over
the air. Since both aggregation and compression need
to buffer a relatively large number of readings, which
introduces a certain delay, they are not quite suitable for
time-critical surveillance systems. However, they match
most sampling systems very well.

B. Power Management in Surveillance System

On the other hand, operations in surveillance sys-
tems [35][36][37] [38], such as VigilNet, are event-driven in
nature. In surveillance systems, we are more interested in the
data profile between inception and conclusion of the transient
events. These systems should remain dormant in the absence
of the events of interests, and switch to an active state to obtain
high fidelity in detection. Normally, the surveillance systems
improve the system lifetime through the following approaches:

• Coverage control: Surveillance systems are normally
deployed with a high density (For instance, the default
configuration of VigilNet [38] has 28 nodes per nominal
radio range (30 m)) for the sake of robustness in detection
and fine-grained sensing during tracking. We can increase
the system lifetime by activating only a subset of nodes
at a given point of time, waiting for potential targets.

• Duty cycle scheduling: The duration of transient events
within the area of surveillance is normally non-negligible.
By coordinating nodes’ sleep schedules, we can conserve
energy without noticeably reducing the chance of de-
tection. Duty cycle scheduling is different from sample
scheduling in the sense that duty cycle scheduling is
at the micro-scale (milliseconds vs. minutes) and it is
strongly affected by the dynamics of the events (e.g.,
target velocity).

• Incremental activation: The sampling systems are nor-
mally designed for data logging. At each sample instance,
all sensors should be activated to obtain a complete data
profile. In contrast, surveillance systems are designed
to detect transient events of interest. It is sufficient to
activate only a subset of sensors for the initial detection.
After the initial detection, we can activate other sensors
to achieve a higher sensing fidelity and to perform
classification.

III. POWER MANAGEMENT REQUIREMENTS IN VIGILNET

Our power management strategies are motivated by a typical
military surveillance application. The mission objective of
such a system is to conduct remote, persistent, clandestine
surveillance to a certain geographic region to acquire and
verify enemy capabilities and transmit summarized intelli-
gence worldwide in a near-real time manner. Several system
requirements affect our power management design within
VigilNet:

• Continuous surveillance: Due to the dynamic/transient
nature of the event, VigilNet is required to provide
continuous surveillance. This requirement significantly
affects the overall architecture of power management
strategies and the degree of energy conservation VigilNet
can achieve.

• Real-time: As a real-time online system for target track-
ing, VigilNet is required to cope with fast changing
events in a responsive manner. The delays introduced
by the power management directly affect the maximum
target speed our VigilNet can track. It is an essential



design tradeoff to balance between network longevity and
responsiveness.

• Rare and critical event detection: Due to the nature of
military surveillance, VigilNet deals with the rare event
model. In this model, the total duration of events is small,
compared to the overall system lifetime. On the other
hand, events are so critical that the power management
becomes a secondary consideration in the presence of
events.

• Stealthiness: Deployed in hostile environments, it is vital
for VigilNet to have a very low profile. Miniaturization
makes nodes hard to detect, physically; however, radio
messages can be easily intercepted if nodes frequently
communicate. Power management protocols designed for
VigilNet should maintain silence during surveillance in
the absence of significant events.

• Flexibility: We envision the deployment of VigilNet
under different densities, topologies, sensing and commu-
nication capabilities. Therefore, it is essential to design
a power management architecture that is flexible enough
to accommodate various system scenarios.

IV. KEY POWER MANAGEMENT STRATEGIES IN VIGILNET

In order to achieve long-term surveillance that meets the
military requirement (e.g., 3∼6 months), an aggressive 12∼24
fold life-time extension is essential. Our initial investiga-
tion [38] indicates that a single power management strategy
is neither sufficient nor flexible. Therefore we restructure
our prototype system described in [38] by adding a new
combination of tripwire service and duty cycle scheduling.
We believe this is the right direction to pursue. In this section,
we detail three main strategies, namely the tripwire service,
sentry service and duty cycle scheduling, before presenting an
overarching architecture in the next section. In order to support
these strategies, all nodes within VigilNet find their positions
with an accuracy of 1∼2 meters and they synchronize with
each other within 1∼10 milliseconds using the techniques
described in [39] and [31], respectively. Long-range commu-
nication devices are deployed as bases to relay sensor reports
outside of the sensor field.

A. Tripwire Services

This section proposes a novel network-wide power manage-
ment strategy called Tripwire Service. This service divides the
sensor field into multiple sections, called tripwire sections, and
applies different working schedules to each tripwire section. A
tripwire section can be either in an active or a dormant state, at
a given point of time. When a tripwire section is dormant, all
nodes within this section are put into a deep-sleep state to save
energy. Surveillance in active tripwire sections can be done by
either turning all nodes on or applying coverage algorithms
such as the sentry service discussed later in Section IV-B.
The rationale behind the tripwire service is the existence of
roads in the area of interest. By deploying the tripwire along
the road, we can guarantee the detection without activating all
sensors in the area.

� � � � � � 
 � � � � � � � � � �

� � � � � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � � � � ! � # �

� � � � � � 
 � � � � � � � � � ! � # �

$ % & '
$

$ % ( '
)

$ % ( '
)

$ % ( '
$

$ % ( '
)

$ % ( '
$

$ % ( '
)

$ % ( '
$

* , - , . , / ,

Fig. 1. Four Different Partition Methods

1) Tripwire partition: VigilNet implements its tripwire par-
tition policy based on the Voronoi diagram. A network with
n bases is partitioned into n tripwire sections such that each
tripwire section contains exactly one base i and every node in
that tripwire section is closer to its base i than to any other base
inside the sensor field. Every node in the network uniquely
belongs to one and only one tripwire section. The rational
behind Voronoi partition is to reduce the energy consumption
and the end-to-end delay in data delivery.

The positions of bases directly determine the layout of trip-
wire sections and affect the routing path length for individual
nodes. The optimal base placement method to minimize the
average path length to the nearest base can be found at [40]. In
practice, the base placement strategy is normally determined
by the mission plan and topology.

2) Tripwire partition mechanism: This section describes
the mechanism to enforce the tripwire partition policy. At the
beginning of the tripwire partition operation, each base broad-
casts one initialization beacon, to its neighbors with a hop-
count parameter initialized to one. Link Symmetry Detection
[41] is used to ensure beacons can only be received through
high quality symmetric links. Each receiving node maintains
the minimum hop-count value of all beacons it received from
the nearest base, in terms of the physical distance, and ignores
beacons with higher hop-count values and those beacons from
other bases. Beacons are flooded outward with hop-count
values incremented at every intermediate hop. Through this
mechanism, all nodes in the network get the shortest high
quality path, in hops, to the nearest base, in physical distance.
While the above mechanism is intuitive, the design deserves
some further clarification. First, the boundaries between parti-
tions are well delimited if we partition the network according
to the physical distance between sensor nodes and bases
(Figure 1A and 1C). If the communication hop is used instead,
the radio irregularity and the interference cause partitions to
interleave with each other (Figure 1B and 1D). This brings
complexity and uncertainty to the design of optimal tripwire
placement strategies. Second, it is beneficial to use hop counts
to build diffusion trees within each partition, because 1) the
normal geographic-based routing does not guarantee high-
quality shortest path to the root. 2) Due to the existence of



high-quality long links, a smaller number of nodes become
active backbone nodes in the hop-based routing than in the
geographic-based routing. Finally, this design provides certain
robustness to the base failure. If a base fails, the sensor field
can be easily repartitioned without this base.

3) Tripwire scheduling: A tripwire section can be either in
an active or a dormant state. We configure the state of each
tripwire section by setting a 16 bits schedule at the corre-
sponding base. Each bit in the schedule denotes the state of this
tripwire section in each round (rotation) up to 16 rounds. After
16 rounds, the pattern is repeated. With this design, we can
assign 65536 different schedules to each tripwire and assign
65536N (N is the number of tripwires.) different schedules to
the network. The schedule can be predetermined or randomly
generated. Random scheduling is done by setting the Tripwire
Duty Cycle (TDC), which is the percentage of active rounds
in the schedule.

B. Sentry Services

In order to exploit the high node density within the sections,
we design and implement a section-wide power management
strategy, called sentry service. The main purpose of the sentry
service is to select a subset of nodes, which we define as
sentries, in charge of surveillance. Sentry selection contains
two phases. Nodes first exchange neighboring information
through hello messages. In each hello message, a sender
attaches its node ID, position, number of neighbors and its
own energy readings. After the first phase, each node builds up
a one-hop neighbor table. In the second phase, each node sets
a delay timer. The duration of the timer is calculated based
on the weighted Energy rank Renergy and weighted Cover
rank Rcover as shown in Equation 1. The energy rank Renergy

is assigned according to energy readings among neighboring
nodes (e.g., the node with the highest energy reading within
a neighborhood has a rank of 1. ) Similarly, the cover rank
Rcover is assigned according to the number of neighbors
within a node’s sensing range. As for current implementation,
we assign equal weights to both ranks.

Ttimer =
We × Renergy + Wc × Rcover

(We + Wc) × #Neighbors
MaxDelay + Jitter

(1)

After the delay timer fires in one node, this node announces
itself as sentry by sending out a declaration message. While
other nodes, in the vicinity of the declaring node, cancel their
timers and become dormant non-sentry nodes. The effective
range, in physical distance, of a sentry’s declaration message
is defined as the Range of Vicinity (ROV). While the sentry
selection can be straightforwardly implemented, the challeng-
ing part is to choose and to enforce the appropriate range
of vicinity (ROV). This parameter directly affects the sentry
density, hence affects the lifetime of the network.

1) How to choose ROV: The appropriate ROV value can be
chosen by the analytical intrusion detection model detailed in
Appendix. This model describes the relationship between the
detection probability, the sensing range and the sentry density.

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1.00E-04 1.00E-03 1.00E-02Density (#/m*m)

D
et

ec
ti

o
n

P
ro

b
ab

ili
ty

Sensing Range r=2m
Sensing Range r=8m
Sensing Range r=14m
Sensing Range r=20m

Fig. 2. Detection Prob. Vs. Sentry Density

Since, theoretically, there is at most one sentry within each
ROV range, according to the circle covering theorem [42], the
sentry density is upper bounded by 2π√

27ROV 2
. Given the area

size, sensing range and sentry density, we get the detection
probability (Figures 2) according to the derived model. For a
typical deployment with 1000 nodes in 100 × 1000 m2 area,
Figure 2 indicates how to choose the right combination of
system configurations. For example, in order to achieve a 99%
detection probability, we can choose either a sentry density of
0.008 nodes/m2 (ROV= 6 meters) with 8 meter sensing range
or a lower density of 0.004 nodes/m2 (ROV=8.5 meters) with
14 meters sensing range. We note that when ROV is set to the
sensing range, we can guarantee 100% detection, assuming no
voids.

2) How to enforce ROV: After we choose a ROV value, we
need to enforce it during the sentry selection phase. Since the
sensing range is normally smaller than the radio range, directly
using the radio range as the ROV cannot guarantee an effective
coverage of the area. For example, the HMC1002 dual-axis
magnetometer used by MICA2 has only 30-feet effective range
for a moving car. If we use the Chipcon radio (>100 feet) to
define the range of vicinity, less than 10% of area is sensing
covered. There are two approaches to address these issues.
The first approach is to reduce the radio sending power to
emulate the ROV range. The power setting can be chosen
in such a way that there is about one sentry within each
sensing range. The second approach is to discard declaration
messages from any sentry beyond the distance of ROV. The
first approach achieves sensing coverage, without the location
information of the nodes [43], while the second approach
provides a more predictable sentry distribution, because the
emulated ROV would be affected by the radio irregularity in
the environment. Consequently, we adopt the second solution
in our system, given the fact that localization [39] is supported
in VigilNet.

C. Sentry Duty Cycle Scheduling

The requirement for continuous sensing coverage in the
sentry service imposes a theoretical upper bound on the system
lifetime. This upper bound is decided by the total number of
nodes deployed. Since a target normally stays in the sensing
area of a sentry node for a non-negligible period of time, it is
not necessary to turn sentry nodes on all the time. By using
duty cycle scheduling, we are able to break the theoretical up-
perbound imposed by the full coverage algorithms [7]. Let Ton

be the active duration and Toff be the inactive duration, then
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the Sentry Toggle Period (STP) is defined as (Ton + Toff), and
the Sentry Duty Cycle (SDC) is defined as Ton

STP
. Theoretically,

the duty cycle scheduling can achieve unbounded energy con-
servation by lowering the SDC value. The paramount concern
of this technique is that lowering the SDC value increases the
detection delay and reduces the detection probability. We can
either effectively implement random duty cycle scheduling or
more sophisticated scheduling algorithms to coordinate node
activities to maximize performance. In [33], we demonstrate
a local optimal scheduling coordination algorithm to reduce
the detection delay and increase the detection probability.
We prove that, at relatively large SDC (e.g 5% <SDC), the
difference between random scheduling and optimal scheduling
can be practically ignored. Since the random scheduling does
not need control messages for coordination (more stealthy) and
it is not affected by time drift, we choose random scheduling
over the coordinated one in the system implementation.

V. INTEGRATED SOLUTION: TRIPWIRE-BASED POWER

MANAGEMENT WITH SENTRY SCHEDULING

To achieve an aggressive network lifetime extension, the
VigilNet power management subsystem integrates the three
strategies mentioned in previous sections into a multi-level
architecture, as shown in Figure 3. At the top level, the
tripwire service controls the network-wide distribution of
power consumption among sections; the uniform discharge
of energy across sections is achieved through the scheduling
mechanism we discussed in section IV-A.3. We use a Tripwire
Duty Cycle (TDC), which is the percentage of active time
for each tripwire section, to control the network-wide energy-
burning rate. There are two special cases: when TDC equals
100%, the whole network becomes active and the tripwire
service is merely a network partition service. When TDC
equals 0%, the whole network is in dormant status and it
can only be awaken by external sources. At the second level,
the sentry service controls the power distribution within each
section. The uniform discharge of energy in a section is
achieved through automatic rotation strategies according to the
remaining power within individual nodes. We use the Range
of Vicinity (ROV) parameter to control the energy-burning
rate of active sections. When ROV equals the sensing range
of nodes, the section is fully covered. A higher ROV value

than the sensing range leads to a partial coverage and a lower
ROV value than the sensing range leads to redundancy in the
coverage. When ROV equals 0 meter, the sentry service is
actually disabled and all nodes with the section are awake,
providing the highest degree of coverage. At the third-level,
duty cycle scheduling controls the energy-burning rate of
individual sentry nodes by manipulating their wakeup/sleep
schedule. The Sentry Duty Cycle (SDC) parameter is used to
control the awareness of sentry nodes, which is the percentage
of active time. The duty cycle scheduling can be disabled by
setting SDC to 100%. By adopting different values for TDC,
ROV and SDC, we can flexibly adjust our power management
to accommodate different system scenarios.

VI. OTHER ENERGY CONSERVATION TECHNIQUES

Besides the three main power management strategies, sev-
eral other techniques have been integrated into various aspects
of the VigilNet system. Similar techniques [20][44][27][10]
have been proposed in the literature and we provide this sec-
tion for the completeness of the VigilNet power management
design and implementation.

• Minimum connected dominating tree: To ensure a
swift delivery of messages, VigilNet requires an active
diffusion tree over active tripwire section. Since the
communication range is normally much larger than the
sensing range [5][2], it is possible to build a diffusion tree
on top of sentry nodes. To reduce the energy spent during
idle listening, VigilNet desires a tree with the minimum
connected dominating set (a tree with minimum non-
leaf nodes). Since it is a NP-Complete problem to find
the minimum connected dominating set of a graph, we
adopt a localized approximation as follows: during the
building process, each node rebroadcasts the hop-count
beacon after a certain time delay. The delay in one node
is inversely proportional to the number of neighbors and
the energy remaining. By doing so, the node with more
neighbors and more energy left has a higher chance to
become the parent node within the diffusion tree.

• Data aggregation: The channel media access in wireless
sensor network is relatively expensive. For example, in
the Chipcon radio implementation for MICA2, to deliver
a default payload size of 29 bytes, the total overhead
is 17 bytes (37%!), including 8 bytes preamble, 2 bytes
synchronization, 5 bytes header and 2 bytes CRC. This
motivates us to utilize various kinds of aggregation tech-
niques. The first technique we use is called Application-
Independent Aggregation, which concatenate data from
different modules into one aggregate, regardless of their
semantics. For example, system-wide parameters can be
sent with time synchronization messages. The second
technique we use is called Application-Dependent Ag-
gregation. The tracking subsystem in VigilNet performs
the in-network aggregation by organizing the nodes into
groups. Instead of each node reporting its position sep-
arately, a leader node calculates the weighted center
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of gravity from multiple inputs and reports only one
aggregate back to the base.

• Implicit acknowledgement: Given that the sensor pay-
load is very small, it might not be energy efficient to
acknowledge every packet explicitly. Implicit acknowl-
edgement can be achieved through several approaches.
They differ in functionality and overhead. B-MAC [10]
provides an efficient implementation of the CSMA proto-
col with radio-layer acknowledgement support. Observ-
ing that most of the packets need to be forwarded for
routing, we alternatively implemented the acknowledge-
ment as a special field in outgoing packets. When there
are no outgoing packets for a period of time, a special
acknowledgement packet is sent.

• Incremental detection: Multi-sensing modalities are de-
sired for achieving target classification. However, it is
not necessary to activate all sensors only for detection.
Among the three types of sensors in XSM motes, the
optic TR230 PIR sensor has the longest detection range
and a relatively low power consumption,i.e., 0.88mW.
We use this sensor to support the initial detection and
to incrementally wakeup other sensors for classification
purposes.

• Passive wakeup circuitry : Several efforts [2][45][32]
have been made to support low-power passive wakeup
by using an acoustic detector [45], infrared sensor [2]
or radio [32]. Currently, the hardware-event-driven de-
sign [2] of XSM motes is not mature enough for VigilNet
to exploit this aspect. However, this is a very promising
direction.

VII. TRADEOFF: PERFORMANCE VS. ENERGY EFFICIENCY

One key research challenge for VigilNet is to reconcile the
need for network longevity with the need for fast and accurate
target detection and classification. The former requires most
sensor nodes to remain inactive, while the later desires many
active sensor nodes. As we mentioned before, the event model
directly affects the design of the power management. Energy
efficiency can be comparatively easy to achieve if events of
interests are ubiquitously present. The data quality of some

events, such as temperature and humidity, are not directly
correlated with the responsiveness of the system. While in
the surveillance system, responsiveness and awareness directly
affect the system performance including tracking and classifi-
cation. The former can be measured in terms of the detection
probability and delay, and the later can be measured in terms of
the number of nodes detecting external events, simultaneously.
We have investigated responsiveness in previous sections IV-B
and IV-C. This section focuses on how to improve the system
awareness. In VigilNet, awareness is supported by the on-
demand wakeup service. The on-demand control is stealth-
ier compared to the periodic control [38], because wakeup
beacons are sent only when events occur. To support the on-
demand control, we need to guarantee the delivery of wakeup
beacons. Because of the special stealthiness requirement, the
non-sentries cannot synchronize their clocks with their sentries
by exchanging messages. Therefore, neighboring non-sentry
motes may no longer have a sleep-wakeup cycle synchronized
with each other due to the clock drift, and a sentry cannot keep
track which of its neighbors are awake. To guarantee delivery,
a non-sentry periodically wakes up and checks radio activity
(detects preamble bytes) once per checking period (e.g., every
second). If no radio activity is detected, this node goes back
to sleep, otherwise it remains active for a period of time,
preparing for incoming targets. If a sentry node wants to wake
up all neighboring nodes, it only needs to send out a message
with a long preamble with a length equal to or longer than the
checking period of non-sentry nodes. Since in the rare event
model, the wakeup operations are done very infrequently, the
long preamble doesn’t introduce much energy consumption
in sentry nodes. On the other hand, since the amount of time
taken to check the radio activity is constant for a specific radio
hardware, the length of checking period determines the energy
consumption in non-sentry nodes. In general, a long checking
period leads to a lower energy consumption. However, to
ensure that a sentry node wakes up neighboring non-sentry
nodes before a target moves out of their sensing range, the
checking period can not be arbitrarily long. Theoretically, the
upperbound of checking period is

√
R2−r2

S
, where R is radio
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range, r is sensing range of sentries and S is the speed of
target. Due to the other delays, such as sensor warm-up time,
the checking period should be smaller than this theoretical
bound. In our implementation, non-sentry nodes have 1% duty
cycle with 1 second checking period.

VIII. IMPLEMENTATION

The power management architecture described in Section V
has been integrated into the VigilNet system. We have success-
fully transferred VigilNet to a military agency for deployment
by the end of 2004. The overarching architecture of VigilNet
is shown in Figure 4. The components in gray are specially
designed for the power management purpose. Other compo-
nents provide extra energy-aware features, as mentioned in
section VI.

VigilNet is built on top of the TinyOS operating sys-
tem. TinyOS supports a lightweight event driven computation
model with two-level scheduling. VigilNet is mostly written
in NesC, a derivative language from C specially designed for
embedded programming. This language enables the program-
mers to define the interfaces, functions of components and the
relations (dependencies) among them. The size of VigilNet is
about 40,000 lines of code, supporting multiple existing mote
platforms including MICA2 and XSM. The compiled image
occupies 83,963 bytes of code memory and 3,586 bytes of
data memory. The code and data memory maps are shown in
Figure 5.

We categorize the system components into seven groups;
Data link and sensor driver layers use default components
in TinyOS; Network layer consists of three major compo-
nents: robustness diffusion tree, asymmetric link detection [41]
and radio-based wakeup service. The sensing layer provides
detection and classification with continuous calibrator and
frequency filters [1]. We note that it is very critical to have a
sensing subsystem with minimal false alarms in an outdoor en-
vironment. Otherwise, the network lifetime is severely reduced
due to unnecessary wakeup operations. The application layer
focuses on tracking and high-level classification [46]. The
middleware layer occupies most code (40%) and data mem-
ory (35%). Among all the middleware services, the tripwire
service, sentry selection, duty cycle scheduling and wakeup

service form the basis for power management subsystem. Their
functionalities are supported by other services. For instances,
the localization service provides the basis for the tripwire
partition and sentry selection. The group management service
allows power-efficient data aggregation. The configuration
service facilitates the online tuning of the power management
parameters. Multilevel sleep modes in the ATmega128 permit
a high-granularity control of power dissipation. Selectable
transmission power settings (255 levels) in CC1000 enable
us to adjust the effective range of sentry declaration messages
dynamically.

IX. SYSTEM EVALUATION

This section presents experimental results that evaluate
the performance of the power management subsystem. The
experimental results in Section IX-A are obtained through
an actual deployment of 200 XSM motes, focusing on the
sentry selection, tripwire partition and tracking delays. Other
experiments in Section IX-B, especially those related to the
system lifetime, require a significant amount of time. Un-
fortunately, we currently can not afford to deploy such a
large system unattended for a long time. We have to conduct
those evaluations through a hybrid approach, which uses basic
measurements from a smaller number of motes as input to
a simulator. By doing so, we can investigate the impact of
different system configurations on the performance of power
management.

A. Field Evaluation

The field evaluation was done as part of a technical transi-
tion on December 2004, when we deployed 200 XSM motes
on a dirt T-shape road (200 meters by 300 meters). The XSM
mote is designed by the joint efforts of Ohio State University
[2] and CrossBow Inc, which features an Atmel ATmega128L
microcontroller and a Chipcon 433MHz CC1000 radio. Its
sensing suite includes magnetic, acoustic, photo, temperature
and passive infrared sensors (PIR). Figure 6 displays the
environment where our system was located and the picture of
one of the XSM motes. Nodes are randomly placed roughly 10
meters apart, covering one 300-meter road and one 200-meter
road.
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1) Effectiveness of the tripwire partition: One snapshot of
the network layout collected by our GUI is shown in Figure 7.
We placed 200 XSM field motes and 3 mica2dot base motes
in the field. Accordingly, the network is divided into three
sections. The layout indicates that the Voronoi-based tripwire
partitioning is very effective and that all nodes attach to the
nearest base nodes through the shortest path.

2) Effectiveness of the sentry selection: In this experiment,
we evaluate the effectiveness of sentry selection. Figure 8
plots the cumulative distribution function of the voltages of
nodes within the network. The left curve is the voltage CDF
of non-sentry nodes and the right curve is the voltage CDF
for sentry nodes. It confirms that our sentry selection process
is effective and that nodes with high remaining energy have a
high probability to be chosen as sentries. For instance, none of
nodes with voltage below 2.65V is chosen as a sentry. Figure 8
further confirms that it is not the case that nodes with high
voltages are always selected as sentries, due to the random
jitter introduced in Equation 1 and to the localized selection
process on a non-uniform distribution of XSM motes.

3) Effectiveness of ROV enforcement: We also investigate
the effectiveness of enforcing Range of Vicinity (ROV), when
we set the system parameter ROV as 10 meters. Figure 9 shows
the cumulative distribution function of minimum distances
between sentry-pairs. The average minimum is 9.57 meters
with 1.88 meters standard deviation. We note that due to

Fig. 11. Phase Transition and Rotation

TABLE I

POWER CONSUMPTION ACCORDING TO THE MOTE STATE.

Node state Radio State Processor Sensors Total
(Messages State State Power
per second)

Init receive (2) active off 49.449mW

SentrySleep off (0) sleep off 42µW

NonSentrySleep LPL (0) sleep off 450µW

AwakeComm receive (2) active off 49.449mW

AwakeCommSensing receive (2) active on 71.45mW

AwakeSensing receive (0) active on 70.01mW

the radio irregularity introduced by the ground effect in the
outdoor environments, a small percentage of sentry nodes can
not reach each other, even when they are very close (<5
meters) to each other.

4) Delays under power management: In this experiment,
we investigate various delays under power management. When
a target enters the surveillance area, a detection report is
issued first, followed by classification reports. Finally, after
sufficient information is gathered, velocity reports are issued.
Figure 10 illustrates the cumulative distribution of different
delays. The communication delay (leftmost curve) is much
smaller compared with other delays. About 80% of detections
are done within 2 seconds. Over 80% of the classification and
velocity estimations are made within 4 seconds. This empirical
result indicates that our power management does not degrade
the tracking performance significantly.

TABLE II

KEY SYSTEM PARAMETERS

Parameter Defi nition Default Value
SDC Sentry duty cycle (see IV-C) 25%
STP Sentry toggle period (see IV-C) 1 second
SSA Sentry service activation True
TN Number of tripwire partitions in the network 1
TDC Tripwire duty cycle percentage (see IV-A.3 ) 100%
VS Target Speed 4 m/s
RN Number of system rotations per day 1
SR Sensing Range 10 m
RR Radio Range 30 m

B. Hybrid Evaluation

In the hybrid evaluation, we use the experimental measure-
ments from the XSM platform as inputs to a discrete event
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simulator. This simulator emulates the multi-phase VigilNet
operations as shown in Figure 11. We distribute 10,000 nodes
randomly within a 1,000,000 m2 square. VigilNet initializes
in three minutes with a sequence of phases (from Phase I to
VII). After that, VigilNet enters the surveillance phase (Phase
VIII). The system rotates periodically to refresh system-wide
soft-states and balance the power consumption. The number
of rotations per day is defined as RN as shown in Table II.
A target enters the network randomly at one of the edges and
exits randomly at the opposite edge of the area. To emulate the
sensing delay we experienced in the real testbed, we consider
that a target is detected when it is within the sensing range of
an active node for at least 5 milliseconds and when that node
can reach its tripwire base station to report the event.

1) Battery model: We obtained similar empirical power
consumption results as reported in [2], which provides very
complete analysis of XSM motes. XSM motes use two stan-
dard AA (A91) batteries. Each battery has an energy capacity
uniformly chosen between 2,848mAh and 2,852mAh [47].
However, to model reality better [48], we suppose that a mote
dies when it has used 85% of the available energy.

The sensor nodes are in one of six power consumption states
at any time. We list and detail the power consumption of these
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six states in Table I. When a message is transmitted, the radio
switches to the transmit state for 30ms (a typical time required
by XSM nodes to send a message under the MAC contention).
The indicated number of messages per second in Table I is an
upper bound result from the empirical observations.

2) Performance metrics and system parameters: We inves-
tigate three major performance metrics under different system
configurations. 1) Detection Probability (DP), which is the
percentage of successful detections among all targets that
enter into the system during one day. 2) Average detection
Delay (ADD), which is the average time elapsed between the
entrance of a target into the area and its detection by one of
sensor nodes. 3) Network lifetime (NL), which is defined as
the number of days for which the detection probability of a
target remains greater than 90%. The key system parameters
are listed in Table II. Unless mentioned otherwise, the default
values in Table II are used in all experiments. The baseline
for comparison is VigilNet without any power management.

3) Impact of the sentry service and duty cycle scheduling:
In this section, we evaluate the energy savings achieved by
the sentry service and the duty cycle scheduling. In particular,
we study the influence of the activation of the sentry service
(SSA), of the sentry duty cycle (SDC), and of the sentry
toggle period (STP) on energy consumption. One hundred
targets are simulated during each rotation to obtain statistics
in detection probability, but we take into consideration the
power consumption of only ten of them (VN=10) as the real
workload. As previously mentioned, we use a network of
10,000 nodes randomly distributed within a square of 1km
edge length. Each node has a radio range of 30 meters. This
configuration matches our real system requirements dictated
by the military: nodes have an average of 27.5 neighbors
within their communication range, and an average of 3.1
neighbors within their sensing range.

Figures 12, 13 and 14 show the variations of the average
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detection delay, detection probability, and network lifetime,
according to the sentry duty cycle. Figure 13 takes a closer
look at a particular section of Figure 12. We first observe that
without the sentry service (SSA = false), the lifetime of the
network (NL) is short: all the nodes run out of energy after
only four days. The activation of the sentry service increases
the lifetime of the network by approximately seven times.
However, it also slightly increases the average detection delay
of a target by 1 second. This could be expected as the first
nodes that the target encounters may be dormant. We note that
the delay is relatively small (e.g., 1∼2 seconds), as shown in
Figure 13.

The use of duty cycle scheduling (SDC�=100%) signifi-
cantly improves the network lifetime. For instance, with a duty
cycle of 12.5%, the lifetime of the network is multiplied by
about five times. This may be surprising: we would expect the
network lifetime when SDC=12.5% to be approximately eight
times the network lifetime when SDC=100%. The observed
values are due to the energy consumed during the rotation
phase and when target detection occurs. These tasks consume
a non-negligible amount of energy and therefore impose a limit
on the network lifetime.

We remark that during the first four days of network oper-
ation, the average detection delay is shorter when the sentry
duty cycle is higher. This could be expected when a target
enters the sensing range of a sentry node, this node may be in a
dormant state. We note that the difference between the average
detection delays for different values of SDC (Figure 13) is no
more that one second. This can be explained by the short
sentry toggle period (1 second).

Figure 14 shows the influence of the sentry duty cycle
(SDC) on the detection probability. We observe that, for all
configurations, the initial detection probability is 100%. As
nodes start to run out of power, the detection probability de-
creases until all the nodes become dysfunctional. On average,
during the network lifetime, the successful detections reported
in Figure 13 occur between 0.5 second and 2 second after the
target entered the square area. Beyond the network lifetime,
VigilNet can still detect the targets, however the delay increase
gradually as shown in Figure 12.

In Figure 15 and Figure 16, we study the effect of the sentry
toggle period (STP) on the average detection delay and the
detection probability. We fix the sentry duty cycle at 25%. We
observe that a greater toggle period negatively impacts the
average detection delay. Indeed, if the toggle period is small

(e.g., 1 second), a dormant sentry, having a target entering
its sensing range, wakes up with a high probability before
this target exits the sensing range. Conversely, if the toggle
period is big (e.g., 6400 second), a dormant sentry has a
low probability of being waken up before the target leaves
its sensing range.

Guidelines: From the analysis of this section, we can
conclude the following. First, to reduce the detection delay,
we must choose a sentry toggle period as small as possible.
Second, to increase the network lifetime, we advise to select
a small sentry duty cycle. However, note that the time during
which a sentry remains awake cannot be arbitrarily small,
because it is limited by the time necessary to warm up the
sensors and by the time necessary to gather enough sensor
data to infer whether there is a target or not. Consequently,
rapid sensor wake up and quick target detection algorithms are
features that can significantly extend the lifetime of a sensor
network. Efforts in this direction are worthwhile.

4) Impact of the tripwire service: We investigate both the
grid and the random placement of tripwire bases. In the case of
a Tripwire Number (TN) greater than 16, the two placement
strategies generate similar results. For TN smaller than 16,
the grid topology performs better. Due to space constraints,
we report here only the results concerning the grid tripwire
topology.

We configure the wireless sensor network as in Table II.
In Figures 17 and 18, we study the impact of the tripwire
duty cycle on the performance of the network. We use sixteen
tripwires. As we would expect, the smaller the tripwire duty
cycle, the longer the lifetime of the network. For instance,
when the tripwire duty cycle equals 25%, the network life-
time is about twice the lifetime obtained when the tripwire
duty cycle equals 100%. One could expect a multiplication
of the lifetime by four times but this would not take into
consideration the energy consumed during the rotation phase
and when target detection occurs. Additionally, we observe
that the average detection delay is significantly longer when
the tripwire duty cycle is small. Indeed, when the tripwire
duty cycle is small, a relatively small portion of the network
is awake at any given time, and the target may cover a bigger
part of the network without being detected. Finally, we notice
that a tripwire detection cycle of less than 25% seriously
impacts the detection probability during the first weeks of
network operation. This is due to the fact that, with such low
levels of tripwire activity, a large part of the network may
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Fig. 19. Influence of target speed (VS) on average detection delay
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Fig. 20. Influence of target speed (VS) on detection probability (DP).

remain dormant for an extended period of time, producing
the possibility that the target crosses the network exclusively
through such zones.

Guidelines: From this section, we can conclude the follow-
ing: a low tripwire duty cycle increases the network lifetime,
but increases noteworthily the detection delay and decreases
the detection probability. In a grid deployment, a tripwire duty
cycle below 25% is detrimental to the performance. This, on
the other hand, indicates the importance of the smart tripwire
placement strategy under a low tripwire duty cycle.

5) Impact of the targets speed: In this section, we study the
effect of the target speed on performance. The configuration
of the network is the same as in Table II. Figures 19 and 20
show the influence of target speed on average detection delay
and detection probability. We observe that a high target speed
decreases the detection delay. This may be surprising as when
the target speed increases, it spends less time within the sens-
ing range of a given sensor, thereby decreasing the probability
of being detected. However, as the target speed increases, it
covers more motes in a shorter amount of time. The effect
of target speed on detection probability is insignificant for
VS≤16m/s. We recall that the sensing range of a sensor is
10 meters in this experiment. At a speed of 16m/s, the target
spends a maximum of 1250ms within the sensing range of
a given sensor. This duration is sufficient for a sensor to
differentiate the target from false alarms.

Guidelines: To summarize the results from this section,
we can conclude the following. First, it takes more time to
detect slow targets than faster ones. Second, a network with
characteristics similar to the one defined in this experiment
can handle targets with speeds typical of moving terrestrial
objects (up to at least 16 meters per second i.e. 35.8 miles per
hour).

X. CONCLUSION

This paper presents a recent major effort to address the
energy efficiency for outdoor long-term surveillance. It is a
comprehensive case study on power management in a realistic
environment with a large testbed. We investigate the power
management at the network, section and node level by us-
ing a novel tripwire service, sentry service and duty cycle
scheduling, respectively. We invest a significant amount of
effort to validate our system with a network of 200 XSM
motes in an outdoor environment, an extensive simulation with
10,000 nodes, as well as an analytical probabilistic model.

These demonstrate the effectiveness of our approach and
identify several useful guidelines and lessons for the future
development of energy-efficient sensor systems.
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APPENDIX

Figure 21A shows a rectangular deployment area with sides
a and b. N sensor nodes are uniformly deployed in the area,
therefore, the node density d is N/ab. Assuming that the area
is considerably large, therefore, the number of nodes in an area
of A (A � ab) can be approximated by a Poisson distribution
with parameter λ = dA. We assume that the entry point of
the intruding target (intruder) is uniformly distributed along all
sides, and to make the problem tractable, we assume that the
intruder moves along a straight line. The angle between the
target direction and the side where the entry point is located
is θ, which is also considered uniformly distributed and θ ∈

[0, π]. The whole picture of the intruding scenario is shown in
Figure 21A. Observe that the area of nodes that can detect the
intruder contains all points whose distances to the intruder’s
locus are no larger than sensing range r. If the length of the
intruder’s locus in the deployment area is L , the detection
area can be approximated by 2Lr, without considering the
edge effect. Based on Poisson distribution, the probability that
there is at least one node in this area is 1 − e−2Lrd.

Fig. 21. Intrusion Model

As shown in Figure 21B, the deployment area is divided
into three regions. The length of the intrusion trace is:

L(θ, x) =

�� � x/ cos θ
b/ sin θ

(x − a)/ cos θ

Locus ∈ A
Locus ∈ B
Locus ∈ C

(2)



We can calculate the expected detection probability
Expected(Pdetection) that an intruder is detected by at least
one node by integrating over all entry points on the four adjacent
sides of the area.

Expected(Pdetection) = 1 −
F (a, b, r, d) + F (b, a, r, d)

π(a + b)
(3)

where F (m, n, r, d) =

� m

0

[ � arctan( n

x
)

0
e−

2rxd

cos θ dθ + � π−arctan n

m−x

arctan( n

x
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2rnd

sin θ dθ

+ � π
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(4)
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Abstract

Target tracking systems, consisting of thousands of low-cost
sensor nodes, have been used in many application domains such
as battlefield surveillance, wildlife monitoring and border se-
curity. These applications need to meet certain real-time con-
straints in response to transient events, such as fast-moving tar-
gets. While the real-time performance is a major concern in
these applications, it should be compatible with other impor-
tant system properties such as energy consumption and accu-
racy. Hence, it is desirable to have the ability to exploit the
tradeoffs among them. This work presents the real-time design
and analysis of VigilNet, a large-scale sensor network system
which tracks, detects and classifies targets in a timely and en-
ergy efficient manner. Based on a deadline partition method
and theoretical derivations of each sub-deadline, we are able to
make guided engineering decisions to meet the end-to-end track-
ing deadline. To confirm our design and obtain an empirical
understanding of these tradeoffs, we invest significant efforts to
perform large-scale simulations with 10,000 nodes as well as
a field test with 200 XSM motes, running VigilNet. The results
from both analysis and evaluation can serve as general design
guidelines to build similar real-time systems.

1 Introduction

Recent developments in sensor techniques make wireless
sensor networks (WSNs) available to many application do-
mains [6, 12, 17, 26, 32]. Most of these applications, such as bat-
tlefield surveillance, disaster and emergency response, deal with
various kinds of real-time constraints in response to the physical
world. For example, surveillance may require a sensor node to
detect and classify a fast moving target within 1 second before it
moves out of the sensing range. Compared with the traditional
distributed systems, the real-time guarantee for sensor networks
is more challenging due to the following reasons. First, sen-

∗Liqian Luo, Qing Cao and Tarek Abdelzaher are now with University of
Illinois, Urbana-Champaign

sor networks directly interact with the real world, in which the
physical events may exhibit unpredictable spatiotemporal prop-
erties. These properties are hard to characterize with the tradi-
tional methods. Second, although the real-time performance is
a key concern, it should be performance compatible with many
other critical issues such as energy efficiency and system robust-
ness. For example, it is not efficient to activate the sensors all the
time only for the benefit of a fast response. This naive approach
severely reduces the system lifetime [12]. Third, the resource
constraints restrict the design space we could trade off. For ex-
ample, the limited computation power in sensor nodes makes the
Fast Fourier Transformation not quite suitable for real-time de-
tection. All these issues challenge us with two questions. How
to make the design of a large-scale real-time sensor network sys-
tem manageable? And how to trade off among system metrics
while maintaining the real-time guarantee? Our answer to these
questions, presented in this paper, is a case study of the VigilNet
system, a real-time outdoor tracking system using a large-scale
wireless sensor network.

Our contribution lies in the following aspects: 1) This work
addresses a real-world application with a running real-time sys-
tem, designed and implemented over last few years. 2) We inves-
tigate multi-dimensional tradeoffs between the real-time perfor-
mance and other system properties. Such investigation provides
the guidance for the future development of similar systems. 3)
The real-time design and tradeoffs are validated by a large-scale
field evaluation with 200 XSM motes and an extensive simu-
lation with 10,000 nodes. These evaluations reveal quite a few
practical design suggestions that can be applied to other real-time
sensor systems.

The remainder of the paper is organized as follows: Section 2
introduces the tracking process in VigilNet. Section 3 identi-
fies the real-time requirements. Section 4 provides a real-time
analysis of VigilNet’s tracking performance and its tradeoffs. In
Section 5, we evaluate the real-time performance of VigilNet in
an outdoor field test. In Section 6, we conduct a large-scale
simulation to further validate and analyze the real-time issues
in VigilNet. Section 7 discusses the related work. Section 8 con-
cludes the paper.
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Figure 1: The Delay Breakdown in Tracking Operation

2 Overview of VigilNet Tracking Operations

VigilNet is an energy-efficient surveillance and tracking sys-
tem, designed for spontaneous military operations in remote ar-
eas. In these areas, the events of interest happen at a relatively
low rate, i.e. the duration of significant events (e.g., intrud-
ers) is very short, compared with the overall system lifetime
(e.g., 5-minute tracking per day). According to our empirical
results [13], nearly 99% of energy is consumed during the idle-
waiting period for potential targets. Therefore to conserve en-
ergy, the most effective approach is to selectively turn a subset of
nodes off, and wake them up on demand in the presence of sig-
nificant events. This power management technique fundamen-
tally shapes the VigilNet tracking process. It introduces a set of
new delays that traditional tracking systems do not experience.

In this section, we give a brief overview of the VigilNet track-
ing operation, serving as a background for the real-time design
and analysis in the following sections. As shown in Figure 1,
after a target enters the area, it activates the first sensor node that
can confirm the detection, then other nodes nearby are waken
up to form a group to deliver the aggregated reports to the base.
More specifically, the VigilNet tracking operation has six phases:

A. Initial Activation: VigilNet stays in the power manage-
ment state when there are no targets. The power manage-
ment protocol puts nodes into either one of two states: sen-
try and non-sentry. In brief, a node becomes a sentry node
if it is a part of the routing infrastructure or it needs to pro-
vide the sensing coverage. Otherwise, it becomes an inac-
tive non-sentry node. The details of sentry selection can be
found in [12]. If the sentry nodes are active 100% of time
(i.e. the deployed area is always covered), any incoming
target is covered by at least one sentry node immediately.
On the other hand, if the sentry nodes have a certain duty
cycle (i.e. they go to sleep and wake up periodically to save
energy), there will be an initial activation delay, denoted as
Tinitial, before the first sentry node starts to sense the in-
coming target.

B. Initial Target Detection: After the initial activation, it
takes a certain delay, defined as Tdetection, for the first sen-
try node to confirm the detection. This delay consists of the
hardware response delay, the discrete sampling delay and
the delay to accumulate a sufficient number of samples be-
fore a detection algorithm recognizes the target.

C. Wake-up: Normally, the detection from a single sentry
node does not provide sufficient confidence in detection and
classification, therefore a group-based tracking is designed
in VigilNet. In order to form a group with a reasonable size,
non-sentry nodes need to be waken up after the initial target
detection by a sentry node in Phase B. We define the wake-
up delay Twakeup as the time required for a sentry node to
wake up other sleeping non-sentry nodes. This delay is de-
termined by the time to broadcast the wake-up messages.

D. Group Aggregation: Once awaken, all nodes that detect
the same target join the same logic group to establish a
unique one-to-one mapping between this logic group and
the detected target. Each group is represented by a leader
to maintain the identity of the group as the target moves
through the area. Group members (who by definition can
sense the target) periodically report to the group leader. A
leader starts to report detection to the base after the number
of member reports exceeds a certain threshold, defined as
the degree of aggregation (DOA). We use Taggregation to
denote the group aggregation delay, which is the time re-
quired to collect and process the detection reports from the
member nodes.

E. End-to-End Report: After the group aggregation, the
leader node reports the event to the nearest base. Multiple
bases are used to partition a network into several sections,
in order to bound the end-to-end delivery delay Te2e.

F. Base Processing (Tbase): A base is in charge of processing
the reports from the leaders of different logic groups. Since
the reports from the same logic group are spatiotemporal
correlated, a string of consecutive reports can be further an-
alyzed and summarized for end users. For example, taking
the time stamps and the locations of targets as the inputs, a
base uses the least-square estimation to obtain the velocity
of each target.

3 Real-Time Requirement in VigilNet

To ensure the effectiveness of the target tracking, VigilNet
must meet a certain real-time constraint. Specifically, VigilNet
should detect, classify and analyze the incoming targets within a
certain end-to-end deadline (e.g.,5 seconds from Phase A to F).
As shown in Section 2, this deadline involves complex analysis
of the whole tracking process. It is not scalable for us to identify
a system-wide feasible region within such a high-dimensional
design space. Therefore, we adopt the deadline partition method
to divide the end-to-end deadline into multiple sub-deadlines.
The sub-deadline partition varies with the system configurations.
As a concrete example, supposing a target enters the field with a
speed up to 20 mph, to guarantee that this target can be detected
by the first sentry node with a probability higher than 90% , we
need to design a detection algorithm with a sub-deadline less
than 1 second, assuming the detection range is 10 meters.
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Figure 2: Detection Probability
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Figure 3: Initial Delay vs. SDC

By confining the real-time decisions within each phase,
we make the end-to-end analysis manageable in a lower-
dimensional design space. As long as the individual sub-
deadlines are met, we have a certain guarantee on the end-to-end
delay. To achieve this, we present a set of real-time designs in
next section.

4 VigilNet Real-Time Tracking Analysis

The description of this section follows the natural order of
VigilNet’s tracking operations presented in Section 2. Such de-
sign and analysis is validated later with a real system implemen-
tation consisting of 200 XSM nodes as well as a large-scale sim-
ulation in Section 5 and Sections 6, respectively.

4.1 Initial Activation Delay and Its Tradeoffs

In a duty-cycle-based power management scheme, the sentry
nodes go to sleep and wake up periodically. In this case, the
initial activation delay Tinitial may not be zero, because sentry
nodes near the target’s entry point may be asleep when the tar-
get enters the field. In this section, we identify a quantitative
relationship between the energy savings and the Tinitial, which
helps us make decisions to guarantee that the initial activation
finishes within a given sub-deadline Dinitial.

In our VigilNet design, all sentry nodes agree on a common
sentry toggle period P and a common sentry duty cycle SDC.
For each period, a sentry wakes up randomly and stays awake
for P · SDC, then goes to sleep. Assuming a target enters the
tracking area from point 0 for L meters as shown in Figure 2(a),
we first derive Pr, the probability that a single sentry node de-
tects this target. Obviously, the nodes that may detect the target
must be in the rectangle or the semi-circle shown in the Fig-
ure 2(a). The size of the area is 2SR · L + π · SR2/2, where
SR is the Sensing Range. For a single node located at (x, y) in
this area, the probability that the node detects the target P (x, y)
is SDC + l(x, y)/(P · TS), where l(x, y) is the overlapping
length of the node’s sensing range and the target’s trace, and TS

is the Target Speed. If we consider all possible locations in this
area, we can get Pr in Equation 1 by integrating and normalizing
the P (x, y) over the area. We note that when x, y is in the circle
(area A) as shown in Figure 2(b), l(x, y) =

√

SR2 − y2+L−x.

When (x, y) is in area B, l(x, y) = 2
√

SR2 − y2.

Pr =

∫

A

(SDC+

√

SR2
−y2+L−x

P ·T S
)ds+

∫

B

(SDC+
2
√

SR2
−y2

P ·T S
)ds

(2SR·L+πSR
2
/2)

= SDC + π·SR·L

(2L+π·SR/2)·TS·P

(1)

We note that Pr calculated by Equation 1 is valid only when
the target speed is faster than 2SR/(P − P · SDC). We have
also derived a slower-target case, which is of less interest to the
real-time tracking. Therefore, we omit it here due to the space
constraint, please refer [3] for more details.

Now we are ready to provide a statistical real-time guarantee
for the initial activation process, i.e. we need to ensure a target is
detected before the sub-deadline Dinitial. Equivalently, a target
should be detected before it enters for L = TS ·Dinitial meters.
Obviously, P (Tinitial < Dinitial) equals P (Tinitial · TS < L),
where P (Tinitial ·TS < L) is the probability that at least one of
nodes in the area (A+B) detects the target. If there are n nodes
in the area, the probability that at least one of them detects the
target is 1− (1− Pr)

n. Suppose the sentry density is Ds and n

conforms to a Poisson distribution with parameter λ =(2SR ·L+
π ·SR2/2)Ds, therefore, the probability that the initial activation
finishes before sub-deadline Dinitial is:

P (Tinitial < Dinitial) = P (Tinitial · TS < L) = 1− e−Pr·λ

(2)

Equation 2 identifies a feasible region for us to decide the
system parameters such as sentry duty cycle (SDC) and sens-
ing range (SR) to ensure the real-time property in Phase A.
In addition, we can obtain the expected value of Tinitial from
the formula E(Tinitial) =

∫

∞

0
(1 − P (Tinitial < t))dt =

∫

∞

0
(1 − P (SD < TS · t))dt. According to Equations 1 and 2,

we have the expected delay for a fast target:

E(Tinitial) =
e−SDC·π·SR

2
·DS/2

(2SR · SDC · TS + πSR2/P )dS

(3)

One caveat in the analysis needs some attention. Above we
derive the expected detection delay for a duty cycle based sys-
tem with random deployment. However, sentry nodes are located
more evenly than totally randomly case [12]. Fortunately, we
can prove that the random deployment case provides a theoreti-
cal upper bound for the sentry-based deployment case. It can be
easily proved that if for all t, P (T1 < t) > P (T2 < t), we must
have E(T1) < E(T2). For 0 < Pr < 1, 1 − (1 − Pr)

n is a
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Figure 4: Detection Confidence vs. Detection Delay

strictly concave function of n. Therefore, E(1 − (1 − Pr)
n) ≤

1 − (1 − Pr)
E(n), and the left side of the equation equals the

right side if and only if n is a constant. Given the same E(n),
the more scattered the distribution of n is, the smaller the value
of E(1 − (1 − Pr)

n) is. Since the sentry nodes are selected
more uniformly than the random case, P (Tinitial < Dinitial)
for the sentry based system is greater than a totally randomly
distributed system, and therefore the expected delay is smaller.
The expected delay for the random case can be used as an upper
bound for the expected detection delay for a more evenly dis-
tributed system. Later, we will see from the simulation that the
analytical result overestimates the Tinitial by 15%.

We can further take the detection delay Tdetection into ac-
count, since a successful detection in Phase B activates a full
tracking process. In this case, we establish an equivalent model
for Tinitial. Specifically, in Equation 3, we substitute SDC with
the effective sentry duty cycle SDCeff = SDC−Tdetection/P

and substitute SR with the effective sensing range SReff =
√

SR2 − (Tdetection · TS/2)2. Figure 3 gives a more concrete
view of the tradeoff between SDC and expected Tinitial. We
take parameters from the real VigilNet implementation: DS =
0.01node/m2, P = 10s, SR = 10m, TS = 10m/s and
Tdetection = 1000ms. This result is consistent with what we
obtained from the real experiments and simulations.

4.2 Sentry Detection Delay and Its Tradeoffs

After the initial delay in Phase A, a target approaches the
vicinity of a sensor, which begins to observe a different signal
pattern than that without a target. With the current sensing al-
gorithms, the signal pattern can be amplitude, frequency, or a
combination of the two. We call the signal pattern correspond-
ing to a target a target signature. The recognition of a target
signature indicates a sensor-level detection, and produces data
for higher-level detection and classification algorithms.

As defined before, Tdetection is the time for a detection algo-
rithm to recognize a target signature. This delay must be smaller
than a certain sub-deadline Ddetection. Multiple reasons con-
tribute to this delay. First, the sensor hardware has a response de-
lay for the physical signals that the target generates. Second, the
sensing circuitry requires special operations with a further delay.

For example, the magnetometer in MICA2 node [5] takes about
35ms to stabilize after the potentiometer adjustment. Third, the
sampling is discrete and periodic, not continuous, which leads to
sampling delay. Finally, the target signature itself may be time
related (e.g., a certain frequency), which can not be recognized
by just one sample.

Now we describe how to decide the sub-deadline Ddetection.
Obviously, a detection algorithm must finish before a target
moves out of the sensing range of a node. Suppose that the
nominal sensing area is a circle with a fix sensing range SR, the
amount of time a target stays in a node’s sensing range can be de-
rived from the speed of the target, TS, and the minimum distance
from the target’s trajectory line to the sensor node. Since the
target trajectory intersects with the sensing circle randomly, we
assume this minimum distance is uniformly distributed within
[0, R), therefore the probability of a target stays in one sensing
circle for at least Ddetection seconds can be calculated as

P (t > Ddetection) =

√

1 −

(T S·Ddetection)2

4SR2 Ddetection <
2SR
T S

P (t > Ddetection) = 0 Ddetection ≥

2SR
T S

(4)

According Equation 4, the sub-deadline Ddetection can be de-
cided by choosing a desired P (t > Ddetection) value.

In addition, we desire to know how a detection algorithm per-
forms under a given sub-deadline Ddetection. We define the De-
tection Confidence (DC), as the confidence on the target detec-
tion, i.e. 100% DC indicates this sensor has no doubt about the
existence of the target. Normally, the longer Ddetection is, the
more information about target signature a sensing algorithm can
obtain, and therefore, it can achieve a higher detection confi-
dence DC. Such relationship depends on the type of sensors.
In order to quantitatively analyze the relation between DC and
Ddetection as a case study, we performed experiments on XSM
motes with the magnetic sensing algorithm detecting a moving
vehicle in an outdoor environment. We approximate the sensing
range as 7 meters around the sensor node, according to empirical
data. Figure 4 plots the relation between the detection confidence
and the detection delay, based on the experiments. As we can see
from the figure, DC does not have a linear relation to Ddetection.
Based on experimental measurements, we use a polynomial to
characterize DC versus Ddetection. Figure 4 shows a series of
polynomials of different orders that fit the points representing
the relation between the detection confidence and the detection
delay. The plotting indicates that the polynomials of an order
higher than 5 are fairly close to each other and fit the points well.
Hence, we choose the polynomial of order 5 to characterize the
relation, as shown below.

DC = f(Ddetection) =

5
∑

i=0

aiD
i

detection
(5)

The coefficients of the polynomial calculated from the curve
fitting are a5 = 1.0999, a4 = −13.1138, a3 = 51.3443, a2 =
−73.2343, a1 = 54.6671, a0 = 0.2402. The polynomial
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Figure 6: Wakeup Delay Vs. Non-Sentry Energy Saving

f(Ddetection) characterizes the relation of the detection confi-
dence and the imposed sub-deadline Ddetection when the ve-
hicle is moving at a relatively low speed. In the scenarios
where the vehicles move faster, the detection delay tends to be
shorter and the detection confidence will be higher because the
targets impose a faster change to the sensor readings. Hence,
f(Ddetection) represents a conservative estimation of the detec-
tion confidence, given a certain amount of time available to the
sensor node to capture and process the target signals.

We note that in the analysis of the time-related properties of
the sensing algorithms, we choose such a conservative-case ap-
proach instead of a worst-case approach. In many cases, the
worst-case scenario is a rare event that the system is not designed
to handle well. For example, with the magnetic sensing algo-
rithm, the worst-case of detection delay is infinity – if a vehicle
moves extremely slowly, it provides a low-frequency signal just
as the back-ground noise, resulting in a non-detection for that
target. We note that an analysis with such a worst-case scenario
provides little insight into the system. To represent a reasonably
practical scenario, we study a conservative case in which a target
can be detected.

In conclusion, according to Equation 4 and 5, running a de-
tection algorithm with a sub-deadline Ddetection, one node can
detect P (t > Ddetection) percent of targets with DC percent of
the confidence in detection. This analysis justifies the benefits of
fast detection algorithms and the need for group aggregation to
improve the detection confidence.

4.3 Wake-up Delay and Its Tradeoff

Once a target is detected in Phase B, we need more nodes to
join in order to increase the confidence in detection. We design a
wake-up service to activate the non-sentry nodes after the sentry
nodes detect the incoming targets. Different target speeds im-
pose different sub-deadlines Dwakeup to the wake-up services.

Normally the wake-up service can be supported either
through hardware or software. Several hardware solutions have
been proposed in [6, 9]. Since the wake-up circuits accumulate
the ambient energy slowly, the current hardware solutions are
not fast enough for the real-time target tracking. Therefore, we
propose a software-based wake-up strategy, which has a short

average delay and a predictable worse-case delay. The wake-up
operation goes as shown in Figure 5. A non-sentry actually does
not sleep all the time. It periodically wakes itself up, quickly
senses the radio activity at a particular frequency. If no radio
activity is detected, this node goes back to sleep, otherwise it re-
mains active and starts to sample the environment. We control
the non-sentry operation through two parameters: Toggle Period
(TP ) and Channel Clear Access duration (CCA). The toggle
period is defined as the time interval between two consecutive
wake-up instances. The CCA is defined as the minimal time
for a radio module to detect the existence of the radio signal.
For example, the CC1000 radio transceiver takes at least 2ms (8
symbol periods, as specified by 802.15.4 [16]) to access the ra-
dio activity. Based on TP and CCA, we can get the Non-Sentry
Duty Cycle (NSDC) as CCA

TP
. At the sentry side, once a sentry

detects a target, it broadcasts a radio message with a long pream-
ble. This long preamble is guaranteed to be sensed by neighbor-
ing non-sentry nodes as long as this preamble has a length equal
or longer than the toggle period of non-sentry nodes. The worst-
case wake-up delay WCDelay equals TP . In another word, the
sub-deadline Dwakeup can be ensured trivially in our design by
setting TP = Dwakeup. Let the power consumption for an ac-
tive node during a unit of time be E, the energy consumption
for a non-sentry node is E×CCA

TP
. Since the amount of time to

check the radio activity (CCA) is constant for a specific radio
hardware, the length of the toggle period determines the energy
consumption rate in non-sentry nodes. In general, a long tog-
gle period TP leads to a low energy consumption, however also
leads to a long delay in waking up the non-sentry nodes. Fig-
ure 6 shows such a tradeoff, using the CC1000 radio transceiver
for MICA2/XSM motes as an example. As shown in Figure 6,
a sub-deadline of 200ms lead to a 99% energy saving for the
non-sentry nodes.

4.4 Aggregation Delay and Its Tradeoffs

Once all nodes near the target are awaken in Phase C, the
group-based tracking begins. To avoid an excessive power con-
sumption, instead of relaying every detection message back,
VigilNet sends only aggregates to the base stations for further
processing. Such online aggregation process is subject to a cer-
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tain sub-deadline Daggregation determined by the target speed
and the node density.

Specifically, we organize nodes in the vicinity of a target into
one group. We use semi-dynamic leader election [21] to mini-
mize the delay. Nodes that detect the target become the group
members, which, upon detection, immediately report their own
locations and sensing data to a leader. The leader then averages
the locations of members as the estimates of the target positions,
and sends such estimates to a base station. To filter out the spo-
radic false alarms of individual nodes, we introduce a config-
urable parameter, DOA (Degree of Aggregation), which forces
the leader to withhold reports to a base station until the number
of received member reports reaches DOA. To achieve a high
confidence in target detection, one should set a high DOA value
(e.g., 4). On the other hand, a higher DOA value inevitably in-
troduces a longer group aggregation delay since the leader waits
longer to expect more member reports. This tradeoff allows us to
choose appropriate DOA to meet the sub-deadline Daggregation.
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Figure 7: The Detection Areas Before and After Movement

The relation between DOA and the group aggregation delay
is complicated by various factors, e.g., the sensing range, the
target speed, and the node density. Therefore, we make several
assumptions to simplify the analysis, including a circular sensing
range, a straight target trajectory and randomly distributed nodes.
Based on these assumptions, Figure 7 depicts the movement of a
target with a speed TS for a time period T . Again, the sensing
range of the target is SR. The white circle and the grey circle
denote the detection area of the target before and after move-
ment, respectively. Nodes located in the diagonally lined area
are the new detectors of the target, which contribute to DOA by
sending reports to the leader. To guarantee a certain sub-deadline
Daggregation, the number of new detectors must exceed or equal
DOA before the sub-deadline Daggregation:

Daggregation ≥ Taggregation =
DOA

2 · SR · TS ·D
(6)

where D represents the node density. Note that after the wake-
up process, not only the sentry nodes but also the non-sentry
nodes participate in the tracking. Equation 6 quantitatively re-
veals a feasible region for us to guarantee the sub-deadline
Daggregation. For example, if the network density (D) and the
sensing range (SR) are fixed, we can exploit a feasible solution,
using different DOA values under different target speeds. Fig-
ure 8 gives a more concrete design space by depicting the group

aggregation delay for varied DOA values and target speeds when
the sensing range is 10m, the node density is 1 per 100 m2. We
note that this result is consistent with the results obtained form
large-scale simulation shown in Section 6.
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get Speed

4.5 Communication Delay and Its Tradeoff

After group aggregation in Phase D, the leader delivers the
aggregated tracking reports to a nearby base. Suppose the end-
to-end communication sub-deadline is De2e and one-hop worst
case communication delay is TWC MAC , we need to ensure that
the number of hops is smaller than De2e/TWC MAC . For a
given node density, the hop length Lhop can be estimated through
Kleinrock-Silvester formula [19], which gives the correlation be-
tween the hop length Lhop, the communication range CR and
the number of neighbors N as:

Lhop = CR × (1 + e
−N −

∫ 1

−1

e
−

N
π

(arccos(t)−t
√

1−t2)
dt) (7)

Therefore, to guarantee a sub-deadline De2e, when we deploy
the network, we should ensure that every node can reach a base
within a radius of Le2e:

Le2e =
De2e · Lhop

TWC MAC

(8)

In VigilNet, the sub-deadline De2e is guaranteed by parti-
tioning the whole network into multiple sections based on the
Voronoi diagram [24]. Specifically, a network with n bases is
partitioned into n Voronoi sections such that each section con-
tains exactly one base and every node in that Voronoi section is
closer to its base than to any other base inside the network.

4.6 Base Processing Delay and Its Tradeoffs

After a base receives the reports delivered in phase E, it per-
forms the high-level processing such as the velocity estimation.
In order to do so, a base node needs to accumulate several reports
from the network. The delay to accumulate the reports Tbase is
subject to its sub-deadline Dbase. We defined the minimal num-
ber of reports needed by the base as K. This value can be one,
if the in-networking processing is sufficient. The frequency of
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reports depends on the speed of the target and the aggregation
of locations from nodes at different locations. From the analysis
in the section 4, we know that after the target enters the system
for time t, the expected number of nodes can sense the target is
(π · SR2/2 + 2SR · TS · t)D. Obviously, if the target goes fur-
ther for ∆t, the expected number is increased by 2SR · TS ·∆t.
Considering the detection delay Tdetection, only nodes that are
√

SR2 − (Tdetection · TS/2)2 meters away from the target tra-
jectory can recognize the target. Therefore, we can estimate the
number of report (NR) generated before the sub-deadline Dbase

as:

NR = (2TS ·D ·
√

SR2 − (Tdetection · TS/2)2) ·Dbase (9)

Alteratively, to guarantee Dbase, we need to select the K, the
minimal number of reports needed by the base, a value smaller
than NR.

Now we consider how the selection of K impacts the accuracy
in velocity estimation. Since each report only approximates the
target location, there is an error in the result of velocity estimated
using the least square method. Without loss of generality, we first
consider the velocity along the x-axis. Statistics has established
the variance of the estimated slope in a two-variable least square
linear regression as

σ2

∑

K

i=1(xi − x̄2)
,

where σ is the standard deviation of the disturbance, which in our
case is the detection error of a single report; xi in our case is a
timestamp. It is hard to get the distribution of

∑

K

i=1(xi−x̄)2, but
a rough estimation can be obtained by a simplification so that the
values of xi are evenly distributed and xi = i/(2D·SR·TS·PR).
Thus we can get an estimation of the standard deviation of the
velocity:

4σ ·D · SR · TS · PR

√

3K(K + 1)(K − 1)
, (10)

where σ is the standard deviation of the location error of a single
report. Equation 10 reveals the tradeoff between the accuracy
in tracking and the delay in base processing. In brief, Tbase in-
creases linearly with the number of reports required and the stan-
dard deviation of the velocity estimation reduces approximately
linearly with K−3/2.

4.7 Summary of the Analysis and Tradeoffs

Dealing with the physical world, many sensor-based systems
must respond to external stimuli within certain time constraints.
Such constraints could change overtime with the changes of
the application objectives. For example, a surveillance system
should be able to track fast vehicles at a high-energy budget as
well as slow personnel at a smaller budget. So it is desirable for a

system designer to have the ability to trade off the system param-
eters to satisfy certain real-time constraints. In this section, we
use the deadline partition method to guarantee the sub-deadline
of each phase, consequently guarantee the end-to-end deadline.
This approach makes the real-time design for a complex sensor
network manageable. Since VigilNet aims at various tracking
scenarios, for a given end-to-end deadline, the actually partition
among the phases would vary significantly. Our analysis is inde-
pendent of how the sub-deadlines are assigned, which give the
designer more flexibility to exploit the feasible regions until the
end-to-end real-time requirement is met.

We note that this analysis can be generally applied to other
tracking systems with or without certain features. For example,
the tracking system presented in [2] does not consider the power
management, which makes the analytical results of Tinitial and
Twakeup trivially zero, while other analytical results are still ap-
plicable. We also note due to the unpredictable and statistical na-
ture of environmental inputs (e.g., a target could move infinitely
slowly), VigilNet is not quite amenable to the traditional worst-
case real-time analysis. Nevertheless, the analytical results we
provide can assist the designer to provide soft real-time guaran-
tee and make guided decisions on the system configurations. In
the next section, we validate our real-time design and analysis
through a physical test-bed with 200 XSM motes as well as a
large-scale simulator with 10,000 nodes.

5 Evaluation on Real System Performance

In the evaluation, we validate the analytical results as well as
provide more insights on the timing issues from the real system
and simulation perspectives.

5.1 System Configurations

A large portion of code of VigilNet is written in NesC [7], an
modulized extension to the C programming language. Since the
concept of traditional OS kernels does not exist in TinyOS [14],
a NesC programmer can directly access the hardware devices
including the sensors and flash memory, which facilitates the
time analysis within a single node [23]. The network infrastruc-
ture in VigilNet is a multi-path diffusion tree rooted at bases.
The contention-based B-MAC protocol [25] is the default me-
dia access control protocol, which has certain uncertainty in the
communication delay. Three detection algorithms are designed
separately for acoustic, magnetic and motion sensors. They
identify the target signatures through a lightweight classifica-
tion scheme as described in [8]. VigilNet consists 40,000 lines
of code, supporting multiple existing mote platforms including
MICA2, MICA2dot and XSM. The compiled image occupies
83,963 bytes of code memory and 3,586 bytes of data memory.

As a real-time online tracking system, VigilNet is designed to
complete detection, classification and velocity estimation within
4 seconds. The field test was done on a T-shape dirt road in
Florida as shown in Figure 9 from the aerial view. We deployed
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Figure 9: Deployment Site

200 XSM motes which are equipped with CC1000 radio, mag-
netic, acoustic, photo, temperature and passive infrared sensors
(PIR). Along the road, nodes were randomly placed roughly
10 meters apart, covering one 300-meter road and one 200-
meter road. Through localization [28, 10], nodes were aware
of their positions. In order to measure various kinds of delay, all
nodes within VigilNet synchronized with the base within 1∼10
milliseconds using the techniques described in [22]. The time
stamps of various actions such as initial detection were sent back
to the base, so that we can calculate the delay. We used a Ford
Explorer that weighted about 4000 lbs. as the target.

5.2 Delay Measurements

When a car enters the surveillance area at about 10 meters
per second (22 mph), a detection report is issued first, followed
by classification reports. Finally, after sufficient information is
gathered, velocity reports are issued. Figure 10 illustrates the cu-
mulative distribution of different delays. The communication de-
lay (leftmost curve) is much smaller compared with other delays.
About 80% of detections are done within 2 seconds. Over 80%
of the classification and velocity estimations are made within 4
seconds. The empirical results from most runs are consistent
with our analysis in Section 4 and the simulation results in Sec-
tion 6.
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Figure 10: Various Delays Measurements from Field Test

We emphasize here that field experiments indicate that
VigilNet meet its real-time requirement and our real-time analy-
sis can approach the reality with a reasonable precision, despite
the amount of complexity within the VigilNet (30 protocols inte-

grated). On the other hand, we acknowledge that due to various
physical constraints, field experiments can only exploit a very
limited design space and obtain a limited amount of data. There-
fore, to understand the real-time properties in VigilNet at scale
with a much large context, we provide a large-scale simulation
in the next section.

6 Large-Scale Simulation

Our simulator emulates the tracking operations as shown in
Figure 1. We distribute 10,000 nodes randomly within a 100,000
m2 rectangle area. We run each experiment 30 times with dif-
ferent random numbers. The figures are plotted with the average
value as well as the 95% confidence interval.

6.1 Experiment Setup

We note that our evaluation does not choose deadline/ sub-
deadline miss ratios as the major metrics, because such an ap-
proach reveals less information about the tradeoff between ac-
tual delays and other system performance parameters. Since the
mean value and 95% confidence intervals of the delays are plot-
ted in the figures, one can determine the appropriate system set-
tings for a given deadline requirement.

In our experiments, we study several system-wide parameters
that directly affect the real-time properties of VigilNet. These
parameters are: 1) the target speed (TS), 2) the physical delay in
detection (Tdetection), 3) the sentry duty cycle (SDC), 4) the non-
sentry duty cycle (NSDC), 5) the required degree of aggregation
(DOA), 6) the sensing range (SR) and 7) the required number of
reports for base processing (K). We match the simulations with
the analysis to see how well they fit with each other.

We use the settings from the VigilNet system as the default
values for these system parameters, which are listed in Table 1.
Unless mentioned otherwise, the default values in Table 1 are
used in all experiments. The metrics used to measure the system
performance are mainly the six types of delays discussed in Sec-
tion 2, the end-to-end delay and the energy consumption per day
per node.

Table 1: Key System Parameters
Parameter Definition Default Value
TS Target Speed 10 m/s
SDC Sentry Duty Cycle 50%
NSDC Non-Sentry Duty Cycle 1%
DOA Degree of Aggregation 1%
SR Sensing Range 10
K Reports required by the base 1
D Node Density 0.01 m

2

6.2 Performance vs. Target Speed

The target speed determines the spatiotemporal distribution
of events over a certain time period. It is crucial to understand

8
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Figure 11: Delays vs. Target Speed
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Figure 12: Energy Consumption vs. Target Speed
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Figure 13: Delays under Varying Detection Delay
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Figure 14: Energy Consumption vs. Detection Delay
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Figure 15: Delays vs. Sentry Duty Cycle

 16

 18

 20

 22

 24

 26

 28

 30

 50  55  60  65  70  75  80  85  90  95

A
vg

 E
ne

rg
y 

C
on

su
m

ed
 

 P
er

 D
ay

 P
er

 N
od

e 
(m

A
h)

Sentry Duty Cycle

Energy Consumption Per Day 16

 18

 20

 22

 24

 26

 28

 30

 50  55  60  65  70  75  80  85  90  95

A
vg

 E
ne

rg
y 

C
on

su
m

ed
 

 P
er

 D
ay

 P
er

 N
od

e 
(m

A
h)

Sentry Duty Cycle

Energy Consumption Per Day

Figure 16: Energy Consumption vs. Sentry Duty Cycle

its impacts on the tracking performance. In this experiment, we
incrementally increase the target speed (TS) form 5m/s to 15m/s
in steps of 1 meter. As expected from our analysis in Section 4,
Tinitial and Taggregation decrease with the target speed as shown
in Figure 11. One interesting observation is that the descend rate
of Tinitial diminishes when TS becomes larger. This is because
that a node needs a sufficient sensing time to ensure detection. It
is possible that a quick target passes one sensor without detec-
tion, which negatively affects the Tinitial. Since VigilNet deals
with a rare event model, the energy consumed during the track-
ing is not perceptibly affected by the target speeds as shown in
Figure 12.

6.3 Performance vs. Detection Delay

Different tracking systems use different sensing devices
and detection algorithms, which have various detection delays
Tdetection. In this experiment, we increase the delay in the de-
tection algorithm Tdetection from 500 ms to 1000 ms in steps of
50 ms. It is interesting to observe in Figure 13 that at a speed of

10m/s, the detection delay has a small impact on the initial delay,
however it contributes most significantly to the overall increase
of the total tracking delay. Again, since the detection time is rel-
atively small, this system parameter does not noticeably affect
the overall energy consumption as shown in Figure 14.

6.4 Performance vs. Sentry Duty Cycle

From the analytical results in Section 4, we obtain an analyt-
ical delay curve between Tinitial and SDC in Figure 3. In this
experiment, we obtain another curves (Figure 15) through the
simulation. By comparing these two results, we conclude that
they are consistent with each other. For example, at a default
50% duty cycle, Tinitial obtained from the analysis in Figure 3 is
1600ms , while Tinitial obtained form the simulation (Figure 15)
is 1360ms (Note that our analysis is relatively conservative). In
addition, Figure 16 reveals that the energy consumption esca-
lates linearly with the SDC, which indicates an efficient sentry
scheduling algorithm is beneficial.
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Figure 17: Delays vs. Non-Sentry Duty Cycle
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Figure 18: Energy Consumption vs. Non-Sentry Duty Cycle
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Figure 19: Delays vs. DOA
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Figure 20: Energy Consumption vs. DOA
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Figure 21: Delays vs. Sensing Range
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Figure 22: Energy Consumption vs. Sensing Range

6.5 Performance vs. Non-sentry Duty cycle

Here, we evaluate the impact of the wake-up operation on
the delay and energy consumption. First, the simulation results
confirm that the average wake-up delay is approximately half of
the toggle period as predicted in Section 4.3. Since the wake-
up delay Twakeup is an order of magnitude smaller than other
delays such as Tinitial, a slight decrease in the wake-up delay
shown in Figure 17 does not noticeably impact the overall delay.
However, interestingly a slight increase of the Non-Sentry Duty
Cycle leads to a significant increase of energy consumption as
shown in Figure 18. This is because that the non-sentry nodes
are by far the majority, so an duty-cycle increase of the non-
sentry nodes leads to a quick increase in the total energy. This
result indicates that it is beneficial to increase the wake-up delay,
when possible, in exchange of the energy saving.

6.6 Performance vs. DOA

In-network processing through data aggregation can reduce
the amount of data transmit over the network and increase the
confidence in target detection. However to accumulate enough

report, it inevitably introduces a certain delay. This experiment
studies the effects of data aggregation. We gradually increase
the DOA threshold for a leader to report to base. Since the DOA
value only affects the tracking phase, which has a small energy
consumption, DOA’s impact on the energy consumption is not
noticeable. On the other hand, with a larger DOA value, it takes
more time for a leader to collect the member reports. For ex-
ample as shown in Figure 19, it takes as long as 2.39 seconds
to achieve DOA value of 5. We note that this simulation result
is again consistent with the analytical results shown in Figure 8,
which has an estimated delay of 2.5 seconds.

6.7 Performance vs. Sensing Range

To accommodate various requirements in detection and clas-
sification, different tracking systems use sensors with differ-
ent ranges. Figure 21 and Figure 22 investigate the impact of
sensing range to the tracking performance and energy consump-
tion. With a large sensing range, a smaller number of sentry
is required. Therefore, the total energy consumption decreases
quickly. For example in Figure 21, the energy reduces by 75%
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Figure 23: Delays vs. Num of Required Reports
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Figure 24: Energy Consumption vs. Num of Required Report

when the sensing range increases from 10m to 28m. It is interest-
ing to see that the initial delay Tinitial actually slightly increases.
This is because the number of sentry nodes reduces while the
coverage per sensor increases, the total coverage by all sentry
nodes remains the same. We can derive from Equation 3 that
expected Tinitial is higher when the sensing range is smaller,
given the same coverage in both cases. This analytic result is
confirmed by the simulation results shown in the Figure 21. Due
to the space constraint, we omit the detailed derivation here.

6.8 Performance vs. Number of Reports

To improve the estimation of target velocity and to classify
targets with a high confidence, a base node normally needs to ac-
cumulate a certain number of spatiotemporal related reports from
the same logic tracking group. This experiment investigates the
impact of the number of reports required by a base to the tracking
delays. Obviously, this only affects Tbase. Figure 23 shows that
Tbase approximately increases linearly with the number of re-
ports, which is expected by our analytical results in Section 4.6.
Since the operation is done at the base, there is no energy impact
to the sensor network as shown in Figure 24.

7 Related Work

Real-time protocols play an important role to guarantee the
effectiveness of the interactions between wireless sensor net-
works and the physical world. RAP [20] uses a novel velocity
monotonic scheduling to prioritize the real-time traffic and en-
force such prioritization through a differentiated MAC Layer.
Woo and Culler [31] propose an adaptive rate control scheme
to achieve fairness among the nodes with different distances to
a base station. Huang [15] et al. propose the Mobicast proto-
col to provide just-in-time information dissemination to nodes
in a mobile delivery zone. Given the complete knowledge of
traffic pattern, Li [18] proposes a SLF message scheduling al-
gorithm to exploit spatial channel reuse, so that deadline misses
can be reduced. The Lightning protocol [30] localizes the acous-
tic source with a bounded delay regardless of the node density.
Carley [4] designs a periodic message scheduler to provide a
contention-free predicable medium access control. Somasun-
dara [27] proposes a mobile agent scheduling algorithm to col-

lect the buffered sensor data, before the buffer overflow occurs
at the sensor nodes.

Besides the real-time protocol design, several research fo-
cuses on the time analysis for sensor networks. In [23], Mohan et
al. provides a cycle-accurate WCET analysis tool for the appli-
cations running on the Atmega Processor Family. Abdelzaher [1]
derives a real-time capacity bound for multi-hop wireless sensor
networks. It is a sufficient schedulability condition for a class of
fixed priority packet scheduling algorithms. Using this bound,
one can determine whether a certain traffic pattern can meet its
real-time requirement before hand.

With advances in the sensor techniques, several large-scale
sensor systems have been built recently. The GDI Project [29]
provides an environmental monitoring system to record animal
behaviors for a long period of time. The shooter localization sys-
tem [26] collects the time-stamps of the acoustic detection from
different nodes within the network to localize the positions of
the snipers. These systems mention some timing issues, however
they do not treat real-time as a major concern. Our previous pub-
lications on VigilNet [12, 11] focus on the middleware services
and overarching system integration. To the best of our knowl-
edge, this work is the first to analyze the real-time performance
and its tradeoffs in a real-world large-scale wireless sensor sys-
tem.

8 Conclusion

In this paper, we demonstrate the feasibility to design a
complex real-time sensor network, using the deadline partition
method, which guarantees an end-to-end tracking deadline by
satisfying a set of sub-deadlines. We also analytically identify
the tradeoffs among system properties while meeting the real-
time requirements. We validate our design and analysis through
both a large-scale simulation with 10,000 nodes as well as a field
test with 200 XSM nodes. We contribute a set of tradeoffs that
are useful for the future development of real-time sensor sys-
tems. Given real-time constraints, a system designer can make
guided engineering judgements on the system parameters such
as the network density, the appropriate detection algorithm and
the duty-cycle settings for the sensor nodes.

Finally, we acknowledge that although it is amenable to pro-
vide the worst-case real-time analysis for a certain protocol such

11



as the wake-up protocol in Section 4.3. However, due to the
dynamic and unpredictable nature of the sensor networks, it is
a long-term research goal for us to achieve precise worst-case
real-time analysis across the whole system.
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Abstract— Lifetime maximization is one key element in the design of
sensor-network-based surveillance applications. We propose a protocol for
node sleep scheduling that guarantees a bounded-delay sensing coverage
while maximizing network lifetime. Our sleep scheduling ensures that
coverage rotates such that each point in the environment is sensed within
some finite interval of time, called the detection delay. The framework is
optimized for rare event detection and allows favorable compromises to
be achieved between event detection delay and lifetime without sacrificing
(eventual) coverage for each point. We compare different sleep scheduling
policies in terms of average detection delay, and show that ours is closest
to the detection delay lower bound for stationary event surveillance. We
also explain the inherent relationship between detection delay, which
applies to persistent events, and detection probability, which applies
to temporary events. Finally, a connectivity maintenance protocol is
proposed to minimize the delay of multi-hop delivery to a base-station.
The resulting sleep schedule achieves the lowest overall target surveillance
delay given constraints on energy consumption.

I. INTRODUCTION

Sensor networks promise surveillance of large areas with possibly
unprecedented accuracy. Currently, energy supply is one fundamental
bottleneck. It is very expensive to replace sensor node batteries once
they are deployed, both because of the large number of sensing nodes
and because of the typically hazardous or unfriendly environment in
which these nodes are deployed. Hence, prolonging battery life is a
prime consideration in network design. Current literature advocates
employing redundancy to allow some nodes to go to sleep with-
out jeopardizing sensory coverage. These approaches imply that a
minimum number of nodes must remain awake for the right degree
of coverage to remain satisfied. A trade-off exists between energy
savings and coverage. For example, in [1], [2] partial coverage
schemes are investigated to increase energy saving gains. In these
efforts, both random and synchronized sleep schedules are proposed
and studied for certain scenarios. The former refers to the case where
each node independently chooses random sleep and wakeup times.
The latter refers to the case where all nodes go to sleep and wake
up together in a synchronized fashion.

In contrast, we develop a near-optimal deterministically rotating
sensory coverage. In this scheme, the area is only partially covered
at any point in time. However, any point is eventually sensed within
a finite delay bound. The energy/coverage trade-off is thus more
meaningfully expressed as one between energy savings and the
average detection delay, defined as the average time elapsed between
event occurrence at a point and its detection by a nearby sensor. It is
desired to minimize average detection delay subject to a constraint
on energy consumption (expressed as a duty-cycle constraint). The
goal of this paper is to develop a localized distributed protocol for
(near-optimally) solving the aforementioned constrained optimization
problem while ensuring upper bounds on the worst-case detection
delay.

The paper also addresses sleep scheduling schemes for minimizing
packet delivery latency to a common base-station. Observe that at
very low duty cycles, it is likely that sensor nodes that are awake at

any given time do not form a connected graph unless their wakeup
times are appropriately synchronized. Such synchronization, however,
may deviate from the optimal sleep schedule from the perspective
of minimizing average detection delay. We develop a heuristic that
provides partial synchronization to reduce delivery latency without
significantly impacting the average detection delay.

The combination of detection delay and packet delivery latency
is the perceived surveillance delay, which refers to the time elapsed
from the occurrence of an event in the system to the time the event
is reported to a base-station. Hence, the overall contribution of this
paper is to develop a protocol for minimizing the surveillance delay
subject to energy (namely, duty cycle) constraints.

Our protocol is optimized for detection of rare (but urgent) events.
In such applications, network longevity is especially important, since
mission lifetime must be appropriately large. Nodes operate at very
low duty cycles and do not communicate unless an event is detected.
Therefore, we consider sensing power as the predominant energy
drain over the system lifetime. Once detection occurs, a prompt
reaction may be needed (e.g., activating a camera or reporting an
emergency). Consider, for example, the detection of forest fires. There
are two natural concerns with this application: first, how long will
the network last once deployed? Second, how responsive will it be in
reacting to fire events? Our design translates these two questions into
two related design parameters; namely, the energy consumption rate
(i.e., the duty cycle which determines lifetime) and the surveillance
delay. Our protocol offers a design space in which the designer can
trade-off these parameters in a near-optimal fashion.

The rest of the paper is organized as follows. Section II presents
the general framework and assumptions underlying our approach. A
localized distributed optimization algorithm is presented in Section III
to produce a sleep schedule that approaches the optimal on detection
delay. This algorithm is subsequently enhanced to reduce delivery
latency as well. Simulation results are presented in Section IV.
We survey related work in Section V, and conclude this paper in
Section VI with our summary and directions for future work.

II. GENERAL FRAMEWORK

We consider an area covered by sensing nodes. Let some event
(e.g., a fire) occur at one point in the area. The maximal detection
delay for an event occurring at this point is defined as the longest
time that may elapse before the event is detected by a nearby node.
The average detection delay for this point is defined as the average
time elapsed until the event is detected. The maximal detection delay
for the entire area is the largest value of all maximal detection delays
at points in the area. Similarly, the average detection delay for the
area, denoted � , is the average value for all detection delays of all
points. Trivially, when the area is sensing covered, both the maximal
detection delay and the average detection delay for the area are � ,
since all events are detected immediately.



Sensors in the area are duty-cycled. Most sensors have a finite
“warm-up” time ��� upon startup before reliable readings can be
reported. Following the warm-up time, a sensor takes a sample of the
environment, which itself takes time ��� (possibly including repeated
sensor readings). This may be followed by other necessary processing
(such as data logging) which takes time �
	 . Hence, from the instant a
node is powered on, a minimum time interval, �������� ��� ��� � ��	 ,
must elapse before the node can go to sleep again. Given a duty
cycle constraint � which defines the maximum percentage of time
a node can be awake, the node must sleep for at least a duration
��� , where � ������ � �� � ��������� . Hence, any event is detected in at
most ��� � ����� time units. It is desired to minimize the average event
detection time. We are especially interested in very low duty-cycle
operation where � ��! " ��� .

We propose a two-level sleep scheduling framework. The first level
selects a minimal subset of all deployed nodes, called the primary
subset, such that sensing coverage is maintained using the fewest
primary nodes. We assume that there are enough nodes in the network
for sensory coverage to be achieved. The remaining nodes are turned
off. This process is repeated periodically at a fairly large period (e.g.,
of the order of tens of hours) to change the set of primary nodes
so that their energy is not depleted. Algorithms for such rotation
have been proposed in prior literature and are not considered in this
paper. The second level focuses on the current primary nodes. It
contributes further energy savings by duty-cycling these nodes at a
higher frequency (e.g., seconds or minutes). That is to say, each node
in the primary subset sleeps for ��� then wakes up for ���� , where
� ������ � �� � � � �#�$� , the desired duty cycle. Our purpose, in this
paper, is to coordinate the duty cycles of primary nodes such that the
average detection delay in the area is minimized.

One interesting remark is that although the maximum energy
savings by first level scheduling are bounded by the need to maintain
sensory coverage, the second level savings can be made arbitrarily
large by decreasing the duty cycle of primary nodes. In principle,
there is no lower bound on energy consumption after the second
level scheduling. The only consideration is that lowering the duty
cycle increases average detection delay.

If the average number of primary nodes within a sensory radius is% , any point in the environment is sensed by % nodes on average.
Since each node sleeps for ��� and wakes up for � �� , at low duty
cycles (i.e., when �����  " ��� ), a point is sensed on average no
more than once every � �&� % time units. An event arriving randomly
between sense instants will thus suffer an average detection delay no
lower than ��� ��' % . This value establishes a lower bound on detection
delay given the sensor wakeup period, � �� , and the chosen duty cycle,
�(�)� ������ � �� � ����� , which uniquely determine the minimum ��� ,
and hence the minimum ��� ��' % .

On the other extreme, if all primary nodes sleep and wake up in
unison, each point is sensed only once every ��� , and the average
detection delay for a randomly arriving event is ��� �&' . Our purpose
is to design a sleep scheduling protocol that approaches the lower
bound, ��� �&' % , on the average detection delay.

It can be shown that minimizing detection delay leads to mini-
mizing the variance in detection delay as well. Intuitively, this is
because the sum of the squares (or higher powers) of numbers that
add up to a constant is minimized when these numbers are equal.
Hence, equally spacing sensor wakeup times within an interval ���
leads to minimizing both the mean and variance of detection delay.
The complete proof is omitted for space limitations.

Finally, observe a relationship between detection delay and de-
tection probability. An event with a short lifespan can be detected

as long as its lifespan intersects any of the waking periods of
neighboring sensor nodes. It is easy to show that the probability of
such intersection is maximized when the wakeup periods are equally
spaced. Thus, the sleep scheduling that optimizes the detection delay
also maximizes the detection probability of short-lived events. Next
we present a protocol that produces a near-optimal sleep schedule.

III. SLEEP SCHEDULE OPTIMIZATION

In this section, we describe a sleep scheduling protocol that
outperforms both random and synchronized scheduling in terms of
average detection delay. The protocol is distributed, and has the
favorable feature that it guarantees local optimality in that every node
ends up with a wakeup point that cannot be further improved in
terms of the average detection delay within its sensing range. We
also present a protocol for optimizing end-to-end delivery latency.
The combination of these two protocols is explored to reduce overall
surveillance delay.

A. Detection Delay Optimization

Our overall algorithm for minimizing detection delay is a three
stage transition process, shown in Figure 1.
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Fig. 1. State Transition of Optimization Algorithm

We assume that neighboring nodes have approximately synchro-
nized clocks. Protocols for clock synchronization in sensor networks
can be found in [3]. Each node * starts at Stage 1, where it randomly
picks an initial wakeup time, +-,/. �10 for itself on a common timeline in
the cyclic interval [ �32-��� � ����� ). For the purposes of this analysis, the
wakeup time denotes the instant at which the node’s wakeup interval
� �� starts. The initial selection of the wakeup times of different nodes
is completely uncoordinated. Each node communicates its randomly
chosen wakeup time to its neighbors, sets up an iteration timer to
fire at a period ��4 , and enters Stage 2. Observe that in this stage all
primary nodes are still awake (i.e., have not yet started their duty-
cycling). The period � 4 is called the schedule iteration period, which
is different from the period � �� � ��� of the would-be duty cycles.

In Stage 2, each node undergoes multiple schedule iterations.
Within a single iteration, a node makes at most one adjustment to its
wakeup time to reduce the average detection delay. Ultimately, a local



minimum is reached where no more reductions can be obtained. More
specifically, when the iteration timer of node * fires, denoting the
beginning of a new schedule iteration, 5 , the node considers adjusting
its wakeup time from + , . 57698:0 (the value chosen in the previous
iteration) to a new value, +-,-. 530 . This new value should minimize the
average detection delay in the area within node * ’s sensing range,
denoted � , . 5;0 , given the updated wakeup times received from * ’s
neighbors in the last iteration. Note that by neighbors, we are only
referring to those nodes that have overlapping sensing ranges with the
current node, since for the the current node, only the waking times
of these sensing neighbors are relevant. We will use communication
neighbor to specifically refer to the nodes within communication
range of the current node, and without further explanation, use
neighbor to denote sensing neighbors.

In our discussion, we assume that each node knows its sensing
range. This assumption is supported by our observations with current
sensor nodes. For example, in XSM2 [4] motes developed by OSU
and CrossBow, a roughly circular sensing range can be measured
for the set of PIR sensors before deployment. Each node can use
this knowledge to determine whether or not a given point is located
within its sensing range.

If the difference between the old and new detection delays ( �<,-. 5306
� , . 5"6=8:0 ) is larger than a preset threshold, > , the new wakeup time,
+ , . 5;0 , is adopted and the node reports this new wakeup time to all its
neighbors. Otherwise, the old wakeup time, +-,/. 5?6@8:0 , remains in place
and no updates are sent. The node then waits for the next invocation
of the iteration timer � 4 to start a new iteration. If the node does not
receive any updates within an iteration and has not changed its own
wakeup time, it enters Stage 3 in which it starts duty-cycling, phased
in accordance with its computed wakeup time. Once all nodes reach
Stage 3, we consider the detection delay optimization complete. Note
that, since clocks drift over time, the duty cycle period ��� � ����� must
be large enough to accommodate a fair amount of phase drift without
the need for clock re-synchronization. This constraint is met naturally,
since we are interested in very low duty cycles ( ���@A"AB���� ) in which
��� must be reasonably large (of the order of seconds or minutes).

The critical part of the above optimization process lies in the
localized computation of the optimal wakeup time of an individual
node at Stage 2 as a function of those of its neighbors. The problem
is formulated as follows. Given a node, * , that is informed of all
the current wakeup times of its neighbors, what wakeup time, + , . 5;0 ,
should it choose to minimize the average detection delay, ��,/. 5;0 , in
the area within its sensing range?

To answer this question, in the following, we first derive an
expression for the average detection delay within the sensory range
of node * as a function C , � +/� of the node’s unknown wakeup time
+ (and the known wakeup times of its neighbors). We then find the
wakeup time + that minimizes this expression (i.e., for which C�, � +-�
is minimum). Finally, we present an implementation that computes
C , � +/� and the corresponding wakeup time efficiently at run-time.

1) Derivation of an Optimal Wakeup Time: To derive CD, � +-� ,
consider an arbitrary point E in node * ’s sensing range. Let point
E be located within the intersection of the sensing ranges of F nodes
(including node * ). The average detection delay at point E is the
average time elapsed from the occurrence of an event at E to the next
time some neighboring node wakes up and samples the environment.
It depends on the relative spacing of the respective sampling times of
the F neighbors. Since each node will sample the environment once
every duty cycle period, there will be a total of exactly F samples
within each interval ��� � � �� . Let the samples of different nodes be
separated by time intervals GIH , ..., G
� , where G3JLK�� for 8"MONPMQF .

Figure 2 shows an example of a duty cycle of length 8 , with
nodes RS8 , R ' and T , sampling the environment at times ��U '&V ,
��U W and + respectively. The intervals GIH , ..., G
X between successive
samples are indicated. The circle in this figure depicts a repeated
duty-cycle. The arrows indicate the direction of the passage of time.
Observe that while a node might be awake for a finite period of
time, ����� (which includes sensor warm-up and data post-processing
times), its sampling time, for purposes of this analysis, refers to the
time instant at which the node completes its environmental reading.
In our model, this instant occurs at a fixed offset from the node’s
wakeup time (namely, at offset ��� � � � defined in Section I).
However, it is straightforward to extend our analysis to the case where
nodes continue sampling the environment for some contiguous finite
duration.

Given inter-sample separations G H , ..., G � , the average detection
delay Y at point E is given by the sum of the average detection delays
for event arrivals in an interval G3J (given by, G3J �&' ), each multiplied
by the probability of arriving within that respective interval, which is
G3J ��� ��� � ���� ). Hence, Y equals the sum of � G3J ��' �ZG3J ��� ��� � ������ ,
8"MONPMQF , which gives:

Y[� G�\ H � U]U]U � G�\�
'3� ��� � ������� (1)
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Fig. 2. A Cyclic Sleep Schedule

Since node * knows the wakeup times of all its neighbors, substituting
in Equation (1) we get a quadratic expression that is a function only
of node * ’s own wakeup time. For example, substituting with intervals
G?H , G \ and G
X , shown in Figure 2, into Equation (1) we get a quadratic
function of + that represents the average detection delay at point E .
Observe that this quadratic function depends on the ordering of the
unknown wakeup time + with respect to the wakeup times of the
neighboring nodes. For example, Figure 2 shows + to be in the range
��U W^M_+  8 . Substituting in Equation (1) gives an expression that
is valid only for the corresponding range. Similar expressions can be
derived for the other ranges. Putting the expressions for different
ranges of + together, we obtain a continuous piecewise quadratic
equation that yields the average detection delay at point E as a
function of the unknown wakeup time + anywhere in the duty cycle.
We call it the optimality curve for point E . The optimality curve for
point E shown in Figure 2 is given in Figure 3.

To minimize the average detection delay across the entire sensing
range of some node * , the quadratic optimality curves of all points
in * ’s sensing range are added. The resulting piecewise quadratic
function is the sought function C , � +/� that is then solved for a global
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minimum. This conceptual procedure lends itself to an efficient
implementation in view of the following two observations.

First, note that points covered only by node * (and no other nodes)
will always have the same average detection delay regardless of
when * chooses to wake up. At low duty cycles, this delay is well
approximated by ��� ��' . Such points need not be considered in the
aforementioned summation as they do not change the optimization re-
sult. Second, note that all points that lie at the intersection of sensing
ranges of the same nodes lead to the same quadratic optimality curves.
Hence, it is enough to compute such curves only once. For example,
node T in Figure 4 needs to consider only five distinct optimality
curves corresponding to the five intersection regions between its
sensory range and that of other nodes. The equation for each curve is
weighted by the area of the corresponding intersection and the results
added up to obtain C , � +-� .

It can be shown that the resulting overall function is piecewise
quadratic with a number of segments that depends only on the total
number of neighbors, ` , of node * . Its global minimum can only
occur at one of the local minima of the individual segments or at the
points at which these segments are joined. Inspecting these points is
an T � `a� operation. The algorithm can therefore efficiently determine
the position of the global minimum and hence the new wakeup time.
Next, we present a detailed example of computing an optimality
curve, and our actual implementation of the entire algorithm.

2) Example: Computing the Optimality Curve: Consider again
node T in Figure 4. Node T has four neighbors denoted RS8 to
Rcb . In this example, there are five distinct sensor range intersection
regions within T ’s sensing range that need to be considered. Figure 4
depicts these regions and the wakeup times of all neighboring nodes.
Point E exemplifies one region that lies at the intersection of the
sensing ranges of nodes RS8 , R ' and T . In the duty cycle [ ��2:8 ),
there are three cases to consider for the wakeup time + of node T ,
namely. �OMd+  ��U '&V , �3U '&V Md+  ��U W and �3U W(M$+  8 , where
�3U '&V and �3U W are the known wakeup times of neighbors RS8 and R ' .
Figure 2 depicts the case where ��U WeMf+  8 . As seen in Figure 2,
the intervals between successive wakeup times are 8&U '�V 6�+ , ��U g V and
+:6#�3U W respectively. Substituting in Equation (1), the average detection
delay in this case is h H-i \-j�k
lnmporq�s i X jtouq h lvk
s i w mxo\ , which evaluates to
+ \ 6L8&U y V + � 8&U � '�'&V . Similarly, we can determine that for �zM{+  �3U '�V
the average detection delay is given by + \ 6^8&U y V + � ��U b '�'&V , and that
for �3U '�V M|+  �3U W it is given by +/\ � �3U}8 V + � �3U]81~ '�V . Together,
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the above three segments constitute the optimality curve for point A
(shown in Figure 3).

3) Efficient Implementation: In our implementation, a node builds
a polynomial function table for each optimality curve, in which each
segment of the function is stored as a three-element tuple �n� 2-��2-�r� ,
denoting the function as C � +/��� � + \ � �+ � � , It also stores the starting
and ending point of each segment. For the optimality curve computed
above, the polynomial function table is shown in Table I.

A node also sorts the wakeup times of its ` neighbors to
determine the ` � 8 intervals between these wakeup times within
a duty cycle. It then initializes a new polynomial function table that
will hold the final function C1, � +-� for the area covered by node * . We
call it the result table.

To simplify computation, a node then considers a virtual grid
within its sensing range. Points on this grid are considered sequen-
tially, each with the same weight. For each point, the algorithm clas-
sifies this point based on which nodes are less than one sensing range
away from it. Then, the coefficients of all segments of its optimality
curve are fetched from the corresponding polynomial function table
and added to the coefficients of the corresponding segments in the
result table, which generates an intermediate segmented quadratic
polynomial function. When all points have been considered, the result
function is complete. For example, the result table for point T in
Figure 4, is shown in Table II. The corresponding aggregated function
is plotted in Figure 5. The optimal wakeup time can be decided
by finding the lowest value on the aggregated function (which turns
out to be b�U b�8uW�W at +e���3U g�y V ). This can be done by inspecting
function values at segment boundaries and local minima (a local
minimum of a function � +/\ � �+ � � occurs at +���6�� �&'1� ). The
time at which the lowest value occurs is the sought wakeup time
+-,-. 5;0 of node * at iteration 5 . Once the wakeup time is determined,
the node sends out its decision. We now briefly explain the content
of the decision packet. Each node keeps an incrementing counter
as the current version of its wakeup time. It also keeps the latest
versions of its neighbors. Once it makes a new adjustment, it sends
out its ID, its new wakeup time, the version counter, as well as the
version counters of its neighbors. The last piece of information is
necessary to avoid non-serializable modifications of wakeup times of
neighboring nodes. Such modifications may lead to endless loops in
the adjustment. Therefore, once two nodes find that they have each
adjusted their sleeping times independently, the node with lower ID



TABLE I
POLYNOMIAL FUNCTION TABLE FOR POINT A

Range Tuple Function
1 � ������� ���� �n�r����� ��1����� ����:��� � o�� �D� ���� � ��� �/�:���
2 � ��� ���D����� �/� ���u� �D������ ���D����� �:�:���:� � o �@��� ����� � ��� �:�:���
3 � �D� �D�t�-� ���u� �D����u� ���D�t�u� �:�:���:� � o �P�u� ����� � �u� �:�:���

TABLE II
RESULT TABLE

Range Tuple Function
1 � ������� ���� ���/�D�/�?�D� �:�1�v�D� �:��� �/��� o ���D� �:��� � ��� ���
2 � ��� ���D����� �/� ����D�/���:�r� �:�D�v�1� ���r� ���� o �����u� ����� � �D� ��
3 � ��� �D���D� �� ����1�����1� �:�1�-�-��� ��r� ��� o �P��1� �:��� � �/�D� ���
4 � ��� �D���D� �� ����1��?�:�1� �:�1�-�/�D� ��r� ��� o ���:�1� �:��� � ��1� ���
5 � �D� �D�t�-� ����1��?���D� �:�1�Z���� ���r� ��� o �����D� �:��� � ���D� �:�

revokes its prior decision and rolls back to its last version. The same
rule applies to more than two nodes as well. One node also needs
to roll back if its packet is lost in transmission. Therefore, we use
an acknowledgement based MAC layer. If one node cannot receive
the acknowledgements from all neighbors, it should either revoke its
prior decision, if it receives a parallel adjustment from one of its
neighbors during the time, or resend its decision to all its neighbors.
Observe the fact that communication range in sensor networks is
typically much larger than sensing range. Therefore, we expect that
the sensing neighbors are typically located sufficiently nearby, and
connected via relatively reliable links to the current node.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
4

4.2

4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

6

Wakeup Time of Node O

O
pt

im
al

ity
 C

ur
ve

 fo
r N

od
e 

O

Minimal Value (0.385,4.4166)
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4) Algorithm Analysis: Cost Analysis We now consider the
computational cost and requirements on storage of the algorithm. We
consider storage requirements first. For each sampling point covered
by F neighbors, the maximal number of segments is F � 8 (there is
F � 8 because we treat the first region and the last region in Figure 3
as different functions). Therefore, for a node with ` neighbors, the
number of segments for the aggregated function is at most ` � 8 , due
to the fact that points in the same partition share the same segments.
Once we have aggregated a segment function, the storage it occupies
can be freed, therefore, at most ` � 8 entries are needed in the
global result table, which is not memory intensive. Second, as far as
computation cost goes, the overall cost is proportional to the product
of grid resolution and the number of neighbors, ` . We can easily
control the former factor to reduce overall cost to an acceptable value.
Our experiments on MICA2 nodes show that comparable computation

load can be well afforded.
On the Convergence of the Algorithm We now show that the

overall optimization process terminates in a finite number of steps.
First, note that each adjustment of the wakeup time by one node in
Stage 2 decreases the average detection delay within the sensing range
of this node, but does not affect the average detection delay outside its
sensing range. Hence, the average detection delay for the area also
decreases with individual node adjustment. Also note that, in our
design, we have avoided non-serializable adjustments of neighboring
nodes. Therefore, the whole process exhibits a contractive property.
Since the initial average detection delay for the whole area must
be finite, and since the algorithm makes adjustments only if they
decrease the average detection delay (in some node’s sensing range)
by some minimum finite amount, the algorithm must terminate after
a finite number of adjustments. Note that during the process, it is
possible that the adjustment of one node’s schedule may propagate
to its neighbors, however, such propagation will only decrease the
overall detection delay, which obviously will terminate after a finite
number of steps.

To estimate the convergence time of the algorithm in area, � ,
suppose each node has a sensing range, � , and communication range,� A�� . For each adjustment of one node in Stage 2, the average
detection delay decreases by at least > in the sensing area of this node.
Thus, each adjustment decreases the average detection delay for the
whole area by at least  �¡ o¢�£ > . Remember that the average detection
delay is upper-bounded by approximately ��� ��' and lower-bounded
by approximately ��� ��' % . The maximum number of adjustments is
therefore bounded by the difference between the two bounds divided
by the adjustment per step, which yields ¤D¥\ � 8L6a8 �

% � ¢
 &¡ o�¦ . Now

assume that nodes outside each other’s communication range (and
hence outside each other’s sensing range) can perform adjustments
in parallel. There are roughly

¢
 ¨§ o such nodes. Hence, the number

of rounds of adjustment is roughly ¤D¥\ � 8L6f8 �
% � § o¡ o ¦ , which takes

¤ ¥\ � 8�6S8 �
% � § o¡ o ¦ � 4 time units to complete. This estimate, of course,

is a quite relaxed bound: each adjustment may decrease the average
detection delay within one node’s sensing area well beyond the lower
bound > . In practice, our simulations show that the system always
converges within twenty rounds.

B. End-to-End Delay Optimization

Next, we propose an optimization for end-to-end delivery delay.
Observe that at low duty cycles, the fraction of nodes that are awake
at any given time do not necessarily form a connected network.
Delivering sensed events to the base-station requires synchroniza-
tion of waking times between communication neighbors along the
path. We consider networks where the communication range is
relatively large compared to the sensing range. Hence, after first-
level scheduling (which determines the minimum number of nodes
needed for full sensory coverage), the resulting primary nodes have
many neighbors within their communication range. The problem,
of course, is that after the ensuing second-level scheduling, not all
neighbors will be awake at the same time. From the perspective
of minimizing event delivery time to a base-station, it is desired to
synchronize duty cycles of nodes into a streamlined sequence to pipe
the data efficiently. This idea is not unlike the common practice of
synchronizing traffic lights to turn green (wake up) just in time for
the arrival of vehicles (packets) from previous intersections (hops).
Observe that it is enough for each node to synchronize its duty cycle
with only one neighbor within its communication range that is closer
to the basestation. Consequently, synchronized routes are formed to
expedite data delivery from any node.



An example of this type of coordination is shown in Figure 6.
As shown in this example, packets delivered from node � to © have
minimum delay. We call this technique streamlined wakeup. In the
following, we propose an optimization of delivery delay based on the
streamlined wakeup technique. We focus on the most common case
where each sensor reports to only one base-station (although different
parts of the network might report to different local base-stations). Our
algorithm works as follows:
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1) After first-level scheduling is complete, the base-station floods
the network with a message containing a hop count that is
incremented at each hop (interest propagation). Each node
keeps track of the lowest hop-count received and maintains that
number as its hop count from the base-station. Since the base-
station is assumed to be always up, nodes one hop from the
base-station (i.e., its direct neighbors) set a pipe flag indicating
that they have a valid streamlined path to the destination. Any
node that sets this flag communicates this fact to its neighbors.

2) Nodes run the detection delay minimization algorithm de-
scribed earlier to compute their wakeup times. In Stage 3 of
this algorithm, instead of actually implementing the duty cycle,
they execute the step below.

3) Any node whose neighbors with shorter hop counts to the base-
station have set their pipe flag, finds the one such neighbor with
the closest wakeup time to its own. The node then overlaps
its wakeup interval with that neighbor’s, effectively appending
itself to an established streamlined data pipe that is closest to
its ideal wakeup time. Observe that the number of such pipes
that may be established in the network is of the order of the
number of the immediate communication neighbors of the base-
station. The larger is this number, the lower (on average) is the
adjustment needed to a node’s wakeup time to join a pipe. For
example, a base-station with a sensitive enough antenna to hear
all sensors will enable each node to be its own data pipe with
no additional synchronization or adjustment needed. Having
joined a pipe, a node sets its pipe flag and communicates this
fact along with its new wakeup time.

4) Any node that has set its pipe flag and communicated this
information now enters the duty-cycling phase in according
with its updated wakeup schedule.

The above algorithm ensures that a synchronization wave prop-

agates outwards from the base-station. When the wave reaches the
outer perimeter of the network, all nodes will have routes to the
base-station with appropriately overlapped wakeup times. All nodes
will have entered the duty-cycle mode. The initialization is thus
complete. If the communication range is large enough, it is easy to
find neighbors with close wakeup times to your own. The algorithm
therefore does not have much impact on the optimality of average
detection delay in networks with a large communication range, as
will be demonstrated in the next section.

IV. EVALUATION

In this section, we verify the theoretical results and optimizations
given in the previous section via extensive simulations.

A. Simulation Setup

We simulate a two-level scheduling framework. By default, the
area is 8r�&��ª £ 8r�&�Dª . Each node has a sensing range of 8r��ª .
Initially more than enough nodes are deployed to guarantee sensing
coverage. The first level scheduling is then applied where as many
nodes as possible are put to sleep without compromising overall
sensing coverage. The remaining nodes form the basis for evaluating
the protocols designed in this paper, where different approaches are
compared.

In practice, we deploy g&�&� nodes, followed by a first-level
scheduling protocol to turn off redundant nodes. An average of ~�W
nodes remain awake, so we generate ten scenarios with ~DW nodes
remaining as the basis for second level scheduling evaluation. Each
of these deployment scenarios guarantees full sensing coverage and
no node is redundant. We simulated a simple MAC layer with packet
acknowledgement. In the simulations, packet loss and retransmissions
appear to have very limited effect on the overall performance, since
we can adjust the pace of schedule readjustment sufficiently to
accommodate packet retransmissions.

B. Detection Delay Optimization

In this section, we focus on the optimization of average detection
delay. For each scenario, we compare the optimized and random
energy saving schedules to the theoretical lower bound and the upper
bound (the case of a synchronized schedule). The results are shown
in Figure 7. The horizontal axis varies the ratio of the sleep interval
to the waking interval, ��� � � ��� , on a logarithmic scale, over two
orders of magnitude. The vertical axis shows the normalized average
detection delay over ���� .
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Fig. 9. Expected Lifetime Extension

Notice that the theoretical lower bound to which we compare
the results is over optimistic. No scheduling approach can achieve
this bound because different nodes in an irregular network generally
cannot achieve perfectly equal wakeup time spacing simultaneously.
Thus, optimizing the average detection delay for one point usually
leads to sub-optimal scheduling for neighboring points. While no
algorithm can achieve the optimistic lower bound, we observe that
ours demonstrates considerable performance enhancement compared
with both random and synchronized sleep scheduling.

For example, from Figure 7, when � ��� � ��� � 8r� (or«p¬D � ��� � �����<�O�®8 ), the theoretical average detection delay lower
bound is ' U W , our algorithm achieves g3U ' , random sleep scheduling
achieves g�U y , while synchronized sleep scheduling is as high as V U V .
More generally, our protocol can reduce the gap between random
scheduling and the optimal bound in terms of average detection delay
by g��¨¯ to V �¨¯ , and has a absolute average detection delay reduction
over random scheduling up to 8 V ¯ .

We also evaluate the notion of coverage ratio defined as the
percentage of covered area in time and space. For the purposes of
this experiment, covered area refers to area in the range of at least
one sensor that is awake at the time. Since each node is awake
during ����� , the aggregation of such coverage intervals reflects a
measure of vigilance of the network. The results are presented in
Figure 8. As shown, as the duty cycle decreases (by increasing
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��� � � �� ), the coverage ratio of random scheduling and optimized
scheduling converges quickly to the optimal. This is expected because
both random scheduling and optimized scheduling are not likely to
overlap the wakeup periods of neighboring nodes. Since the coverage
ratio is only relevant to the aggregated waking period, these two sleep
scheduling policies eventually lead to the same (optimal) ratio.

Another important factor is the expected extension in lifetime.
Figure 9 plots the relationship between the ratio � ��� � �� and the
expected lifetime extension of the sensor network in multiples of its
original lifetime (the one when all primary nodes are always on).

Combining Figure 9 with Figure 7, we quantify the trade-off
relationship between the expected lifetime extension and the corre-
sponding increase in the average detection delay achieved by different
sleep scheduling algorithms. This trade-off is expressed in Figure 10.
As observed, our optimization algorithm clearly outperforms both
synchronized and random scheduling in the sense of achieving a
longer lifetime for the same average detection delay, or achieving
a lower average detection delay for the same lifetime. This figure
clearly demonstrates the advantage of our approach from an applica-
tion’s perspective.

At last, we present the performance of different sleep scheduling
policies in detecting temporary events. If events persist for a short
time duration, sleep scheduling has a profound impact on their
probability of detection. Figure 11 plots the relationship between
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detection probability and event lifetime. The horizontal axis plots
the event duration normalized to ���� , where ���� is assumed to be
8 time unit. In this experiment, �±°7� V �1� �� . It is shown that our
optimized sleep scheduling algorithm performs considerably better
than both synchronized and random scheduling in terms of improving
the probability of short event detection. This result is due to the more
even spread of wakeup times under our approach.

C. End-to-end Surveillance Delivery Latency

Figure 12 characterizes the impact of optimizing packet delivery
latency on average detection delay. The main factor that characterizes
that impact is the ratio between the communication and sensing
radius. Since nodes on each path to the base-station must be synchro-
nized, their synchronization increases the average detection delay.
However, as the ratio between communication range and sensing
ranges increases, the number of primary nodes within one’s com-
munication range increases, which makes it easier to find a neighbor
to synchronize with. The negative effect of such synchronization on
average detection delay is thus reduced.

At last, we want to emphasize that while our algorithm is locally
optimal, it has left a gap between itself and the theoretical global
optimal. More global coordination of sleep schedules may improve
performance further. We believe, however, that it would be difficult
to beat this performance with other localized algorithms.

V. RELATED WORK

Minimizing energy consumption has been a central topic in many
papers in recent years. Effective techniques have been proposed to put
nodes to sleep while maintaining full coverage at a specified degree
of redundancy [5], [6], [7], [8]. These solutions can be conveniently
integrated as first level scheduling algorithms in our framework.

Research on partial coverage based protocols has received less
attention. Among the first publications are [2] and [1], which study
the problem of tracking moving targets. Our work differs in that (i)
we focus on stationary event detection, and (ii) we aim at finding
a localized algorithm that approaches the minimum average delay
bound.

In studying the impact of partial sensing coverage, we inevitably
face the problem of connectivity. The work of [9] proposes remote
radio triggered hardware, which extracts energy from specific radio
signals without using an internal energy source, to provide wakeup
signals. This service can be used in our framework to forcefully
wake up additional nodes to form a connected network when an

event of interest is detected. Since we focus on rare (but important)
events, wasting energy when an event occurs is permissible. A similar
hardware is reported in [10], where a low-power VLSI wake-up
detector is designed in an acoustic surveillance sensor network.

Also relevant to our analysis for delivery latency is [11], which
addresses this issue through an extension of first passage percola-
tion theory for completely uncoordinated scheduling. Similarly, [12]
addresses this issue through a Markov model based approach, where
distribution of the data delivery delay is analytically determined. [13]
uses a slotted approach for communication scheduling, where nodes
determine their wakeup times based on their relative positions in the
aggregation tree. Our work is different from these efforts primarily
in our streamlined wakeup scheduling, as discussed in Section III-B,
where the delivery latency is considerably lower.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have outlined, studied and evaluated the problem
of minimizing surveillance delay subject to energy constraints. We
consider this delay to be composed of detection delay and delivery
delay, and propose optimizations for both. The final outcome is
a flexible framework in which application designers can trade-off
energy versus latency of event detection. We focus on detection
of rare events, where the network is normally silent, except when
events occur. This is in contrast to data collection networks that
continuously stream periodic data to a collection center. The study
reported in this paper is a first step towards more general models
that optimize performance in the presence of communication as well.
A general study of optimizing detection delay for moving targets is
another worthy extension. We expect to address these issues in future
publications.
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Abstract— In wireless sensor networks, many protocols assume
that if node A is able to interfere with node B’s packet reception,
node B is within node A’s communication range. It is also
assumed that if node B is within node A’s communication range,
node A is able to interfere with node B’s packet reception
from any transmitter. While these assumptions may be useful
in protocol design, they are not valid, according to the real
experiments we conducted in MICA2 platform. For a strong link
that has a high packet delivery ratio, the interference range is
observed smaller than the communication range, while for a weak
link that has a low packet delivery ratio, the interference range
is larger than the communication range. So using communication
range information alone is not enough to design real collision-
free media access control protocols. This paper presents a radio
interference detection protocol (RID) and its variation (RID-B)
to detect run-time radio interference relations among nodes. The
interference detection results are used to design real collision-free
TDMA protocols. With extensive simulations in GlomoSim, and
with sensor network application scenarios, we observe that the
TDMA which uses the interference detection results has 100%
packet delivery ratio, while the traditional TDMA has packet loss
up to 60%, in heavy load. In addition to the scheduling-based
TDMA protocols, we also explore the application of interference
detection on contention-based MAC protocols.

I. INTRODUCTION

Wireless sensor networks (WSN) is an emerging technology
that has a wide range of potential applications [1], including
environment monitoring, smart houses, remote medical sys-
tems, sheep shepherding, and intrusion detection. Recent work
[2][3][4][5][6] found that radio communication in wireless
sensor networks (WSN) differs significantly from traditional
Mobile Ad-Hoc Networks (MANET). For example, when node
C’s signal can interfere with node A’s signal, preventing A’s
signal from being received at node B, it’s usually assumed
that node B must be within node C’s communication range
and there is communication connectivity from C to B. We
name this assumption the interference-connectivity assump-
tion, which is widely used to design collision-free Media
Access Control (MAC) protocols [7][8].

However, from our experiments on the MICA2 platform, we
find that this interference-connectivity assumption is not valid.
In actuality, a node can interfere with another node even if it
is beyond its communication range. In our experiments we
show that when the receiver is within, but close to the edge of
the transmitter’s radio range, (referred to as a weak link), the
transmitter’s signal is easily interfered with at the receiver by
another node which has no connectivity with the receiver. Such

experiments are repeated several times and it is always found
that the interference-connectivity assumption is violated.

The interference-connectivity assumption assumes that in-
terference always comes from connectivity. Another assump-
tion, the connectivity-interference assumption, assumes that
connectivity always leads to interference. The connectivity-
interference assumption was firstly addressed in [9] and is
described as follows: when two transmitters, A and B, both
have connectivity to a receiver C and transmit simultaneously,
a collision occurs, the data is corrupted and neither packet is
received correctly. Our experiments confirm the observation in
[9] that the connectivity-interference assumption is not always
maintained. In other words in spite of the logical interference,
one packet may be received while the other is corrupted.
We observe that this assumption is usually violated in the
case of strong links, that is, when the transmitter is close to
the receiver and has a very strong signal that dominates the
interfering signal.

Without these assumptions between connectivity and in-
terference, it’s extremely challenging to design collision-free
MAC protocols. In this paper, the idea of radio interference de-
tection at run-time is put forth, for the first time, to design real
collision free MAC protocols that don’t depend on these non-
realistic assumptions. Our solutions obtain the interference
relations among nodes to assist in achieving real collision-free
packet delivery. The design of the radio interference detection
protocol, RID, is presented. A lightweight version, the RID-
Basic (RID-B), is also presented. Extensive simulations using
sensor network scenarios are conducted to compare the per-
formance of TDMA and TDMA-RID-B (TDMA with RID-B
support). The performance evaluation shows that traditional
TDMA can have up to 60% packet loss in heavy-loaded
networks, while TDMA-RID-B can maintain 100% packet
delivery ratio.

The rest of this paper is organized as follows: in Sec-
tion II, experimental observations of radio interferences in the
MACA2 platform are presented. Then in Section III, the radio
interference detection protocol, RID, and its variation, RID-
B, are explained. In Section IV, extensive performance eval-
uations of TDMA and TDMA-RID-B, in which the TDMA
scheduling is based on RID-B’s interference detection result,
are analyzed. In addition, it is also explained how to use RID
on contention-based MAC protocols. In Section VI, related
work is analyzed, and finally in Section VII, conclusions are



given and future work is pointed out.

II. EXPERIMENTS ON RADIO INTERFERENCE
In this section, we present experimental results collected

in an outdoor environment with MICA2 motes. From these
experiments, it is confirmed that radio interferences are ubiq-
uitous phenomena. It is also observed that for a weak link that
has a low packet delivery ratio, the interference range is larger
than the communication range, while for a strong link that has
a high packet delivery ratio, the interference range is smaller
than the communication range.

A. Experimental Setup

For each experiment, three MICA2 motes are used. One
MICA2 mote is used as the transmitter, and another MICA2
mote is used as the receiver, and the third one is used as
the jammer, whose transmission is synchronized with that of
the transmitter to generate possible interference. The carrier
sensing and backoff operations in the MAC layer are disabled
to ensure packets are simultaneously sent out by the jammer
and the transmitter. The radio interferences are reflected by
the changing packet delivery ratios.

Mover1

r2

TR J

(a) A Weak Link From T to R

Mover1

r2

TR J

(b) A Strong Link From T to R

Fig. 1. Empirical Experiment Setting

All experiments are conducted in an open parking lot late
at night, in order to separate possible influence from people
and moving cars on the radio interference measurements. In
the experiment, as Figure 1 illustrates, the transmitter T and
receiver R are fixed in positions, and jammer J moves along
the line determined by the positions of the transmitter and
the receiver. The jammer is tried at different positions along
the line to observe different degrees of interferences, and
interference observations in different directions are measured
as well.

In the experiments, two kinds of links are used, strong links
and weak links. The setting of a weak link case is presented
in Figure 1(a). The receiver R is put on the communication
edge of transmitter T , i.e. the fan area [3], resulting in a weak
link that only has 80% packet delivery ratio. The distance
between the transmitter and the receiver is measured to be
16.2 feet. In Figure 1(b), the setting of the strong link case is
shown. The receiver R is not put on the edge of transmitter T ’s
communication range. Instead, it is put close to the transmitter,
to get a strong link that has a stable 100% packet delivery
ratio. The distance between the transmitter and the receiver
is measured to be 8.5 feet. Similarly, the jammer is put
on different positions in one direction to observe different
interferences, and also interferences from different directions
are measured.

All the experiments are repeated several times and consis-
tent results are obtained.

B. Interference in one Direction

In this experiment, the jammer’s interference is measured
in one direction, on both a strong link and a weak link. In the
weak link case, the packet delivery ratio is 80% when there
is no interference, and the distance between transmitter T and
receiver R (Figure 1(a)) is 16.2 feet. The experimental results
of this observation are illustrated in Figure 2. As Figure 2(a)
shows, when the distance between jammer J and receiver R
increases, more packets from transmitter T are able to go
through the channel and be correctly received by the receiver.
On the other hand, less and less packets from the jammer are
correctly received by the receiver. This is because when the
jammer moves further away from the receiver, its own signal
gets weaker when it arrives at the receiver, thus becoming
less capable of interfering with the transmitter’s signal. On
the contrary, the transmitter’s signal makes the signal of the
jammer harder to receive.

In the case of a strong link that has 100% packet delivery
ratio, similar phenomena are observed. The packet delivery
ratio of the transmitter increases from 0% to 100%, with the
increase of the distance between the jammer and the receiver
from 2.92 feet to 19 feet. On the other hand, the packet
delivery ratio of the jammer decreases from 99.2% to 0%.

In addition, both Figure 2(a) and (b) illustrate that when
the transmitter and the jammer have similar distances to
the receiver, the total communication throughput of the link,
including packets from both the jammer and the transmitter,
goes down. This is because when the transmitter’s distance to
the receiver is similar to that of the jammer, their signals are at
similar power levels, resulting in higher probability that both
of them get corrupted.

C. Interference in Different Directions

Besides the interferences in one direction, interferences in
different directions are also measured, and Figure 3 shows
the experimental results. As Figure 3 shows, neither the radio
interference pattern nor the radio communication pattern is
spherical, which is consistent with the result in [2].
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Fig. 2. Radio Interference in One Direction

In addition, our experiments also show that for different
links, the relations between the communication range and the
interference range are different. As Figure 3(a) shows, when
the link is weak, the interference range is larger than the
communication range. On the other hand, when the link is
strong (Figure 3(b)), the interference range is smaller than the
communication range. This is because whether the transmit-
ter’s packet is able to be correctly received by the receiver
is determined by the relative strengths of the transmitter’s
signal, the receiver’s signal, and the receiver’s background
noise. The transmitter’s signal can only be correctly received
if its power level is equal to or bigger than the product of
the receiver’s Signal-Noise-Ratio (SNR) threshold and the
accumulative power level of the jammer’s signal and the
receiver’s background noise.

Accordingly, when the link is weak, the transmitter’s signal
power level is very low and it can easily get interfered with by
a distant jammer. On the contrary, in a strong link, the trans-
mitter’s signal is too strong to be disrupted by the signal of the
jammer, no matter the jammer is outside the communication
range or within the outer part of the communication range.
So from the weak link case, we know that interference does
not necessarily imply connectivity, while from the strong link
case, we know that a connectivity does not necessarily result

in interference.
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Fig. 3. Radio Interference Pattern in Different Directions

Since neither interference-connectivity nor connectivity-
interference assumptions is well maintained in real running
systems, many existing concepts and protocols based on these
assumptions are no longer logically correct. For example, the
hidden terminal problem [10] is one of the most important and
most frequent phenomena in wireless communication. Current
research on MAC [8][7] assumes that if collision-free schedul-
ing within two communication hops can be done, the whole
network will be collision free. However, as Figure 3 presents,
the communication range does not equal the interference range
and the relation between them depends on how strong the
link is. So it is not logically appropriate to use two hops of
communication range as the basis to avoid interference.

Accordingly, the communication topology is not an ac-
curate approximation of the interference topology, and it is
challenging to design collision-free MAC protocols, without
knowing the interference relations among nodes. Hence we
are motivated to put forward a radio interference detection
protocol, RID.

III. INTERFERENCE DETECTION PROTOCOLS

In this section, a radio interference detection protocol, RID,
and its lightweight version, RID-B, are presented.



A. Radio Interference Detection Protocol: RID

The basic idea of RID is that a transmitter broadcasts a High
Power Detection packet (HD packet), and immediately follows
it with a Normal Power Detection packet (ND packet). This
is called an HD-ND detection sequence. The receiver uses
the HD-ND detection sequence to estimate the transmitter’s
interference strength. An HD packet includes the transmitter’s
ID, from which the receiver knows from which transmitter the
following ND packet comes. The receiver estimates possible
interference caused by the transmitter by sensing the power
level of the transmitter’s ND packet. In order to make sure
every node within the transmitter’s interference range is able
to receive the HD packet, we assume that the communication
range, when the high sending power is used, is at least as large
as the interference range, when the normal sending power is
used.

After the HD-ND detection, each node begins to exchange
the detected interference information among its neighborhood,
and then uses this information to figure out all collision cases
within the system.

In what follows, the three stages of RID, (i) HD-ND detec-
tion, (ii) information sharing, and (iii) interference calculation,
are discussed in detail.

1) HD-ND Detection: With a high sending power, the
transmitter first sends out an HD packet, which only contains
its own ID information (two bytes) and the packet type (one
Byte) to minimize the packet length and to save transmis-
sion energy. Then the transmitter waits until the hardware
is ready to send again. After the Minimal Hardware Wait
Time (MHWT), the transmitter immediately sends out a fixed-
length ND packet, with the normal sending power. The ND
packet’s length is fixed in order that the receiver is able to
estimate when the ND packet’s transmission will end once it
starts to be sensed. At the receiver side, the HD-ND detection
sequences are used to estimate the interference strength from
corresponding transmitters.

Transmitter

Receiver:

HD ND

T1 T2

HD

Propagation
Delay

MHWT

HD ND

Fig. 4. Time Sequence of an HD-ND Detection

Figure 4 illustrates the time sequence of the whole HD-ND
transmission, propagation and reception process. From the ID
in the HD packet, the receiver gets to know which node is
transmitting. The receiver also gets to know that an ND packet
from the same transmitter will arrive later after the MHWT
time. So it senses the signal strength of the ND packet during
that time period, that is, the T1 time period in Figure 4. In

the following, we present the detection estimation rules the
receiver uses:

1) If the power level sensed in time period T1 is as low
as that of the background noise, the receiver knows that
the corresponding transmitter’s interference strength is
extremely weak, and does not record any information.

2) If the power level sensed in time period T1 is clearly
above that of the background noise, the receiver thinks
this data is useful and records the (transmitter ID, power
level) pair for later use.

We also note that multiple HD-ND detection sequences
from different transmitters may overlap and disturbance among
these detection sequences may happen. Even though each
transmitter can choose a random backoff before sending its
HD-ND detection sequence, trying to avoid their HD-ND
detection sequences from overlapping, the overlapping and
disturbance among different detection sequences can not be
completely prevented. So we provide an add-on rule for re-
ceivers to detect disturbance and avoid recording the disturbed
detection results. This add-on rule can be presented as follows:
if either of the following two conditions is violated, the
receiver gets to know that this HD-ND detection sequence
is disturbed by another HD-ND detection sequence, and the
result is not useful and marked invalid.

1) The power level sensed during time period T1, which is
determined by the fixed length of ND packets, is stable.

2) The power level sensed during time period T2, which is
determined by the fixed size of both ND and HD packets,
is always as low as that of the background noise.

We illustrate the importance of this add-on rule with ex-
amples (Figure 5). Figure 5(a) presents a disturbance case
the receiver is not able to be aware of, without the first
requirement of the add-on rule. In Figure 5(a), the HD packet
from jammer J overlaps with the ND packet of transmitter T
at the receiver side, which results in the unstable power level
sensed at the receiver side during time period T1. So it violates
the first requirement of the add-on rule, and the receiver gets
to know that this HD-ND detection is disturbed, and it marks
the detection result invalid. In Figure 5(b), the overlapping
detection sequences from jammer J and transmitter T can be
detected, because the sensed power level in time period T2
is not always as low as that of the background noise, and the
second requirement of the add-on rule is violated. These two
requirements in the add-on rule can be used to detect most
disturbances and reduce their adverse effects.

However, as Figure 5(c) illustrates, there are some cases,
in which neither of these two conditions in the add-on rule
is violated, but there is disturbance. However, the probability
such a case happens is low. In addition, each transmitter can
send out the HD-ND detection sequences multiple times at
different time, and the average sensed power level at the
receiver side can be used in the (transmitter ID, power level)
pair. This method is also helpful to deal with engineering
issues brought by a dynamic environment, as well as to give
more opportunities to transmitters whose HD-ND detections



are marked invalid at the receiver side to avoid dirty detection
results. All these (transmitter ID, power level) pairs are put in
a local table of the receiver, called the Interference In table.
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T1 T2
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Accumulative
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HD ND
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HD

(a) Variable Sensed Power Level During T1

Signal from T: HD ND
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HD ND
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(b) Variable Sensed Power Level During T1
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Signal:

MHWT
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(c) Stable Sensed Power Level During T1 and T2

Fig. 5. Overlapping of Multiple Transmitters’ HD-ND Detection Sequences

2) Information Sharing: During the HD-ND detection, each
node puts in its Interference In table the information about
which nodes may cause potential interference when the node
itself is the receiver, as well as how much interference the
node may get. For each node, the other important side of
interference detection is to get to know on which nodes
the node itself has potential interference and how much the
interference will be. Also, the interference topology among
two interference hops is necessary to deal with the hidden
terminal problem [10]. For these reasons, information sharing
is designed.

There are two options for performing information sharing.
Each node can choose to use a high sending power to broadcast
its interference information among its neighborhood. The other
way is to use the normal sending power to relay interference

information among multiple hops. In our implementation, the
high power broadcast packet is used for each node to broadcast
the interference information in its own Interference In table.
When the broadcast packet is received, the receiver node R
builds two other tables, besides the Interference In table:

• Interference Out Table: This table contains information
of nodes on which node R has potential interfere.

• Interference HTP Table: This table contains information
of nodes that are hidden from node R, when one of R’s
neighbors is the receiver.

These two tables can be built according to the following two
rules:

1) If receiver R’s ID is in the broadcast packet, receiver
R gets to know that it has potential interference on the
transmitter of the broadcast packet. So node R puts the
transmitter’s ID in its Interference Out table.
To reduce redundancy, nodes already in R’s Interfer-
ence In table are not inserted into the Interference Out
table again.

2) For any ID in the broadcast packet, if it is not receiver
R’s ID, it is put in R’s Interference HTP table.
Also, to reduce redundancy, nodes already in either R’s
Interference In table or Interference Out table are not
inserted into the Interference HTP table again.

3) Interference Calculation: In the three tables, Interfer-
ence In, Interference Out and Interference HTP, enough in-
formation about potential interferences is collected. All this
information is processed, in the interference calculation phase,
to figure out all the scenarios in which collisions are sure to
happen.

N2(D) = {(i1, i2)|(Pi1D < (Pi2D + Pidle) ∗ SNRT )

∧(Pi1D > receiver sensitivity)} (1)

Formula 1 defines the set of possible interference cases at
receiver D, when there are only two simultaneous transmitters.
Parameter Pi1D represents the power level node D senses
when the normal power packet from node i1 arrives, while
Pi2D represents the power level node D senses when the
normal power packet from node i2 arrives. Parameter Pidle
denotes the power level of the background noise around node
D, when there are no radio signals. Parameter SNRT is the
receiver’s SNR threshold for correct packet reception.

If Pi1D > receiver sensitivity, node i1’s signal is strong
enough to be received by node D, provided that there is no
other radio signals. If Pi1D < (Pi2D + Pidle) ∗ SNRT , node
i1’s signal is not strong enough and will be disturbed by node
i2’s signal [11]. Accordingly, (i1, i2) ∈ N2(D) carries two
meanings: first, node i1’s signal can be disturbed by node i2’s
signal, and second, if there is no interference, node i1’s signal
is able to be received by node D.

According to the membership conditions of Formula 1, RID
is able to calculate all members of N2(D) for each receiver D,
and thus obtain all collision cases when only two simultaneous
transmitters get involved. Many TDMA protocols [7][8] only
consider these collision cases.



However, when neither jammer A nor jammer B indi-
vidually is able to interfere with the communication from
transmitter T to receiver R, it does not mean that transmitter
T ’s signal will not be disturbed, when A, B and T transmit
data packets at the same time. That is, the composite of
multiple negligible jammers is not necessarily negligible. In
order to deal with this case, and also to make RID’s detection
complete, RID uses Formula 2 to calculate the remaining
collision cases.

Nk(D) = {(i1, i2, . . . , ik)|
(Pi1D < (Pi2D + . . . + PikD + Pidle) ∗ SNRT )

∧(Pi1D > receiver sensitivity)

∧(∀t(2 ≤ t ≤ k − 1 ⇒
(∀j1, . . . , jt−1(i2 ≤ j1, . . . , jt−1 ≤ ik) ⇒
(i1, j1, . . . , jt−1) /∈ Nt(D))))} (2)

The parameters in Nk(D) are defined similarly as those
in N2(D). According to the definition in Formula 1 and
Formula 2, Nk(D) satisfies the following two properties:

∀i, j(i �= j ⇒ (Ni(D) ∩ Nj(D) = φ)) (3)

All Collision Scenarios in System =

N
⋃

k=2

N
⋃

i=1

Nk(Di) (4)

Here N is the number of sensor devices actually deployed,
and {Di} is the set consisting of all nodes in the system. From
Formula 2, RID can calculate Nk(D) for any k value, which
means that all possible interference cases at the receiver D, no
matter how many simultaneous transmitters get involved, are
able to be obtained by calculation. However, all the Nk(D)
don’t have to be calculated at the same time. Their members
can be calculated separately, in an on-demand way.

B. Lightweight Radio Interference Detection Protocol: RID-B

In this section, motivations for a lightweight RID are
presented, and corresponding design differences are given.

1) Motivations of RID-B: The full version of RID as
described above is able to detect all collision scenarios that
could happen some time in the system. But, to take full use of
the detected information from RID to achieve collision-free
scheduling as well as to maximize the network bandwidth,
information about which nodes have packets to send, which
nodes have no transmission requirements, and which nodes
will be the desired transmission destinations are needed. In
TDMA like TRAMA [7], packet delivery information in the
future from higher layer applications is assumed known. In
MAC layer, nodes exchange this information among neigh-
borhoods to perform the TDMA scheduling.

However, in wireless sensor networks, most applications are
designed for unattended environments [12][13][14][15][16].
They are developed to monitor objects in environments, detect
possible events, and report important events back to the base
station. That is, they are event based applications, so to obtain
the data delivery requests from higher layer applications in the

future is extremely hard. In addition, to exchange the applica-
tion layer’s future traffic requirements [7] is very expensive,
and hence is not desired in wireless sensor networks, because
the limited power supply and communication bandwidth are
already big problems.

Accordingly, in the rest of the paper, a lightweight RID,
called RID-Basic (RID-B), is given and its corresponding
applications are presented.

2) Design Differences of RID-B from RID: The main body
of RID-B is similar with that of RID. Each node also sends
out HD-ND detection sequence for receivers to estimate the
interference. The detection estimation rules and the add-on
rule for receivers are the same as those of RID presented in
Section III-A.1.

However, in RID-B, after a receiver puts all (transmitter ID,
power level) pairs in its Interference In table, the table gets
reorganized again, according to the following condition:

PminR < (PJR + Pidle) ∗ SNRT

where PminR = min{PiR|i �= J

∧PiR > receiver sensitivity} (5)

In Formula 5, PJR represents the sensed power level
when jammer J’s signal arrives at receiver R. Similarly,
PiR represents the sensed power level when node i’s signal
arrives at receiver R. Parameter Pidle represents R’s back-
ground noise level when there is no radio signals. When
PiR > receiver sensitivity, node i’s packets are able to be
correctly received by node R, and node R is within node i’s
communication range. So PminR represents the power level
node R senses from R’s most distant neighbor it can hear
packets from, and PminR < (PJR +Pidle ∗SNRT ) carries the
information that node J is able to interfere with the weakest
communication from R’s neighbors to R.

Accordingly, if the sensed signal power from node J at
receiver R (PJR) satisfies the condition in Formula 5, node J
is able to interfere with R’s packet reception. In this case,
the corresponding (transmitter ID, power level) pair in the
Interference In table is replaced by just the transmitter ID.
On the contrary, if the power level in the (transmitter ID, power
level) pair does not satisfy the condition in Formula 5, this
pair is removed from the Interference In table. After this
reorganization, the Interference In table no longer consists
of rows of (transmitter ID, power level) pairs, but rows of
transmitter IDs.

In addition, RID-B does not take into consideration the
interference cases when multiple transmitters get involved. If
neither jammer J1 nor jammer J2 can individually interfere
with R’s communication, RID-B does not put J1 or J2 in its
Interference In table. However, the accumulative signal power
of J1 and J2 may be able to interfere with R’s reception
from its most distant neighbor. So RID-B is optimistic in some
degree. But the probability that multiple transmitters’ packets
overlap is very low, because in wireless sensor networks, the
payload of the MAC layer is short, usually 32 Bytes. So the
transmission time of each packet is short, and the probability



for multiple packets to overlap simultaneously is low.
In information sharing, content in the Interference In table

is exchanged among nodes, in the same way as RID does.
The Interference Out and Interference HTP tables are also
built in the same way. There is no interference calculation
phase in RID-B. Instead, RID-B uses the Interference In
and Interference Out tables to avoid direct interferences, and
uses the Interference HTP table to avoid hidden terminal
problems. Accordingly, compared with RID, RID-B is simple
and lightweight.

IV. USING RADIO INTERFERENCE DETECTION

Radio interference detection provides interference rela-
tions at a very low layer, which can then be widely used
in upper layer applications, such as media access control
(MAC), topology control, and localization. There are two
kinds of MAC protocols: contention-based MAC protocols
[10][17][18][19][20][21][22] and scheduling-based TDMA
protocols [8][7][23][24]. A contention-based MAC protocol
like CSMA allows collisions and retransmits lost packets,
which reduces transmission time in light load, but suffers
severe collisions in heavy load, resulting in frequent backoffs
and long transmission time. A TDMA protocol schedules
nodes to use the shared channels at different time to avoid
collisions, which results in unnecessary transmission delay in
light load, but is efficient in heavy load, maximizing network
bandwidth usage. Due to space limitation, in this paper we
focus on the evaluation of RID-B’s application in TDMA
protocols, and we also analyze RID-B’s application on backoff
algorithms in collision-based MAC protocols. We leave the
rest as future work.

A. Using RID-B in TDMA

TDMA protocols can be classified into two groups: cen-
tralized TDMAs and distributed TDMAs. Centralized TDMA
protocols like UxDMA [24] is not preferred in wireless sen-
sor networks, because centralized scheduling is not scalable.
NAMA [8] and TRAMA [7] are distributed TDMA protocols
that try to schedule collision-free transmissions by using the
knowledge of the communication range. Without considering
radio interference, these TDMA algorithms can operate poorly,
because a TDMA slot may be assigned to a node whose
transmission may suffer from interference by a distant node,
even though logically this should not occur. However, these
scheduling algorithms can make use of the explicit interference
knowledge from the protocols we put forth, RID and RID-
B, to assign slots to avoid this problem and therefore greatly
improve the channel utilization.

In this section, we choose NAMA as the typical MAC
protocol to conduct performance evaluation. In NAMA, nodes
within two communication hops are scheduled to avoid trans-
mitting at the same time, to avoid collisions, while in NAMA
that uses RID-B (called NAMA-RID-B), the Interference In
table, the Interference Out table and the Interference HTP
tables are used to achieve collision free scheduling.

Separate performance evaluation for TRAMA is not pre-
sented here, because TRAMA uses the same principles as
NAMA does to achieve collision avoidance.

1) Simulation Design: Since NAMA does not achieve real
collision free operations, the MAC layer may drop packets,
and the upper layer applications will have to retransmit the
lost packets many times until the maximal retransmission limit
is reached. On the other hand, with the help of NAMA-RID-
B, interference relations are detected to make collision-free
scheduling. So the upper layers do not retransmit packets due
to collisions, and the control overhead in the upper layer is
much less. In order to set a fair context for comparison, we
move the retransmission function in the upper layer to the
MAC layer, so that the MAC will try to minimize the possible
packet loss, which is the original goal of TDMA designs. In
addition, ACK packets are sent back from the receiver to the
transmitter to acknowledge the reception of data packets, to
provide a reliable hop-by-hop communication.

Since radio interference is related to many factors, we
conducted three groups of separate experiments to explore
system performance, when different factors are considered.
In each group of experiments, the performance is evaluated
with five metrics: average single hop loss ratio, average single
hop transmission time, #retransmission, #control packets and
energy consumption.

The first experiment is designed to explore the system
performance when different system loads are used. The many-
to-one pattern of CBR streams is used to simulate the envi-
ronment monitoring application scenarios in wireless sensor
networks, and the increasing system load is simulated by the
increasing number of CBR streams.

The second experiment is designed to explore the sensitivity
to different ICR ratios, which is defined as ICR = RI/RC .
Here RI is the interference range and RC is the communi-
cation range. This experiment is important because different
hardware have different communication abilities, and ICR
values may be different from device to device. Since the
interference range is different between a long link and a short
link, as explained in Figure 3, here we use the interference
range of the longest link for a node, in which the receiver
is put at the exact edge of the transmitter’s communication
range.

The third experiment is designed to explore the result
sensitivity to different Signal-Noise-Ratio (SNR) thresholds.
In current applications, different types of low power wireless
hardware are used, which have different receiver sensitivities
and different SNR thresholds. In addition, devices produced
in different years or by different companies also differ in
hardware abilities and hence the SNR thresholds.

The event-driven simulation tool, GlomoSim [25], devel-
oped by ULCA, is used in our simulation and the general set-
ting in GlomoSim is shown in Table I. Also, 90% confidence
intervals are shown in each figure.

2) Performance Evaluation with Different System Loads:
Figure 6 shows the performance difference between NAMA
and NAMA-RID-B, when the system load increases.



TABLE I
SIMULATION CONFIGURATION

TERRAIN (144m X 144m) Square
Node Number 144
Node Placement Uniform
Application Many-to-one CBR Streams
Payload Size 32 Bytes
Routing Layer GF
MAC Layer NAMA/NAMA-RID-B
Radio Layer RADIO-ACCNOISE
Radio Bandwidth 250Kb/s
Radio Range 25m

From Figure 6(a), we observe that NAMA’s packet loss
ratio increases from 0% (#CBR=1) to 60% (#CBR=151) when
the system load increases, because more nodes beyond two
communication hops begin to compete for shared channels,
while NAMA only considers collision avoidance within two
communication hops. The increasing #retransmission (from
0.04 to 5.38 in Figure 6(c)) for each successfully delivered data
packet also makes it clear that NAMA performs worse when
the system load increases. When a packet gets lost, NAMA
tries to retransmit it. On the other hand, the retransmission
scheme is useful, which reduces the packet loss ratio, as can be
seen from Figure 6(c). In Figure 6(c), the #retransmission for
each successfully delivered packet is less than 8, the maximal
retransmission limit, which means that a lot of lost packets
are successfully delivered after several retransmissions. How-
ever, when #retransmission increases, the transmission time
increases as well, from 8ms (#CBR=1) to 215ms (#CBR=151)
as shown in Figure 6(b).

In both Figure 6(a) and (c), we observe that NAMA-RID-
B has no packet loss. This is because RID-B detects all the
nodes that can cause potential interferences, and NAM-RID-B
schedules those nodes to transmit in different time slots, and
hence avoids collisions. So in spite of the increase of system
load, NAMA-RID-B always maintains 100% packet delivery
ratio (Figure 6(a)) and has no retransmission due to collisions
(Figure 6(c)). For the same reason, the transmission time of
NAMA-RID-B in Figure 6(b) is low, less than 4ms.

Figure 6(d) shows that NAMA’s control overhead increases
rapidly with the increase of system load. This is because of two
reasons. First, when #CBR streams increases, more packets
are transmitted, even though the delivery ratio decreases. So
more ACK packets are needed to acknowledge the successful
transmission. Second, more data packets get lost and more
overhead is paid to retransmit these packets. On the other
hand, the control overhead of NAMA-RID-B increases slowly.
As Figure 6(d) shows, RID-RID-B has less than 50% control
overhead compared to NAMA when the load is very heavy
(#CBR=151). This is because NAMA-RID-B does not have
transmission failure due to collisions, and does not retrans-
mit corrupted packets. So the only source of the increasing
overhead is the increasing ACK packets.

Similarly, the energy consumption of NAMA increases
rapidly with the increase of system load, while the energy
consumption of NAMA-RID-B increases slowly, as illustrated
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Fig. 6. Performance Evaluation with Different System Loads

in Figure 6(e). The reason is that both NAMA and NAMA-
RID-B spend more energy in acknowledging delivered pack-
ets, while NAMA also spends more energy to retransmit the
lost packets. However, when there is only one CBR stream, the
energy consumption of NAMA-RID-B is larger than that of
NAMA (Figure 6(e)), because RID-B uses HD-ND detection
sequences, rather than individual packets in NAMA, to detect
the interference relations. Besides, the HD packets consume
more energy than normal packets.

3) Performance Evaluation with Different ICR: In this
experiment, different ICR (defined in Section IV-A.1) values
are used, and the simulation results are presented in Figure 7.
When ICR is 1, the interference range equals the communi-
cation range. That is why both NAMA and NAMA-RID-B
perform well, achieving 100% data delivery ratio(Figure 7(a))
and no retransmission (Figure 7(c)) when ICR is 1. Also
the transmission time of NAMA and NAMA-RID-B are the
same (Figure 7(b)). But, from Figure 7(d) and (e), we observe
that NAMA-RID-B pays slightly higher control overhead and
energy consumption than NAMA, when ICR is 1. This is
because RID-B uses HD-ND detection sequences, rather than
individual packets as NAMA uses, and also because HD



packets consume more energy than normal packets.
With the increase of the ICR value, NAMA loses its control

of collision avoidance, and transmission begins to fail due
to collisions, as Figure 7(a) shows. The #retransmission in
Figure 7(c) increases from 0 to 5.38, and the transmission
time in Figure 7(b) increases from less than 4ms to 215ms.
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However, in spite of the increase of the ICR values, NAMA-
RID-B is always able to maintain 100% packet delivery ratio
(Figure 7(a)), and there are no retransmissions (Figure 7(c)).
Besides, it keeps constantly low transmission time, less than
4ms as Figure 7(b) shows. This is because RID-B is able
to detect the increasing interference range, and the exact
interference information detected is used to make collision-
free time slot scheduling.

Since NAMA has more collisions, with the increase of
ICR values, it pays more overhead (Figure 7(d)) to retransmit
the lost packets, and the energy consumption (Figure 7(e))
increases rapidly as well. NAMA-RID-B also pays a little
more control overhead, but much lower than that of NAMA,
to detect the increasing interference range, which is hard to
observe in Figure 7(d) because the increase is small compared

with the scale of the Y coordinate, but it’s clear in Figure 7(e)
as it shows up as energy consumption.

4) Performance Evaluation with Different SNR Thresholds:
Figure 8 shows the simulation results when different Signal-
Noise-Ratio (SNR) thresholds are used. From Figure 8(a), (b)
and (c), it’s clear that NAMA suffers more interferences and
more packets get corrupted, with the increase of the SNR
threshold. The packet loss ratio (Figure 8(a)) increases, the
#retransmission (Figure 8(c)) increases, and the transmission
time (Figure 8(b)) also increases. The reason is that when
SNR threshold increases, the receiver becomes more and more
sensitive to interference. So a transmission gets easier to be
interfered with by nodes from longer distances.

However, since NAMA-RID-B can detect possible interfer-
ences, it does not get affected by the increasing SNR threshold.
Figure 8(a) and (c) show that the collision-free packet delivery
is always maintained in NAMA-RID-B, and Figure 8(b) shows
that the transmission time is short.

As Figure 8(a) illustrates, the packet loss ratio of NAMA
stops increasing when it arrives at 60%. The existence of
this upper bound reflects that NAMA has certain degree of
collision avoidance ability, since NAMA is designed to avoid
collisions within two communication hops. Performance result
from Figure 8(b), (c), (d) and (e) also confirm the existence
of the upper bound.

The control overhead of NAMA increases (Figure 8(d))
with the increase of SNR thresholds, because more packets
get corrupted and retransmitted. And the energy consumption
of NAMA also increases, as shown in Figure 8(e). Since
NAMA-RID-B does not spend more overhead to detect the
interference relation, nor does it take effort to retransmit
lost packets when SNR threshold increases, NAMA-RID-B
shows constantly low control overhead and constant energy
consumption. The initial energy consumption of NAMA-RID-
B, when the SNR threshold is low, is bigger than that of
NAMA, because the HD-ND sequences consume more energy
than the individual packets in NAMA. However, when the
SNR threshold increases, NAMA-RID-B saves as much as
30% energy compared to NAMA.

V. USING RID-B IN BACKOFF ALGORITHMS

Contention-base MAC protocols such as CSMA [17] and
802.11 DCF [10] use backoff to avoid further collisions after
a collision happens.

In a typical backoff algorithm, each node adopts the same
initial window size, and each time when collision happens,
the backoff window size doubles. After the channel is sensed
clear and data has been retransmitted successfully, the backoff
window size is reset to the initial value. Usually, nodes
choose the same parameter settings to achieve fairness in
channel access. This traditional mechanism works well in
many situations where nodes are treated as logical independent
entities. Obviously, without customizing parameters such as
initial windows size, according to network configuration (e.g.
interference density) surrounding individual nodes, it is hard
to achieve the optimal aggregate throughput. We note here
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Fig. 8. Performance Evaluation with Different SNR Thresholds

that due to the breakdown of connectivity-interference and
interference-connectivity assumptions, the neighborhood of
connectivity can no longer precisely reflect real contention
situations. With RID, we are able to identify the neighborhood
of potential interference, thus adaptively adjust the backoff
strategy of individual nodes.

We illustrate this point through an example (Figure 9). The
area near node G has low interference density and the area near
node A has high interference density. Since node G has only
one potential node to compete with, for the shared channel,
while node A has much more potential nodes to compete
with, it’s desirable to assign different initial window sizes to
node A and G. Otherwise, either node G suffers unnecessary
communication delays, or node A suffers excessive number of
backoffs due to contention.

With RID-B, each node gets to know the set of nodes that
are able to interfere with its communication. So different nodes
can set different initial window sizes according to the number
of nodes that show up in their Interference In tables, or their
Interference Out tables, or their Interference HTP tables to
improve aggregated throughput of the network. Due to space

(b) Interference range of A(a) Interference range of G
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Interference Range

Interference Range

Fig. 9. Implications on Backoff Algorithms

limitation, we leave the evaluation as future work.

VI. RELATED WORK

To the best of our knowledge, there is no previous work on
radio interference detection in run-time systems. Interference-
connectivity and connectivity-interference assumptions are
still widely used to design collision-free MAC designs. NAMA
[8] and TRAMA [7] are such protocols that make collision-
avoidance scheduling with node information two commu-
nication hops away, which is shown to perform poorly in
heavy load, because interference range is not the same as
communication range. Our work differs by detecting the real
radio interference relations among nodes in run-time systems,
and then uses this information to achieve collision-free com-
munication.

The Shadowing Phenomenon work [9] points out that a
connectivity does not necessarily lead to corruptions of all
involved packets, and it designs algorithms to recover the
stronger packet involved in the collision and drop the weaker
one. In all our experiments, this recovery scheme is consid-
ered. Besides, we also point out that interference does not
necessarily come from connectivity. We also put forth RID
and RID-B to detect interference relations among nodes, and
use this information to assist TDMA design.

Many recent works [2][3][4][5][6] conduct extensive ex-
periments to study radio irregularity and asymmetry links.
Their work indirectly reflects the existence and complexity
of radio interference. However, they don’t try to address
radio interference. Neither interference detection nor collision
avoidance is addressed in their work.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we focus on a very important issue in wireless
sensor networks, the radio interference. Our contributions are
as follows:

• To the best of our knowledge, our work is the first
to detect radio interference relations among nodes in
run-time systems. We present the design of the first
radio interference detection protocol, RID, as well as its
variation, RID-B.

• We implement RID-B in GlomoSim, and conduct exten-
sive simulation experiments to study the application of



RID-B in TDMA design. We observe that the traditional
TDMA protocol, NAMA, can have up to 60% packet
loss in heavy load, while the RID-B supported TDMA,
NAMA-RID-B, can maintain 100% packet delivery.

• We also analyze the application of radio interference
detection, on how to design adaptive backoff algorithms.

In future work, we will concentrate on the following aspects.
First, we plan to design schemes to predict the future traffic
information of higher layer applications, and then combine
this information with RID to achieve more bandwidth efficient
TDMA designs. Second, we plan to analyze the combination
of RID with topology control protocols. Third, we plan to
further evaluate the radio interference detection in a large-scale
sensor network system, and also do research on the interaction
between radio interference and radio irregularity.
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ABSTRACT 
The problem of localization of wireless sensor nodes has long been 
regarded as very difficult to solve, when considering the realities 
of real world environments. In this paper, we formally describe, 
design, implement and evaluate a novel localization system, called 
Spotlight. Our system uses the spatio-temporal properties of well 
controlled events in the network (e.g., light), to obtain the 
locations of sensor nodes. We demonstrate that a high accuracy in 
localization can be achieved without the aid of expensive hardware 
on the sensor nodes, as required by other localization systems. We 
evaluate the performance of our system in deployments of Mica2 
and XSM motes. Through performance evaluations of a real 
system deployed outdoors, we obtain a 20cm localization error. A 
sensor network, with any number of nodes, deployed in a 2500m2 
area, can be localized in under 10 minutes, using a device that 
costs less than $1000. To the best of our knowledge, this is the first 
report of a sub-meter localization error, obtained in an outdoor 
environment, without equipping the wireless sensor nodes with 
specialized ranging hardware. 

Categories and Subject Descriptors 
C.2.4 [Computer-Communications Networks]: Distributed 
Systems; C.3 [Special-Purpose and Application-Based 
Systems]: Real-Time and embedded systems.  

General Terms 
Algorithms, Measurement, Performance, Design, Experimentation 

Keywords 
Wireless Sensor Network, Localization, Event Distribution, Laser 

1. INTRODUCTION 
Recently, wireless sensor network systems have been used in 
many promising applications including military surveillance, 
habitat monitoring, wildlife tracking etc. [12] [22] [33] [36]. While 
many middleware services, to support these applications, have 
been designed and implemented successfully, localization - finding 
the position of sensor nodes - remains one of the most difficult 
research challenges to be solved practically. Since most emerging 
applications based on networked sensor nodes require location 
awareness to assist their operations, such as annotating sensed data 
with location context, it is an indispensable requirement for a 
sensor node to be able to find its own location. 

Many approaches have been proposed in the literature [4] [6] 
[13] [14] [19] [20] [21] [23] [27] [28], however it is still not clear 
how these solutions can be practically and economically deployed. 
An on-board GPS [23] is a typical high-end solution, which 
requires sophisticated hardware to achieve high resolution time 
synchronization with satellites. The constraints on power and cost 
for tiny sensor nodes preclude this as a viable solution. Other 
solutions require per node devices that can perform ranging among 
neighboring nodes. The difficulties of these approaches are two-
fold. First, under constraints of form factor and power supply, the 
effective ranges of such devices are very limited. For example the 
effective range of the ultrasonic transducers used in the Cricket 
system is less than 2 meters when the sender and receiver are not 
facing each other [26]. Second, since most sensor nodes are static, 
i.e. the location is not expected to change, it is not cost-effective to 
equip these sensors with special circuitry just for a one-time 
localization. To overcome these limitations, many range-free 
localization schemes have been proposed. Most of these schemes 
estimate the location of sensor nodes by exploiting the radio 
connectivity information among neighboring nodes. These 
approaches eliminate the need of high-cost specialized hardware, 
at the cost of a less accurate localization. In addition, the radio 
propagation characteristics vary over time and are environment 
dependent, thus imposing high calibration costs for the range-free 
localizations schemes. With such limitations in mind, this paper 
addresses the following research challenge: How to reconcile the 
need for high accuracy in location estimation with the cost to 
achieve it. Our answer to this challenge is a localization system 
called Spotlight. This system employs an asymmetric architecture, 
in which sensor nodes do not need any additional hardware, other 
than what they currently have. All the sophisticated hardware and 
computation reside on a single Spotlight device. The Spotlight 
device uses a steerable laser light source, illuminating the sensor 
nodes placed within a known terrain. We demonstrate that this 
localization is much more accurate (i.e., tens of centimeters) than 
the range-based localization schemes and that it has a much longer 
effective range (i.e., thousands of meters) than the solutions based 
on ultra-sound/acoustic ranging. At the same time, since only a 
single sophisticated device is needed to localize the whole 
network, the amortized cost is much smaller than the cost to add 
hardware components to the individual sensors. 

2. RELATED WORK 
In this section, we discuss prior work in localization in two major 
categories: the range-based localization schemes (which use either 
expensive, per node, ranging devices for high accuracy, or less 
accurate ranging solutions, as the Received Signal Strength 
Indicator (RSSI)), and the range-free schemes, which use only 
connectivity information (hop-by-hop) as an indication of 
proximity among the nodes. 
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The localization problem is a fundamental research problem in 
many domains. In the field of robotics, it has been studied 
extensively [9] [10]. The reported localization errors are on the 
order of tens of centimeters, when using specialized ranging 
hardware, i.e. laser range finder or ultrasound. Due to the high cost 
and non-negligible form factor of the ranging hardware, these 
solutions can not be simply applied to sensor networks. 

The RSSI has been an attractive solution for estimating the 
distance between the sender and the receiver. The RADAR system 
[2] uses the RSSI to build a centralized repository of signal 
strengths at various positions with respect to a set of beacon nodes. 
The location of a mobile user is estimated within a few meters. In 
a similar approach, MoteTrack [17] distributes the reference RSSI 
values to the beacon nodes.  

Solutions that use RSSI and do not require beacon nodes have 
also been proposed [5] [14] [24] [26] [29]. They all share the idea 
of using a mobile beacon. The sensor nodes that receive the 
beacons, apply different algorithms for inferring their location. In 
[29], Sichitiu proposes a solution in which the nodes that receive 
the beacon construct, based on the RSSI value, a constraint on 
their position estimate. In [26], Priyantha et al. propose MAL, a 
localization method in which a mobile node (moving strategically) 
assists in measuring distances between node pairs, until the 
constraints on distances generate a rigid graph. In [24], Pathirana 
et al. formulate the localization problem as an on-line estimation in 
a nonlinear dynamic system and proposes a Robust Extended 
Kalman Filter for solving it. Elnahrawy [8] provides strong 
evidence of inherent limitations of localization accuracy using 
RSSI, in indoor environments. 

A more precise ranging technique uses the time difference 
between a radio signal and an acoustic wave, to obtain pair wise 
distances between sensor nodes. This approach produces smaller 
localization errors, at the cost of additional hardware. The Cricket 
location-support system [25] can achieve a location granularity of 
tens of centimeters with short range ultrasound transceivers. 
AHLoS, proposed by Savvides et al. [27], employs Time of 
Arrival (ToA) ranging techniques that require extensive hardware 
and solving relatively large nonlinear systems of equations. A 
similar ToA technique is employed in [3]. 

In [30], Simon et al. implement a distributed system (using 
acoustic ranging) which locates a sniper in an urban terrain. 
Acoustic ranging for localization is also used by Kwon et al. [15]. 
The reported errors in localization vary from 2.2m to 9.5m, 
depending on the type (centralized vs. distributed) of the Least 
Square Scaling algorithm used. 

For wireless sensor networks ranging is a difficult option. The 
hardware cost, the energy expenditure, the form factor, the small 
range, all are difficult compromises, and it is hard to envision 
cheap, unreliable and resource-constraint devices make use of 
range-based localization solutions. However, the high localization 
accuracy, achievable by these schemes is very desirable.  

To overcome the challenges posed by the range-based 
localization schemes, when applied to sensor networks, a different 
approach has been proposed and evaluated in the past. This 
approach is called range-free and it attempts to obtain location 
information from the proximity to a set of known beacon nodes.  

Bulusu et al. propose in [4] a localization scheme, called 
Centroid, in which each node localizes itself to the centroid of its 
proximate beacon nodes. In [13], He et al. propose APIT, a scheme 
in which each node decides its position based on the possibility of 
being inside or outside of a triangle formed by any three beacon 
nodes heard by the node. The Global Coordinate System [20], 

developed at MIT, uses apriori knowledge of the node density in 
the network, to estimate the average hop distance. The DV-* 
family of localization schemes [21], uses the hop count from 
known beacon nodes to the nodes in the network to infer the 
distance. The majority of range-free localization schemes have 
been evaluated in simulations, or controlled environments. Several 
studies [11] [32] [34] have emphasized the challenges that real 
environments pose. Langendoen and Reijers present a detailed, 
comparative study of several localization schemes in [16]. 

To the best of our knowledge, Spotlight is the first range-free 
localization scheme that works very well in an outdoor 
environment. Our system requires a line of sight between a single 
device and the sensor nodes, and the map of the terrain where the 
sensor field is located. The Spotlight system has a long effective 
range (1000’s meters) and does not require any infrastructure or 
additional hardware for sensor nodes. The Spotlight system 
combines the advantages and does not suffer from the 
disadvantages of the two localization classes. 

3. SPOTLIGHT SYSTEM DESIGN 
The main idea of the Spotlight localization system is to generate 
controlled events in the field where the sensor nodes were 
deployed. An event could be, for example, the presence of light in 
an area. Using the time when an event is perceived by a sensor 
node and the spatio-temporal properties of the generated events, 
spatial information (i.e. location) regarding the sensor node can be 
inferred.  

  

 
Figure 1. Localization of a sensor network using the 

Spotlight system 
We envision, and depict in Figure 1, a sensor network 

deployment and localization scenario as follows: wireless sensor 
nodes are randomly deployed from an unmanned aerial vehicle. 
After deployment, the sensor nodes self-organize into a network 
and execute a time-synchronization protocol. An aerial vehicle 
(e.g. helicopter), equipped with a device, called Spotlight, flies 
over the network and generates light events. The sensor nodes 
detect the events and report back to the Spotlight device, through a 
base station, the timestamps when the events were detected. The 
Spotlight device computes the location of the sensor nodes.  

During the design of our Spotlight system, we made the 
following assumptions:  
- the sensor network to be localized is connected and a 

middleware, able to forward data from the sensor nodes to the 
Spotlight device, is present. 

- the aerial vehicle has a very good knowledge about its position 
and orientation (6 parameters: 3 translation and 3 rigid-body 
rotation) and that is possesses the map of the field where the 
network was deployed. 

- a powerful Spotlight device is available and it is able to generate 



spatially large events that can be detected by the sensor nodes, 
even in the presence of background noise (daylight). 

- a line of sight between the Spotlight device and sensor nodes 
exists.  
Our assumptions are simplifying assumptions, meant to reduce 

the complexity of the presentation, for clarity. We propose 
solutions that do not rely on these simplifying assumptions, in 
Section 6. 

In order to formally describe and generalize the Spotlight 
localization system, we introduce the following definitions. 

3.1 Definitions and Problem Formulation 
Let’s assume that the space A⊂ R3 contains all sensor nodes N, 
and that each node Ni is positioned at pi(x, y, z). To obtain pi(x, y, 
z), a Spotlight localization system needs to support three main 
functions, namely an Event Distribution Function (EDF) E(t), an 
Event Detection Function D(e), and a Localization Function L(Ti). 
They are formally defined as follows: 

Definition 1: An event e(t, p) is a detectable phenomenon that 
occurs at time t and at point p є A. Examples of events are light, 
heat, smoke, sound, etc. Let Ti={ti1, ti2, …, tin} be a set of n 
timestamps of events detected by a node i. Let T’={t1’, t2’, …, tm’} 
be the set of m timestamps of events generated in the sensor field. 

Definition 2: The Event Detection Function D(e) defines a 
binary detection algorithm. For a given event e: 

⎩
⎨
⎧

=
detectednot  is Event        false,

       detected is Event         true,
)(

e
e

eD                          (1) 

Definition 3: The Event Distribution Function (EDF) E(t) 
defines the point distribution of events within A at time t: 

}{ truepteDApptE =∧∈= )),((|)(                           (2) 

Definition 4: The Localization Function L(Ti) defines a 
localization algorithm with input Ti, a sequence of timestamps of 
events detected by the node i: 
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Figure 2. Spotlight system architecture 

As shown in Figure 2, the Event Detection Function D(e) is 
supported by the sensor nodes. It is used to determine whether an 
external event happens or not. It can be implemented through 
either a simple threshold-based detection algorithm or other 
advanced digital signal processing techniques. The Event 
Distribution E(t) and Localization Functions L(Ti) are implemented 
by a Spotlight device. The Localization function is an aggregation 
algorithm which calculates the intersection of multiple sets of 

points. The Event Distribution Function E(t) describes the 
distribution of events over time. It is the core of the Spotlight 
system and it is much more sophisticated than the other two 
functions. Due to the fact that E(t) is realized by the Spotlight 
device, the hardware requirements for the sensor nodes remain 
minimal. 

With the support of these three functions, the localization 
process goes as follows: 

1) A Spotlight device distributes events in the space A over a 
period of time. 

2) During the event distribution, sensor nodes record the time 
sequence Ti = {ti1, ti2, …, tin} at which they detect the 
events. 

3) After the event distribution, each sensor node sends the 
detection time sequence back to the Spotlight device. 

4) The Spotlight device estimates the location of a sensor 
node i, using the time sequence Ti and the known E(t) 
function. 

The Event Distribution Function E(t) is the core technique used 
in the Spotlight system and we propose three designs for it. These 
designs have different tradeoffs and the cost comparison is 
presented in Section 3.5. 

3.2 Point Scan Event Distribution Function 
To illustrate the basic functionality of a Spotlight system, we start 
with a simple sensor system where a set of nodes are placed along 
a straight line (A = [0, l] R). The Spotlight device generates 
point events (e.g. light spots) along this line with constant speed s. 
The set of timestamps of events detected by a node i is T

⊂

i={ti1}. 
The Event Distribution Function E(t) is: 

}{ stpApptE *)( =∧∈=                                            (4) 

where t ∈[0, l/s]. The resulting localization function is: 
 }{ sttETL iii ∗== 11 )()(                                                     (5) 

where D(e(ti1, pi)) = true for node i positioned at pi. 
The implementation of the Event Distribution Function E(t) is 

straightforward. As shown in Figure 3(a), when a light source 
emits a beam of light with the angular speed given by    

d
s

dt
dS )(cos 2 αα

α ==  , a light spot event with constant speed s is 

generated along the line situated at distance d. 

 
Figure 3. The implementation of the Point Scan EDF 

The Point Scan EDF can be generalized to the case where nodes 
are placed in a two dimensional plane R2. In this case, the 
Spotlight system progressively scans the plane to activate the 
sensor nodes. This scenario is depicted in Figure 3(b). 

3.3 Line Scan Event Distribution Function 
Some devices, e.g. diode lasers, can generate an entire line of 
events simultaneously. With these devices, we can support the 
Line Scan Event Distributed Function easily. We assume that the 



sensor nodes are placed in a two dimensional plane (A=[l x 
l]⊂ R2) and that the scanning speed is s. The set of timestamps of 
events detected by a node i is Ti={ti1, ti2}. 

 
Figure 4. The implementation of the Line Scan EDF 

The Line Scan EDF is defined as follows: 

( ){ ks,*tpl][0,kp(t)E kkx =∧∈= } 

for t ∈[0, l/s] and: 

({ ls*tk,pl][0,kp(t)E kky −=∧∈= )}                    (6) 

for t ∈[ l/s, 2l/s]. 

U )()()( tEtEtE yx=  

We can localize a node by calculating the intersection of the 
two event lines, as shown in Figure 4. More formally: 

I )()()( 21 iii tEtETL =                                                    (7) 

where D(e(ti1, pi)) = true, D(e(ti2, pi)) = true for node i positioned 
at pi. 

3.4 Area Cover Event Distribution Function 
Other devices, such as light projectors, can generate events that 
cover an area. This allows the implementation of the Area Cover 
EDF. The idea of Area Cover EDF is to partition the space A into 
multiple sections and assign a unique binary identifier, called 
code, to each section. Let’s suppose that the localization is done 
within a plane (A  R⊂ 2). Each section Sk within A has a unique 
code k. The Area Cover EDF is then defined as follows: 

⎩
⎨
⎧

=
      0 isk  ofbit jth  if       false,
       1 isk  ofbit jth  if        true,

),( jkBIT                              (8) 

}{ truetkBITSpptE k =∧∈= ),()(  

and the corresponding localization algorithm is: 
 

{ ∧∈=∧== )),(()(|)( iki TtiftruetkBITSCOGppTL      
                     })`),(( iTTtiffalsetkBIT −∈=                             (9) 

where COG(Sk) denotes the center of gravity of Sk. 
 We illustrate the Area Cover EDF with a simple example. As 
shown in Figure 5, the plane A is divided in 16 sections. Each 
section Sk has a unique code k. The Spotlight device distributes the 
events according to these codes: at time j a section Sk is covered by 
an event (lit by light), if jth bit of k is 1. A node residing anywhere 
in the section Sk is localized at the center of gravity of that section. 
For example, nodes within section 1010 detect the events at time T 
= {1, 3}. At t = 4 the section where each node resides can be 
determined 

A more accurate localization requires a finer partitioning of the 
plane, hence the number of bits in the code will increase. 
Considering the noise that is present in a real, outdoor 
environment, it is easy to observe that a relatively small error in 
detecting the correct bit pattern could result in a large localization 

error. Returning to the example shown in Figure 5, if a sensor node 
is located in the section with code 0000, and due to the noise, at 
time t = 3, it thinks it detected an event, it will incorrectly 
conclude that its code is 1000, and it positions itself two squares 
below its correct position. The localization accuracy can 
deteriorate even further, if multiple errors are present in the 
transmission of the code. 

A natural solution to this problem is to use error-correcting 
codes, which greatly reduce the probability of an error, without 
paying the price of a re-transmission, or lengthening the 
transmission time too much. Several error correction schemes have 
been proposed in the past. Two of the most notable ones are the 
Hamming (7, 4) code and the Golay (23, 12) code. Both are 
perfect linear error correcting codes. The Hamming coding scheme 
can detect up to 2-bit errors and correct 1-bit errors. In the 
Hamming (7, 4) scheme, a message having 4 bits of data (e.g. 
dddd, where d is a data bit) is transmitted as a 7-bit word by 
adding 3 error control bits (e.g. dddpdpp, where p is a parity bit). 

 
Figure 5. The steps of Area Cover EDF. The events cover 

the shaded areas. 
The steps of the Area Cover technique, when using Hamming 

(7, 4) scheme are shown in Figure 6. Golay codes can detect up to 
6-bit errors and correct up to 3-bit errors. Similar to Hamming (7, 
4), Golay constructs a 23-bit codeword from 12-bit data. Golay 
codes have been used in satellite and spacecraft data transmission 
and are most suitable in cases where short codeword lengths are 
desirable. 

Figure 6. The steps of Area Cover EDF with Hamming (7, 4) 
ECC. The events cover the shaded areas. 

Let’s assume a 1-bit error probability of 0.01, and a 12-bit 
message that needs to be transmitted. The probability of a failed 
transmission is thus: 0.11, if no error detection and correction is 
used; 0.0061 for the Hamming scheme (i.e. more than 1-bit error); 
and 0.000076 for the Golay scheme (i.e. more than 3-bit errors). 
Golay is thus 80 times more robust that the Hamming scheme, 
which is 20 times more robust than the no error correction scheme. 



Considering that a limited number of corrections is possible by 
any coding scheme, a natural question arises: can we minimize the 
localization error when there are errors that can not be corrected? 
This can be achieved by a clever placement of codes in the grid. 
As shown in Figure 7, the placement A, in the presence of a 1-bit 
error has a smaller average localization error when compared to 
the placement B. The objective of our code placement strategy is 
to reduce the total Euclidean distance between all pairs of codes 
with Hamming distances smaller than K, the largest number of 
expected 1-bit errors. 

 
Figure 7. Different code placement strategies 

Formally, a placement is represented by a function P: [0, l]d → 
C, which assigns a code to every coordinate in the d-dimensional 
cube of size l (e.g., in the planar case, we place codes in a 2-
dimensional grid). We denote by dE(i, j) the Euclidean distance 
and by dH(i, j) the Hamming distance between two codes i and j. In 
a noisy environment, dH(i,j) determines the crossover probability 
between the two codes. For the case of independent detections, the 
higher dH(i, j) is, the lower the crossover probability will be. The 
objective function is defined as follows:  
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                               (10) 

Equation 10 is a non-linear and non-convex programming 
problem. In general, it is analytically hard to obtain the global 
minimum. To overcome this, we propose a Greedy Placement 
method to obtain suboptimal results. In this method we initialize 
the 2-dimensional grid with codes. Then we swap the codes within 
the grid repeatedly, to minimize the objective function. For each 
swap, we greedily chose a pair of codes, which can reduce the 
objective function (Equation 10) the most. The proposed Greedy 
Placement method ends when no swap of codes can further 
minimize the objective function. 

For evaluation, we compared the average localization error in 
the presence of K-bit error for two strategies: the proposed Greedy 
Placement and the Row-Major Placement (it places the codes 
consecutively in the array, in row-first order). 
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Figure 8. Localization error with code placement and no 

ECC 
As Figure 8 shows, if no error detection/correction capability is 

present and 1-bit errors occur, then our Greedy Placement method 
can reduce the localization error by an average 23%, when 
compared to the Row-Major Placement. If error detection and 
correction schemes are used (e.g. Hamming (12, 8) and if 3-bit 
errors occur (K=3) then the Greedy Placement method reduces 

localization error by 12%, when compared to the Row-Major 
Placement, as shown in Figure 9. If K=1, then there is no benefit in 
using the Greedy Placement method, since the 1-bit error can be 
corrected by the Hamming scheme. 
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Figure 9. Localization error with code placement and 

Hamming ECC 

3.5 Event Distribution Function Analysis 
Although all three aforementioned techniques are able to localize 
the sensor nodes, they differ in the localization time, 
communication overhead and energy consumed by the Event 
Distribution Function (let’s call it Event Overhead). Let’s assume 
that all sensor nodes are located in a square with edge size D, and 
that the Spotlight device can generate N events (e.g. Point, Line 
and Area Cover events) every second and that the maximum 
tolerable localization error is r. Table 1 presents the execution cost 
comparison of the three different Spotlight techniques. 

Table 1. Execution Cost Comparison 

Criterion Point Scan Line Scan Area Cover 
Localization Time NrD /)/( 22  NrD /)/2(  NDlog r /  
# Detections 1 2 logrD 
# Time Stamps 1 2 logrD 
Event Overhead D2 2D2 D2logrD/2 
 

Table 1 indicates that the Event Overhead for the Point Scan 
method is the smallest - it requires a one-time coverage of the area, 
hence the D2. However the Point Scan takes a much longer time 
than the Area Cover technique, which finishes in logrD seconds. 
The Line Scan method trades the Event Overhead well with the 
localization time. By doubling the Event Overhead, the Line Scan 
method takes only r/2D percentage of time to complete, when 
compared with the Point Scan method. From Table 1, it can be 
observed that the execution costs do not depend on the number of 
sensor nodes to be localized.  

It is important to remark the ratio Event Overhead per unit time, 
which is indicative of the power requirement for the Spotlight 
device. This ratio is constant for the Point Scan (r2*N) while it 
grows linearly with area, for the Area Cover (D2*N/2). If the 
deployment area is very large, the use of the Area Cover EDF is 
prohibitively expensive, if not impossible. For practical purposes, 
the Area Cover is a viable solution for small to medium size 
networks, while the Line Scan works well for large networks. We 
discuss the implications of the power requirement for the Spotlight 
device, and offer a hybrid solution in Section 6. 

3.6 Localization Error Analysis 
The accuracy of localization with the Spotlight technique depends 
on many aspects. The major factors that were considered during 
the implementation of the system are discussed below: 



- Time Synchronization: the Spotlight system exchanges time 
stamps between sensor nodes and the Spotlight device. It is 
necessary for the system to reach consensus on global time 
through synchronization. Due to the uncertainty in hardware 
processing and wireless communication, we can only confine such 
errors within certain bounds (e.g. one jiffy). An imprecise input to 
the Localization Function L(T) leads to an error in node 
localization.  
- Uncertainty in Detection: the sampling rate of the sensor nodes is 
finite, consequently, there will be an unpredictable delay between 
the time when an event is truly present and when the sensor node 
detects it. Lower sampling rates will generate larger localizations 
errors. 
- Size of the Event: the events distributed by the Spotlight device 
can not be infinitely small. If a node detects one event, it is hard 
for it to estimate the exact location of itself within the event. 
- Realization of Event Distribution Function: EDF defines 
locations of events at time t. Due to the limited accuracy (e.g. 
mechanical imprecision), a Spotlight device might generate events 
which locate differently from where these events are supposed to 
be. 

It is important to remark that the localization error is 
independent of the number of sensor nodes in the network. This 
independence, as well as the aforementioned independence of the 
execution cost, indicate the very good scalability properties (with 
the number of sensor nodes, but not with the area of deployment) 
that the Spotlight system possesses. 

4. SYSTEM IMPLEMENTATION 
For our performance evaluation we implemented two Spotlight 
systems. Using these two implementations we were able to 
investigate the full spectrum of Event Distribution techniques, 
proposed in Section 3, at a reduced “one time” cost (less than 
$1,000). 

The first implementation, called μSpotlight, had a short range 
(10-20 meters), however its capability of generating the entire 
spectrum of EDFs made it very useful. We used this 
implementation mainly to investigate the capabilities of the 
Spotlight system and tune its performance. It was not intended to 
represent the full solution, but only a scaled down version of the 
system. 

The second implementation, the Spotlight system, had a much 
longer range (as far as 6500m), but it was limited in the types of 
EDFs that it can generate. The goal of this implementation was to 
show how the Spotlight system works in a real, outdoor 
environment, and show correlations with the experimental results 
obtained from the μSpotlight system implementation. 

In the remaining part of this section, we describe how we 
implemented the three components (Event Distribution, Event 
Detection and Localization functions) of the Spotlight architecture, 
and the time synchronization protocol, a key component of our 
system. 

4.1 µSpotlight System 
The first system we built, called μSpotlight, used as the Spotlight 
device, an Infocus LD530 projector connected to an IBM 
Thinkpad laptop. The system is shown in Figure 10. 

The Event Distribution Function was implemented as a Java 
GUI. Due to the stringent timing requirements and the delay 
caused by the buffering in the windowing system of a PC, we used 
the Full-Screen Exclusive Mode API provided by Java2. This 
allowed us to bypass the windowing system and more precisely 

estimate the time when an event is displayed by the projector, 
hence a higher accuracy of timestamps of events. Because of the 
50Hz refresh rate of our projector, there was still an uncertainty in 
the time stamping of the events of 20msec. We explored the 
possibility of using and modifying the Linux kernel to expose the 
vertical synch (VSYNCH) interrupt, generated by the displaying 
device after each screen refresh, out of the kernel mode. The 
performance evaluation results showed, however, that this level of 
accuracy was not needed. 

The sensor nodes that we used were Berkeley Mica2 motes 
equipped with MTS310 multi-sensor boards from Crossbow. This 
sensor board contains a CdSe photo sensor which can detect the 
light from the projector. 

 

 
 

Figure 10. μSpotlight system implementation 
With this implementation of the Spotlight system, we were able 

to generate Point, Line and Area Scan events. 

4.2 Spotlight System 
The second Spotlight system we built used, as the Spotlight 
device, diode lasers, a computerized telescope mount (Celestron 
CG-5GT, shown in Figure 11), and an IBM Thinkpad laptop. The 
laptop was connected, through RS232 interfaces, to the telescope 
mount and to one XSM600CA [7] mote, acting as a base station.  

The diode lasers we used ranged in power from 7mW to 35mW. 
They emitted at 650nm, close to the point of highest sensitivity for 
CdSe photosensor. The diode lasers were equipped with lenses that 
allowed us to control the divergence of the beam.  

 

 
 

Figure 11. Spotlight system implementation 
The telescope mount has worm gears for a smooth motion and 

high precision angular measurements. The two angular measures 
that we used were the, so called, Alt (from Altitude) and Az (from 
Azimuth). In astronomy, the Altitude of a celestial object is its 
angular distance above or below the celestial horizon, and the 
Azimuth is the angular distance of an object eastwards of the 
meridian, along the horizon. 



The laptop computer, through a Java GUI, controls the motion 
of the telescope mount, orienting it such that a full Point Scan of 
an area is performed, similar to the one described in Figure 3(b). 
For each turning point i, the 3-tuple (Alti and Azi angles and the 
timestamp ti) is recorded. The Spotlight system uses the timestamp 
received from a sensor node j, to obtain the angular measures Altj 
and Azj for its location. 

For the sensor nodes, we used XSM motes, mainly because of 
their longer communication range. The XSM mote has the photo 
sensor embedded in its main board. We had to make minor 
adjustments to the plastic housing, in order to expose the photo 
sensor to the outside. The same mote code, written in nesC, for 
TinyOS, was used for both µSpotlight and Spotlight system 
implementations. 

4.3 Event Detection Function D(t) 
The Event Detection Function aims to detect the beginning of an 
event and record the time when the event was observed. We 
implemented a very simple detection function based on the 
observed maximum value. An event i will be time stamped with 
time ti, if the reading from the photo sensor dti, fulfills the 
condition: 

it
dd <Δ+max  

where dmax is the maximum value reported by the photo sensor 
before ti and Δ is a constant which ensures that the first large 
detection gives the timestamp of the event (i.e. small variations 
around the first large signal are not considered). Hence Δ 
guarantees that only sharp changes in the detected value generate 
an observed event. 

4.4 Localization Function L(T) 
The Localization Function is implemented in the Java GUI. It 
matches the timestamps created by the Event Distribution Function 
with those reported by the sensor nodes. 

The Localization Function for the Point Scan EDF has as input 
a time sequence Ti = {t1}, as reported by node i. The function 
performs a simple search for the event with a timestamp closest to 
t1. If t1 is constrained by: 
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where en and en+1 are two consecutive events, then the obtained 
location for node i is: 
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The case for the Line Scan is treated similarly. The input to the 
Localization Function is the time sequence Ti = {t1, t2} as reported 
by node i. If the reported timestamps are constrained by: 
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where en and en+1 are two consecutive events on the horizontal 
scan and em and em+1 are two consecutive events on vertical scan, 
then the inferred location for node i is: 
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The Localization Function for the Area Cover EDF has as input 
a timestamp set Ti={ti1, ti2, …, tin} of the n events, detected by node 
i. We recall the notation for the set of m timestamps of events 
generated by the Spotlight device, T’={t1’, t2’, …, tm’}. A code 
di=di1di2…dim is then constructed for each node i, such that dij=1 if 

tj’ ∈Ti and dij=0 if tj’ ∉  Ti. The function performs a search for an 
event with an identical code. If the following condition is true: 

nei dd =  

where en is an event with code den, then the inferred location for 
node i is: 

nn ee yyxx == ,  

4.5 Time Synchronization 
The time synchronization in the Spotlight system consists of two 
parts: 
- Synchronization between sensor nodes: This is achieved through 
the Flooding Time Synchronization Protocol [18]. In this protocol, 
synchronized nodes (the root node is the only synchronized node 
at the beginning) send time synchronization message to 
unsynchronized nodes. The sender puts the time stamp into the 
synchronization message right before the bytes containing the time 
stamp are transmitted. Once a receiver gets the message, it follows 
the sender's time and performs the necessary calculations to 
compensate for the clock drift. 
- Synchronization between the sensor nodes and the Spotlight 
device: We implemented this part through a two-way handshaking 
between the Spotlight device and one node, used as the base 
station. The sensor node is attached to the Spotlight device through 
a serial interface. 

 
Figure 12. Two-way synchronization 

As shown in Figure 12, let’s assume that the Spotlight device 
sends a synchronization message (SYNC) at local time T1, the 
sensor node receives it at its local time T2 and acknowledges it at 
local time T3 (both T2 and T3 are sent back through ACK). After 
the Spotlight device receives the ACK, at its local time T4, the time 
synchronization can be achieved as follows: 

2
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We note that Equation 11 assumes that the one trip delays are 
the same in both directions. In practice this does not hold well 
enough. To improve the performance, we separate the handshaking 
process from the timestamp exchanges. The handshaking is done 
fast, through a 2 byte exchange between the Spotlight device and 
the sensor node (the timestamps are still recorded, but not sent). 
After this fast handshaking, the recorded time stamps are 
exchanged. The result indicates that this approach can significantly 
improve the accuracy of time synchronization. 

5. PERFORMANCE EVALUATION 
In this section we present the performance evaluation of the 
Spotlight systems when using the three event distribution 
functions, i.e. Point Scan, Line Scan and Area Cover, described in 
Section 3. 



For the µSpotlight system we used 10 Mica2 motes. The sensor 
nodes were attached to a vertically positioned Veltex board. By 
projecting the light to the sensor nodes, we are able to generate 
well controlled Point, Line and Area events. The Spotlight device 
was able to generate events, i.e. project light patterns, covering an 
area of approximate size 180x140cm2. The screen resolution for 
the projector was 1024x768, and the movement of the Point Scan 
and Line Scan techniques was done through increments (in the 
appropriate direction) of 10 pixels between events. 

Each experimental point was obtained from 10 successive runs 
of the localization procedure. Each set of 10 runs was preceded by 
a calibration phase, aimed at estimating the total delays (between 
the Spotlight device and each sensor node) in detecting an event. 
During the calibration, we created an event covering the entire 
sensor field (illuminated the entire area). The timestamp reported 
by each sensor node, in conjunction with the timestamp created by 
the Spotlight device were used to obtain the time offset, for each 
sensor node. More sophisticated calibration procedures have been 
reported previously [35]. In addition to the time offset, we added a 
manually configurable parameter, called bias. It was used to best 
estimate the center of an event. 

 
Figure 13. Deployment site for the Spotlight system 

For the Spotlight system evaluation, we deployed 10 XSM 
motes in a football field. The site is shown in Figure 13 (laser 
beams are depicted with red arrows and sensor nodes with white 
dots). Two sets of experiments were run, with the Spotlight device 
positioned at 46m and at 170m from the sensor field. The sensor 
nodes were aligned and the Spotlight device executed a Point 
Scan. The localization system computed the coordinates of the 
sensor nodes, and the Spotlight device was oriented, through a 
GoTo command sent to the telescope mount, towards the 
computed location. In the initial stages of the experiments, we 
manually measured the localization error. 

For our experimental evaluation, the metrics of interest were as 
follows:  
- Localization error, defined as the distance, between the real 
location and the one obtained from the Spotlight system. 
 - Localization duration, defined as the time span between the first 
and last event. 
- Localization range, defined as the maximum distance between 
the Spotlight device and the sensor nodes.  
- A Localization Cost function Cost:{{localization accuracy}, 
{localization duration}} → [0,1] quantifies the trade-off between 
the accuracy in localization and the localization duration. The 
objective is to minimize the Localization Cost function. By 

denoting with ei the localization error for the ith scenario, with di 
the localization duration for the ith scenario, with max(e) the 
maximum localization error, with max(d) the maximum 
localization duration, and with α the importance factor, the 
Localization Cost function is formally defined as: 
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- Localization Bias. This metric is used to investigate the 
effectiveness of the calibration procedure. If, for example, all 
computed locations have a bias in the west direction, a calibration 
factor can be used to compensate for the difference.  

The parameters that we varied during the performance 
evaluation of our system were: the type of scanning (Point, Line 
and Area), the size of the event, the duration of the event (for Area 
Cover), the scanning speed, the power of the laser and the distance 
between the Spotlight device and sensor field, to estimate the 
range of the system. 

5.1 Point Scan - μSpotlight system 
In this experiment, we investigated how the size of the event and 
the scanning speed affect the localization error. Figure 14 shows 
the mean localization errors with their standard deviations. 

It can be observed, that while the scanning speed, varying 
between 35cm/sec and 87cm/sec has a minor influence on the 
localization accuracy, the size of the event has a dramatic effect. 
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Figure 14. Localization Error vs. Event Size for the Point 

Scan EDF 
The obtained localization error varied from as little as 2cm to 

over 11cm for the largest event. This dependence can be explained 
by our Event Detection algorithm: the first detection above a 
threshold gave the timestamp for the event. 

The duration of the localization scheme is shown in Figure 15. 
The dependency of the localization duration on the size of the 
event and scanning speed is natural. A bigger event allows a 
reduction in the total duration of up to 70%. The localization 
duration is directly proportional to the scanning speed, as 
expected, and depicted in Figure 15. 
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Figure 15. Localization Duration vs. Event Size for the Point 

Scan EDF 



An interesting trade-off is between the localization accuracy 
(usually the most important factor), and the localization time 
(important in environments where stealthiness is paramount). 
Figure 16 shows the Localization Cost function, for α = 0.5 
(accuracy and duration are equally important). 

As shown in Figure 16, it can be observed that an event size of 
approximately 10-15cm (depending on the scanning speed) 
minimizes our Cost function. For α = 1, the same graph would be a 
monotonically increasing function, while for α = 0, it would be 
monotonically decreasing function. 
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Figure 16. Localization Cost vs. Event Size for the Point 

Scan EDF 

5.2 Line Scan - μSpotlight system 
In a similar manner to the Point Scan EDF, for the Line Scan EDF 
we were interested in the dependency of the localization error and 
duration on the size of the event and scanning speed.  

We represent in Figure 17 the localization error for different 
event sizes. It is interesting to observe the dependency (concave 
shape) of the localization error vs. the event size. Moreover, a 
question that should arise is why the same dependency was not 
observed in the case of Point Scan EDF.  
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Figure 17. Localization Error vs. Event Size for the Line 

Scan EDF 
The explanation for this concave dependency is the existence of 

a bias in location estimation. As a reminder, a bias factor was 
introduced in order to best estimate the central point of events that 
have a large size. What Figure 17 shows is the fact that the bias 
factor was optimal for an event size of approximately 7cm. For 
events smaller and larger than this, the bias factor was too large, 
and too small, respectively. Thus, it introduced biased errors in the 
position estimation. 

The reason why we did not observe the same dependency in the 
case of the Point Scan EDF was that we did not experiment with 
event sizes below 7cm, due to the long time it would have taken to 
scan the entire field with events as small as 1.7cm. 

The results for the localization duration as a function of the size 
of the event are shown in Figure 18. As shown, the localization 

duration is directly proportional to the scanning speed. The size of 
the event has a smaller influence on the localization duration. One 
can remark the average localization duration of about 10sec, much 
shorter then the duration obtained in the Point Scan experiment. 

The Localization Cost function dependency on the event size 
and scanning speed, for α=0.5, is shown in Figure 19. The 
dependency on the scanning speed is very small (the Cost Function 
achieves a minimum in the same 4-6cm range). It is interesting to 
note that this 4-6cm optimal event size is smaller than the one 
observed in the case of Point Scan EDF. The explanation for this is 
that the smaller localization duration observed in the Line Scan 
EDF, allowed a shift (towards smaller event sizes) in the total 
Localization Cost Function. 
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Figure 18. Localization Duration vs. Event Size for the Line 

Scan EDF 
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Figure 19. Cost Function vs. Event Size for the Line Scan 

EDF 
During our experiments with the Line Scan EDF, we observed 

evidence of a bias in location estimation. The estimated locations 
for all sensor nodes exhibited different biases, for different event 
sizes. For example, for an event size of 17.5cm, the estimated 
location for sensor nodes was to the upper-left size of the actual 
location. This was equivalent to an “early” detection, since our 
scanning was done from left to right and from top to bottom. The 
scanning speed did not influence the bias. 

In order to better understand the observed phenomena, we 
analyzed our data. Figure 20 shows the bias in the horizontal 
direction, for different event sizes (the vertical bias was almost 
identical, and we omit it, due to space constraints). 

From Figure 20, one can observe that the smallest observed 
bias, and hence the most accurate positioning, was for an event of 
size 7cm. These results are consistent with the observed 
localization error, shown in Figure 17. 

 We also adjusted the measured localization error (shown in 
Figure 17) for the observed bias (shown in Figure 20). The results 
of an ideal case of Spotlight Localization system with Line Scan 
EDF are shown in Figure 21. The errors are remarkably small, 
varying between 0.1cm and 0.8cm, with a general trend of higher 
localization errors for larger event sizes. 
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Figure 20. Position Estimation Bias for the Line Scan EDF 
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Figure 21. Position Estimation w/o Bias (ideal), for the Line 

Scan EDF 

5.3 Area Cover - μSpotlight system 
In this experiment, we investigated how the number of bits used to 
quantify the entire sensor field, affected the localization accuracy. 
In our first experiment we did not use error correcting codes. The 
results are shown in Figure 22. 
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Figure 22. Localization Error vs. Event Size for the Area 

Cover EDF 
One can observe a remarkable accuracy, with localization error 

on the order of 0.3-0.6cm. What is important to observe is the 
variance in the localization error. In the scenario where 12 bits 
were used, while the average error was very small, there were a 
couple of cases, where an incorrect event detection generated a 
larger than expected error. An example of how this error can occur 
was described in Section 3.4. The experimental results, presented 
in Figure 22, emphasize the need for error correction of the bit 
patterns observed and reported by the sensor nodes. 

The localization duration results are shown in Figure 23. It can 
be observed that the duration is directly proportional with the 
number of bits used, with total durations ranging from 3sec, for the 
least accurate method, to 6-7sec for the most accurate. The 
duration of an event had a small influence on the total localization 
time, when considering the same scenario (same number of bits for 
the code). 

The Cost Function dependency on the number of bits in the 
code, for α=0.5, is shown in Figure 24. Generally, since the 
localization duration for the Area Scan can be extremely small, a 
higher accuracy in the localization is desired. While the Cost 
function achieves a minimum when 10 bits are used, we attribute 
the slight increase observed when 12 bits were used to the two 12-
bit scenarios where larger than the expected errors were observed, 
namely 6-7mm (as shown in Figure 22). 
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Figure 23. Localization Duration vs. Event Size for the Area 

Cover EDF 
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Figure 24. Cost Function vs. Event Size for the Area Cover 

EDF 
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Figure 25. Localization Error w/ and w/o Error Correction 

The two problematic scenarios (shown in Figure 22, where for 
12-bit codes we observed errors larger than the event size, due to 
errors in detection) were further explored by using error correction 
codes. As described in Section 3.3, we implemented an extended 
Golay (24, 12) error correction mechanism in our location 
estimation algorithm. 

The experimental results are depicted in Figure 25, and show a 
consistent accuracy. The scenario without error correction codes, 
is simply the same 12-bit code scenario, shown in Figure 22. We 
only investigated the 12-bit scenario, due to its match with the 12-
bit data required by the Golay encoding scheme (extended Golay 
producing 24-bit codewords). 



5.4 Point Scan - Spotlight system 
In this section we describe the experiments performed at a football 
stadium, using our Spotlight system. The hardware that we had 
available allowed us to evaluate the Point Scan technique of the 
Spotlight system. In our evaluation, we were interested to see the 
performance of the system at different ranges. Figures 26 and 27 
show the localization error versus the event size at two different 
ranges: 46m and 170m. 

Figure 26 shows a remarkable accuracy in localization. The 
errors are in the centimeter range. Our initial, manual 
measurements of the localization error were most of the time 
difficult to make, since the spot of the laser was almost perfectly 
covering the XSM mote. We are able to achieve localization errors 
of a few centimeters, which only range-based localization schemes 
are able to achieve [25]. The observed dependency on the size of 
the event is similar to the one observed in the μSpotlight system 
evaluation, and shown in Figure 14. This proved that the 
μSpotlight system is a viable alternative for investigating complex 
EDFs, without incurring the costs for the necessary hardware. 
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Figure 26. Localization Error vs. Event Size for Spotlight 

system at 46m 
In the experiments performed over a much longer distance 

between the Spotlight device and sensor network, the average 
localization error remains very small. Localization errors of 5-
10cm were measured, as Figure 27 shows. We were simply 
amazed by the accuracy that the system is capable of, when 
considering that the Spotlight system operated over the length of a 
football stadium. Throughout our experimentation with the 
Spotlight system, we have observed localization errors that were 
simply offsets of real locations. Since the same phenomenon was 
observed when experimenting with the μSpotlight system, we 
believe that with auto-calibration, the localization error can be 
further reduced. 
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Figure 27. Localization Error vs. Event Size for Spotlight 

system at 170m 
The time required for localization using the Spotlight system 

with a Point Scan EDF, is given by: t=(L*l)/(s*Es), where L and l 
are the dimensions of the sensor network field, s is the scanning 

speed, and Es is the size of the event. Figure 28 shows the time for 
localizing a sensor network deployed in an area of size of a 
football field using the Spotlight system. Here we ignore the 
message propagation time, from the sensor nodes to the Spotlight 
device. 

From Figure 28 it can be observed that the very small 
localization errors are prohibitively expensive in the case of the 
Point Scan. When localization errors of up to 1m are tolerable, 
localization duration can be as low as 4 minutes. Localization 
durations of 5-10 minutes, and localization errors of 1m are 
currently state of art in the realm of range-free localization 
schemes. And these results are achieved by using the Point Scan 
scheme, which required the highest Localization Time, as it was 
shown in Table 1. 
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Figure 28. Localization Time vs. Event Size for Spotlight 

system 
One important characteristic of the Spotlight system is its range. 

The two most important factors are the sensitivity of the 
photosensor and the power of the Spotlight source. We were 
interested in measuring the range of our Spotlight system, 
considering our capabilities (MTS310 sensor board and 
inexpensive, $12-$85, diode laser). As a result, we measured the 
intensity of the laser beam, having the same focus, at different 
distances. The results are shown in Figure 29. 
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Figure 29. Localization Range for the Spotlight system 

From Figure 29, it can be observed that only a minor decrease 
in the intensity occurs, due to absorption and possibly our 
imperfect focusing of the laser beam. A linear fit of the 
experimental data shows that distances of up to 6500m can be 
achieved. While we do not expect atmospheric conditions, over 
large distances, to be similar to our 200m evaluation, there is 
strong evidence that distances (i.e. altitude) of 1000-2000m can 
easily be achieved. The angle between the laser beam and the 
vertical should be minimized (less than 45°), as it reduces the 
difference between the beam cross-section (event size) and the 
actual projection of the beam on the ground. 

In a similar manner, we were interested in finding out the 
maximum size of an event, that can be generated by a COTS laser 
and that is detectable by the existing photosensor. For this, we 



varied the divergence of the laser beam and measured the light 
intensity, as given by the ADC count. The results are shown in 
Figure 30. It can be observed that for the less powerful laser, an 
event size of 1.5m is the limit. For the more powerful laser, the 
event size can be as high as 4m. 

Through our extensive performance evaluation results, we have 
shown that the Spotlight system is a feasible, highly accurate, low 
cost solution for localization of wireless sensor networks. From 
our experience with sources of laser radiation, we believe that for 
small and medium size sensor network deployments, in areas of 
less than 20,000m2, the Area Cover scheme is a viable solution. 
For large size sensor network deployments, the Line Scan, or an 
incremental use of the Area Cover are very good options. 
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Figure 30. Detectable Event Sizes that can be generated by 

COTS lasers 

6. OPTIMIZATIONS/LESSONS LEARNED 
6.1 Distributed Spotlight System 
The proposed design and the implementation of the Spotlight 
system can be considered centralized, due to the gathering of the 
sensor data and the execution of the Localization Function L(t) by 
the Spotlight device. We show that this design can easily be 
transformed into a distributed one, by offering two solutions. 

One idea is to disseminate in the network, information about the 
path of events, generated by the EDF (similar to an equation, 
describing a path), and let the sensor nodes execute the 
Localization Function. For example, in the Line Scan scenario, if 
the starting and ending points for the horizontal and vertical scans, 
and the times they were reached, are propagated in the network, 
then any sensor in the network can obtain its location (assuming a 
constant scanning speed). 

A second solution is to use anchor nodes which know their 
positions. In the case of Line Scan, if three anchors are present, 
after detecting the presence of the two events, the anchors flood 
the network with their locations and times of detection. Using the 
same simple formulas as in the previous scheme, all sensor nodes 
can infer their positions. 

6.2 Localization Overhead Reduction 
Another requirement imposed by the Spotlight system design, is 
the use of a time synchronization protocol between the Spotlight 
device and the sensor network. Relaxing this requirement and 
imposing only a time synchronization protocol among sensor 
nodes is a very desirable objective. The idea is to use the 
knowledge that the Spotlight device has about the speed with 
which the scanning of the sensor field takes place. If the scanning 
speed is constant (let’s call it s), then the time difference (let’s call 
it Δt) between the event detections of two sensor nodes is, in fact, 
an accurate measure of the range between them: d=s*Δt. Hence, 
the Spotlight system can be used for accurate ranging of the 
distance between any pair of sensor nodes. An important 

observation is that this ranging technique does not suffer from 
limitations of others: small range and directionality for ultrasound, 
or irregularity, fading and multipath for Received Signal Strength 
Indicator (RSSI). After the ranges between nodes have been 
determined (either in a centralized or distributed manner) graph 
embedding algorithms can be used for a realization of a rigid 
graph, describing the sensor network topology. 

6.3 Dynamic Event Distribution Function E(t) 
Another system optimization is for environments where the sensor 
node density is not uniform. One disadvantage of the Line Scan 
technique, when compared to the Area Cover, is the localization 
time. 

An idea is to use two scans: one which uses a large event size 
(hence larger localization errors), followed by a second scan in 
which the event size changes dynamically. The first scan is used 
for identifying the areas with a higher density of sensor nodes. The 
second scan uses a larger event in areas where the sensor node 
density is low and a smaller event in areas with a higher sensor 
node density.  

A dynamic EDF can also be used when it is very difficult to 
meet the power requirements for the Spotlight device (imposed by 
the use of the Area Cover scheme in a very large area). In this 
scenario, a hybrid scheme can be used: the first scan (Point Scan) 
is performed quickly, with a very large event size, and it is meant 
to identify, roughly, the location of the sensor network. 
Subsequent Area Cover scans will be executed on smaller portions 
of the network, until the entire deployment area is localized. 

6.4 Stealthiness 
Our implementation of the Spotlight system used visible light 

for creating events. Using the system during the daylight or in a 
room well lit, poses challenges due to the solar or fluorescent lamp 
radiation, which generate a strong background noise. The 
alternative, which we used in our performance evaluations, was to 
use the system in a dark room (μSpotlight system) or during the 
night (Spotlight system). While using the Spotlight system during 
the night is a good solution for environments where stealthiness is 
not important (e.g. environmental sciences) for others (e.g. 
military applications), divulging the presence and location of a 
sensor field, could seriously compromise the efficacy of the 
system. 

 

 
Figure 31. Fluorescent Light Spectra (top), Spectral 

Response for CdSe cells (bottom) 
A solution to this problem, which we experimented with in the 

µSpotlight system, was to use an optical filter on top of the light 



sensor. The spectral response of a CdSe photo sensor spans almost 
the entire visible domain [37], with a peak at about 700nm (Figure 
31-bottom). As shown in Figure 31-top, the fluorescent light has 
no significant components above 700nm. Hence, a simple red filter 
(Schott RG-630), which transmits all light with wavelength 
approximately above 630nm, coupled with an Event Distribution 
Function that generates events with wavelengths above the same 
threshold, would allow the use of the system when a fluorescent 
light is present.  

A solution for the Spotlight system to be stealthy at night, is to 
use a source of infra-red radiation (i.e. laser) emitting in the range 
[750, 1000]nm. For a daylight use of the Spotlight system, the 
challenge is to overcome the strong background of the natural 
light. A solution we are considering is the use of a narrow-band 
optical filter, centered at the wavelength of the laser radiation. The 
feasibility and the cost-effectiveness of this solution remain to be 
proven. 

6.5 Network Deployed in Unknown Terrain 
A further generalization is when the map of the terrain where the 
sensor network was deployed is unknown. While this is highly 
unlikely for many civil applications of wireless sensor network 
technologies, it is not difficult to imagine military applications 
where the sensor network is deployed in a hostile and unknown 
terrain. A solution to this problem is a system that uses two 
Spotlight devices, or equivalently, the use of the same device from 
two distinct positions, executing, from each of them, a complete 
localization procedure. In this scheme, the position of the sensor 
node is uniquely determined by the intersection of the two location 
directions obtained by the system. The relative localization (for 
each pair of Spotlight devices) will require an accurate knowledge 
of the 3 translation and 3 rigid-body rotation parameters for 
Spotlight’s position and orientation (as mentioned in Section 3). 

This generalization is also applicable to scenarios where, due to 
terrain variations, there is no single aerial point with a direct line 
of sight to all sensor nodes, e.g. hilly terrain. By executing the 
localization procedure from different aerial points, the probability 
of establishing a line of sight with all the nodes, increases. For 
some military scenarios [1] [12], where open terrain is prevalent, 
the existence of a line of sight is not a limiting factor. In light of 
this, the Spotlight system can not be used in forests or indoor 
environments. 

7. CONCLUSIONS AND FUTURE WORK 
 In this paper we presented the design, implementation and 
evaluation of a localization system for wireless sensor networks, 
called Spotlight. Our localization solution does not require any 
additional hardware for the sensor nodes, other than what already 
exists. All the complexity of the system is encapsulated into a 
single Spotlight device. Our localization system is reusable, i.e. the 
costs can be amortized through several deployments, and its 
performance is not affected by the number of sensor nodes in the 
network. Our experimental results, obtained from a real system 
deployed outdoors, show that the localization error is less than 
20cm. This error is currently state of art, even for range-based 
localization systems and it is 75% smaller than the error obtained 
when using GPS devices or when the manual deployment of sensor 
nodes is a feasible option [31]. 

As future work, we would like to explore the self-calibration 
and self-tuning of the Spotlight system. The accuracy of the 
system can be further improved if the distribution of the event, 
instead of a single timestamp, is reported. A generalization could 

be obtained by reformulating the problem as an angular estimation 
problem that provides the building blocks for more general 
localization techniques. 
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1. INTRODUCTION 
We demonstrate a localization system, called Spotlight [1], for 
Wireless Sensor Networks (WSN). The system, developed at the 
University of Virginia, has been tested in an outdoor, realistic, 
environment and has shown a very high accuracy (e.g., tens of 
centimeters). Our contribution to the area of localization in 
WSNs is two-fold: develop a novel scheme for localizing sensor 
nodes, and implement the system on real sensor nodes and 
common-off-the-shelf (COTS) hardware. 

 

2. SYSTEM DESCRIPTION 
The Spotlight localization system employs an asymmetric 
architecture, in that all the complexity associated with the 
localization is embedded in a single device, called the Spotlight 
device. In our system, no hardware changes are necessary to the 
existing line of Mica sensor boards. 

The Spotlight device is a sophisticated, powerful device, capable 
of producing controlled events (e.g., light events) in the 
deployment area of a sensor network. A visual depiction of the 
Spotlight device, is a helicopter equipped with a search light.  

The sensor network is time synchronized. Its sensor nodes 
execute an event detection algorithm, and report back to the 
Spotlight device, through a base station, the time stamps of the 
detected events. Using its knowledge of the distribution (in 
space and time) of events, and the time when a sensor node 
detected an event, the Spotlight device is able to compute the 
node’s location. 
 

3. DEMONSTRATION 
For our indoor demonstration, we use the following hardware: a 
computerized telescope mount, three very low power (less than 
1mW) diode lasers, able to produce circular and linear beams, an 
LCD projector, a laptop and a sensor network of 10 MicaZ 
motes. The setup is shown in Figure 1. 

The sensor nodes are attached to a vertically positioned Veltex 
board (attached to an easel). The Spotlight device, comprised of 
the telescope mount and laptop is positioned 3-4 meters away 
from the sensor network. A Localization GUI, running on the 
laptop, controls the orientation of the computerized telescope 
mount and the communication with the sensor network, through 
a base station. The Localization GUI displays, through the LCD 
projector, an aerial image (map) of a real outdoor environment, 
called deployment area. 
During the demonstration, the system goes through the 
following phases: 
- Time synchronization phase, to synchronize the clocks of all 
sensor nodes and the PC. This phase executes only once, at the 

beginning of the demo. The following phases execute in a loop. 
- Event Generation phase, during which the laser will scan the 
deployment area. We demonstrate two different Event 
Generation schemes: a Point Scan and a Line Scan. In the Point 
Scan scheme, the deployment area is scanned by a laser with a 
circular beam. In the Line Scan scheme, two lasers, with linear 
beams, scan the deployment area, on the horizontal and vertical 
axes. One run of the demo will exhibit one of the two Event 
Generation schemes.  
- Reporting phase, initiated by the Localization GUI. In this 
phase all sensor nodes report back to the Localization GUI, the 
time stamps of the detected events.  
- Localization phase in which the Localization GUI computes 
and displays on the map the position of sensor nodes. 
- System reset phase, initiated from the Localization GUI, in 
which all sensor nodes clear the set (i.e. empty set) of 
timestamps for the observed events. 
 

 
Figure 1. Indoor demonstration setup. 

 
The error in localization of the system is represented by the 
distance between the position of the photo-sensor, on the 
MTS310 sensor board, and the position of a sensor node, shown 
as a red dot through the LCD projector. 
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ABSTRACT
The focus of surveillance missions is to acquire and verify in-
formation about enemy capabilities and positions of hostile
targets. Such missions often involve a high element of risk
for human personnel and require a high degree of stealth-
iness. Hence, the ability to deploy unmanned surveillance
missions, by using wireless sensor networks, is of great prac-
tical importance for the military. Because of the energy
constraints of sensor devices, such systems necessitate an
energy-aware design to ensure the longevity of surveillance
missions. Solutions proposed recently for this type of system
show promising results through simulations. However, the
simplified assumptions they make about the system in the
simulator often do not hold well in practice and energy con-
sumption is narrowly accounted for within a single protocol.
In this paper, we describe the design and implementation of
a running system for energy-efficient surveillance. The sys-
tem allows a group of cooperating sensor devices to detect
and track the positions of moving vehicles in an energy-
efficient and stealthy manner. We can trade off energy-
awareness and surveillance performance by adaptively ad-
justing the sensitivity of the system. We evaluate the per-
formance on a network of 70 MICA2 motes equipped with
dual-axis magnetometers. Our results show that our surveil-
lance strategy is adaptable and achieves a significant exten-
sion of network lifetime. Finally, we share lessons learned in
building such a complete running system.
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1. MOTIVATION
One of the key advantages of wireless sensor networks

(WSN) is their ability to bridge the gap between the phys-
ical and logical worlds, by gathering certain useful infor-
mation from the physical world and communicating that
information to more powerful logical devices that can pro-
cess it. If the ability of the WSN is suitably harnessed, it
is envisioned that WSNs can reduce or eliminate the need
for human involvement in information gathering in certain
civilian and military applications. In the near future, sensor
devices will be produced in large quantities at a very low
cost and densely deployed to improve robustness and reli-
ability. They can be miniaturized into a cubic millimeter
package (e.g., smart dust [16]) in order to be stealthy in a
hostile environment. Cost and size considerations imply that
the resources available to individual nodes are severely lim-
ited. We believe, however ,that limited processor bandwidth
and memory are temporary constraints in sensor networks.
They will disappear with fast developing fabrication tech-
niques. The energy constraints on the other hand are more
fundamental. According to R.A. Powers [20], battery capac-
ity only doubles in 35 years. Energy constraints are unlikely
to be solved in the near future with the slow progress in
battery capacity and energy scavenging. Moreover, the un-
tended nature of sensor nodes and the hazardous sensing en-
vironment preclude manual battery replacement. For these
reasons, energy awareness becomes the key research chal-
lenge for sensor network protocol design. Several researchers
have addressed energy conservation recently. Most of them



Figure 1: Sensor Network Deployment

focus on particular protocols and investigate whether their
energy conservation goal can be achieved. To the best of our
knowledge, none of them investigate energy-conservation for
a running system as whole. Normally they evaluate their ap-
proach through simulations. Simulation approaches tend to
make simplified assumptions that often do not hold well in
practice and they are subject to incompleteness. For ex-
ample, in [22][23][21], several sensing coverage schemes are
proposed for energy conservation. None of them consider
energy consumption in activities other than sensing.

In this paper, we describe our effort that involves system
design and implementation on a MICA2 platform with 70
MICA2 motes. The primary goal of the system is to sup-
port the ability to track the position of moving targets in
an energy-efficient and stealthy manner. Our experimental
results show that the probability of false alarms observed
reaches zero when aggregation is achieved among more than
3 member motes. The experimental results we obtained also
show that with 5% of deployed motes serving as sentries and
the non-sentries operating at a 4% duty cycle, our algorithm
extends the lifetime of a sensor network by up to 900%.

The main contributions of this paper are: 1) the de-
sign and implementation of a running system with energy-
awareness as the main design principle across multiple com-
ponents, 2) Mechanisms for dynamic control, which allow
tradeoffs between energy-efficiency and system performance
by adjusting the sensitivity of the system, and 3) a physical
implementation and field evaluation that reveal the practical

issues that are hard to capture in simulation.
The remainder of this paper is organized as follows. Sec-

tion 2 describes the requirements of a typical ground surveil-
lance application. In Section 3, we describe the system setup
and hardware components. In Section 4, we provide an
overview of our system design. In Section 5, we elaborate on
how the individual components of the system contribute to
energy-efficient tracking. In Section 6, we discuss implemen-
tation issues concerning our system. We present experimen-
tal results in Section 7, and summarize the lessons learned
from our experience in Section 8. Finally we conclude in
Section 9 and discuss some future work in Section 10.

2. APPLICATION REQUIREMENTS
Our system design is motivated by the requirements of a

typical ground surveillance application. The general objec-
tive of such an application is to alert the military command
and control unit in advance to the occurrence of events of in-
terest in hostile regions. The event of interest for our work
is the presence of moving vehicles in the deployed region.
The deployed sensor devices must have the ability to de-
tect and track vehicles in the region of interest. Successful
detection and tracking requires that the application obtain
the current position of a vehicle with acceptable precision
and confidence. When the information is obtained, it has to
be reported to a remote base station within an acceptable
latency. Several application requirements must be satisfied
to make this system useful in practice:

• Longevity: The mission of a surveillance application
typically lasts from a few days to several months. Due
to the confidential nature of the mission and the inac-
cessibility of the hostile territory, it may not be pos-
sible to manually replenish the energy of the power-
constrained sensor devices during the course of the
mission. Hence, the application requires energy-aware
schemes that can extend the lifetime of the sensor de-
vices, so that they remain available for the duration of
the mission.

• Adjustable Sensitivity: The system should have an
adjustable sensitivity to accommodate different kinds
of environments and security requirements. In critical
missions, a high degree of sensitivity is desired to cap-
ture all potential targets even at expense of possible
false alarms. In other case, we want to decrease the
sensitivity of the system, maintaining a low probability
of false alarms in order to avoid inappropriate actions
and unnecessary power dissipation.

• Stealthiness: It is crucial for military surveillance
systems to have a very low possibility of being detected
and intercepted. Miniaturization makes sensor devices
hard to detect physically; however, RF signals can be
easily intercepted if sensor devices actively communi-
cate during the surveillance stage. A zero communi-
cation exposure is desired in the absence of significant
events.

• Effectiveness: The precision in the location estimate,
and the latency in reporting an event are the metrics
that determine the effectiveness of a surveillance sys-
tem. Accuracy and latency are normally considered
important metrics of tracking performance. However,



the requirement of these two metrics can actually be
slightly relaxed in many tracking applications. For ex-
ample, it may be acceptable to obtain location esti-
mation within a couple of feet and receive a detection
report within a couple of seconds. We, therefore, focus
primarily on the first three metrics mentioned above.

3. SYSTEM DESCRIPTION AND REQUIRE-
MENTS

Figure 1 shows the deployment of our ground surveillance
system. We deployed 70 tiny sensor devices, called MICA2
motes [14], along a 280 feet long perimeter in a grassy field
that would typically represent a critical choke point or pas-
sageway to be monitored. Each of the motes is equipped
with a 433 MHz Chipcon radio with 255 selectable transmis-
sion power settings. While this radio is sufficient to allow
the motes deployed in the field to communicate with each
other, it is not capable of long-range (> 1000 ft) communi-
cation when put on the ground. Therefore, we assume that
in a real system where the command and control units may
be deployed several thousands of feet away from the sensor
field, devices capable of long-range communication, such as
repeaters, will be deployed as gateways to assist the sen-
sors to relay back information from the motes in the field
to the base station. In our prototypical deployment, we use
a mote as the base station that is attached to a portable
device, such as a laptop. The portable device is the destina-
tion of the surveillance information and is mainly used for
visualization in our prototype system. The camera devices
shown in Figure 1 are controlled by the laptop to provide
the next level of surveillance information, when triggered by
the sensor field.

Each mote is equipped with a sensor board that has mag-
netic, acoustic, and photo sensors on it. While the different
sensors make it possible for a mote to detect different kinds
of targets, only the magnetic sensors are relevant to the ap-
plication described in this paper. We use the HMC1002
dual-axis magnetometers from Honeywell [13]. These mag-
netic sensors detect the magnetic field generated by the
movement of vehicles and magnetic objects. They have an
omni-directional field of view and are therefore less sensi-
tive to orientation. They have a resolution of 27 µGauss
and their sensing range varies with the size of the magnetic
object they are sensing. From our experiments, we found
that these sensors can sense a small magnet at a distance of
approximately 1 ft and slowly moving passenger vehicles at
a distance of approximately 8-10 ft.

4. SYSTEM OVERVIEW
The key contribution of this work is the design and imple-

mentation of a wireless sensor network prototype that en-
ables energy-efficient tracking and detection of events. Such
a system is useful for surveillance applications, such as the
one outlined in Section 2. The system we have designed is or-
ganized into a layered architecture comprised of higher-level
services and lower-level components, as shown in Figure 2.
It is implemented on top of TinyOS [12]. We first provide
an overview of the different software components we have
designed and then follow that with a detailed discussion of
the role played by those components in the context of our
tracking and surveillance application.

Time synchronization, localization, and routing comprise
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Figure 2: Energy-Efficient Tracking System

the lower-level components and form the basis for imple-
menting the higher-level services, such as aggregation and
power management. Time synchronization and localiza-
tion are important for a surveillance application because
the collaborative detection and tracking process relies on
the spatio-temporal correlation between the tracking reports
sent by multiple motes. The time synchronization module
is responsible for synchronizing the local clocks of the motes
with the clock of the base station. The localization module
is responsible for ensuring that each mote is aware of its lo-
cation. In our prototype system, we use a simple localization
configuration, which statically assigns motes their location
at the time they are programmed, assuming we know about
where they will be placed. In actual deployment, such as a
battlefield in which it is important to track the absolute ge-
ographical coordinates of the hostile tanks, the static config-
uration can be replaced with dynamic localization schemes
such as in [10].

The routing component establishes routes through which
the motes exchange information with each other and the
base station.

Power management and collaborative detection are the
two key higher-level services provided by our system. The
sentry service component is responsible for power manage-
ment, while the group management component is responsi-
ble for collaborative detection and tracking of events. The
sentry service conserves energy of the sensor network by se-
lecting a subset of motes, which we define as sentries, to
monitor events. The remaining motes are allowed to remain
in a low-power state until an event occurs. When an event
occurs, the sentries awaken the other motes in the region
and the group management component dynamically orga-
nizes the motes into groups in order to enable collaborative
tracking. Together, these two components are responsible
for energy-efficient event tracking.

All the deployed motes are programmed to run the dis-
tributed application. Our system supports the ability to
reprogram the motes dynamically with new configuration
parameters such as sensitivity . This eliminates the need to
download the application code on all the motes each time
the configuration is modified. We have a display module
for portable devices (Figure 2)which is not part of the soft-



ware that runs on each mote. We use it primarily for visu-
alization and debugging purposes. Optionally, the display
software also has the logic to filter out any residual false
alarms that have not been filtered out in the network. We
now elaborate how the individual components of the system
shown in Figure 2 interact with each other in the context
of a typical tracking application. In particular, we discuss
the design decisions that make the target system energy-
efficient and illustrate trade-offs between performance and
energy-awareness.

5. TIME-DRIVEN SYSTEM DESIGN
In our system, the MICA2 motes prepare for tracking by

going through an initialization process. This process is used
to synchronize the motes, set up communication routes, and
configure the system with the correct control parameters.
The initialization process proceeds in a sequence of phases
and the transition between phases is time-driven, as shown
in Figure 3. Phases I through IV comprise the initializa-
tion process which normally takes about 2 minutes. At the
end of phase IV, the motes begin the power management
and tracking activity. After performing this activity for a
certain duration of time (e.g., one day), they begin a new
system cycle. The duration of each phase is a control param-
eter that can be dynamically configured by the base station.
Our multi-phase cyclic process satisfies following design ob-
jectives:

• First, it eliminates interference between operations.
The constrained bandwidth in MICA2 doesn’t allow a
high concurrency in communication. If all operations
run simultaneously, the traffic will severely interfere
with each other.

• Second, we can confine the exposure of sensor activ-
ity within a short period time during the initialization
phase (phase I to IV). As a result, the system can
achieve zero exposure (complete stealthiness) during
surveillance when no significant event happens.

• Third, a new system cycle is a natural way to allow
the rotation of sentry responsibility among motes in
order to achieve uniform energy dissipation across the
network.

• Last, the cycling introduces system-wide soft-states.
It allows the motes to periodically synchronize their
clocks to avoid significant clock drifts over time. In
addition, since mote failures and new deployment may
occur anytime during a cycle, a new system cycle gives
the remaining motes an opportunity to repair routes
and discover new neighbors.

We now discuss the activities occurring during each phase
of the system cycle in more detail.

5.1 Phase I: Basic Initialization
We observe that three functions in our system need system-

wide broadcast: time synchronization, network backbone
creation and system-wide reconfiguration. These functions
can be isolated into three different modules that perform
separately. However, such a design would not be bandwidth
and energy efficient due to the multiple flooding phases re-
quired. Instead, we use a unique application-specific design
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Figure 3: Time Driven System Transition

to perform these operations simultaneously in one flooding
operation to reduce overhead as described in following sec-
tions.

5.1.1 Time Synchronization
System initialization begins with time synchronization.

Several schemes proposed recently are able to achieve a high
synchronization precision, however they do not match well
with our system requirements. GPS-based schemes typically
achieve persistent synchronization with a precision of about
200 ns. However, GPS devices are expensive and bulky. The
reference broadcast scheme (RBS) proposed in [5] maintains
information relating the phase and frequency of each pair
of clocks in the neighborhood of a node. The relation is
then used to perform time conversion when comparing the
timestamps of two different nodes. While RBS achieves a
precision of about 1 µs, the message overhead in maintain-
ing the neighborhood information is high and may not be
energy-efficient in large systems.

We argue that fine-grained clock synchronization [5] achieved
by costly periodic beacon exchanges may not be suitable for
the energy-constrained surveillance system. Moreover con-
tinuous adjustment through beaconing in these solutions de-
feats our purpose of stealthiness. In our system, we value
energy-efficiency and stealthiness above high synchroniza-
tion precision. Therefore, we use a lightweight scheme that
synchronizes the motes only during initialization phase, us-
ing a synchronization beacon broadcast by the base station
at the beginning of each initialization cycle. Since the under-
lying MAC layer provided by TinyOS does not guarantee re-
liable delivery, the base station retransmits the synchroniza-
tion beacon multiple times. Receivers take the timestamp
from the beacon plus a transmission delay as their own local
time. The synchronization beacons are propagated across
the network through limited flooding with timestamp val-
ues reassigned at intermediate motes immediately prior to
transmission. To satisfy the stealthiness requirement, we
confine time synchronization within the initialization phase.
The timer drift accumulated overtime is rectified by a new
system cycle.

5.1.2 Diffusion Tree Creation
While the primary purpose of the synchronization mes-

sage is to coordinate the clocks of the motes, it also serves
as an exploratory message for motes to set up reverse routes
to the base station, like the technique used by directed dif-
fusion [15]. The route that is set up during the propagation



of the time synchronization message is essentially a diffu-
sion tree rooted at the base station. The decision to use
a diffusion tree is made based on several observations. 1)
Sent along with the time synchronization operation, it is
nearly free of cost in communication and code memory. 2)
It allows any leaf motes to go to sleep without disrupting
communication of other motes.

We encounter two practical issues when implementing the
diffusion tree algorithm on the MICA2 platform.

• Mote Failures: The failure of a MICA2 mote can dis-
able a subtree below it. Initially, we attempted to add
failure detection to the MAC layer to quickly identify
link failures and chose alterative routes. Soon, we dis-
covered that link layer reliability in such a bandwidth
constrained platform is too heavyweight and the effec-
tive data rate is reduced by nearly 50%. With such an
observation, we introduce soft-state into the diffusion
tree. The diffusion tree is refreshed per system cycle
to prune failed links and discover new routes. After
this modification, no bandwidth penalty is experienced
during data communication.

• Asymmetric Links: If motes choose their parents
without considering the distance separating them, it
results in asymmetric links which leads to different
reception rates along different directions between the
same pair of motes. This asymmetry can be solved
by link layer handshaking; however we discovered that
it is very expensive. The practical strategy we adopt
is that we use a lower transmission power when send-
ing out synchronization messages to ensure that motes
choose parents that are within a smaller radius. When
transmitting application data, we use the maximum
transmission power to ensure symmetric communica-
tion along the diffusion three in directions to and from
the base station.

5.1.3 Dynamic Reconfiguration
The capability of dynamic reconfiguration facilitates re-

tasking of sensor networks in future changes of mission re-
quirements. Currently, this capability makes our work in
system tuning and debugging much easier. When we de-
ployed 70 motes on the field for the first time, it took us
an hour to collect the motes and reprogram them manu-
ally, before the reconfiguration capability was added into
the system. Now we can reconfigure the network within
1 minute. Our system supports reconfiguration with the
help of the time synchronization message. The base station
piggybacks the values of the control parameters in the syn-
chronization message and motes adopt the new values when
they accept the synchronization message. Such a strategy
is energy-efficient, because it comes along with time syn-
chronization beacons, obviating the need to send separate
messages to reset parameters on the motes. Examples of
control parameters that can be dynamically reconfigured in-
clude the duration of each phase shown in Figure 3, the
duration for which a mote remains asleep and awake when
power management is enabled, the sampling rate and the
degree of in-network aggregation. This reconfiguration ca-
pability enables us to dynamically trade off between the
energy-awareness and tracking performance as we show later
in this paper.

5.2 Phase II: Neighbor Discovery
After the basic initialization phase, the motes make a

transition to a neighbor discovery phase. Motes notify their
neighbors by locally broadcasting HELLO messages. In the
HELLO message, a sender sends its identifier, its status in-
dicating whether it is a sentry or not, and the number of
sentries that are currently covering it. The sender also iden-
tifies the sentry mote it reports to, if it is covered by at least
one sentry. This local information is used to build a neigh-
borhood table at each mote, and forms the basis for sentry
selection in Phase III.

5.3 Phase III: Sentry Selection
In our sentry selection scheme, the decision to become a

sentry is made locally by each mote, using the information
gathered from its neighbors (The neighbor discovery goes
through Phase II and III).

A mote decides to become a sentry if any one of the follow-
ing conditions holds. 1) it is one of the internal nodes of the
diffusion tree, or 2) it discovers that none of its neighbors
either is a sentry or is covered by a sentry. When a mote
decides to become a sentry, it advertises its intent. Three
practical issues need to be solved to make this scheme work
in a running system:

• Race Conditions: Contention occurs when multi-
ple motes in the same neighborhood decide to become
sentries at the same time. In order to reduce the col-
lision probability, each mote uses a random backoff
delay to transmit a SENTRY DECLARE message. If a
mote receives a SENTRY DECLARE message from one
of its neighbors during the backoff period, it updates
its neighborhood table and cancels any pending outgo-
ing SENTRY DECLARE messages. It then re-evaluates
its decision to become a sentry based on the updated
neighborhood information. If the mote finds that it is
still necessary for it to become a sentry, it repeats the
sentry declaration process described above.

• Energy Balancing and Efficiency: We set the back-
off delay of a mote inversely proportional to its residual
energy. Thus, a mote with higher residual energy has a
greater likelihood of being selected as a sentry, thereby
balancing the energy dissipation uniformly across the
network. The backoff delay of a mote is also inversely
proportional to the number of neighbors that are not
covered by a sentry. Thus, motes in regions where
there is insufficient sensing coverage are favored for be-
ing selected as sentries. The key feature of this sentry
selection algorithm is that it provides an adaptive, self-
configuring technique for choosing the sentries purely
based on local information. However, the lack of global
knowledge may result in a non-optimal number of sen-
tries.

• Sensing Coverage: Surveillance addresses the sens-
ing coverage problem of every physical point in the ter-
rain, instead of communication coverage as in LEACH
[11] and SPAN [3]. Since the sensing range of our
Honeywell magnetometer [13] is much smaller than the
Chipcon radio range, we need to use a smaller trans-
mission power setting to send out SENTRY DECLARE
messages in order to ensure sensing coverage. The
power setting is chosen in such a way that there is
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at least one sentry within each sensing range. Unlike
[22, 21], this unique design enables us to provide sens-
ing coverage without the requirement of localization.
More details can be found in the evaluation Section 7.1.

5.4 Phase IV: Status Report
After the routing backbone is finalized, all the motes use

the backbone to report their status to the base station in
Phase IV. The base station forwards those reports to the dis-
play module, which can then be used to visualize network
topology, residual energy distribution and sentry distribu-
tion and detect any failed motes. Since the sole purpose of
Phase IV is for visualization and debugging, it is optional.

5.5 Phase V-A: Power Management
The selection of sentries sets the stage for the power man-

agement phase. In this phase, the non-sentry motes alter-
nate between sleep and wakeup states. A mote in the sleep
state conserves power by disabling all processing, including
those that are related to communication and sensing. We
have proposed and implemented two different schemes to
control the sleep-wakeup cycle. Now we discuss the pros
and cons of these two schemes to clarify some practical is-
sues

In the first implementation, which we call proactive con-
trol (Figure 4), the sentry mote sends out sleep beacons pe-
riodically. A non-sentry mote stays awake until it receives a
beacon from its sentry mote, signaling the non-sentry mote
to sleep for a certain duration of time. Upon receiving the
sleep beacon, the non-sentry mote makes a transition to
the sleep state and remains in that state for the specified
amount of time. It wakes up when the timer expires and re-
peats the process by waiting for the next sleep beacon. Since
neighboring non-sentry motes are likely to receive the same
sleep beacon, their sleep-wakeup cycle proceeds in a lock-
step fashion. The regular synchronization of the non-sentry
motes with their respective sentries is beneficial in two ways.
First, it allows multiple motes to receive the same beacon,
and obviates the need to send out individual sleep beacons
to put each non-sentry mote to sleep. This reduces the mes-
sage overhead. Second, since motes in a neighborhood are all
awake at the same time, the correlated sleep-wakeup cycle
helps improve the tracking efficiency.

The second implementation to control the sleep-wakeup
cycle is called the reactive control (Figure 4). In this
scheme, the sentries are not required to send out explicit
beacons to put the non-sentry motes to sleep. Instead,
the transition between sleep and wakeup states is timer-
driven. Each non-sentry mote remains awake for awake-

Duration amount of time and then sleeps for sleepDuration
amount of time. A non-sentry mote breaks out of its cycle
and remains awake for a longer duration only when receiving
an awake beacon from a sentry mote.

The reactive scheme is more stealthy compared to the
proactive scheme, because no unnecessary beacons are sent
unless an event occurs. Hence, the reactive approach is more
appropriate for a surveillance application. However, one
practical issue needs to be solved in the reactive scheme;
since the non-sentries do not periodically synchronize their
clocks with the clocks of their sentries, the clocks of the
non-sentry motes may drift in course of time. Consequently,
neighboring non-sentry motes may no longer have a sleep-
wakeup cycle that is strictly in lock-step. As a result, a
sentry no longer knows for certain which of its neighbors
are awake. It has to retransmit the awake beacon multiple
times in order to awaken non-sentries when an event occurs
(Figure 4). We compare the message overhead between the
proactive and reactive schemes in Section 7.3.1.

5.6 Phase V-B: Event Tracking and Reporting
After the sentry backbone has been created and power

management is enabled, the motes are ready for tracking.
Tracking and power management are toggle-states in phase
V. When an event happens, motes wakeup and start track-
ing, when event disappears, motes toggle back to power
management states.

A simple way to track events is by allowing each mote that
has sensed an event to report its location and other relevant
information about the event to the base station. The base
station can then filter out the false alarms and infer the loca-
tion of the event from the genuine reports. The advantage of
this approach is that it allows all of the complex processing
of the sensor readings to be deferred to the more powerful
base station. However, the main drawback is that, if the
motes are densely deployed, multiple motes may sense the
event at the same time and send their individual reports to
the base station. This results in higher traffic and wasteful
expenditure of energy which can be reduced by aggregating
multiple reports about the same event and sending a digest,
instead of the individual reports to the base station. Previ-
ous in-network aggregation techniques fuse the data at the
source through cluster headers [11] and/or along the route
back to the sink [1][9][15][17]. In addition, Zhao [6] propose
a optimal sensor selection approach to aggregate the fidelity
of detections while eliminating redundant communication.

The system we have designed also performs in-network
aggregation by organizing the motes into groups. How-
ever, distinguished from previous schemes, the groups in our
work are more dynamic in the sense that they are formed
in response to an external event and migrate when an event
moves. A group represents an event uniquely and exists only
as long as the event is in the scope of the sensor field. The
design of our group management and tracking component is
described in [2]. We review its key features here for com-
pleteness. It should be noted that the work reported in this
paper is the first real implementation of the aforementioned
design.

Each mote is programmed to detect an event by its sen-
sory signature. This signature is a condition on the output of
a filter that processes the raw sensory measurements (and
removes noise). When the indicated condition is detected
by a set of nearby motes, the group management compo-



nent reacts by creating a group. All motes that detect the
same event join the same group. The main contribution of
the group management component, described in [2], is to
establish a unique one-one mapping between a group and
a physical event as well as to maintain the membership of
the group as the event moves through the environment. It
is assumed that different events are far enough apart that
membership of motes to the corresponding groups can be
decided without ambiguity based on spatial adjacency to
one of the events.

Each group is represented by a leader to the external
world. Group members (who by definition can sense the
tracked event) periodically report to the group leader. The
leader records each report keeping only the most recent one
from each member. Reports that are older than a certain
threshold are purged. We define the confidence level of event
detection as the number of distinct motes that have reported
the event in the last tr units of time. When the confidence
level of detecting an event is at least as high as the threshold
required by the application, called the degree of aggregation
(DOA), the leader sends a digest of the reports to the base
station. The confidence threshold can be tuned to manipu-
late the sensitivity of the system. A low threshold increases
sensitivity at the expense of possible false alarms. A high
threshold could result in missing some smaller targets. The
effect of manipulating the degree of aggregation is explored
experimentally in Section 7.2.2.

This concludes the description of our system design. In
the next section, we discuss the implementation issues on
the TinyOS / MICA2 platform.

6. IMPLEMENTATION
The architecture described in Section 4 was built on top

of TinyOS [12]. TinyOS is an event driven computation
model, written in NesC [7] specifically for the motes plat-
form. TinyOS provides a set of essential components such as
hardware drivers, scheduler and basic communication pro-
tocols. These components provide low level support for ap-
plication modules, which are also written in NesC. NesC
is a C-like language that enables the programmers to de-
fine the function of components and the relations (depen-
dencies) among them. Components from TinyOS and user
applications are processed by the NesC compiler into a run-
ning executable, which runs (in our case) on the MICA2
mote platform. MICA2 is the third generation mote built
for wireless sensor networks [4]. Besides normal computa-
tion and communication capabilities, MICA2 motes have (i)
selectable transmission power settings (255 levels) which en-
able us to dynamically adjust the communication range, (ii)
a snooze function with up to six sleep modes provided by the
ATmega128 Microcontroller, and (iii) a wireless reprogram-
ming capability that eliminates the need for manual code
downloads. The first two functions are utilized extensively
by our protocols. The last facilitates deployment. In par-
ticular, we use a lower communication power setting during
neighbor discovery for diffusion tree creation. This ensures
that when the diffusion tree is created and communication
power is subsequently increased, all found edges along the
tree are quite reliable. In contrast, running diffusion tree
creation at the normal power setting could result in unreli-
able or asymmetric edges between some nodes. This choice
would ultimately reduce performance. The snoozing func-
tion is used to put motes to sleep when in the power saving
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Figure 5: System Architecture

mode.
The implementation of our system on the MICA2 motes

was driven by several requirements that arise from platform
limitations. Namely:

• Energy Efficiency: MICA2 operates on a pair of
batteries that approximately supply 2200 mAh at 3V.
It consumes 20mA if running a magnetic sensing ap-
plication continuously which leads to a lifetime of 5
days.

• Bandwidth Efficiency: The Chipcon radio on MICA2
provides an effective data rate of 12.4kbps, which equals
a maximum packet rate of 43 pkts/sec. Our exper-
iments show that a mote barely reaches 20 pkts/sec
when it is exposed to channel contention.

• Simplicity: Our system requires many essential func-
tions shown in Figure 5 to make target tracking ef-
ficient, while the whole system must fit in 4K data
memory and 128K code memory. This necessitates a
simple, yet effective, design for the MICA2 platform.

• Flexibility: Our prototype system spans 280 feet and
comprises 70 motes. Once deployed, motes can not be
easily collected. Dynamic configuration is desirable for
fast performance tuning and debugging.

6.1 Software Architecture
The architecture of our system, written in NesC, is shown

in Figure 5. The whole system occupies 39,496 bytes of code
memory and 3,725 bytes of data memory. We divide system
components into four major groups; initialization, track-
ing, power management, and general utilities. Initialization
components are responsible for basic infrastructure estab-
lishment. Tracking components support the event tracking
functions. The SentryPM module performs power manage-
ment which puts motes to sleep as described earlier, when
no significant events are detected. We also use some utilities
to facilitate downloading, debugging, tuning and statistical
logging. We provide a backbone module which is in charge
of time-driven transitions between phases. We also use this
module to pass state information among other modules to
reduce the dependency among components.



In implementing the above architecture, several system
challenges were met, primarily due to lack of common oper-
ating system support which TinyOS doesn’t have. Some of
the most important issues were the following:

Concurrency Control: TinyOS provides minimal sup-
port for concurrency control. The latest NesC compiler de-
tects potential data races and give warnings at compile-time,
however, it still requires the programmer to deal with it.
Data race can be avoided by atomic sections or tasks. An
atomic section is implemented through disabling and en-
abling interrupts. This requires the critical section to be
very short. Otherwise, the system will become unrespon-
sive. For example, if the soft timer cannot get updated
by clock interrupts, time drift will happen. A better ap-
proach is to put all operations that access shared data into
a task context. This guarantees sequential access to the
data. However, the current task model doesn’t allow pa-
rameter passing. The solution to this limitation is to put
parameters into shared variables accessible by all tasks and
use atomic sections to protect the read and write operation
on these variables.

Packet Scheduling: For now, the TinyOS communica-
tion module doesn’t provide a buffering mechanism. It is
often the case that multiple components send out packets
concurrently. All but one operation fails due to the mu-
tual exclusion mechanism described above, used in the lower
layer. The current solution we used is to provide application
layer buffering. We reinitiate the transmission with linear
backoff when contention happens.

Aggregation: The TinyOS communication module has
a relatively high overhead. The packet header is 7 bytes
(MAC header+ CRC) and the preamble overhead is 20 bytes
in MICA2. For a default payload size of 29 bytes, the over-
head to send a single packet is 48%! This limitation moti-
vates us to use aggregation techniques. We use piggyback-
ing whenever possible to increase the effective data rate.
For instance, we piggyback system-wide parameters in time
synchronization messages and piggyback sentry declaration
information in neighbor beaconing. A more advanced ag-
gregation technique such as in [9] is desired to efficiently use
bandwidth.

Hardware Limitations: In general, the MICA2 plat-
form is effective in supporting our system. However, in some
cases, we have to modify our design to accommodate the lim-
itations on hardware. First, the MICA2 mote has no circuit
support for remote passsive wakeup. The current snooze
implementation relies on a timer interrupt. This increases
the chance of false negatives when the sleep duration of non-
sentries is relatively long. Second, while the operating fre-
quency of the Chipcon radio is selectable, external hard-
ware attached to the chip can only support one frequency.
This prevents us from designing a better collision avoidance
algorithm to improve radio performance. Third, the cur-
rent timer is supported through software which freezes when
snooze is enabled. Though we can compensate for the lost
time after a mote is awakened, more precise hardware timer
support is desired.

Due to space limitations, here we only give a snapshot of
the issues we encountered during the implementation. In
general, we feel that platform-specific system designs are
necessary to improve the performance.
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7. PERFORMANCE EVALUATION
We now present experimental results that evaluate the

performance of the physical system described in the previ-
ous section. We obtained most of the experimental results
through an actual deployment of MICA2 motes in a grassy
field, using the setup described in Section 3. However, for
some experiments which require a long duration of time, we
can not afford to deploy the system unattended due to se-
curity issues. Instead we conduct this type of experiments
with a smaller number motes in controlled environments.
In addition, simulations are also used to reveal the tradeoff
between different design decisions.

We classify the experiments into three broad categories.
The first set of experiments evaluate the MICA2 radio in
different environments. The second set of experiments eval-
uate the performance of the tracking component. Finally,
we evaluate the sentry service and the power management
features of our system.

7.1 Evaluation of Capability of MICA2 Radio
The communication range of a MICA2 mote depends on

several factors, such as the length of the antenna, the trans-
mission power, the elevation above the ground, and the non-
line-of-sight effects from objects in the surroundings (e.g.,
grass, trees, buildings, people, cars). Although the absolute
values may vary in different environments, we can still draw
some general observations about the MICA2 platform:

• We measure a set of MICA2 communication ranges un-
der different sending power settings with two senders
and one receiver. Results shown in Figure 6, indi-
cate that 1) the communication range nonlinearly in-
creases as the sending power increases. It increases
more slowly when the power setting is large. 2) Asym-
metry in communication range is more than what we
expect, and it might primarily come from the differ-
ences in hardware calibration.

• We measure MICA2 communication ranges under dif-
ferent antenna lengths and different elevations above
the ground. As expected, Table 1 indicates that longer
antennas can significantly increase communication range
in MICA2. Table 2 shows that the high elevation re-
duces floor attenuation, and hence increases RF range.



Table 1: Impact of Antenna Lengths on RF Range

Antenna Power level = 50 Power level= 255
17.3 cm 37 ft 43 ft
34.6 cm 59 ft > 84 ft

Table 2: Impact of Elevations on RF Range

Elevation 0 ft 0.5 ft 1 ft
Mote A 27 ft 30 ft > 84 ft
Mote B 43 ft > 84 ft > 84 ft

7.2 Evaluation of In-Network Aggregation
In our experimental setup, we deployed 70 MICA2 motes

along two sides of a road at a distance of 7-8 ft from each
other. They were deployed densely in order to improve the
data aggregation among motes.

Our goal is to track a car being driven along the stretch
of road and study the impact of system parameters on the
tracking performance. One key parameter is the degree of
aggregation (DOA). This parameter decides the sensitivity
of the surveillance system and is used to trade off between
energy-awareness and surveillance performance. It is defined
in our system as the minimum number of reports about an
event that a leader of a group waits to receive from its group
members, before reporting the event’s location to the base
station. In our implementation, the value of the DOA is
dynamically configurable from the base station. We were
interested in studying the impact of the degree of aggrega-
tion on the following metrics:

• the number of tracking reports (Figure 7),

• the number of false alarms generated (Figure 8), and

• the latency in reporting an event (Figure 9).

7.2.1 Impact of Aggregation on Transmission Over-
head

In our tracking experiments we drove a car at a speed
varying between 5-10 mph. We varied the degree of aggre-
gation from 1 to 6 and repeated the tracking experiment for
each value of DOA ten times. Figure 7 shows how the num-
ber of the tracking reports received by the base station varies
with the DOA. From the figure, we see that when the value
of DOA increases from 1 to 2, the number of tracking re-
ports reduces by almost 50%. As the value of DOA increases
even further, we observe that there is a steady drop in the
number of tracking reports generated. These results verify
the fact that the in-network aggregation, resulting from or-
ganizing the sensor motes into groups, significantly reduces
the message overhead during tracking, and hence leads to
much less energy consumption in data transmission.

7.2.2 Impact of Aggregation on False Alarms
Our next experimental result shows how the degree of in-

network aggregation affects the false alarms generated when
tracking an event. False alarms are normally caused by
events such as burst distortions of readings due to power
state transitions and incorrect readings from faulty sensors.
Since a simulation-based approach normally assumes that
sensors behave according to their specifications, such phe-
nomena are usually not investigated in simulation. We clas-
sify false alarms into false positives and false negatives. A
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Figure 8: Impact of DOA on False Alarms

false positive occurs when a group of motes report the pres-
ence of the moving car in their neighborhood, when in real-
ity, the car is not in their vicinity. A false negative occurs
if the base station does not receive any reports of the car,
although in reality, there is a car moving though the sensor
field. In other words, if the car never appears on the display
as it moves from one end of the sensor field to the other,
we treat it as a false negative. It is important to emphasize
that we do not consider a delayed report as a false negative.

We determined the probability of false alarms for each
value of DOA by counting the number of false positives and
false negatives we observed on the display during a set of
10 tracking rounds. Figure 8 shows how the probability
of false positives and the probability of false negatives are
each affected by the degree of aggregation. From Figure 8
we see that as the value of DOA increases from 1 to 6, the
probability of false positives drops from 0.6 to 0, while the
probability of false negatives increases from 0 to 0.6. These
results can be explained as follows.

When the DOA = 1, the leader of a group reports the
event to the base station, as soon as at least one member of
the group detects the event. In an ideal scenario in which the
sensing is perfect, even a single sensor reading should gener-
ate a high level of confidence. However, in practice, the sen-
sor boards are sometimes inaccurate. This could result in an
event being reported when it is not actually present. Hence,
a single sensor reading may not be very reliable. One way
to improve the reliability of event detection is to increase
the redundancy, by either waiting for multiple reports from
the same sensor mote (temporal redundancy), or by waiting
for reports from multiple neighboring sensor motes (spatial
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redundancy). We chose to experiment with the latter option
because we assumed that the faults in the sensor boards are
independently distributed. Therefore, the probability that
multiple neighboring sensor motes are simultaneously in er-
ror is lower than the probability that a single sensor mote
is in error. From Figure 8, we see that our assumption is
validated. The figure shows that if the leader waits until at
least 3 different sensor motes have detected the event, before
reporting the event to the base station, the number of false
positives drops to 0. However, if the sensing range and the
density of deployment is not sufficiently high, it is harder to
achieve a higher degree of aggregation. This results either
in more false negatives, as shown in Figure 8, or in higher
reporting latency as shown in the next section.

7.2.3 Impact of Aggregation on Tracking Latency
Figure 9 shows how the reporting latency increases with

the degree of aggregation for a car moving at 5 mph through
a sensor field where the motes are deployed 7-8 ft apart. We
define the reporting latency as the time elapsed from the
instant at which the car enters the sensor field until the in-
stant at which the base station receives the first genuine
report about the location of the car. In addition to the den-
sity, the increase in the latency and false negatives depends
on the sleep cycle of the sensor motes and the speed of the
moving vehicle. To our surprise, we found that we were
able to reduce the latency and false negatives for higher de-
gree of aggregation (DOA ≥ 4), by increasing the speed of
the vehicle from about 5 mph to about 10 mph (Figure 9).
However, increasing the speed beyond that value resulted
in more false negatives. The reason is that when motes
are some distance apart, a higher speed allows the vehicle
to be in the sensing range of more motes during a period
of time tr. Hence, the vehicle can be detected even at a
higher degree of aggregation. However, the sensors have a
non-negligible reaction time, which further increases if the
motes are sleeping. Hence, if the speed is increased beyond
a certain threshold, the vehicle may move past the sensing
range of the motes before they have a chance to react. That
could result in more false negatives.

We must emphasize that the performance numbers we
have presented above exhibit some degree of variance across
different experimental runs and in different environments.
Therefore, instead of using the above experimental results
to deduce absolute performance numbers, we use them to

draw some general conclusions about choosing the degree
of in-network aggregation. First, a higher DOA certainly
helps reduce the message overhead and the number of false
positives. However, if the density with which the motes are
deployed is not sufficiently high, a higher degree of aggre-
gation may adversely affect the tracking performance. This
effect is more pronounced in the case of slow-moving events.
Even if the motes are densely packed and the events are fast-
moving, it is harder to achieve a high degree of aggregation,
if the motes sleep for a long duration and their sleep-wakeup
cycles are not in lock-step. Thus, we see that the degree of
aggregation represents a tradeoff between different parame-
ters. The recommendation we follow based on our results is
to choose a value of DOA that is large enough to maintain
the probability of false negatives within a certain threshold.
Our experiments show that a value of 2 or 3 for the degree of
in-network aggregation is reasonable for MICA2 platform. If
this value is not large enough to maintain the false positives
within the desired threshold, then we recommend using a
second tier of false alarm processing at the base station.

The above discussion motivates us to develop an analyt-
ical model in the future that captures the tradeoff between
the key parameters, such as the degree of aggregation, den-
sity of node deployment, sleep duration, and the maximum
probability of false alarms that a user can tolerate. Such
a model can then be used to choose the appropriate degree
of aggregation, when the values of the other parameters are
known. Such a model is also valuable in estimating the prob-
ability of false alarms that a user can expect for a specific
design and configuration.

7.3 Evaluation of Sentry Service
In this section, we analyze the key features of the sen-

try service component. We first analyze the stealthiness of
the power management scheme, and then assess the exten-
sion in lifetime achieved for different sentry distributions
and for different periods of the sleep-wakeup cycle of the
non-sentries.

7.3.1 Stealthiness of Power Management Component
In Section 5.5, we compared and contrasted the proactive

and reactive schemes for controlling the sleep-wakeup cycle
of the non-sentry motes when power management is enabled.
The proactive scheme provides better responsiveness when
an event occurs, at the cost of transmitting more messages
in the absence of an event. In contrast, the reactive scheme
provides better stealthiness during the idle periods, at the
cost of retransmitting multiple messages in order to awaken
the non-sentries when an event occurs. A sentry chooses
the interval between successive retransmissions in such a
way that the beacon transmission coincides with the wakeup
period of the neighboring non-sentry motes. We use the
following equation to control the number of retransmissions
of the awake beacon (nr).

nr =
sleepDuration + awakeDuration

awakeDuration + 1
(1)

A larger value of awakeDuration results in fewer retransmis-
sions of the awake beacon when a sentry detects an event.
However, if the motes are awake longer, more energy is con-
sumed and therefore, the lifetime of the sensor network re-
duces.

Higher message overhead also translates to higher energy
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Figure 10: Power Management Message Overhead

consumption. In order to compare the message overhead be-
tween the reactive and proactive schemes, we implemented
both the schemes and conducted experiments using the Nido
simulator[19], a simulator that actually runs our system and
TinyOS code. We simulated a simple scenario in which
a tank moved across a sensor field in which 10 motes ca-
pable of magnetic sensing were deployed. The duration of
each simulation run was 600 seconds. The awakeDuration
of the motes was fixed at 2 seconds for each run. Figure 10
compares the number of messages sent out by the proactive
and reactive schemes during the tracking phase when power
management is enabled.

Figure 10 shows that the number of power management
messages in the reactive scheme increases from 2 to 11 as the
sleep duration increases from 2 seconds to 20 seconds. This
is justified by Equation 1, which indicates that a longer sleep
duration requires more retransmissions of the awake beacon,
in order to ensure that one of the beacons is received by the
non-sentry motes. In contrast, the message overhead in the
case of the proactive scheme reduces as the sleep duration
increases. This is because the periodicity with which a sen-
try sends out the sleep beacon is equal to sleepDuration +
awakeDuration. As the sleep duration increases, the sleep
beacons are sent out less frequently, thereby reducing the
message overhead.

The results in Figure 10 also show that the message over-
head due to power management is significantly lower in the
reactive scheme compared to its proactive counterpart. This
suggests that the reactive scheme is more stealthy compared
to the proactive scheme. While this is true for the 2 second
awake period we have chosen, it may not be true for smaller
values of awakeDuration. In our experiment, we chose a rela-
tively high value of 2 seconds for awakeDuration, in order to
compensate for the high rate of drift in the software timers
in the current TinyOS implementation. If the timer drift
is smaller in future implementations of TinyOS, we would
choose a smaller awake duration for the motes, so that the
overall energy consumption of the network can be reduced.
However, a smaller value of awakeDuration would increase
the message overhead for the reactive scheme. We have cur-
rently adopted the reactive scheme for our surveillance ap-
plication, because it provides better stealthiness for the du-
ration of the sleep-wakeup cycle we have chosen. However,
an investigation into a hybrid scheme that combines the ad-
vantages of both the proactive and reactive schemes would
be worthwhile to pursue as future work. In addition, the
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hardware solution mentioned in [8] might also be an alter-
native strategy for aggressive energy conservation.

7.3.2 Power Savings
One of the main goals of the sentry service module is the

extension of the lifetime of the sensor network. The sentry
service extends the lifetime by conserving the energy con-
sumption of the motes when the network is idle. Non-sentry
motes alternate between sleep and wakeup states, and in
Section 7.3.1, we justified our choice of a timer-driven, re-
active approach to control the sleep-wakeup cycle. When a
mote is in the sleep state, its radio is turned off, all of its I/O
ports are configured appropriately to minimize the current
consumption, the ADC module is turned off to disable any
sampling, and the controller is placed in a power-save state.
When the sleep timer expires, the controller is awakened by a
timer interrupt, and all of the modules resume activity. The
extent to which our power management approach increases
the lifetime of a mote depends on the fraction of time the
mote spends in the sleep state. We now use the current con-
sumed in the sleep and wakeup states using the above power
management scheme to predict how the expected lifetime of
a sensor network varies with the fraction of sentries selected.

A MICA2 mote is powered by a pair of AA batteries,
supplying a combined voltage of 3V. Assuming that a pair of
batteries will supply 2200 mAh at 3V [18], we can estimate
the lifetime of a mote, if we know the current consumed
in the sleep and wakeup states and the duty cycle of the
mote. The duty cycle of a mote is the number of hours
per day it remains awake polling for events. Based on our
measurements, we found that a MICA2 mote equipped with
a magnetic sensor board and running our sentry-based power
management software consumes 20 mA in the wakeup state.
The wakeup current includes the current consumed by the
magnetometer to sample at a rate of 10 samples per second.
On the other hand, we measured the sleep current of the
mote to vary between 50 µA to 130 µA, which results in a
99% reduction in the current consumption. We use a sleep
current of 130 µA for the discussion in this section.

From the above data, we can determine the lifetime of a
sensor network that uses our sentry-based power manage-
ment scheme. The lifetime of a sensor network depends on
the fraction of sentries selected and the fraction of time the
non-sentry motes remain awake. Let P (s) denote the prob-
ability that a mote is selected as a sentry, and P (a) denote
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Figure 12: Impact of Sleep Duration on Power Con-
sumption

the probability that a non-sentry mote is awake. The total
current (C) consumed by a mote in the baseline case, when
there are no events in the network, is given by Equation 2.
The lifetime of the motes, L, is the ratio of the battery ca-
pacity to the total current consumed. Assuming a battery
capacity of 2200 mAh, the lifetime of the motes in hours is
simply 2200/C.

C = P (s) ∗ 20 + (1 − P (s)) ∗ (P (a) ∗ 20 + (1 − P (a)) ∗ 0.13) (2)

Figure 11 uses the above equation to predict the expected
lifetime of the motes for different percentages of their duty
cycle. The actual values of P (s) and P (a) are measured from
the our prototype system. A mote that is always asleep is
expected to survive for 2 years, whereas a mote that is al-
ways awake (i.e. always remains a sentry), can survive only
up to 5 days. The exponential curves show that the lifetime
greatly improves when the duty cycle is low. For example,
when the probability that a mote is selected as a sentry is
0.5, and its duty cycle is reduced from 24 hours per day to
one hour per day, its lifetime extends by nearly 100%. The
graphs also show that the lifetime improves significantly as
the number of sentries is reduced. For example, when the
probability that a mote is selected as a sentry is reduced to
0.05, and its duty cycle is reduced to 4%, its lifetime ex-
tends by nearly 900%. The probability of selecting a mote
as a sentry involves a tradeoff between the sensing cover-
age that can be achieved and the required network lifetime.
A higher probability results in more sentries and provides
better sensing coverage. However, it also reduces the life-
time of the network, as Figure 11 shows. In order to reduce
the number of sentries without adversely affecting the sens-
ing coverage, we can either choose magnetometers with a
higher sensing range or increase the density with which the
motes are deployed. For example, in our experiments we
found that when the motes were placed at a distance of 8 ft
from each other, the probability that a mote was selected as
a sentry was nearly about 40%. However, in a more dense
deployment in which the motes were placed within a few
inches from each other, the probability of selecting a mote
as a sentry dropped to about 20%. The reason is that a
dense deployment results in a larger number of neighbors
for each mote. Therefore, a single sentry is able to cover
more neighbors, and that gives fewer motes a chance to elect
themselves as a sentry.

In addition to predicting the lifetime of the network using
a simple model, we also conducted experiments to compare

the rate at which energy is dissipated for differe nt duty cy-
cles in an actual deployment. In each of our experiments we
deployed 6 motes, all equipped with magnetic sensor boards,
inside an office building. Sentry rotation occurred once ev-
ery 4 hours. Since there is no direct way to measure the
energy consumed by the motes, we used the voltage drop
across the batteries supplying power to the motes as an in-
direct way to measure the energy dissipation. We measured
the voltage for each mote at regular intervals over a period
of 100 hours and found that the voltage drop was reasonably
uniform across the motes. Figure 12 shows the voltage drop
during the observation period for one of the 6 motes for dif-
ferent values of duty cycles. From the figure, we see that
the battery voltage for a mote does not drop uniformly with
time. One of the reasons for the non-uniform energy dissipa-
tion is the periodic rotation of the sentry responsibility. The
voltage drop of a mote is higher during an interval in which
it is serving as a sentry than when it is serving as a non-
sentry because the periodic sampling operation performed
by a sentry consumes significant energy. The results also
confirm that a higher duty cycle results in a higher energy
dissipation. We see that when the mote is always awake, it
loses most of its capacity within 100 hours (about 4 days).
This reasonably matches with the results in Figure 11, which
predicted that a mote operating 100% of the time will last
only 5 days.

The experimental results we obtained are promising in
that they show that the sentry-based power management
algorithm is adaptive and that it is successful in extending
the lifetime of the sensor network. While our current sentry
selection algorithm does not choose the minimal number of
sentries, by knowing the lifetime of the mission in advance,
we can choose the density of deployment and the duty cycle
in such a way that the lifetime requirement can be met.

8. LESSONS LEARNED
The work described in this paper is our experience in

building a complete system for using wireless sensor net-
works for a practical application, and evaluating it through
an actual deployment of motes. This practical experience
has been valuable, because it has taught us that some of the
simplified assumptions made about the hardware platform
and operating system in much current research do not hold
well in practice. The lessons we learned have greatly im-
pacted some of the design choices we had to make in building
our system.

1. Application-specific Reliability : We found that
the packet loss in the MICA2 platform can be as large
as 20%. A well-known approach to counter message
loss is to retransmit the message multiple times, in
order to improve the probability of delivery. Such re-
transmissions can be initiated either in the lower layers
of the protocol stack or at the application layer. Since
retransmitting a message consumes significant energy,
it is important that the messages are retransmitted se-
lectively, based on application-specific knowledge. For
instance, applications that transmit ephemeral sensor
readings, such as the instantaneous temperature, may
not require reliability. Lower layers, such as the MAC
layer, often lack domain-specific knowledge. So im-
plementing reliability guarantees in the lower layers
makes it harder to provide application-specific relia-



bility. Hence, for a system that strives to achieve en-
ergy efficiency, providing reliability guarantees at the
application layer is a better option.

2. False Alarm Reduction: We found that our sensors
generated false alarms at a non-negligible rate. This
introduces unnecessary energy consumption and inap-
propriate actions. False alarms we experienced can be
categorized into two major types: Transient and per-
sistent false alarms. A simple exponential weighted
moving average (EWMA) on the mote is sufficient
to deal with transient false alarms such as the burst
distortion of sensing readings. However, if the false
alarms are persistent due to errors in the sensor de-
vice, more advance techniques are desired. In our sys-
tem, we successfully eliminated individual persistent
false alarms by utilizing in-network aggregation with
a relatively high DOA value. In the worst case, when
multiple persistent false alarms are generated simul-
taneously, we are able to filter out such false alarms
by analyzing spatial-temporal correlations among the
consecutive reports at the base station.

3. Race Conditions Reduction: Race conditions are
another example of a phenomenon that is often ig-
nored in simulation-based approaches, but must be ad-
dressed when building the running system. For exam-
ple, contention occurs not only when different motes
try to transmit simultaneously, but also when differ-
ent software components on the same mote initiate
transmissions simultaneously through split-phase op-
erations. Due to the limited support from TinyOS, the
latter can lead to race conditions. Race conditions can
be avoided, if the OS can support synchronized pro-
cessing, based on semaphores, in order to coordinate
the shared resources among the contending modules.
While TinyOS supports concurrency control through
atomic sections and tasks, it is more flexible and effi-
cient to use application level synchronization such as
packet scheduling mentioned in Section 6.1 to coordi-
nate the operations.

4. Asymmetry Reduction: Another issue we had to
address was to account for the effect of asymmetric
channels which is largely ignored in simulation ap-
proaches. Communication in low power devices, such
as the motes, is asymmetric [24] due to differences in
hardware, signal attenuation, and residual battery ca-
pacity. In practice, we were able to reduce the effect of
asymmetric channels by restricting a mote to commu-
nicate with only those neighbors that are well within
its communication range. This can be achieved by re-
ducing transmission power during the network estab-
lishment as we mentioned in Section 5.1.2. Moreover,
it also can be achieved by bounding relay distance , if
the localization is available.

5. Software Calibration: In a simulation-based ap-
proach, it is common for sensor devices of the same
type to generate the same readings under identical con-
ditions. However, in practice, the same type of sensors
are capable of generating quite different sensor read-
ings under identical conditions. Such a phenomenon
may occur because of differences in the way the devices
are manufactured, and it is often hard to accurately

capture those differences in a simulator. We found
that the impact of such heterogeneity is significant in
the MICA2 platform, such as shown in Figure 6. The
variance in the sensor readings can be accounted for
at the very outset through software calibration of the
sensors.

6. Other Lessons: The drift in the software timers in
TinyOS presents another practical issue, especially when
motes transit into sleep state. In order to compensate
for the drift in the soft timers, we need to increase
the duration for which a mote remains awake, and de-
sign appropriate strategies to control the sleep-wakeup
cycle, as described in Section 7.3.1. Another prac-
tical challenge we faced was the lack of appropriate
tools for debugging a network of motes. We utilize
the dynamic configuration method mentioned in 5.1.3
and overhearing tools to facilitate our work. However,
more sophisticated debugging and configuration tools
will greatly ease the burden on the programmer in the
future. We acknowledge that our design choices some-
times are restricted by limited hardware and operation
system support. It is desirable to have new features
such as interruptible snoozing, sub-controllers for I/O,
a more reliable RF module and process management,
so that we can improve our design and implementation
in the future.

9. CONCLUSIONS
Research in wireless sensor networks has been very active.

Most of the published work studies an individual protocol
and performs evaluations via simulations. In contrast, in
this work we implement an entire integrated suite of proto-
cols and application modules and evaluate the performance
on a system composed of 70 MICA2 motes in a realistic out-
door setting. Empirical results identify the capability of the
MICA2 radio, the value of in-network aggregation with re-
spect to transmission overhead, false alarm processing and
application layer tracking latency, and the value of power
management. Design decisions and how those decisions were
influenced by the empirical data were described. Key lessons
learned were also itemized. From our experience in build-
ing and analyzing this system it is clear that key realistic
hardware, software and environmental issues must not be
ignored in developing usable solutions. This includes real-
ism of sensor performance, asymmetries in communication,
false alarms, and race conditions.

10. FUTURE WORK
System design and engineering is one of the keys to bring

sensor network paradigm into reality. The system described
in this paper is still an ongoing prototype. Many outstand-
ing design issues are yet to be resolved. We are currently in-
vestigating 1) target classification under constraint resources
through collaborative data fusion, 2) the possibility to de-
sign a more aggressive power management strategy with
passive wake-up capabilities [8], 3) approaches to build ex-
tremely robust routing infrastructure, which can survive un-
der hostile environments, 4) a practical localization scheme
and 5) a scalable architecture up to thousands of nodes while
maintaining operational performance requirement.
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ABSTRACT 
In this paper, we investigate the impact of radio irregularity on the 
communication performance in wireless sensor networks. Radio 
irregularity is a common phenomenon which arises from multiple 
factors, such as variance in RF sending power and different path 
losses depending on the direction of propagation. From our 
experiments, we discover that the variance in received signal 
strength is largely random; however, it exhibits a continuous 
change with incremental changes in direction. With empirical data 
obtained from the MICA2 platform, we establish a radio model 
for simulation, called the Radio Irregularity Model (RIM). This 
model is the first to bridge the discrepancy between spherical 
radio models used by simulators and the physical reality of radio 
signals. With this model, we are able to analyze the impact of 
radio irregularity on some of the well-known MAC and routing 
protocols. Our results show that radio irregularity has a significant 
impact on routing protocols, but a relatively small impact on 
MAC protocols. Finally, we propose six solutions to deal with 
radio irregularity. We evaluate two of them in detail. The results 
obtained from both the simulation and a running testbed 
demonstrate that our solutions greatly improve communication 
performance in the presence of radio irregularity. 

Categories and Subject Descriptors 
C.2.1 [Computer Communication Network]: Network 
Architecture and Design; I.6 [Computing Methodologies]: 
Simulation and Modeling 

General Terms 
Design, algorithms, measurement, performance, experimentation 

Keywords 
Sensor networks, wireless communication, radio irregularity, 
sending power, path loss, link asymmetry, packet loss 

1. INTRODUCTION 
Radio irregularity is a common and non-negligible phenomenon 
in wireless sensor networks. It results in irregularity in radio range 
and variations in packet loss in different directions, and is 
considered as an essential reason for asymmetric links as viewed 
by upper layers in the protocol stack. Several empirical studies 
[4][9][23][28] on the Berkeley mote platform have shown that the 
radio range varies significantly in different directions and the 
percentage of asymmetric links in a system varies depending on  
the average distance between nodes. 
The impact of radio irregularity on protocol performance can be 
investigated through a running system. However, few researchers 
have actually pursued this direction, because of two reasons: First, 
the complexity and cost of performance evaluations on a running 
system escalate, when sensor networks scale up to thousands or 
more nodes. Second, repeatable results of radio performance are 
extremely hard to obtain from uncontrolled environments, hence 
leading to difficulties in system tuning and performance 
evaluation. As a result, simulation techniques are used as an 
efficient alterative to evaluate protocol performance. 
Unfortunately, most existing simulations don’t take radio 
irregularity, a common phenomenon in wireless communication, 
into account. The spherical radio patterns assumed by simulators 
such as [27] may not approximate real radio properties well 
enough and hence may lead to an inaccurate estimation of 
application performance.  
Several researchers [4][9][23][28] have already shown extensive 
evidence of radio irregularity in wireless communication. Their 
main focus is to observe and quantify such phenomena. This 
paper is distinguished from the previous ones for the initiative in 
bridging the gap between spherical radio models used by 
simulators and the physical reality of radio signals. We first verify 
the presence of radio irregularity using empirical data obtained 
from the MICA2 platform. The results demonstrate that the radio 
pattern is largely random; however, it exhibits a continuous 
change with incremental changes in direction. Based on 
experimental data, a radio model for simulations, called the Radio 
Irregularity Model (RIM), is formulated. RIM takes into account 
both the non-isotropic1 properties of the propagation media and 
the heterogeneous properties of devices.          

                                                                 
1 Exhibiting properties with different values when measured along 

axes in different directions. 
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With the help of the RIM model, we explore the impact of radio 
irregularity on MAC and routing performance. Among the 
protocols we evaluate, we find that radio irregularity has a 
significant impact on the routing protocols, but a relatively small 
impact on the MAC protocols. We also find that location-based 
routing protocols, such as Geographic Forwarding (GF) [17] 
perform worse in the presence of radio irregularity than on-
demand protocols, such as AODV [21] and DSR [14]. We 
propose several potential solutions to deal with radio irregularity 
in wireless sensor networks. We evaluate two of them through a 
simulation and a running system, respectively. Our results 
illustrate that our solutions do succeed in alleviating the 
performance penalties due to radio irregularity. 
The rest of this paper is organized as follows:  we briefly analyze 
the causes and impact of radio irregularity in Section 2. In Section 
3, we describe experimental data collected from the MICA2 
platform and make some general conclusions about radio 
irregularity. Based on these conclusions, we propose the RIM 
radio model in Section 4. We then use the RIM model in 
simulations to analyze the impact of radio irregularity on MAC 
and network layer protocols in Section 5 and Section 6, 
respectively. Solutions to deal with radio irregularity are proposed 
and evaluated in Section 7. Finally, we conclude the paper in 
Section 8. 

2. ANALYSIS OF RADIO IRREGULARITY 
In this section, we first identify the causes of radio irregularity, 
and then briefly discuss the impact of irregularity on the different 
protocol layers. 

2.1 Causes of Radio Irregularity 
Radio irregularity is caused by two categories of factors: devices 
and the propagation media. Device properties include the antenna 
type (directional or omni-directional), the sending power, antenna 
gains (at both the transmitter and receiver), receiver sensitivity, 
receiver threshold and the Signal-Noise Ratio (SNR). Media 
properties include the media type, the background noise and some 
other environmental factors, such as the temperature and obstacles 
within the propagation media.  
In general, the radio irregularity is caused by the non-isotropic 
properties of the propagation media and the heterogeneous 
properties of devices.  Among all these factors, we focus on the 
non-isotropic path losses and the differences in signal sending 
power, which are commonly regarded as the key causes of radio 
irregularity.  

• Non-isotropic Path Losses: The variance in the signal path 
loss is one of the major causes of radio irregularity. When a 
signal propagates within a medium, it may be reflected, 
diffracted, and scattered [22]. Reflection occurs when an 
electromagnetic signal encounters an object, such as a 
building, that is larger than the signal’s wavelength. 
Diffraction occurs when the signal encounters an irregular 
surface, such as a stone with sharp edges. Scattering occurs 
when the medium through which the electromagnetic wave 
propagates contains a large number of objects smaller than 
the signal wavelength. The medium is normally different in 
different directions. Consequently, radio propagation 
exhibits non-isotropic patterns in most environments. 

Another significant reason for non-isotropic path loss is 
hardware calibration. A node may not have the same antenna 
gain along all propagation directions, possibly due to 
hardware manufacturing. Hence, the non-isotropic antenna 
gain of each node also contributes to the non-isotropic path 
loss.  

• Heterogeneous Sending Powers:  Sensor devices may 
transmit RF signal at different sending powers, even though 
they are the same kind of devices. This difference may arise 
from some random factors during the manufacture of sensor 
devices. In addition, after the sensor devices are deployed, 
the batteries of different sensor devices deplete at different 
rates, due to different workloads and different environments 
in which they are deployed. Heterogeneous sending powers 
result in variable communication ranges, and cause non-
isotropic connectivity. 

2.2 Impact of Radio Irregularity 
Radio irregularity is a non-negligible phenomenon in wireless 
communication. It’s an essential reason for asymmetric radio 
interference and asymmetric links in upper layers. It can directly 
or indirectly affect many aspects of upper layer performance.   
Asymmetric radio interference between neighboring nodes affects 
the correctness of MAC layer functions. For example, in the 
presence of radio irregularity, a node might not be able to 
successfully reserve the wireless channel through RTS and CTS 
handshaking, because those neighboring nodes of the receiver, 
which cannot hear the CTS control packet, might disrupt the 
receiving node. This impacts the delivery ratios of data frames at 
the MAC layer.  
Radio irregularity can also affect the performance and even 
correctness of networking protocols such as [12] [14] [16] [17] 
[21].  For example, link asymmetry is one of the ways in which 
radio irregularity manifests itself at the higher layer. Link 
asymmetry has an adverse impact on protocols that use path-
reversal techniques to establish an end-to-end connection. 
Actually, the impact of radio irregularity is not only confined to 
the MAC and routing layers, radio irregularity also influences 
other protocols, such as the localization, sensing converge and 
topology control protocols. 
Localization protocols such as DV-Hop [20] and Centroid [2] 
assume a spherical radio range. The study in [10] shows that the 
performance of such protocols degrades when the radio range 
becomes irregular.  The sensing coverage scheme in [26] assumes 
that sensing and communication ranges are spherical. In the 
presence of radio irregularity, they might not be able to guarantee 
full coverage and blind points would occur. The topology-control 
scheme in GAF [25] builds a communication mesh based on the 
assumption of a spherical range. This might lead to the network 
partition in the presence of a non-spherical range. We note that 
some other topology-control protocols, such as ASCENT [3] and 
Span [5] don’t depend on such an assumption, however, 
performance evaluations of those protocols considering radio 
irregularity are desired. 
Due to space limitation, in the rest of paper, we only focus on the 
impact of radio irregularity on MAC and routing performance and 
leave the rest as future work. 



3. RADIO IRREGULARITY IN REALITY 
We conduct several experiments to study the irregularity of the 
radio using MICA2 motes, and in this section we discuss some of 
the experimental results we obtain in an outdoor environment. 
Our results confirm that radio propagation is largely non-isotropic 
and exhibits a continuous variation with incremental changes in 
direction. 

3.1 Experimental Setup 
We use a pair of MICA2 motes for our experiments. One of the 
motes periodically transmits probing beacons and the other mote 
samples its ADC port while receiving these beacons.  The ADC 
reads the signal on the analog pin of the Chipcon transceiver [6] 
and converts it into a 10-bit voltage value. The voltage reading is 
mapped into the received signal strength in dBm according to the 
specification in [6]. All experiments are conducted in an open 
parking lot near a building. 

3.2 Experimental Results 
In this section, we demonstrate the presence of radio irregularity 
using three different metrics: 1) the received signal strength, 2) 
the packet reception ratio and 3) the communication range. 
1) Non-isotropic Signal Strength: In the first experiment, the 
receiver is placed 10 feet away from the sender (both on the 
ground) and the received signal strength is measured in four 
different geographical directions by sampling 100 beacons 
received in each direction. 
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Figure 1:  Signal Strength over Time in Four Directions 

 
 

Figure 1 shows that the received signal strength in each direction 
is relatively stable over time (The small variance comes from the 
fading effect [22]). However, the signal strength received in the 
south is much higher than that received in the east, although 
nodes have the same distance from the sender. We also measure 
the variation of signal strength with the changes in the angular 
direction of the receiver with respect to the sender. Figure 2 
shows the variation of the received signal strength as a function of 
the angular direction with respect to the sender, when the distance 
between the sender and receiver is 10 feet and 20 feet, 
respectively. These results show that the received signal strength 
varies continuously with the direction. In other words, 
incremental changes in direction result in incremental variation in 
the received signal strength.  
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Figure 2: Signal Strength Values in Different Directions 

 
 

2) Non-isotropic Packet Loss Ratio: Figure 3 shows how the 
packet reception ratio varies in different directions. When the 
sender and receiver are placed 10 feet apart, the packet reception 
ratio is nearly 100% in all the directions, because the signal is still 
strong in all the directions. However, when they are placed 20 feet 
apart, there is a 90% packet loss in the east direction. This result 
is consistent with the results shown in Figure 1, which 
demonstrates that the received signal strength measured in the east 
is lower than that in the other three directions.  
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Figure 3: Non-isotropic Packet Reception 

 
3) Non-isotropic Radio Range: Another aspect in which we 
demonstrate the irregularity is to show that the communication 
range of a mote is not uniform in all directions. In the experiment, 
we fix the received signal strength threshold at -55.5 dBm and -59 
dBm, respectively. Then with such thresholds, we measure the 
communication ranges in different directions. Figure 4 shows the 
communication range of a mote as the receiver direction varies 
from degree 0 to degree 359. The range map shown in Figure 4 is 
another confirmation of radio irregularity in a wireless medium.  
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Figure 4: Non-isotropic Range 

 
4) Range Irregularity with Varying Sending Power:  We also 
investigate the received signal strength when the sending power 
varies due to different battery status and different hardware 
calibration. In Figure 5 (a), we use the same sender and receiver, 
placed 10 feet apart. We change the batteries at the sender side 
each time. The result indicates that different battery status at the 
same sender can affect the received signal strength. In Figure 5 
(b), we use the same batteries but in different senders each time. 
The same receiver is used, placed 10 feet apart from the sender. 
The result shows that different senders with the same batteries can 
also affect the received signal strength. 
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(a) One mote with different battery status 

-60
-59.5

-59
-58.5

-58
-57.5

-57
-56.5

-56
-55.5

-55

0 25 50 75

Beacon SeqNo

R
SS

I (
dB

m
)

Mote A Mote B
Mote C Mote D

 
(b) Different motes with the same battery status 

Figure 5:  Radio Irregularity with Sending Powers 

3.3 Summary of Experimental Results 
From the experimental results, we infer that the radio of sensor 
devices has the following main properties: 
1. Non-isotropic: The radio signal from a transmitter has 

different path loss in different directions (Figure 1 and 
Figure 2 ). 

2. Continuous variation: The signal path loss varies 
continuously with incremental changes of the propagation 
direction from a transmitter (Figure 2 and Figure 4). 

3. Heterogeneity:  Differences in hardware calibration and 
battery status lead to different signal sending powers, hence 
different received signal strengths (Figure 5). 

4. MODEL THE RADIO IRREGULARITY 
As we have shown in our experiments as well as in other research 
results [4] [9] [23] [28], radio irregularity is a common 
phenomenon in wireless sensor networks. Therefore, it is essential 
for wireless simulations to capture such effects. This section 
describes our effort to model such a phenomenon in simulation 
environments. 

4.1 Isotropic Radio Models 
In isotropic radio models, the received signal strength is usually 
represented with the following formula: 
Received Signal Strength = Sending Power–Path Loss+Fading (1) 
The Sending Power of a node is determined by the battery status 
and the type of transmitter, amplifier and antenna. Path Loss 
describes the signal’s energy loss as it travels to the receiver.  
Many models are used to estimate the Path Loss, such as the free-
space propagation model, the two-ray model and the Hata model 
[22]. All these models are isotropic, meaning that the signal 
attenuates exactly the same in all directions. However, our 
experience as well as results obtained by others [4] [9] [23] [28] 
all indicate that the isotropic models don’t hold well in practice. 

4.2 Radio Irregularity Model (RIM) 
The RIM model proposed here is an extension to isotropic radio 
models. It enhances isotropic radio models by approximating 
three main properties of radio signals: non-isotropic, continuous 
variation and heterogeneity, as we summarized in section 3.3. 
These properties are normally ignored by previous isotropic radio 
models. 

 
Figure 6: Degree of Irregularity 

 
The RIM model is motivated by a simple DOI (Degree of 
Irregularity) model briefly mentioned in the localization work 
[10]. In the DOI model, the DOI is used to denote the irregularity 
of the radio pattern. It was originally defined as the maximum 
range variation per unit degree change in the direction of radio 
propagation. As seen in Figure 6, when the DOI is set to zero, 



there is no range variation, and the communication range is a 
perfect sphere. However, when we increase the DOI value, the 
communication range becomes more and more irregular. 
The DOI model assumes an upper and lower bound on signal 
propagation (Figure 6). Beyond the upper bound, all nodes are out 
of communication range; and within the lower bound, every node 
is guaranteed to be within the communication range. If the 
distance between a pair of nodes is between these two boundaries, 
three scenarios are possible: 1) symmetric communication, 2) 
asymmetric communication, and 3) no communication. 
The DOI model is a good start to model signal irregularity. 
However, it doesn’t model interference in real devices well. Since 
the DOI model is based on an absolute communication range, it 
assumes that within the inner range, the signal is very strong and 
can always be received correctly, while beyond the outer range 
there is no signal at all. This binary pattern is not true in reality. 
For example, in Figure 7 (a), the DOI model assumes that there is 
no interference between nodes B and C. 
However in reality, there are no such clear boundaries and the 
communications of nodes do interfere with each other. Different 
from the DOI model, the RIM model proposed here takes the 
radio sending energy, the energy loss, the background noise, and 
the interference among different communication signals into 
account. 
The difference can be further explained with an example. In 
Figure 7 (b), the RIM model allows node B’s signal to propagate 
beyond its communication range to reach node C, even though it 
is not strong enough for node C to receive it as a valid packet. 
This weak signal from node B acts as one source of background 
noise around node C. In this case, node C may not be able to 
receive packets from node A, if the received signal is not stronger 
than the product of the Signal-Noise Ratio (SNR) value and 
background noise level of node C.  

 
(a) No interference in the DOI model 

 
(b) Interference in the RAM energy model 
Figure 7: Communication Interference 

The DOI model only models an absolute range based on the 
distance and determines whether one node can hear another node 
only by comparing the distances between these two nodes with the 
sender’s communication range. With such a binary decision, it 
can’t deal with interference as we mentioned earlier. 
To enhance the isotropic radio model and the DOI radio model, 
we propose the RIM model that combines the energy models and 
the DOI factor together. We redefine DOI in the RIM model as 
the maximum received signal strength percentage variation per 
unit degree change in the direction of radio propagation. We 
note that RIM is a general radio model which can default to the 
isotropic model when the DOI value is zero. Also, it can default to 
the DOI model when there is no interference among nodes. 
We note that our RIM model is established based on data from 
real sensor devices. It is a hybrid approach, which introduces real 
data (DOI value) into simulations, so that the radio irregularity 
pattern in reality can be approximated well. DOI values can be 
calculated according to its definition. We repeat the experiments 
shown in Figure 2 six times and the results are in Figure 8. It 
shows that the variances of the received signal strength with 
incremental changes in direction are small, which validates our 
conclusion about continuous variation. 
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Figure 8: DOI Values from MICA2 Experiments 

 

4.2.1 Non-isotropic Properties in RIM Model 
Many models are used to estimate path loss, such as the free-space 
propagation model, the two-ray model and the Hata model [22]. 
These models are isotropic in the sense that the path losses in 
different directions are the same. To reflect the two main 
properties of radio irregularity, namely non-isotropic and 
continuous variation, we adjust the value of path loss models in 
Equation 1 based on DOI values, resulting in the following 
formula: 
Received Signal Strength = Sending Power – DOI Adjusted Path 
Loss + Fading                                          (2) 
DOI Adjusted Path Loss = Path Loss × Ki       (3) 
Here Ki is a coefficient to represent the difference in path loss in 
different directions. Specifically, Ki is the ith degree coefficient, 
which is calculated in the following way: 
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We can generate 360 Ki values for the 360 different directions, 
based on Equation 4, by randomly fixing a direction as the 



starting direction represented by i=0. For the direction which 
doesn’t have an integer value of angle from the start direction, we 
interpolate the Ki value based on the values of the two adjacent 
directions which have integer angles from the starting direction.  
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       (5) 
The statistical analysis of our experimental data indicates that the 
variance of received signal strength in different directions fits the 
Weibull [7] distribution. The Weibull distribution can be used to 
model natural phenomena such as variation of wind speed, 
scattering of radiation, etc. The Rayleigh distribution, which is 
commonly used for modeling multi-path fading in wireless 
communication, is a special case of the Weibull distribution. 
Analysis details are provided in Appendix A.  In Equation 4, we 
generate a random number according to the Weibull distribution. 

4.2.2 Heterogeneity Property in RIM Model 
Due to the difference in hardware calibration and battery status, 
received signal strength can be different from two sending nodes 
of the same type in the same experimental setting. In RIM, we use 
the variance of signal sending power to account for such a 
difference. We introduce a second parameter named VSP 
(Variance of Sending Power), which is defined as the maximum 
percentage variance of the signal sending power among different 
devices. The new signal sending power is modeled by the 
following equation: 
VSP Adjusted Sending Power = Sending Power × (1 + Rand × 
VSP)           (6)  
In Equation 6, we assume that the variance of sending power 
follows a Normal distribution, which is broadly used to measure 
the variance caused by the hardware. 
With the two parameters: DOI and VSP, the RIM model can be 
formulated as follows: 
Received Signal Strength = VSP Adjusted Sending Power – DOI 
Adjusted Path Loss + Fading                                                    (7) 
With the help of the RIM model, we explore the impact of radio 
irregularity on MAC and routing protocols in the next two 
sections, respectively. 

5. IMPACT ON MAC LAYER 
In this section, we first analyze how operations in the MAC layer 
are affected by radio irregularity. We then quantify the degree of 
MAC performance degradation in the presence of radio 
irregularity. 

5.1 Logical Analysis of the Impact 
Most contention-based MAC protocols are based on carrier 
sensing or handshaking techniques. In this section, we analyze the 
impact of radio irregularity from the technical point of view. 

• Impact on Carrier Sensing: Radio irregularity increases the 
chance for MAC protocols that use the carrier sensing 
technique to get involved in the hidden terminal problem.  
For example, in Figure 9 (a), while node B is transmitting 
packets to node C, due to the irregularity, node A cannot 
detect the signal from node B, so node A senses a clear 
channel and starts to transmit packets. As a result, a collision 
happens at receiver C. This scenario doesn’t occur in 

isotropic radio situations, where node A detects node B’s 
signal and refrains from transmitting the packets.  Typical 
protocols using the carrier sensing technique are CSMA [18], 
MACA [15], MACAW [1] and 802.11 DCF [8].  

• Impact on handshaking: The handshaking technique is 
specially designed to resolve hidden and exposed terminal 
problems. However, they cannot resolve the hidden and 
exposed terminal problems due to asymmetry, which can be 
produced by radio irregularity. This can be demonstrated in 
an example (Figure 9 (b)). We assume that node A sends a 
RTS message to node B, and then node B responds with a 
CTS message to node A. Any node overhearing the CTS 
message is supposed to wait long enough for node A to send 
out the data packet. If node C can’t hear the CTS message 
from node B while node B can hear node C, there will be a 
collision if node C sends data.  Similar examples can be 
found for the exposed terminal case.   

  
 (a) Carrier Sensing        (b) Handshaking 

Figure 9: Impact on MAC Protocols 
 

5.2 Quantitative Analysis of the Impact 
We implemented the RIM model in the radio layer of GloMoSim 
[27], a scalable discrete-event simulator developed by UCLA. We 
first describe our simulation configuration, and then evaluate the 
performance impact under different DOI and different VSP 
values, respectively. 

5.2.1 Simulation Configuration 
 

Table 1: Simulation Configuration 

TERRAIN (150m,150m) 

Node Number 100 

Node Placement Uniform 

Payload Size 32 Bytes 

Routing Protocol AODV, DSR, GF 

MAC Protocol CSMA, 802.11 (DCF) 

Radio Model RIM 

Radio Bandwidth 200Kb/s 

 
In the experiments, we use six CBR streams as the workload and 
set the CBR rate at a low rate, in order to isolate the effect of 
congestion and radio irregularity. We choose two typical MAC 
protocols: CSMA and 802.11 DCF. Two metrics are used: 1) the 
loss ratio (number of frames lost / number of frames sent) and 2) 
the average single hop delay of received packets. We vary the 



DOI and VSP values2 separately in order to isolate and identify 
the impact individually. Each result shown in the graphs is an 
average of 140 runs. The 95% confidence intervals are within 
0~25% of the mean. 
In order to make our evaluation close to existing hardware 
proposed for use in wireless sensor network environments [24], 
we use the simulation configuration shown in Table 1. In all 
experiments, we investigate the range of DOI values according to 
the experimental data obtained from MICA2 motes as shown in 
Figure 8. 

5.2.2 MAC Performance with Different DOI 
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(a)Loss Ratio vs. DOI 
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(b)Average Single Hop Delay vs. DOI 

Figure 10: MAC Performances with Different DOI Values 
 
In the initial setup, we use Geographic Forwarding (GF) for the 
routing layer and compare the MAC performance between 802.11 
and CSMA.  We found that the MAC loss ratio increases rapidly 
with the increase in DOI values (Figure 10 (a)). However, 802.11 
and CSMA yield roughly the same results. We realize that MAC 
performance can be strongly affected by routing, because an 
incorrect routing decision might lead to the failure at MAC layer. 
For instance, the routing layer designates that the MAC layer send 
a packet to a node that is out of reach. So we repeat the 
experiments with the AODV protocol as the routing layer. We 
find that MAC loss ratio increases slightly with the increase of 
DOI. Such a discrepancy is a strong indication that the radio 
irregularity has a much larger impact on routing protocols than 
MAC protocols. We explain this in more detail in Section 6.  
                                                                 
2 Spherical radio model is configured by setting DOI to zero. 

From Figure 10 (b), we can see that with the increase of DOI 
values, the average single hop delay remains almost the same. The 
reason is that increasing the DOI value only increases the 
communication asymmetry, but not the congestion. This is also a 
confirmation that packet loss in Figure 10 (a) is not due to 
congestion. 

5.2.3 MAC Performance with Different VSP 
In this experiment, we set the DOI value to zero, which means 
that the radio range is isotropic. However, different VSP values 
make radio ranges different among nodes. 
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(a) Loss Ratio vs. VSP 
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(b) Average Single Hop Delay vs. VSP 

Figure 11: MAC Performances with Different VSP Values 
 
The results shown in Figure 11 are similar to the results shown in 
Figure 10, which we obtain by varying the DOI values. The 
average single hop delay remains almost the same, because the 
different sending power only increases the degree of 
communication asymmetry, but does not increase the congestion.  
The loss ratio increases with the increase of VSP values because 
the irregularity results in more asymmetric links. The loss ratio 
when AODV is used is much lower than when GF is used because 
asymmetric links have a larger impact on GF than on AODV. This 
result indicates that varying the VSP values has a much larger 
impact on routing protocols than on MAC protocols, which is 
similar to the behavior we observed by varying the DOI values.  

6.  IMPACT ON ROUTING LAYER 
In this section, we analyze and quantify the impact of radio 
irregularity on routing protocols. We first discuss three techniques 
that are widely used in most routing protocols: path-reversal, 



multi-round discovery, and neighbor discovery. Our analysis 
shows that both path-reversal and neighbor-discovery are greatly 
influenced by radio irregularity. However, the multi-round 
discovery technique is able to deal with radio irregularity, but 
with relatively high overhead. Our simulation results also show 
that radio irregularity has a great impact on Geographic 
Forwarding (GF), but a small impact on AODV and DSR. 

6.1 Logical Analysis of the Impact 
We analyze the influence of radio irregularity on path-reversal, 
multi-round discovery, and neighbor-discovery techniques in this 
section. 

6.1.1 Impact on Path-Reversal Technique 
Protocols that use path-reversal technique are built based on the 
assumption that if there is a path from node A to node B, there is 
also a reverse path from node B to node A. The path may consist 
of a single link or multiple links. Most on-demand routing 
protocols used in ad hoc networks such as AODV [21], DSR [14], 
Direct Diffusion [13] and LAR [19] depend on this technique. 
 

 
Figure 12: Impact on Path-Reversal Technique 

 
 
Radio irregularity may result in asymmetric links and hence, it 
may have an adverse impact on protocols that use path-reversal 
techniques. For example, in Figure 12, node B can hear node A, 
but node A cannot hear node B. So even though there is a path 
from source S to destination D, we cannot assume that the reverse 
path from D to S exists. So during route discovery, if source S 
broadcasts a route request (RREQ) to discover the path to 
destination D, it may not be possible to deliver the reply (RREP) 
message to source S along the reverse path, even though node D 
replies to the request. In such a case, the route discovery fails. 
The above analysis leads one to believe that it would be 
inappropriate to use any routing protocol that uses path-reversal in 
route discovery, such as AODV, DSR, DD and LAR, in an 
asymmetric environment, because they would have a very high 
loss ratio.  However, the simulation results we present later show 
that AODV and DSR work reasonably well despite the 
asymmetric nature of communication. The reason is that in 
addition to path-reversal technique, these routing protocols also 
use the multi-round discovery, which is capable of dealing with 
asymmetry, but with a high overhead. 

6.1.2 Multi-Round Discovery Technique 
In AODV and DSR, the RREQ is broadcast towards the 
destination D. So node D receives RREQ messages from multiple 
paths, as shown in Figure 13. It chooses one of the many available 
paths to send the RREP message back to source S, according to 
some runtime configurable parameter, such as the RREQ arrival 

time, path load, or end-to-end delay of the path. If the reverse path 
doesn’t exist, the RREP fails to arrive at sender S and the route 
discovery is repeated due to timeout. In the next attempt, thanks to 
the random nature of flooding, node D might receive a RREQ 
message from another path, which happens to be a symmetric 
connection.  
The chance to establish a symmetric connection increases after 
retries. If there is no limitation on the number of retries, a 
symmetric path will sooner or later be discovered on the condition 
that such a path exists. We note that the rediscover technique 
provides a viable way to work around the effects of asymmetry, 
but with significant overhead. 
 

  
Figure 13: Route Discovery Using Rediscovery Technique 

 
 

6.1.3 Impact on Neighbor Discovery Technique 
Many location-based routing protocols [12] [16] [17] use the 
neighbor discovery technique in order to maintain the 
neighborhood information. However, the neighbor discovery 
technique works well only if the links are symmetric. For 
example, in Figure 14, node A discovers its neighbors by 
receiving beacons. Node A might choose one of its neighbors, 
node B, C, or D for forwarding packets. However, if node A picks 
node B which is unable to hear node A, node B will never receive 
the packet forwarded by node A. If node A does not retry its 
transmission with the other neighbors, the transmission of the 
packet will fail. So the routing protocol based on the neighbor 
discovery technique is subject to failures when communication is 
asymmetric. 

 
Figure 14: Impact on Neighbor Table Technique 
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(a) E2E Loss Ratio vs. DOI 

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09

0 0.002 0.004 0.006 0.008 0.01

DOI-FACTOR

A
ve

ra
ge

 E
2E

 D
el

ay
(S

) AODV
DSR
GF

 
(b)Average E2E Delay vs. DOI 
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(c) Number of Control Packets vs. DOI 
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(d) Energy Consumption vs. DOI 

Figure 15: Routing Performance with Different DOI 
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(a) E2E Loss Ratio vs. VSP 
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(b) Average E2E Delay vs. VSP 
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(c) Number of Control Packets vs. VSP 
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(d) Energy Consumption vs. VSP 

Figure 16: Routing Performance with Different VSP 



6.2 Quantitative Analysis of the Impact 
In this section, we quantify the performance penalty of radio 
irregularity. We conducted two sets of experiments by varying 
DOI and VSP. In each set, we measure four metrics: end-to-end 
(E2E) loss ratio, average E2E delay, number of control packets, 
and energy consumption. 

6.2.1 Routing Performance with Different DOI 
Figure 15 (a) shows that GF is greatly influenced by radio 
irregularity. It loses 70 percent of packets when the DOI is 0.01. 
The reason is that according to the greedy forwarding rule, GF 
tends to choose a node near the border, which is more likely to 
have an asymmetric link with the sender. AODV and DSR 
perform well because they use multi-round discovery, exploring 
alterative paths to find a symmetric connection. However, they 
achieve a low loss ratio at the cost of increasing overhead in 
control packets shown in Figure 15 (c).  
In Figure 15 (b), the average E2E delay of DSR and AODV 
increases with the increase in the DOI value. That is because more 
rounds of route discovery are needed as the radio irregularity 
increases. In Figure 15 (b) DSR has a higher delay than AODV, 
because the source routing technique in DSR adds the whole path 
in the header of data packets, which increases the transmission 
time. However, the E2E delay of GF remains the same because 
packets in GF either go through successfully or get lost. 
Figure 15 (c) shows that while AODV and DSR need more 
control packets to do multi-round discovery, when the DOI value 
increases GF needs only a constant number of control packets for 
neighbor exchange. 
From Figure 15 (d), we see that AODV and DSR consume more 
energy when DOI increases, because more control packets are 
used for rediscovery. However, GF transmits fewer data packets 
when the DOI value increases (Figure 15 (a)). Hence, the energy 
consumption reduces. 

6.2.2 Routing Performance with Different VSP 
In Figure 15, the impact of radio irregularity on the routing layer 
is measured for different DOI values. In this section, we measure 
the impact of radio irregularity on the routing layer by varying the 
VSP values. From our results, we find that an increasing value of 
VSP has a similar impact on AODV, DSR and GF, as an 
increasing value of DOI, because both lead to a higher degree of 
irregularity and therefore, a higher degree of link asymmetry.  
From Figure 16 (a), we see that all routing protocols have higher 
loss ratio when the VSP value is increased, because there are 
more asymmetric links. GF has much higher loss ratio than 
AODV and DSR, because GF uses neighbor discovery and tends 
to choose the same node near the border of the radio range as the 
candidate, while AODV and DSR use multi-round discovery to 
try different paths. 
As in the case of larger DOI values, larger VSP values result in 
more asymmetric links, which lead to larger average E2E delays 
(Figure 16 (b)) and higher energy consumption (Figure 16 (d)). 
However, GF does not require more beacons, so there is no 
increase in the control packets (Figure 16 (c)) and the delay 
remains the same (Figure 16 (a)). The energy consumption of GF 
reduces because GF drops more packets in the presence of 
asymmetry. 

To summarize, as DOI and VSP increase, radio irregularity has a 
greater adverse impact on the GF protocol compared to on-
demand routing protocols that use multi-round discovery such as 
AODV and DSR. 

7. SOLUTIONS FOR RADIO 
IRREGULARITY 
Having analyzed the causes and impact of radio irregularity, the 
key results can be summarized as follows: 

• Radio irregularity is a common and non-negligible 
phenomenon in wireless communication. 

• Radio irregularity has a greater impact on the routing layer 
than on the MAC layer. 

• Routing protocols, such as AODV and DSR, that use multi-
round discovery technique, can deal with radio irregularity, 
but with a high overhead. 

• Routing protocols, such as geographic forwarding, which are 
based on neighbor discovery technique, are severely affected 
by radio irregularity.  

Based on both analytical and experimental results, we propose 6 
potential solutions to improve the protocol performance in the 
presence of radio irregularity. We first describe the Symmetric 
Geographic Forwarding solution and the Bounded Distance 
Forwarding solution in detail and discuss their performance 
evaluation. We then follow that by briefly describing four other 
solutions. 

7.1 Symmetric Geographic Forwarding 
In location-based protocols, such as GF and GPSR, the beacon 
message only contains the node’s ID and position. In the 
Symmetric Geographic Forwarding (SGF) solution, we allow a 
node to add the IDs of all its neighbors it has discovered into the 
beacon message. When a node receives a beacon message, it 
registers the sender as its neighbor in its local neighbor table, and 
then checks whether its own ID is in the beacon message. If the 
receiver finds its own ID in the neighbor list in the beacon 
message, then it marks the communication link connecting it to 
the sender as “SYMMETRIC”. Otherwise, it marks the 
communication link between them as “ASYMMETRIC”. 
Whenever a node needs to forward a packet, it selects only those 
neighboring nodes with which it is connected through 
“SYMMETRIC” links. Here we must emphasize that when a node 
broadcasts a beacon message, it should add the IDs of the nodes 
with which it has “SYMMETRIC” connectivity as well as those 
nodes with which it has “ASYMMETRIC” connectivity.  
The SGF provides a basic prototype of incorporating symmetric 
detection into routing protocols. More sophisticated algorithms, 
such as measuring link quality with multiple rounds, can be 
introduced to deal with engineering issues in running systems. 
We simulate SGF in GloMoSim. We find that SGF maintains 
most of the advantages of GF, such as scalability, and the absence 
of flooding. Furthermore, SGF is able to deal with asymmetry as 
effectively as the multi-path route discovery protocols, such as 
AODV and DSR, but at lower cost. The simulation setup use the 
same configuration as mentioned in Table 1. 
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(d) Energy Consumption vs. DOI 

Figure 17: SGF Performance with Different DOI 
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(d) Energy Consumption vs. VSP 

Figure 18: SGF Performance with Different VSP 



7.1.1 SGF Performance with Different DOI 
In this experiment, we incrementally increase the degree of 
irregularity (DOI) to measure the SGF performance. 
From Figure 17 (a), we observe that SGF has significantly lower 
loss ratio than GF, and performs as well as AODV. This is 
because it avoids forwarding data along asymmetric links. From 
Figure 17 (b), we observe that SGF has almost the same average 
E2E delay as GF. The delay is much lower than that of ADOV 
and DSR. An interesting point from Figure 17 (c) is that SGF 
consumes the same number of control packets as GF, and the 
number of control packets remains the same with the increase of 
DOI value. From Figure 17 (d), it is clear that SGF consumes 
almost the same amount of energy with the increase of DOI. The 
reason is that as DOI increases, AODV and DSR require more 
control packets, while SGF maintains the same number of control 
packets.  As a result, the energy consumption of AODV and DSR 
increases with DOI, while that of SGF almost remains the same. 
The energy consumption of SGF is larger than that of GF on 
account of two reasons.  First, SGF needs a larger packet to 
piggyback the neighbors’ IDs, even though both GF and SGF 
transmit the same number of control packets. Second, unlike GF, 
SGF does not drop packets with the increasing DOI. Hence, while 
the energy consumption of GF decreases, because GF drops useful 
data packets, the energy consumption of SGF almost remains the 
same. 

7.1.2 SGF Performance with Different VSP 
Similar conclusions can be drawn from the results in Figure 18. 
Compared with GF, SGF has much lower loss ratio, almost the 
same average E2E delay, and the same number of control packets, 
with an increase of the VSP value. The loss ratio of SGF is 
comparable to that of AODV and DSR. However, SGF has a 
much lower average E2E delay, constant number of control 
packets, and lower energy consumption. SGF consumes almost 
constant energy with an increase of the VSP value.  In contrast, 
GF consumes less energy because it drops data packets, while 
AODV and DSR consume more energy because of a higher 
number of control packets.  
To summarize, the SGF protocol not only maintains GF’s 
scalability, but also successfully deals with radio irregularity.  
Compared with AODV and DSR, it achieves similar delivery ratio 
in the presence of radio irregularity with a lower E2E delay, a 
lower number of control packets and lower energy consumption. 

7.2 Bounded Distance Forwarding 
Bounded Distance Forwarding restricts the distance over which a 
node can forward a message in a single hop. It can act as an add-
on rule to many routing protocols. The distance bound is decided 
based on the degree of radio irregularity of the real devices in a 
physical system.  
We add the Bounded Distance Forwarding rule on the spanning 
tree module in a vehicle tracking system [11] in which we deploy 
60 MICA2 motes. In the experiments, we incrementally increase 
the single hop forwarding bound from 8 feet to 100 feet and count 
the number of nodes that report their status and Figure 19 shows 
this data as a percentage of the total number of nodes deployed. 
Data points here are average values over five runs. Figure 19 
indicates two interesting phenomena. First, when we use a very 
low forwarding bound (8 feet) to eliminate the asymmetric links, 
the performance, however, is not good. This is because relative 

node density decreases when the enforced communication range is 
small. Hence, the chance of a network partition increases. 
Moreover, a smaller forward bound per hop leads to a longer 
route, thus a higher chance of loss.  Second, when the forwarding 
bound reaches larger values (16~100 feet), link asymmetry 
becomes the dominating factor. Figure 19 shows that when the 
forwarding bound is 16 feet, we receive almost every report. This 
bound is about half of the MICA2 radio range on the ground. 
Above 16 feet, performance reduces monotonically because of 
increase in link asymmetry. 
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Figure 19: Percentage of Reporting Nodes 

 

7.3 Other Solutions 
In this section, we propose four additional potential solutions to 
deal with radio irregularity. 

• Bidirectional Flooding: The multi-round discovery 
technique can deal with radio irregularity. However, it needs 
multiple rounds of flooding to explore different paths, which 
can be very expensive. In Bidirectional Flooding, the source 
propagates the RREQ towards the destination through 
flooding. After the destination receives the RREQ, it 
propagates the RREP to the source through flooding, instead 
of using the reverse path along which it received the RREQ 
from the source. Multi-round discovery cannot guarantee 
finding symmetry connections within a bounded number of 
flooding stages. In contrast, bidirectional flooding completes 
the discovery by flooding twice. 

• Learning Function: In an earlier section we mentioned that 
GF has a higher loss ratio than AODV and DSR, because GF 
tends to choose the same candidate near the border to 
forward packets to a destination, while AODV and DSR 
attempt different paths due to the nature of flooding. To 
address this shortcoming of GF, we can enhance GF with a 
learning function, which allows a node to make better 
decisions based on previous routing failures. In the learning 
function, we distinguish the routing failures arising due to 
congestion from those that arise due to asymmetric links. 
This can be done with the help of the 802.11 (DCF) in the 
MAC layer.  If a node receives the CTS, but not the ACK, 
then the link should be symmetric and the routing failure 
might be a result of congestion. Such a failure can be solved 
by retransmissions. However, if a node fails to receive the 
CTS despite several retransmissions, then the chances are 
that the link is asymmetric. This learning function allows a 
node to remember such an asymmetric link and to avoid 
trying it again.  



• RTS Broadcast: Another solution we propose is called the 
RTS Broadcast, which involves both the MAC and routing 
layers. We first broadcast a special RTS message, which sets 
the destination as ANY_NODE. Any node hearing it backs 
off for a random amount of time and replies with a CTS 
message. Among all the nodes that send the CTS message, 
the one that is closest to the destination is chosen as the 
forwarding candidate. Since the RTS and CTS detect 
connectivity along the forward and reverse directions of a 
channel, forwarding packets along asymmetric channels can 
be avoided. 

• High Energy Asymmetry Detection: IEEE 802.11 (DCF) 
uses a collision-avoidance strategy in which any node upon 
hearing an RTS, CTS, or DATA message defers its 
transmission until the data is sent out. However, a node can 
still interfere with the message transmission even though it is 
not able to hear any of the RTS, CTS and DATA messages in 
the presence of asymmetry. The sixth solution we propose is 
to send out a High Energy Asymmetry Detection (HEAD) 
control message which has a higher sending power than the 
other control messages. So more nodes will hear the high-
powered signal, and prevent themselves from sending 
messages. The HEAD message is sent out before the RTS 
message. Any node other than the destination, upon hearing 
the HEAD message, sets its NAV to a value large enough so 
that data can be sent out without contention. The wait time 
and destination ID are included in the HEAD message. 
Conflicts may arise if two nodes send out the HEAD 
messages simultaneously. That is resolved in a manner 
similar to the way to resolve conflicts arising from the 
simultaneous transmission of two RTS messages. Hence, the 
transmission sequence is modified from RTS-CTS-DATA-
ACK to HEAD-RTS-CTS-DATA-ACK. While the higher 
sending power of the HEAD message lowers the collision 
rate, it also reduces the channel utilization. This tradeoff 
between collision rate and desired channel utilization can be 
balanced by choosing an appropriate value for the sending 
power. 

We note that the solutions we mentioned above are still open 
topics and require further refinements. Extensive analysis and 
evaluation in the future are required to demonstrate their 
applicability and effectiveness. 

8. CONCLUSIONS AND FUTURE WORK 
In this paper, we confirm the existence of radio irregularity which 
is the main focus of several recent research papers [4][9][23][28].  
Our contributions are as follows: 
1. To the best of our knowledge, our work is the first to bridge 

the gap between isotropic radio models assumed by most 
simulators and the non-isotropic radio properties in reality. 

2. We propose a novel RIM model that approximates three 
essential properties exhibited in radio irregularity: non-
isotropy, continuous variation and difference in sending 
power. 

3. We implement the RIM model in GloMoSim, and run a set 
of simulation experiments to investigate radio irregularity’s 
impact on MAC and routing layer performance. We discover 
that, among the protocols we evaluate, the radio irregularity 
has a greater impact on the routing layer than MAC layer. 

We also discover that radio irregularity has a greater impact 
on location-based routing protocols than on-demand 
protocols that use multi-round discovery technique. 

4. Finally, we propose six potential solutions. We implement 
SGF in GloMoSim, and implement the Bounded Distance 
Forwarding rule in a real running tracking system consisting 
of 60 MICA2 motes. From the data we collect from the 
simulator and the running system, we find that SGF and 
Bounded Distance Forwarding can successfully deal with 
radio irregularity. 

In future work, we will concentrate on the following aspects. 
First, we plan to further refine the RIM model and incorporate our 
work into the standard release of GloMoSim and NS-2. Second, 
we plan to analyze the impact of radio irregularity on other 
protocols, such as localization and topology control. Third, we 
plan to analyze and evaluate the remaining four approaches 
mentioned in Section 7.3. 
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Appendix A 
We use the goodness-of-fit statistical testing to determine the 
statistical distribution of the variance of the received signal 
strength (in dBm) per degree in the direction that is obtained in 
our experiments. We find that among different continuous 
distributions, the Weibull distribution [3] has the maximum 
likelihood of matching our experimental data. A random variable 
X that has a Weibull distribution with parameters has a 
probability density function defined by the following equation, 
where a is the shape parameter and b is the scale parameter. 
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Table 2 shows the likelihood values and the parameters of the 
Weibull distribution that fits our experimental data. These values 
are computed at a 95% confidence level.  

Table 2: Data fitting to the Weibull distribution 
 Likelihood a b 

Dataset 1 48.55 1.13 0.28 

Dataset 2 154.43 1.01 0.17 

Dataset 3 145.25 0.86 0.18 

Dataset 4 277.44 0.67 0.16 

Dataset 5 204.51 0.58 0.17 

Dataset 6 111.15 0.53 0.22 
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ABSTRACT
A wide variety of sensors have been incorporated into a spectrum of
wireless sensor network (WSN) platforms, providing flexible sens-
ing capability over a large number of low-power and inexpensive
nodes. Traditional signal processing algorithms, however, often
prove too complex for energy-and-cost-effective WSN nodes. This
study explores how to design efficient sensing and classification al-
gorithms that achieve reliable sensing performance on energy-and-
cost-effective hardware without special powerful nodes in a contin-
uously changing physical environment. We present the detection
and classification system in a cutting-edge surveillance sensor net-
work, which classifies vehicles, persons, and persons carrying fer-
rous objects, and tracks these targets with a maximum error in ve-
locity of 15%. Considering the demanding requirements and strict
resource constraints, we design a hierarchical classification archi-
tecture that naturally distributes sensing and computation tasks at
different levels of the system. Such a distribution allows multiple
sensors to collaborate on a sensor node, and the detection and clas-
sification results to be continuously refined at different levels of
the WSN. This design enables reliable detection and classification
without involving high-complexity computation, reduces network
traffic, and emphasizes resilience and adaptation to the realistic
environment. We evaluate the system with performance data col-
lected from outdoor experiments and field assessments. Based on
the experience acquired and lessons learned when developing this
system, we abstract common issues and introduce several guide-
lines which can direct future development of detection and classifi-
cation solutions based on WSNs.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design; C.3 [Computer System Organization]: Spe-
cial Purpose And Application-Based Systems—Real-Time and em-
bedded systems; C.4 [Performance of Systems]: Design Studies
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General Terms
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Keywords
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1. INTRODUCTION
Sensing is a fundamental function in wireless sensor networks.

Researchers have built WSN platforms with a wide spectrum of
sensors, ranging from simple thermistors to micropower impulse
radars [4, 13, 14]. They provide flexible sensing capability with
a large number of low-power and inexpensive sensor nodes. Non-
trivial as it is, the selection and integration of sensors on a WSN
platform is often a manageable task given a certain amount of en-
gineering effort. The situation is, however, completely different
above the physical sensor and computing hardware layer – the ac-
quisition and processing of sensor data impose great challenges on
WSN design because of strict resource constraints.

Cost-effectiveness being an important objective, WSN design-
ers often choose mass produced commercial off the shelf (COTS)
sensors when designing a sensor network system. Moreover, a sen-
sor node must be energy efficient. As a result, the raw sensor data
is often of low-quality – they are not always reliable, not always
repeatable, usually not self-calibrated, and often not shielded to en-
vironment and circuit board noise. Obviously, it is necessary to
use signal processing algorithms to filter, process, and abstract sen-
sor data with software to provide precise, reliable, and easy-to-use
information to applications.

Traditional signal processing algorithms, however, often prove
too complex to implement on inexpensive sensor network hardware
without digital signal processing co-processors. For example, the
popular Berkeley Mica series has an 8-bit micro-processor running
at 7.3827MHz, no hardware floating-point support, and only 4KB
data memory. Though recent versions of MicaZ and Telos motes
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employ a bigger data memory, we expect the growth of computa-
tional resources on WSN platforms to be rather slow because of
the emphasis on low power consumption, low cost, and small form
factor. Generally, resource constraints will continue to represent the
reality of energy-and-cost-effective embedded systems. This strict
resource limitation makes it very difficult to execute Fast Fourier
Transformation (FFT) and other signal processing algorithms with
moderate or high time/space complexity. Also, the stringent en-
ergy budget favors simple and quick algorithms over complex al-
gorithms that require prolonged execution time.

While the computation/energy resources are limited, the appli-
cation requirement is not. Specifically, the development of recent
surveillance WSNs requires the network to provide functionalities
well beyond sensing and routing. Such surveillance WSNs are de-
signed to detect and report certain classes of events of interest.
When such an event happens, the WSN needs to detect it quickly,
classify it into one category (e.g., person, vehicle), and compute its
attributes (e.g., location, velocity).

Designing such surveillance WSNs is a research challenge. Be-
sides the obviously severe resource constraints, the following fac-
tors also contribute to the difficulty of the task.
• To provide sensing coverage for a relatively large area, the net-

work is usually comprised of a large number of densely de-
ployed nodes. This imposes a challenge on efficient data prop-
agation and reliable operation.

• The detection, classification, and reporting must be performed
in a timely manner. It is usually required that the network com-
plete the detection and classification before the target travels
out of the field so that the system can respond to the event. As a
result, offline-style processing performed by base stations with
global and relatively “complete” data is often not feasible in
this context.

• To perform quality signal processing, the sensors often need to
sample at a high sampling rate, stressing resource utilization.
The sensing data is bursty and in large quantity.

• Surveillance networks are often deployed on rough terrains for
a long period of time. Hence, it must be adaptive to the realistic,
ever-changing environment.

Given the numerous technical challenges, important research ques-
tions are: Can we construct a reliable surveillance WSN that meets
the requirements within the strict resource constraints? What per-
formance will such a system achieve? This study attempts to an-
swer these questions by presenting the detection and classifica-
tion system in VigilNet [10], which is a recently deployed surveil-
lance WSN detecting and classifying vehicles, persons and persons
with ferrous objects. Specifically, this paper explores the design
choices involved in constructing an efficient detection and classifi-
cation system that achieves reliable performance on a network of
energy-and-cost-effective sensor nodes, analyzes the performance,
and proposes a set of guidelines for future designs of WSNs in a
similar design context.

It is worth clarifying that advanced signal processing mathemat-
ics and algorithms are not the emphasis of this paper. Instead, this
paper focuses on the system design issues involved in creating a
reliable and realistic classification system for a surveillance WSN
using homogeneously low-end sensor nodes, as well as evaluation
of the effectiveness of these designs. To the authors’ best knowl-
edge, there has not been a large-scale deployment of such a sophis-
ticated surveillance network without using special powerful nodes.
Hence, our study is focused on answering this challenge: Without
enhancing any individual nodes’ capability and cost, can a network
of distributed sensor nodes provide advanced functions and work

reliably in realistic environments? We believe that the experience
acquired and lessons learned in constructing such a system, and the
analysis of the trade-offs and design decisions in it, will benefit the
research in this area, and help transform the research potential of
WSNs into real-world technology and market success.

The paper is organized as follows. Section 2 presents back-
ground information and surveys related work. Section 3 gives an
overview of the VigilNet surveillance system. Section 4 presents
the design of the hierarchical classification architecture. System
level evaluation is shown in Section 5. Section 6 discusses sev-
eral guidelines for designing a large-scale WSN for detection and
classification tasks. Finally, Section 7 concludes the paper.

2. BACKGROUND
Focusing on VigilNet’s hardware platform, we present a brief

overview of the sensing subsystem – sensors and their supporting
circuitry – on a sensor node. The sensing subsystem is the hard-
ware foundation on which classification systems are constructed.
We also survey the related work in the area of detection and classi-
fication WSN systems.

2.1 Overview of the sensing subsystem
VigilNet uses the ExScal motes as sensor nodes. Based on the

Mica2 [3] mote design, the ExScal mote, shown in Fig. 1, is de-
signed by CrossBow Inc. and Ohio State University for large-scale
surveillance WSNs [8]. The major difference between the ExScal
mote and the Berkeley Mica2 mote is that the former integrates
a magnetometer (Honeywell HMC1052[2]), a microphone, and 4
PIR sensors on the same circuit board as the processor’s. After the
first prototype ExScal motes were delivered in March 2004, Cross-
Bow released several versions with various improvements through-
out the year of 2004.

Several correlated factors contribute to the complexity of the
sensing circuitry. First, applications require a long sensing dis-
tance, which implies a finer granularity for the sensor readings.
Second, as a general purpose platform, designers hope to choose
sensors with a wide measuring range. Third, the wider measuring
range combined with a finer granularity maps to more numeric val-
ues which, however, have to all fall into the representation capabil-
ity of the A/D converter (ADC), I/O bus, and CPU I/O port width.
Finally, as the sensors on the sensor board grow in both number and
sophistication, the support circuitry may need to support better fil-
tering, handle more advanced signaling protocols, employ a faster
or wider bus, provide wider functionality (such as waking up the
sensor node), or build better shielding to avoid cross-talk among
various components. These factors make the design of the sens-
ing subsystem a significant engineering effort involving numerous
design choices which often depend on the application domain.

Figure 1: ExScal mote

To solve the aforementioned
range and granularity problems for
the magnetometer, the ExScal mote
includes circuitry that allows the
application program to adjust the
input signal to be amplified. To
provide a quality signal for acous-
tic processing, the microphone cir-
cuitry incorporates a high-pass fil-
ter and a low-pass filter. Both the
input adjustment and filtering are
controllable by the processor, with
an I

2
C bus connecting the proces-

sor and sensor components.



2.2 Related work
With the development of WSN systems, sensing, detection, and

tracking have been a prosperous research area. Specifically, Wang
et. al. studied acoustic tracking using Mica motes [22]. Simon
et. al. designed a sniper localization system with acoustic sig-
nal processing [19] and accomplished good performance. Differ-
ent from VigilNet’s homogeneous approach, these systems employ
special powerful nodes or DSP co-processors to process acoustic
data. Zhao et. al. described collaborative signal processing [25]
to retrieve more accurate information from sensor data and achieve
better target tracking performance. Pattem et. al. build a frame-
work to evaluate the tracking strategies in an energy aware context
[18]. Most of the performance analysis in [25] and [18] are con-
ducted by simulations, concentrating on exploring the design space
and trade-offs under specific constraints and assumptions.

Along the direction of real-world application and deployments,
researchers have also constructed a number of successful systems.
Szewczyk et. al. [21] developed a habitat monitoring WSN on the
Great Duck Island and the system operated for months. Zhang et.
al. developed a WSN for wild life tracking [24]. These systems
demonstrate the flexibility and capability of the WSN technology
in various applications. However, VigilNet faces more demand-
ing application requirements. As a result, many design choices are
different in these systems than in VigilNet. For example, many cur-
rent systems typically employ centralized processing which is not
feasible in many surveillance networks [7].

In [11], the authors describe a surveillance network that can de-
tect moving targets. The system uses Mica2 motes [3] equipped
with a magnetometer (Honeywell HMC1002 [2]), an acoustic sen-
sor and, on some nodes, a motion sensor. The motion sensor is an
Advantaca MIR (micropower impulse radar) sensor which trans-
mits microwave signals and detects motion by capturing distortion
of the reflected signal. The network reports a target as a walking
person or a vehicle. Therefore, it has a preliminary classification
capability. However, there is very limited signal processing in it.
As a result, the classification is limited in both functionality and
performance. Also, the MIR sensors, worth four thousand dollars
each, are not a typical choice for energy-and-cost-effective systems.

Brooks et. al. [7] introduced a collaborative signal processing
framework for sensor networks using location-aware routing and
collaborative signal processing. Their study provides many insights
into the distributed collaborative classification in WSNs. Neverthe-
less, the CSP framework involves non-trivial training and compu-
tation overhead, which our system cannot afford. Also, the sys-
tem implementation and evaluation of the CSP framework employ
nodes with higher power than the energy-and-cost-effective WSN
nodes our system is targeting. In fact, VigilNet must satisfy three
conflicting requirements simultaneously – low-end hardware, long
lifetime, and sophisticated function. This challenging design con-
text is different than what past solutions assume.

Among recently deployed WSNs, the Extreme Scaling project is
the most similar to VigilNet in functionality and hardware platform
[1, 8]. However, a major difference is that the Extreme Scaling
WSN employs a heterogeneous network topology and uses a more
powerful Stargate node for some computation and communication
intensive tasks.

3. OVERVIEW OF THE DETECTION AND
CLASSIFICATION IN VIGILNET

The VigilNet surveillance system [5] is a WSN with 200 sensor
nodes (ExScal motes). The WSN is required to perform timely de-
tection, tracking and classification of vehicles, persons, and persons

Figure 2: Screen of tracking a person with ferrous objects

with ferrous objects. When a target is detected, the WSN reports
the detection to an external device. The external device can be
a more powerful sensor, a communication device connecting to a
control center, or any device that handles the information delivered
by the WSN. A base mote connects to the external device through
a UART interface, and serves as a router between the WSN and
the external device. As the target travels in the network, the WSN
garners enough information to classify the target and compute its
attributes, such as location and velocity, and the results are deliv-
ered to the external device as periodic updates. Fig. 2 shows a
screen snapshot of VigilNet deployed along two roads forming a
“T” shape. It illustrates the detection and classification of a “person
with ferrous objects” target. Moreover, the WSN is to be deployed
in a rough terrain and operate for months. Hence, the detection and
classification algorithms must be adaptive to environmental variety
and weather changes.

As in many surveillance systems, VigilNet emphasizes that the
false negative rate (the possibility of a target not being detected)
must be very low. Meanwhile, it also requires a low false posi-
tive rate (the possibility of an event being reported without a real
target in the field) since false positives waste energy and reduce
the overall system lifetime. This implies that the wake-up (most
of the network nodes are in sleep mode when there are no events
of interest), sensing and classification must complete within a time
constraint. These two factors – energy efficiency and low latency
– make it undesirable to have a centralized semi-offline algorithm
that collects all data from the network, transports them to a base
station, and lets a powerful node analyze data and perform clas-
sification. Instead, the network, including the base mote (also an
energy-and-cost-effective device), must perform reliable detection
and classification functions independently in a timely manner with-
out powerful nodes involved.

To build a complete VigilNet for realistic outdoor environments,
other middleware services are also integrated. In brief, the local-
ization is done through the walking GPS solution [20], which as-
signs nodes their location at the time they are deployed. The time
synchronization used in VigilNet is a variation of the FTSP proto-
col [17] without periodic adjustments for the sake of stealthiness.
Routing infrastructure is a set of multi-parent diffusion trees (for-
est) rooted at the base nodes. To achieve long-term surveillance, a
multi-dimensional power management scheme is proposed in [12].
In this paper, we focus on the design of the detection and classifica-
tion system in VigilNet, which is not addressed in other papers, but
is a major part of the system and directly determines the system’s
functionality and performance.



4. CLASSIFICATION SYSTEM DESIGN
In this section, we present the design of the classification ar-

chitecture, including the sensing algorithms for the magnetometer,
motion sensor, and microphone (acoustic sensor).

We call the sensor reading at a specific time on a specific sensor
on a specific node a sample point. When a sensor network starts
operation, each sensor on each node in the network produces a se-
quence of sample points. All the sample points produced by the
network form a set and we call it the global sample set.

The global sample set is the complete information about what
happens in the network. If all the nodes report their sample points
to a base station, the base station can collect the global sample set
and perform computation with it. This solution has been success-
fully used in a number of WSNs. For surveillance WSNs, however,
this is often not feasible because it is too expensive to collect the
global sample set in a sensor network. As an example, a 150-node
habitat monitoring WSN, presented in [21], collected temperature,
humidity, and barometric pressure sensor readings and routed them
back to base stations for analysis. During its 115 days of oper-
ation, the network collected and routed 650,000 observations. In
VigilNet, the data for a one-minute target detection and classifica-
tion event, with 200 nodes and acoustic processing, well exceeds
1,000,000 observations. If targets enter the network once a day and
we routed all the data (the global sample set) back to the base mote,
the system could hardly last a week. Hence, the “sense-store-send”
style processing is not suitable for latency-sensitive surveillance
systems that require a high sampling rate.

On the other hand, the sequence of sample points on a single
node does not have enough information to support reliable detec-
tion and classification. As an example, a transient disturbance (such
as a curious bird landing on the sensor) may shake the node and
trigger PIR and magnetic detections. Individual sensor nodes can-
not distinguish such an unexpected event from a moving person
with ferrous objects. Generally, observations on an individual node
are not a reliable indication of events in a network.

Hence, we must design the detection and classification system
so that the sensing and classification functions are reasonably dis-
tributed in the network and the sensor nodes can cooperate to de-
tect target signatures, reduce false positives, and achieve reliable
and timely classification at reasonable energy cost. This motivates
us to choose a hierarchical architecture for the classification sys-
tem. In fact, the concept of hierarchical processing is not new in
WSNs. The unique characteristics of our hierarchical design are
in the organization of various components and the distribution of
the detection and classification tasks in such a hierarchy so that
the system accomplishes the required performance with minimal
overhead. Illustrated in Fig. 3, the hierarchical classification archi-
tecture is comprised of four tiers – sensor-level, node-level, group-
level, and base-level. The classification result is represented by a
data structure called the confidence vector. The confidence vec-
tor comprises the confidence levels for the corresponding targets,
and is used as a common data structure to transport information
between different levels of the classification hierarchy.

The lowest level deals with individual sensors and comprises the
sensing algorithms for the corresponding sensors. With commu-
nication being a costly operation, the sensing algorithms need to
perform local detection and classification as much as possible. Af-
ter processing the sensor data, each sensing algorithm delivers the
confidence vector to the higher level module – the node-level de-
tection and classification module.

The node-level classification deals with output from multiple
sensors on the node. The fusion of the data from various sensors
exposes more useful information than can be obtained from any in-
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Figure 3: Hierarchical Classification Architecture

dividual sensor. Hence, the node-level sensing algorithm must cor-
relate the sensor data from individual sensors and form node-level
classification results. Such a correlation can enhance the detection
and classification accuracy on individual nodes – different sensors
may strengthen the confidence of each other’s classification results
and invalidate false positives. Furthermore, the node-level classi-
fication module monitors the sensors’ status and performs sanity
control over sensors. For example, it detects and shuts down faulty
sensors. Though these functions are all important aspects in the hi-
erarchical classification architecture, this paper does not detail the
design of the node-level classification because, compared to other
components, it is not the challenging part in the system.

The sensor-level and node-level classification functions both re-
side on a single node. The level above, the group-level classifi-
cation, is performed by groups of nodes. Such groups are man-
aged by a middleware called EnviroSuite [15], which provides a
set of distributed group management protocols to dynamically or-
ganize nodes in the vicinity of targets into groups and elect leaders
among them. These leaders are designated to collect the node-level
classification results from individual members and, based on them,
perform the group-level classification. Thus, the input to the group-
level classification is the node-level confidence vectors rather than
a bulk of sample points. This greatly reduces the volume of in-
formation transmitted between group leaders and members. Group
leaders have much better views of targets compared with individ-
ual nodes. Therefore, besides group-level classification they are
able to execute more complicated tasks which are extremely hard
or even impossible for the node-level. Examples include suspicious
report/node detection (based on spacial and temporal correlations
among members) and aggregate attribute computation (e.g., com-
puting average member locations as estimates of target positions).

The highest level in the hierarchical classification architecture is
the base-level classification. The group-level classification results
are transported via multiple hops to the base mote, serving as the
input to the base-level classification algorithm. The base-level clas-
sification algorithm finalizes the sensing and classification result, as
well as computing attributes (e.g., velocity) of the event.

In the following subsections, we present sensing algorithms for
the magnetometer, the motion sensor, and the acoustic sensor, fo-
cusing on their unique characteristics. Some techniques are used in
more than one sensing algorithm. To avoid redundancy, we present
them in the sensing algorithm where their purpose and effects can
be most clearly explained. In Section 4.4 and 4.5, we describe the
group-level and base-level classification, respectively.

4.1 Sensing Algorithm for Magnetometer
In VigilNet, the requirement for magnetic sensing is to detect

vehicles and persons with ferrous objects. Since the magnetometer



circuitry in the ExScal mote senses a wide range of signals with
a fine granularity, we can use it to measure deflection of the mag-
netic field caused by motion of ferrous objects (e.g., vehicles or
weapons). Straightforward as it looks, challenges abound in de-
signing a reliable magnetic sensing algorithm for the low-power
sensor network platform.

First, raw ADC readings easily saturate due to the aforemen-
tioned granularity/range problem. The ADC on the ExScal plat-
form is 10 bits wide, representing 1024 values. But the wide range
of signal intensity combined with a fine granularity requires a much
larger value set than the available 0 to 1023. Second, the response
latency is too long for accurate signal waveform extraction. The
magnetometer circuitry needs about 40 milliseconds to stabilize,
and each tuning of the potentiometer needs about 50 milliseconds
to stabilize. Third, electromagnetic noise from the circuit board
lowers the S/N ratio and imposes serious problems on the magnetic
sensing algorithm to distinguish signals from noise. Fourth, ther-
mal drift is a severe issue – When the ambient temperature changes,
the sensor readings change accordingly. Finally, radio transmission
interferes with the magnetometer sensing circuit.

Among the five issues, the response time is a hardware charac-
teristic. We cannot eliminate such delays. Instead, we measure
such delays and reduce them to as low as safety allows. The ra-
dio/magnetometer interference can be solved by scheduling the ra-
dio and magnetometer to work in separate time slots. The other
three issues are more interesting research questions with practical
importance to a number of amplitude based sensors. Hence, Sec-
tion 4.1.1 discusses the sensor reading and signal/noise ratio, and
Section 4.1.2 discusses how to deal with the thermal drift. We also
use the magnetic sensing algorithm as an example to discuss the
trade-off between sensitivity and resilience in Section 4.1.3.

4.1.1 Mag-Points
As mentioned above, raw ADC readings are not suitable to rep-

resent the magnetic field intensity, and the magnetometer suffers
from a low signal/noise ratio. Both issues relate to a basic ques-
tion: how to provide credible sensor readings with semantics that
higher-level signal processing algorithms can easily use? Hence,
we handle these two issues together, by transforming the the raw
sensor reading into a 32-bit uniform measure, the Mag-Point.

First, the sensing algorithm transforms the raw ADC reading into
a scaled ADC reading. The numeric value of the raw ADC read-
ing (r) is determined by the voltage across the magnetic signal line
and a reference line. The voltage on the reference line is deter-
mined by a digital potentiometer setting. By studying the relation
of the changes of potentiometer value (p) with the changes of ADC
reading, we map the potentiometer value into certain ADC units.
On ExScal motes, experiments reveal that 1 unit of potentiometer
change equals 210 ADC units. At run time, as the magnetic signal
varies, the sensing algorithm dynamically searches and sets the po-
tentiometer to adjust the reference voltage to a suitable level, and
combines r and p to acquire scaled ADC readings (s) using the
linear formula: s = 210 · p + r

Then, the sensing algorithm averages scaled ADC readings to
acquire Mag-Points, using the following moving average

�
0 = s0

�
n = αmp · sn + (1 − αmp) �

n−1

Here �
n is the n

th Mag-Point, and sn is the n
th scaled ADC read-

ing. The process of generating Mag-Points from raw magnetometer
signals filters out high frequency noise and the results are relatively
reliable measures representing the current magnetic field intensity.
As a comparison, Fig. 4(a) shows the waveform of raw magnetic

signals (scaled ADC readings) sampled at 32Hz when an iron bar
moved at 5 feet away. As we can see, the signals of the moving iron
bar are hidden in high noise.

In contrast, Fig. 4(b) shows the waveform of the Mag-Points,
with αmp = 1/18, for the same target. The signal is more evident
with Mag-Points, which filters out a large part of the noise. There-
fore, the Mag-Point is not only a uniform numeric value that is easy
to use, but also a loyal indication of the magnetic field intensity that
higher-level algorithms can rely on. Such a low-complexity tech-
nique is applicable to many amplitude based signals.
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Figure 4: Scaled ADC readings and Mag-Points collected from
the same sensor in two consecutive runs

4.1.2 Thermal Drift
Thermal drift is the most difficult noise the sensing algorithm

needs to filter out. Fig. 5(a) shows the magnetometer observa-
tions on the X-axis when a sensor node was moved from an air-
conditioned room to outdoors on a sunny day. The Mag-Point read-
ings, sampled at 32Hz, fluctuated and dropped quickly in about
15 seconds. Sometimes, the thermal drift is identical to a ferrous
target. Fig. 5(b) shows readings collected at noon on a cloudy
and windy day. The sensor node was an ExScal mote version 1,
which has no enclosure. The frequent alternations of sunshine and
shadow caused the temperature of the exposed magnetometer to
change quickly. Note that the readings from 300 to 500 (about 6
seconds) is similar to a car moving slowly. Such an intrinsically
ambiguous thermal drift cannot be filtered out algorithmically. In
such situations, other measures must be employed to avoid such
ambiguity. Packaging is the most important supplementary factor
that ensures that thermal drift does not produce ambiguous signal
waveforms.

Assuming intrinsically ambiguous thermal drifts are eliminated
by methods other than software, frequency based analysis can be
used to filter out other thermal drifts. The thermal drift is a rel-
atively slow change, i.e., low frequency noise. To eliminate this,
the sensing algorithm uses another moving average, which assigns
more weight on history, to compute the current base signal line.
The formula for Bn (the nth point in the base signal line) is

B0 = s0

Bn = αB · sn + (1 − αB) · Bn−1

Fig. 5(a) also shows the base signal line. As we may notice, when
the sensor readings change, the base signal line readings change at
a slower speed than the Mag-Points. When the Mag-Points deviate
from the base signal line for an amount larger than a threshold,
detection occurs.

By using two moving averages with very low computational com-
plexity, the magnetic sensing algorithm filters out both high fre-
quency and low frequency noise, solves the problems of non-uniform
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Figure 5: The impact of temperature on the magnetometer

sensor reading, low signal/noise ratio, and thermal drift, and ac-
complishes a resilient detection algorithm.

4.1.3 Trade-off between sensitivity and resilience
The parameters αmp and αB affect the performance of the mag-

netic sensing and must be carefully chosen so that the magnetic
sensing algorithm is not only sensitive, but also resilient to noise
and environmental changes.

The parameter αmp affects how effectively the algorithm aver-
ages out high frequency noise. If αmp = 1, there is no noise filter-
ing. As we decrease αmp, high frequency noise is filtered out by
the averaging process, and small signals are able to emerge from the
background noise. When αmp approaches 0, however, the history
readings overwhelm the new reading so much that signals lasting
for a short period of time cannot distinguishably change the Mag-
Point readings. Hence, the algorithm becomes unable to detect a
target unless it is moving very slowly. This means that the sensi-
tivity decreases, and the false negative rate increases, when αmp is
too large, or too small.

The parameter αB aims to establish a baseline to characterize the
ambient magnetic field strength without targets. If αB = αmp, the
baseline reading Bn is the same as the Mag-Point �

n, and there
can be no detection since their difference is always 0. With αmp

fixed and αB decreasing, the baseline becomes more stable. When
a target approaches, the Mag-Points change faster than the baseline.
Generally, the smaller the αB , the larger the difference between the
baseline and Mag-Points, and the more sensitive the magnetic algo-
rithm is. However, when αB increases, the baseline also becomes
less adaptive to environmental changes, such as the temperature
change, and becomes more likely to report false positives. When
αB = 1, the algorithm has the maximum sensitivity, but shows a
very weak resilience because it does not adapt to the environment at
all and thus any environmental change can trigger a false positive.

As we can see from the analysis above, choosing a suitable αmp

and αB is a design decision that affects the magnetic sensing algo-
rithm’s performance. Their ranges of suitable values are depen-
dent on the application requirements, the sensor properties, and
the expected environmental variability. In VigilNet, we choose
αmp = 1/4 and αB = 1/64, after weighing the above factors
and experimenting with a number of settings.

4.2 Sensing Algorithm for Motion Sensors
The task for motion sensors is to detect movement of an object

in the region where the sensor network is deployed. The motion
sensors on sensor boards are peroelectric infra-red (PIR) sensors.
They sense changes in the thermal field over the region. During
the time when an object is moving through, the variations of the
thermal field result in unbalanced infra-red signals detected by the
lens pairs in the PIR sensor, leading to positive detections. Un-
like the magnetometer, the PIR signals are AC signals, not ampli-
tude based. A distinctive challenge to designing a reliable motion
sensing algorithm is the weather. Hence, we introduce a motion
sensing algorithm, focusing on its low-complexity frequency based
processing and environmental resilience.

4.2.1 Increasing S/N ratio by filters
In outdoor environments, the performance of PIR sensors de-

pends heavily on the weather conditions, including wind, temper-
ature and humidity. Wind makes the air move and grass and trees
swing, causing the thermal field to change since the air temperature
is not uniform and grass and trees have different temperatures. Fig.
6(a) shows PIR data collected by a sensor in grass on a hot, humid
and windy day and Fig. 6(b) is the spectrum of the signal. There is
a moving target in the area between 60s and 70s. On hot, humid and
windy days, when the sensors are placed in grass, a simple energy
detector either generates false positives, if using a low threshold, or
misses targets, if using a high threshold. We observe that the low
frequency component, less than 1 Hz, dominates the noise. When
a target moves through, the frequency components larger than 2Hz
become significant. This motivates us to explore frequency based
signal processing on PIR data.

Because of the limited computation resource and the time con-
straints of the application, we design a high pass filter as follows.

�
0 = 0

�
n = sn − sn−1 + 0.9 �

n−1

Fig. 7(a) shows the frequency response of the filter. Fig. 7(b) shows
the spectrum of filtered PIR data on a hot and windy day collected
by a sensor in grass. The coefficient 0.9 is decided empirically with
different filters on PIR data collected outdoors. Although a higher
order filter could achieve lower gain for components less than 1 Hz,
it does not significantly improve the performance.

Fig. 8(a) is the filtered signal of the one in Fig. 6(a). When the
moving object passes, there is considerable energy variation in the
signal. A simple energy detector can then be applied to the filtered
signal to detect movements with a low false positive rate.

4.2.2 Unsupervised adaptation to environment
In the motion sensing algorithm, the energy based target detec-

tion threshold must be set based on the noise level. However, in re-
alistic environments, the noise level is not fixed. The low frequency
noise is very weak on cold and arid days, but can be strong on hot
and windy days. Fig. 8(a) and Fig. 8(b) compare the PIR data for
two different scenarios. Obviously, we cannot achieve good perfor-
mance with a fixed threshold in all types of weather conditions.

To solve this problem, we use an unsupervised adaptation tech-
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Figure 6: PIR readings from sensor in grass

nique to adjust the threshold. The sensors continuously compute
the noise level based on local measurements and adapt the thresh-
old proportional to the noise level. To compute the noise level, the
motion sensing algorithm monitors the maximum power pn of the
filtered signal within a time window. The noise level εn is updated
by the following computation.

εn =

�� � p0 n = 0
0.98εn−1 + 0.02pn εn−1 < pn

0.75εn−1 + 0.25pn εn−1 ≥ pn

The motivation of this formula is to let εn increase and decrease
at different speeds. This is because the weather changes slowly
therefore we don’t need to increase the noise level quickly to adapt
to the weather change. A small weight on pn for pn > εn−1 avoids
the identified noise level increasing too fast when there are moving
targets. Once there is no target, we decrease the noise level quickly
with large weight on pn for pn ≤ εn−1. Fig. 9(a) shows the signal
power of filtered PIR data in Fig. 8(a). The dashed curve is the
identified noise level and the dashed-dotted curve is the updated
threshold that is 1.5εn . An exceptionally large noise after 80 sec-
onds causes a false detection.

The motion sensing algorithm monitors the number of detections
within a time window and defines the percentage of the detection
within the time window to be the confidence of a target in the field.
Fig. 9(b) shows the sensor confidence for the signal in Fig. 6(a).

4.3 Sensing Algorithm for Microphone
VigilNet uses acoustic sensing to differentiate between vehicles

and humans. Acoustic sensing is unique in its relatively high fre-
quency in sampling and processing. The resource constraints make
it challenging to design a reliable acoustic sensing algorithm. First,
the simultaneous use of magnetic and motion sensing limits the
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Figure 7: PIR data filter

rate at which we can collect acoustic samples. Second, the CPU
must remain available at all times to process incoming messages.
Third, the system must continuously process acoustic data in order
to detect and identify targets in time. Fourth, our whole surveil-
lance system only has 4KB RAM for its functioning: our acoustic
algorithm should occupy as little memory as possible.

Frequency analysis could be an effective method to conduct acous-
tic detection and classification. Unfortunately, computing the fre-
quency spectrum by FFT and analyzing the spectrum are expensive
operations in our design context. The number of multiplications
it takes to get the frequency domain results is Θ(N log2 N). The
microcontroller ATmega128L used in the Mica2 and ExScal motes
does not support native floating-point multiplication and the clock
rate is between 4 MHz to 8 MHz. Xu shows that in [23], it takes
a Mica mote with a 4MHz processor 30 seconds to finish a 512-
point FFT. Hence, an ExScal mote with a similar processor runs 15
seconds for a 512-point FFT even if it is running at its maximum 8
MHz clock rate. Such a long latency is not acceptable in our appli-
cation. The space complexity is another issue. Although there are
in-place fixed-point FFT solutions, even when we consider a 1024-
point FFT and each data point is 16 bit, an in-place solution still
uses at least 2 KB space just for the data points. In order to save
the 16-bit trigonometric value table, which is necessary for FFT
calculation, another 2 KB is needed. In Mica/Mica2 series motes,
the RAM size is 4KB and a large proportion of the RAM needs to
be assigned to other modules. Of course, the off-chip Flash can be
used as secondary storage, but frequent writes to the Flash makes
the FFT computation even slower and quickly damage the Flash.

We, therefore, choose a less costly power-based scheme. Each
time we obtain a new acoustic sample, we update an exponentially



0 20 40 60 80 100 120
−100

−50

0

50

100

Time (second)

F
ilt

e
re

d
 S

ig
n

a
 (

u
n

it)

(a) Data from a sensor in
grass(hot and windy)

0 10 20 30 40 50 60
−100

−50

0

50

100

Time (second)

F
ilt

e
re

d
 S

ig
n

a
l (

u
n

it)
(b) Data from a sensor on
ground(cold day, no wind)

Figure 8: Filtered PIR readings
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weighted moving average of acoustic sample values, noted m1:

m1,0 = s0

m1,t = α1 · st + (1 − α1) · m1,t−1
(1)

Where m1,t is the current value of m1, m1,t−1 is the previous value
of m1, st is the current microphone reading and α1 is a constant de-
termining the relative importance of recent readings. In our current
system, α1 is empirically determined to be 0.001. Fig. 10 graphs
the raw acoustic data provided by an ExScal mote when three ve-
hicles pass. The corresponding evolution of m1,t is also presented.
We use this moving average to serve as a reference in the computa-
tion of Et, a variable related to the instantaneous acoustic energy:

Et = |st − m1,t| (2)

Then we compute an auto-adapting acoustic threshold that detects
acoustic events. We chose this threshold to be the sum of an expo-
nentially weighted moving average of Et, noted m2, plus what we
name an exponentially weighted moving standard deviation, noted
d2. equations:

m2,t = α2 · Et + (1 − α2) · m2,t−1

v2,t = α2 · (Et − v2,t)
2 + (1 − α2) · v2,t−1

d2,t =
√

v2,t

(3)

Here v2 represents an exponentially weighted moving variance. In
our current implementation, α2 is empirically determined to be
0.02. When Et > m2,t + d2,t, the algorithm considers that the
acoustic threshold has been crossed.

A circular table maintains the number Nt of acoustic thresh-
old crossings that occurred during the last 1280 milliseconds. The
value of Nt determines the nature of an acoustic event. When Nt is
greater than a certain predetermined value T (T = 8 in our experi-
ments), the system signals the detection of a vehicle. Fig. 11 graphs
the values of Et, m2,t and d2,t for the previously mentioned data

Figure 10: Raw acoustic data from three vehicles

Figure 11: Acoustic Energy and threshold for three vehicles

set for three passing vehicles. Fig. 12 represents the correspond-
ing values of Nt. We remark that the mote triggers a car detection
event during the first three seconds of the algorithm execution. This
erroneous detection is due to the fact that, at the beginning of the al-
gorithm execution, the moving averages are arbitrarily set to zero.
To resolve this problem, the system disregards acoustic detection
results during the first five seconds of its execution.

4.4 Group-Level Classification
Distinguished from previous in-network data processing schemes

[6, 9, 16], the groups in the VigilNet are more dynamic in the sense
that they are formed in response to an external “event”, which cor-
responds to a target in VigilNet, and migrate with the movement of
the event. The details of the group forming, migration, and dele-
tion can be found in [15]. In this section, we introduce groups’
functions in the classification system – collecting, filtering, and ag-
gregating node-level classification results, as well as triangulating
the estimated target locations.

Each group has a statically assigned group leader. When events
occur, group members periodically report to the group leader. The
reports usually consist of node information (e.g., node ID and lo-
cation), group information (e.g., leader ID and group ID) and event
information (e.g., confidence vectors). The group leader aggregates
the confidence vectors from group members, computes group-level
confidence vectors and reports them to the base-level classifica-
tion module via multi-hop communication. This scheme greatly
reduces the amount of network traffic and, consequently, the en-
ergy consumption of the WSN.

Data aggregation contains several tunable parameters that affect
different aspects of its performance. One parameter, minimum de-
gree of aggregation (MDOA), defines the minimum number of dis-
tinct reports required to form a valid group-level confidence vec-
tor. An adequately high MDOA value enhances the credibility of
group-level classification results. Hence, it is an important system
parameter and has an impact on the performance of the detection
and classification, which is to be discussed in Section 5.2.

In the classification system, the groups have a one-to-one map-
ping to physical events. An implicit assumption is that events al-
ways keep a far enough distance among them, so that membership



Figure 12: Number of threshold crossings for three vehicles

of nodes to the corresponding groups can be determined without
ambiguity based on spatial adjacency to one of the events. This re-
sults in a limitation on detecting multiple simultaneous targets – for
events that become close enough or cross each other, if they share
the same sensory signature (e.g., two persons walking together),
the current classification system cannot separate them.

If events are with different sensory signatures, different classes
of events can be resolved based on history data after events deviate
from each other. However, before such events deviate, there is still
a temporary ambiguity. For instance, when a group for a vehicle
and a group for a person cross, the person triggers detections on the
motion sensors, and the vehicle triggers detections on the motion,
acoustic, and magnetic sensors. Hence, the two groups merge to be
a group for a vehicle, sensing an event with motion, magnetic, and
acoustic features. Later, when the person and vehicle deviate, the
ambiguity will be resolved and two groups will be formed. This is
another limitation of the current classification system – events of
different signatures may still have “temporary ambiguity” because
the groups are formed by detecting nodes, not by nodes detecting a
specific type of signature.

Potentially, temporary ambiguity can be resolved by group man-
agement with a finer granularity – a group is formed for a specific
type of signature, hence multiple groups co-exist in the same vicin-
ity. Another solution is to have the base mote disambiguate the
events, based on track history and assumptions on trajectory. How-
ever, our current system does not pursue either of the approaches
in order to keep time, space, and communication complexity low.
Instead, we design the system so that the effect of the ambiguity is
minimized. Specifically, a group still reports an event even when
there is temporary ambiguity, allowing the system to still reacts to
the event. Furthermore, when there is ambiguity, the classification
tends to categorize it as a class of a higher alert level (e.g., a per-
son and a vehicle are identified as a vehicle). On the other hand, for
applications that require a better disambiguity capability, the hierar-
chical classification architecture allows more sophisticated group-
level and base-level algorithms to be incorporated.

4.5 Base-Level Classification
The highest level detection and classification are conducted on

the base mote. It takes the group-level classification results as in-
put and computes the final classification results. Since the base
mote has a global view of the classification process, it conducts the
tasks requiring global knowledge, which is not available to indi-
vidual nodes or groups. In order to further reduce false positives,
spatial and temporal correlations among the tracking reports must
be leveraged. Intuitively, the base mote deems that two reports in
a certain time frame are from the same target if their locations are
close. The base mote keeps a history of recently received reports.
With the history of reports, the classification and velocity calcula-
tion of each target can be accomplished with high accuracy.

Figure 13: Raw acoustic data from human speaking

In the RAM of the base mote, a small data structure for each tar-
get is maintained. The data structure includes the recent location
of the target, the latest timestamp, accumulated sensor values and a
pointer to the information of the last report for the target. The base
mote chooses the target whose recent location is the closest to the
location of the incoming report and decides that the report belongs
to the target. If there is no target or the closest distance from the
recent location of any target to the location of the reports is greater
than a predefined threshold, the report is considered to be from a
new target. This threshold needs to be tuned in real-system testing.
If it is too large, reports from multiple targets may be categorized
into one group. If it is too small, two consecutive reports from a
single target may be categorized into two groups. Currently in our
system we use a threshold of 60 meters, which shows good perfor-
mance results in experiments. In order to minimize the number of
false positives, a target is reported to the front end interface only if
the number of reports for it exceeds a predefined threshold. With
this approach, most sporadic false positives can be filtered out.

Once a target accumulates enough reports, the base mote reads
its history and applies a linear regression to calculate the velocity of
the target, because velocity is one of the most important aspects for
moving target tracking, and it is of great interest to the end users.
The least square regression approach has been used in many sci-
entific and engineering fields for a long time and is believed to be
highly robust against small numbers of outliers. For each direction,
the timestamps and the coordinates of the locations of the the most
recent reports are used in the regression. The least square algorithm
gives the average changing rate of the coordinates over time. This
rate serves as the component of velocity along the direction. With
the information of both velocity components, we can get the veloc-
ity of the target including the knowledge of its moving direction.

5. SYSTEM PERFORMANCE
In this section, we evaluate the the performance of VigilNet with

a focus on the detection and classification performance. First, we
evaluate the performance of sensing algorithms in Section 5.1. Then,
Section 5.2 studies the group-level classification by analyzing the
impact of MDOA on the classification performance. Finally, Sec-
tion 5.3 assesses the overall system performance.

5.1 Evaluation of sensing algorithms
Among the three sensing algorithms, the acoustic sensing algo-

rithm has the highest sampling rate and CPU utilization. Since
a detailed analysis of all three algorithms has to be lengthy, we
choose to study the acoustic sensing algorithm as a representative
and evaluate its detection rate. To evaluate the performance of the
acoustic sensing algorithm, we deploy 7 sensor nodes in a line with
3-meter spacing. This line is perpendicular to the trajectory of a



Figure 14: Energy and auto-adaptive threshold for human
speaking

Figure 15: Number of threshold crossings for human speaking

passing car, with the first node located 3 meters from the trajec-
tory. We drive the car at three different speeds: 10, 15 and 20 miles
per hour. We realize ten trials for each speed in a parking lot and
compute the success rate of our algorithm at various distances and
speeds. Fig. 16 presents the results of this experiment. We observe
that the success rate of our algorithm decreases as the distance to
the car increases. Also, the algorithm is more successful when the
car moves at higher speeds: this is not surprising as a rapidly mov-
ing car generates more acoustic power. In VigilNet, sensor nodes
are approximately 33 feet (10 meters) away from each other. A
sensing range of 16.5 feet (5 meters) guarantees the detection of
a target traversing the field. Considering the resource constraints,
our design does not emphasize very high detection rate on individ-
ual nodes. Hence, the performance of the acoustic sensing, with a
detection rate of 90% at 30 feet (9 meters), is sufficiently good.

To demonstrate how our acoustic algorithm reacts to other sound
sources, we experiment with a human speaking loudly at a distance
of 1.8 meters (6 feet) from an ExScal mote. Note that, without so-
phisticated frequency analysis, the acoustic sensing algorithm is not
designed to distinguish human voice and vehicle sound. However,
according to experimentation, a human, even if speaking loudly,
does not generate as much acoustic energy as a car passing close
to the sensor node. This is why the algorithm, evaluating acoustic
energy, can differentiate between these two types of targets. On
the other hand, if the acoustic sensing algorithm shows a good re-
silience to human voice, which is strong at such a short distance,
it indicates a good performance against background noise. The re-
sults are presented in Fig. 13, Fig. 14, and Fig. 15. Clearly, the
acoustic algorithm does not trigger any vehicle detection event ex-
cept during the first three seconds. As we said earlier, acoustic
detections during this initial phase are ignored. Hence, from the

Figure 16: Acoustic detection performance.
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Figure 17: The impact of the MDOA.

system’s view, no human speaking events are reported as vehicles
in this test.

5.2 Evaluation of the group level classification
Among the functions of group level classification, the MDOA

(the minimum degree of aggregation) is of special importance to
the detection and classification performance. It not only controls
the aggregation of member reports and reduces the network traffic,
but also reduces the false positive rate of the system.

From a system designer’s point of view, false positives roughly
fall into two categories. One category of false positives are due to
unexpected disturbance imposed on a small number of nodes. For
example, when a wild animal touches a sensor node, that node may
sense motion and magnetic signals and report false positives. A
loose connector, a piece of shortcut wire, or a malfunctioning sen-
sor may trigger continuous wrong readings from the sensor. Such
false positives are mostly independently and randomly distributed
and only occur at a reasonably low rate. We call this category of
false positives “random false positives”. In some other situations,
a large percentage of the sensors in a WSN become much more
probable to report false positives, because of flawed design or un-
expected disturbances imposed on a large percentage of the net-
work. False positives in this category are usually correlated, and
sometimes bursty. For example, when the sensor driver has a bug,
or there is a storm, the entire network may report false positives in
large quantity. We call this category “systematic false positives”.

By using a suitable MDOA, the group level classification can
significantly reduce random false positives, and noticeably miti-
gate the effect of systematic false positives. Fig. 17 shows the
result of a test studying the relationship between the MDOA and
the number of false positive reports. Performed at an outdoor park-
ing lot with a test VigilNet system of 37 nodes, the test involves the
magnetometer and motion (PIR) sensor detecting a moving vehi-
cle. The thresholds for the motion sensing algorithms are set to an



extremely low value so that there are frequent false positives. Also,
on the current hardware platform, the magnetometer is sensitive to
LEDs. Hence, we let the LEDs blink at the beginning of the classi-
fication stage so that the magnetometers acquire some wrong data
and generate false positives.

The testing procedure is as follows. First, we start the system,
with MDOA set to 1 (all reports are delivered to the base mote). At
this point, the LED blinks and the initial low threshold triggers false
positives on the magnetometers and motion sensors. We record the
number of reports in the first 32 seconds, and use them, as a rea-
sonable approximation, as the number of systematic false positives.
We record the number of reports in the following 3 minutes as the
number of random false positives. Then, we send a middle-sized
car to the WSN field, record the number of reports delivered during
the tracking process (35 seconds) as the number of effective reports.
We also examine whether the classification result is correct. Tests
are repeated and statistics are collected for various MDOA settings.

As we can see from Fig. 17, when the MDOA is 1, there are 29
systematic false positives and 36 random positives. Such a high
false positive rate confuses the base level classification algorithm
and the system reports false targets. On the other hand, the system
is still able to track the real target – the 165 effective reports make
the system successfully detect and classify the vehicle.

When the MDOA increases past 1, all random false positives are
eliminated. And the number of systematic false positives reduces
by 85% – from 65 to 10. Meanwhile, the number of effective re-
ports also reduces from 165 to 69. But the system is still able to
detect and classify the target vehicle correctly.

When MDOA increases to 3 or 4, all the systematic and random
false positives are removed. And we verified that, though the num-
ber of effective reports is further reduced, the system detects and
classifies the target correctly. When MDOA is 5, no reports are
delivered in the system.

In conclusion, adjusting the MDOA is an important method to
reduce the number of false positives in a WSN, and significantly
enhance it’s performance. Meanwhile, a too-high MDOA lowers
the system’s sensitivity.

5.3 System level performance
In this subsection, we evaluate the VigilNet’s performance as a

holistic system. Especially, we measure how fast the network clas-
sifies targets and how accurately it computes the target’s attributes.
Among a number of attributes, velocity is our major interest and
a good representative of high-level target attributes that cannot be
accurately computed on individual nodes. Hence, in this section,
the discussion of attribute computation focuses on velocity. We
deployed and tested the VigilNet in an airfield in the July and De-
cember of 2004. Unless otherwise specified, the performance data
in this section is collected from tests on these two deployments.

The test scenario involves moving targets traveling through the
network following a straight trajectory. A moving target may be a
vehicle, a person, or a person carrying a ferrous object. The net-
work comprises 200 ExScal motes.

Table 1 shows statistics collected in an outdoor test site. Ten tar-
gets are tracked in two runs. In this test, the required minimum
degree of aggregation is set to one in the group level classification
in order to inspect the base mote’s ability to filter out false posi-
tives. All the 10 targets are detected and correctly classified. In to-
tal, the network delivers 441 reports to the base mote, which, after
processing these reports, delivers 71 reports to the external device.
Interestingly, the network delivers more reports in run 1 than in run
2, even though there are more targets in run 2. The reason is that
the number of reports from the network depends not only the num-

Run No. Run 1 Run 2
Duration(s) 271 758
Group-level reports 261 180
Reports after filtering 29 42
Actual targets 4 6
Correctly classified targets 4 6
False negatives 0 0
Filtered false positives 5 24

Table 1: Statistics of classifying 10 targets in two runs
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Figure 18: Latencies for vehicles at different speeds

ber of targets, but also the amount of time the targets stay in the
network, the types of the targets, and the number of group leaders
in the network. In these two runs, the network generated totally 29
false positive reports at the node level and the group level, but all
of them are filtered out by the base mote. Hence, from the system’s
view, there are no false positives and, since all targets are detected,
there are no false negatives. Not surprisingly, the network’s per-
formance is better than individual nodes. The reasons is that the
natural redundancy in a densely deployed network help reduce the
false negative rate at the system level.

Fig. 18 plots the detection latencies, classification latencies and
velocity calculation latencies for vehicles at various speeds. Gen-
erally, the detection latency is lower than the classification latency,
and the classification latency is lower than the velocity calculation
latency. This difference reflects different amounts of information
required for the detection, classification, and attribute calculation.
The classification of a target employs a longer history of reports
than the detection. The velocity calculation needs a even longer
history, in order to accomplish a precise linearly-fit inference of
the velocity. Also, the latencies reduce when the speed increases.
The reason is that, when the target is traveling at a low speed, the
time for the target to travel past multiple nodes dominates the total
latency. When the speeds increase, the latency remains at a cer-
tain level. This is because, when the speed is high, the processing,
queuing, and group-level aggregation latency dominate the total la-
tency.

In the runs shown in Fig. 18, all targets are classified correctly,
indicating a satisfactory classification capability. Meanwhile, it
is interesting to compare the calculated velocity with the velocity
shown on the vehicle speedometer. Our record shows that the range
of error between the calculated velocity and the real velocity ranges
from −7.5% to +15%.

The motion of persons and persons with ferrous objects have are
similar characteristics because the moving carriers are of the same
type – human beings. Hence, they show similar latencies in the
tests. However, their latencies are longer than those for vehicles.
Fig. 19 shows the average detection, classification and velocity
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calculation latencies for the two classes of persons combined, and
vehicles. We notice detection latency for persons combined is 77%
longer than that for vehicles. This is because the persons travels
much slower in the network than vehicles, hence it takes longer
time for persons to hit enough sensor nodes and trigger enough de-
tection and classification reports to establish a sufficient confidence
level for detection on the base mote.

As mentioned in Section 1, a surveillance WSN must operate in
a timely manner. Given that the detection latencies for persons and
some slow vehicles can approach 10 seconds, it is necessary to ver-
ify that the latencies are all within an acceptable range. One design
detail in VigilNet is that the deployment ensures that a target has to
travel about 330 feet (100 meters) to traverse the network. Based
on this we can calculate the minimum amount of time that it takes a
target to traverse the network, henceforth called the “traverse time”.
Suppose a person travels at 2–10MPH, it takes 22–112 seconds to
traverse the network. As shown in Fig. 19, the detection latencies
for persons are much shorter than the traverse time. As for vehicles,
the traverse times are shorter for faster vehicles, but the detection
latencies are usually shorter, too. To examine the timeliness of the
detections, we plot the detection latencies and the traverse times at
different speeds in Fig. 20. As we can see, the detection latencies
are much shorter than the traverse times at various speeds.

From the analysis of performance at the sensor level, the group
level, and the base level, we can clearly see the refining process
of the detection and classification results. The detection rate at the
sensor level is often not perfect. For instance, the acoustic sensing
algorithm’s detection rate is about 90% at a distance of 9 meters
(30 feet). However, the redundancy of the network nodes ensures
that the holistic system has a high detection rate (low false negative
rate). The group-level classification significantly reduces the false
positive rate and minimizes the network traffic. Finally, the base-
level classification refines the detection and classification results by
analyzing tracking reports from multiple groups. In summary, the
evaluation shows that VigilNet accomplishes an excellent perfor-

mance in reliable sensing and classification, accurate attribute (ve-
locity) computation, resilient operation in realistic environments,
and timely information delivery.

6. METHODOLOGICAL DISCUSSIONS
We believe that the design, implementation and evaluation of the

sensing subsystem and classification algorithms should evolve from
an ad hoc “art” to established methodologies. Though our experi-
ence with VigilNet and a study of several recent surveillance WSNs
are not sufficient to abstract such a methodology, the challenges we
faced do represent a series of common issues and the design choices
we made reflect the diligent thoughts, careful trade-offs, and realis-
tic concerns involved in constructing a realistic, sophisticated, and
evolving system. Hence, we conceive that it is valuable to share our
view and conception on how to design a detection and classification
system, and believe this can help current and future WSN research
to establish a systematic methodology for designing such WSNs.
For this purpose, we abstract some general guidelines for the de-
velopment of sensing and classification systems. Most of them are
not new concepts, but are of critical importance to the success of
realistic systems.
• Mechanical design. Though programmers traditionally do not

care about the mechanical details of a computer system, design-
ers of a sensor network must pay careful attention to it. For ex-
ample, without a suitable enclosure, the magnetometer would
suffer degraded performance at sudden temperature changes.
Generally, the enclosure design for WSN nodes should provide
a suitable operating environment to the hardware components
[8], besides protecting the node hardware from harsh environ-
mental conditions. Specifically, the positioning and wiring of
various components should avoid interference from each other
and maximize sensors’ capability.

• Autonomous operation. It is infeasible to individually manage
the network nodes in a large-scale WSN. Hence, each must op-
erate in an autonomous manner. Specifically, a node must iden-
tify, calibrate, and operate its sensors automatically.

• Fault tolerance. For a large system to operate for a long period
of time on a rough terrain, it must expect the unexpected. For
example, strong wind or wild animals may disturb the sensor
nodes, displace them, or even destroy them. Also, the large
size of the network makes faults a common phenomenon – if
each node has a 0.001 possibility to have a hardware fault, a
network of 200 such nodes has a 0.18 possibility to contain a
faulty node. Though it is infeasible to analyze and intelligently
handle all possible situations, the design of such WSNs must,
at minimum, deal with failures at various levels.

• Adaptivity. WSNs, especially when they are deployed outdoors,
show a high level of dynamics. The quality of communication
links, the electric characteristics of sensors, and the topology
of the network, may continuously change due to internal and
external conditions. Hence, many system parameters need to
continuously adapt to changes inside and outside the network.

• Redundancy and collaboration. The performance of a network
of energy-and-cost-effective nodes largely relies on how the
nodes collaborate with each other. Enhancing the performance
and capability of individual nodes is important. Many develop-
ers, including the authors, feel it intellectually exciting to an-
swer the challenge of high-quality signal processing with low-
end hardware by novel and prudent architectural and algorith-
mic designs of individual sensor nodes. Meaningful and impor-
tant as it is, such an effort, if overemphasized, may prove ineffi-
cient or, in some situations, even hazardous, in realistic settings.



For example, an intrinsically difficult trade-off is that the more
sensitive the sensing algorithms are, the more vulnerable to the
changing environments they become. As another approach, we
may choose to make the sensing algorithms less sensitive, but
more resilient to environmental changes, and take advantage of
the density of the network nodes to enhance the overall sensitiv-
ity of the system. Also, as we discussed in Section 5.2, a group
of sensor nodes can collaborate with each other to reduce the
false positive rates. Such a redundant and collaboration based
approach proves to be highly effective.

7. CONCLUSION
We discussed the sensing subsystem in the VigilNet surveillance

system and described how the hierarchical classification architec-
ture enables the system to conduct efficient information processing,
including detection and classification, in a large-scale WSN. The
hierarchical architecture naturally distributes sensing and computa-
tion tasks at different levels of the system so that the sensor network
can support high-quality sensing and reliable classification without
involving special high-power nodes. With evaluation data collected
from field tests in physical environments, the evaluation of VigilNet
demonstrates excellent performance on the detection rate, classifi-
cation result, attribute (velocity) computation accuracy, and timely
information delivery.
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ABSTRACT 
Wireless Sensor Networks have been proposed for a multitude of 
location-dependent applications.  For such systems, the cost and 
limitations of the hardware on sensing nodes prevent the use of 
range-based localization schemes that depend on absolute point-
to-point distance estimates.  Because coarse accuracy is sufficient 
for most sensor network applications, solutions in range-free 
localization are being pursued as a cost-effective alternative to 
more expensive range-based approaches.  In this paper, we 
present APIT, a novel localization algorithm that is range-free.  
We show that our APIT scheme performs best when an irregular 
radio pattern and random node placement are considered, and low 
communication overhead is desired.  We compare our work via 
extensive simulation, with three state-of-the-art range-free 
localization schemes to identify the preferable system 
configurations of each.  In addition, we study the effect of 
location error on routing and tracking performance.  We show that 
routing performance and tracking accuracy are not significantly 
affected by localization error when the error is less than 0.4 times 
the communication radio radius. 

Categories and Subject Descriptors 
C.2. [Computer Communication Networks]: Network Protocols  

General Terms 
Algorithms, Performance, Design 

Keywords 
Localization, Positioning, Location discovery, Sensor Networks1 
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1. INTRODUCTION 
Wireless Sensor Networks (WSNs) distinguish themselves from 

other traditional wireless or wired networks through sensor and 
actuator based interaction with the environment.  Such networks 
have been proposed for various applications including search and 
rescue, disaster relief, target tracking, and smart environments.  
The inherent characteristics of these sensor networks make a 
node’s location an important part of their state.  For such 
networks, location is being used (i) to identify the location at 
which sensor readings originate, (for example, identifying a 
target’s position during tracking, providing the location of an 
earthquake survivor buried underneath rubble during disaster 
relief operations)  (ii) in novel communication protocols that route 
to geographical areas instead of IDs ([13], [16], [17], [19], [35]), 
and (iii) when providing other location based services ( such as 
sensing coverage [36] and location directory service [20] to 
provide medical information about a nearby patient in a smart 
hospital).  In addition to the applications and protocols mentioned, 
continued research in WSNs will serve to invent and identify 
many additional protocols and applications, many of which will 
likely depend on location aware sensing devices. 

Many localization algorithms for sensor networks have been 
proposed to provide per-node location information.  With regard 
to the mechanisms used for estimating location, we divide these 
localization protocols into two categories: range-based and 
range-free.  The former is defined by protocols that use absolute 
point-to-point distance estimates (range) or angle estimates for 
calculating location.  The latter makes no assumption about the 
availability or validity of such information.  Because of the 
hardware limitations of WSN devices, solutions in range-free 
localization are being pursued as a cost-effective alternative to 
more expensive range-based approaches.  

This paper makes three major contributions to the localization 
problem in WSNs.  First, we propose a novel range-free algorithm, 
called APIT, with enhanced performance under realistic system 
configurations.  Second, though many different protocols 
[3][22][26] have been proposed to solve the localization problem 
in a range-free context, no prior work has been done to compare 
them in realistic settings.  This paper is the first to provide a 
realistic and detailed quantitative comparison of existing range-
free algorithms to determine the system configurations under 
which each is optimized.  We perform such a study to serve as a 
guide for future research.  Third, no attempt has previously been 
made to broadly study the impact of location error on various 
location-dependent applications and protocols.  This paper 
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provides insight into the effect of localization accuracy on 
application performance degradation and identifies bounds on the 
estimation error tolerated by applications. 

The remainder of the paper is organized as follows:  Section 2 
discusses previous work in localization for sensor networks. 
Section 3 describes APIT.  Section 4 gives brief descriptions of 
three other state-of-the-art range-free protocols to which we 
compare our work.  Section 5 describes our simulation.  Section 6 
follows with a detailed performance comparison of the four range-
free localization algorithms described.  Section 7 further 
investigates the impact of localization error on various location-
dependent applications and protocols such as routing and target 
tracking.  Finally, we conclude in Section 8. 

 

2. STATE OF THE ART 
Many existing systems and protocols attempt to solve the 

problem of determining a node’s location within its environment.  
The approaches taken to solve this localization problem differ in 
the assumptions that they make about their respective network and 
device capabilities.  These include assumptions about device 
hardware, signal propagation models, timing and energy 
requirements, network makeup (homogeneous vs. heterogeneous), 
the nature of the environment (indoor vs. outdoor), node or 
beacon density, time synchronization of devices, communication 
costs, error requirements, and device mobility.  In this section, we 
discuss prior work in localization with regard to these network 
characteristics, device restrictions, and application requirements.  
We divide our discussion into two subsections where we present 
both range-based and range-free solutions.. 

2.1 Range-Based Localization Schemes 
Time of Arrival (TOA) technology is commonly used as a 

means of obtaining range information via signal propagation time.  
The most basic localization system to use TOA techniques is GPS 
[33].  GPS systems require expensive and energy-consuming 
electronics to precisely synchronize with a satellite’s clock.  With 
hardware limitations and the inherent energy constraints of sensor 
network devices, GPS and other TOA technology present a costly 
solution for localization in wireless sensor networks.      

The Time Difference of Arrival (TDOA) technique for ranging 
(estimating the distance between two communicating nodes) has 
been widely proposed as a necessary ingredient in localization 
solutions for wireless sensor networks.  While many 
infrastructure-based systems have been proposed that use TDOA 
[1][12][28], additional work such as AHLos ([30][31]) has 
employed such technology in infrastructure-free sensor networks.  
Like TOA technology, TDOA also relies on extensive hardware 
that is expensive and energy consuming, making it less suitable 
for low-power sensor network devices.  In addition, TDOA 
techniques using ultrasound require dense deployment (numerous 
anchors distributed uniformly) as ultrasound signals usually only 
propagate 20-30 feet.   

To augment and complement TDOA and TOA technologies, an 
Angle of Arrival (AOA) technique has been proposed that allows 
nodes to estimate and map relative angles between neighbors [27].  
Similar to TOA and TDOA, AOA estimates require additional 
hardware too expensive to be used in large scale sensor networks.     

Received Signal Strength Indicator (RSSI) technology such as 
RADAR [1] and SpotOn [15] has been proposed for hardware-
constrained systems.  In RSSI techniques, either theoretical or 
empirical models are used to translate signal strength into distance 
estimates.  For RF systems [1][15], problems such as multi-path 
fading, background interference, and irregular signal propagation 
characteristics (shown in an empirical study of this technology 
[10]) make range estimates inaccurate.  Work to mitigate such 
errors such as robust range estimation ([11]), two-phase 
refinement positioning ([29], [31]), and parameter calibration 
([34]) have been proposed to take advantage of averaging, 
smoothing, and alternate hybrid techniques to reduce error to 
within some acceptable limit.  While solutions based on RSSI 
have demonstrated efficacy in simulation and in a controlled 
laboratory environment, the premise that distance can be 
determined based on signal strength, propagation patterns, and 
fading models remains questionable, creating a demand for 
alternate localization solutions that work independent of this 
assumption.        

2.2 Range-Free Localization Schemes 
In sensor networks and other distributed systems, errors can 

often be masked through fault tolerance, redundancy, aggregation, 
or by other means.  Depending on the behavior and requirements 
of protocols using location information, varying granularities of 
error may be appropriate from system to system.  Acknowledging 
that the cost of hardware required by range-based solutions may 
be inappropriate in relation to the required location precision, 
researchers have sought alternate range-free solutions to the 
localization problem in sensor networks. 

In [3], a heterogeneous network containing powerful nodes 
with established location information is considered.  In this work, 
anchors beacon their position to neighbors that keep an account of 
all received beacons.  Using this proximity information, a simple 
centroid model is applied to estimate the listening nodes’ location.  
We refer to this protocol as the Centroid algorithm.   

An alternate solution, DV-HOP [26] assumes a heterogeneous 
network consisting of sensing nodes and anchors.  Instead of 
single hop broadcasts, anchors flood their location throughout the 
network maintaining a running hop-count at each node along the 
way.  Nodes calculate their position based on the received anchor 
locations, the hop-count from the corresponding anchor, and the 
average-distance per hop; a value obtained through anchor 
communication.  Like DV-Hop, an Amorphous Positioning 
algorithm proposed in [22] uses offline hop-distance estimations, 
improving location estimates through neighbor information 
exchange. 

 These range-free techniques are described in more depth in 
section 4, and are used in our analysis for comparison with our 
work. 

 

3. APIT LOCALIZATION SCHEME 
In this section, we describe our novel area-based range-free 

localization scheme, which we call APIT.  APIT requires a 
heterogeneous network of sensing devices where a small 
percentage of these devices (percentages vary depending on 
network and node density) are equipped with high-powered 
transmitters and location information obtained via GPS or some 



other mechanism.  We refer to these location-equipped devices as 
anchors.  Using beacons from these anchors, APIT employs a 
novel area-based approach to perform location estimation by 
isolating the environment into triangular regions between 
beaconing nodes (Figure 1).  A node’s presence inside or outside 
of these triangular regions allows a node to narrow down the area 
in which it can potentially reside.  By utilizing combinations of 
anchor positions, the diameter of the estimated area in which a 
node resides can be reduced, to provide a good location estimate.  

 

 

Figure 1: Area-based APIT Algorithm Overview 

3.1 Main Algorithm  
The theoretical method used to narrow down the possible area 

in which a target node resides is called the Point-In-Triangulation 
Test (PIT).  In this test, a node chooses three anchors from all 
audible anchors (anchors from which a beacon was received) and 
tests whether it is inside the triangle formed by connecting these 
three anchors.  APIT repeats this PIT test with different audible 
anchor combinations until all combinations are exhausted or the 
required accuracy is achieved.  At this point, APIT calculates the 
center of gravity (COG) of the intersection of all of the triangles 
in which a node resides to determine its estimated position.  

The APIT algorithm can be broken down into four steps: 1) 
Beacon exchange, 2) PIT Testing, 3) APIT aggregation and 4) 
COG calculation.  These steps are performed at individual nodes 
in a purely distributed fashion.  Before providing a detailed 
description of each of these steps, we first present the basic 
pseudo code for our algorithm: 

 

 Receive location beacons (Xi,Yi)  from N anchors.  

InsideSet = Φ  // the set of triangles in which I reside 

For (each triangle Ti ∈  )(3
N

 triangles) { 

    If (Point-In-Triangle-Test (Ti) == TRUE) 

InsideSet = InsideSet ∪ { Ti } 

   If( accuracy(InsideSet) > enough ) break; 

} 

 /* Center of gravity (COG ) calculation */ 

Estimated Position = COG ( ∩Ti ∈  InsideSet); 

 

We note that the size of InsideSet grows cubically with the 
number of anchor beacons heard.  For example, with 30 audible 
beacons in a sensor network of 1,500 nodes, the radio region will 
be divided by 4,060 triangles into small pieces.  If the PIT tests 
render correct inside/outside decisions, each decision will narrow 
down the area in which a target node can possibly reside, making 
the final error small.  In the next two sections, we describe the 
perfect PIT test and discuss the infeasibility of performing this test 

in a WSN.  We then introduce a practical approximation to this 
perfect PIT test, applicable to our work. 

 

3.2 Perfect PIT Test  
In this section, we provide a perfect, albeit theoretical, solution 

to the following problem: For three given anchors:  A(ax,ay), 
B(bx,by), C(cx,cy), determine whether a point M with an unknown 
position is inside triangle ∆ABC or not. 

  

Propositions I: If M is inside triangle ∆ABC, when M is shifted in 
any direction, the new position must be nearer to ( further from) 
at least one anchor A, B or C. (Figure 2A)  

 

Proposition II: If M is outside triangle ∆ABC, when M is shifted, 
there must exist a direction in which the position of M is further 
from or closer to  all three anchors A, B and C. (Figure 2B).   

 

Figure 2: Propositions I and II 

Propositions I and II are intuitively correct (the formal proofs 
are in appendix A).  Accordingly, the Perfect PIT test 
methodology derived from propositions I and II is as follows:  

 

Perfect P.I.T Test Theory: If there exists a direction such that a 
point adjacent to M is further/closer to points A, B, and C 
simultaneously, then M is outside of ∆ABC.  Otherwise, M is 
inside ∆ABC.  

 

The Perfect P.I.T test is guaranteed to be correct in deciding 
whether a point M is inside triangle ∆ABC.  However, there are 
two major issues when performing this in a WSN: 

•  How does a node recognize directions of departure from an 
anchor without moving? 

•  How to exhaustively test all possible directions in which 
node M might depart/approach vertexes A, B, C 
simultaneously? 

We address these issues in the next section. 

 

3.3 Approximation of the Perfect PIT Test 
The Perfect P.I.T. test is infeasible in practice; however, we can 

still obtain a very high level of accuracy by an approximation 
method introduced in this section.   

3.3.1 Departure Test  
In previous work [1][15], researchers have assumed a circular, 

or otherwise well-defined, mathematical or empirical model such 
as a log-normal attenuation model for radio propagation 
characteristics that describes the relationship between the signal 
strength degradation and the distance a radio signal travels.  



However, according to a recent empirical study by D. Ganesan at 
UCLA [10], this assumption does not hold well in practice.  In 
our work, we make a much weaker assumption about radio 
propagation characteristics.  We assume that in a certain 
propagation direction, defined to be within a narrow angle from 
the sending anchor (Figure 3), the received signal strength is 
monotonically decreasing in an environment without obstacles.  
This simply says that in a given direction, the further away a node 
is from the anchor, the weaker the received signal strength will be.  
Through signal strength comparisons between neighboring nodes, 
this assumption allows a node to determine whether a neighboring 
node is closer to a given anchor.  

Departure Test Definition: Test whether M is further away from 
anchor A than N.  

 

Figure 3: Departure Test  

 

In addition to gathering evidence drawn from prior empirical 
studies of WSNs [10], we checked the validity of our assumption 
on Berkeley’s MICA mote testbed in an obstruction free 
laboratory environment.  In this experiment, we incrementally 
increased the distance between sending (anchor) and receiving 
motes.  Figure 4 shows the measured signal strength of 40 
beacons from a single anchor at varying distances. 
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Figure 4: Signal Strength at Different Distances 

We conclude from Figure 4 that our assumption of 
monotonically decreasing signal strength in a given direction is 
usually valid.  For example, the signal strength readings shown in 
Figure 4 are usually about 560 mv at one-foot, and about 510 mv 
at five-feet.  However, we note that there are various points on the 
graph where this signal strength property is violated due to burst 
disturbance effects.  Two approaches to minimize the effect of 
such disturbances include taking a running average of the signal 
strength over time and using our robust aggregation, a technique 
discussed further in section 3.4.  

It should be noted that our scheme does not make any 
assumptions about the correlation between absolute distance and 
signal strength; hence, we consider our scheme a range-free 
solution.  More importantly, though we use radio signal 
comparisons throughout the paper, our scheme can actually work 
with any system, so long as it can support a form of the departure 
test. 

3.3.2 Approximate PIT Test  
To perform PIT testing in sensor networks without requiring 

that nodes move, we define an Approximate PIT Test (APIT) that 
takes advantage of the relatively high node density of these 
networks (usually with connectivity above 6).  The basic idea 
behind the APIT test is to use neighbor information, exchanged 
via beaconing, to emulate the node movement in the Perfect PIT 
test.  The APIT test is formally described below. 

 

Figure 5: Approximate P.I.T Test 

Approximate P.I.T Test: If no neighbor of M is further 
from/closer to all three anchors A, B and C simultaneously, M 
assumes that it is inside triangle ∆ABC.  Otherwise, M assumes it 
resides outside this triangle. 

 

We further explain the APIT test through an example.  Figure 
5A presents a scenario where none of M’s neighbors, 1, 2, 3 or 4, 
is further from/closer to all three anchors A, B and C 
simultaneously.  In this scenario, M will assume that it is inside 
the triangle ∆ABC according to the definition.  The other scenario 
is shown in Figure 5B, where neighbor 3 will report to node M 
that it is further away from A, B, and C than M.  This allows M to 
assume it resides outside of triangle ∆ABC. 

 

Figure 6: Error Scenarios for the APIT Test. 

 

Because APIT can only evaluate a finite number of directions 
(the number of neighbors), APIT can make an incorrect decision.  
The two scenarios where incorrect decisions are made are 
depicted in Figure 6.  In Figure 6A, we show what we deem 
InToOut error, where the node is inside the triangle, but concludes 
based on the APIT test that it is outside the triangle.  This can 
happen when M is near the edge of the triangle, while some of 
M’s neighbors (3 in this case) are outside the triangle and further 
from all points ABC, in relation to node M.  As a result, M 
mistakenly thinks it is outside of triangle ABC due to this edge 
effect.  On the other hand, the irregular placement of neighbors 
can result in OutToIn error.  Figure 6B depicts a scenario where 
M is outside of triangle ABC and none of its neighbors is further 



from/closer to all three anchors, A, B and C, simultaneously.  This 
makes M mistakenly assume it is inside triangle ABC.    

Fortunately, from experimentation, we find that the percentage 
of APIT tests exhibiting such an error is relatively small (14% in 
the worst case).  Figure 7 demonstrates this error percentage as a 
function of node density.  When node density increases, APIT can 
evaluate more directions, considerably reducing OutToInError 
(Figure 6B).  On the other hand, InToOutError will slightly 
increase due to the increased chance of edge effects. 
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 Figure 7: APIT Error under Varying Node Densities 

3.4 APIT Aggregation 
Once the individual APIT tests finish, APIT aggregates the 

results (inside/outside decisions among which some may be 
incorrect) through a grid SCAN algorithm (Figure 8).  In this 
algorithm, a grid array is used to represent the maximum area in 
which a node will likely reside.  In our experiments, the length of 
a grid side is set to 0.1R, to guarantee that estimation accuracy is 
not noticeably compromised. 

 

Figure 8: SCAN Approach 

For each APIT inside decision (a decision where the APIT test 
determines the node is inside a particular region) the values of the 
grid regions over which the corresponding triangle resides are 
incremented.  For an outside decision, the grid area is similarly 
decremented.  Once all triangular regions are computed, the 
resulting information is used to find the maximum overlapping 
area (e.g. the grid area with value 2 in Figure 8), which is then 
used to calculate the center of gravity for position estimation.   

The pseudo code for APIT aggregation is as follows: 

For (each triangle Ti ∈  )(3
N

 triangles) {   

           If (APIT(Ti) == Out ) AddNegtiveTriangle(Ti); 

           If (APIT(Ti) == In ) AddPositiveTriangle(Ti);  

};    

   Find the area with Max values; 

 APIT aggregation is a robust approach that can mask errors in 
individual APIT tests.  As we know from Figure 7, the majority 
(more than 85% in the worst case) of APIT tests are correct.  With 

limited error, the correct decisions build up on the grid and the 
small number of errors only serves as a slight disturbance to the 
final estimation. 

3.5 A Walk through the APIT Algorithm 
In this section, we present an example to further explain our 

APIT algorithm. 

 

1. Having received beacons from anchors A, B, and C, each 
node maintains a table (Anchor ID, Location, Signal Strength) 
for each anchor heard (Figure 9). 

 

Node M Node 1

1mv5623C

3mv3145B

2mv2020A

SS(X,Y)

1mv5623C

3mv3145B

2mv2020A

SS(X,Y)

3mv5623C

2mv3145B

1mv2020A

SS(X,Y)

3mv5623C

2mv3145B

1mv2020A

SS(X,Y)

 

Figure 9: Table of heard Anchors 

 

2. Each node beacons once to exchange anchor tables with its 
neighbors.  These tables are merged at every node to maintain 
neighborhood state (Figure 10). 

 

 

Figure 10: Combined Table 

 

3. APIT runs on every column of the node’s table to determine 
whether a neighboring node exists that has consistently 
larger/smaller signal strengths from the three anchors A, B 
and C2.  If such a neighbor is found, M assumes that it is 
outside triangle ABC.  If no such neighbor is found, M 
assumes it is inside this region. 

 
4. Each node repeats step 3 for varying combinations of three 

anchors.  (Note: we only demonstrate 1 combination of three 
anchors in this example). 

 
5. The algorithm described in Section 3.4 is then used to 

determine the area with maximum overlap.  
 
6. Finally, the center of gravity of this area is used as the final 

location estimation. 
                                                                 
2 No P.I.T. test is performed when neighboring nodes do not share 

three common anchor points. 



3.6 APIT Performance Analysis 
We consider a static senor network with N anchors and M 

nodes.  Since APIT requires each anchor and node to broadcast 
once, the communication overhead of our APIT algorithm is N+M 
under collision-free situation.  We have proven (see authors for 
proof) that if a target node can receive beacons from K anchors, 
the maximum number of polygons partitioned by these anchors 
can be achieved by placing all anchors on a convex curve.  This 
anchor placement creates (K-1)(K-2)/2 + K(K-1)(K-2)(K-3)/24 
partitions.  Assuming the nominal anchor radio range is R, the 
average size of each partition is then:  

3)/242)(K1)(K K(K2)/2 1)(K(K

R

−−−+−−

2π  

It should be noted that the above formula only indirectly 
reflects the upper bound performance of the Perfect PIT test.  
APIT has less accuracy due to approximation as we will show in 
our evaluations.   

By using our SCAN algorithm during APIT aggregation, we 
bound the computational complexity of the APIT algorithm by 
O(L) (L is the number of APIT tests and each test only requires 
several comparisons).  If we use a geometric algorithm to perform 
APIT aggregation precisely, the computational complexity will be 
O(L2).  

In a mobile sensor network, periodic beaconing is a 
straightforward solution to maintain the current anchor and node 
positions. A more sophisticated method to minimize localization 
cost under such a network is left as future work. 

3.7 Key Observations 
We note several key observations here to justify the use of our 
APIT algorithm in sensor networks. 

•  Redundancy and high node density are the key positive 
characteristics of sensor networks over traditional ad hoc 
networks.  By exploiting this redundancy, aggregated 
decisions can provide good accuracy during location 
estimation, regardless of the fact that information obtained 
by an individual test is coarse and error prone. 

•  In order to obtain high redundancy without increasing 
deployment costs, we can use a single moving anchor that 
sends out beacons at different locations to localize all nodes 
inside a sensor network.  

 

4. RANGE-FREE SCHEMES 
In this section, we briefly describe the key features of three 

state-of-the-art range-free localization algorithms studied in our 
simulation.  These algorithms are implemented in accordance with 
the published design; with the exception of a few enhancements, 
made to ensure that our comparison is as fair as possible.  The 
protocols discussed include: 

 

•  Centroid Scheme [3] by N.Bulusu  and J. Heidemann  
•  DV-Hop Scheme [26] by D.Niculescu and B. Nath  
•  Amorphous Scheme [22] [23] by R. Nagpal  
 

In addition to the aforementioned range-free algorithms, we 
implement an oracle version of APIT that uses the Perfect PIT 

Test defined in Section 3.2.  For completeness, we provide brief 
descriptions of these algorithms.  More details can be found in [3], 
[22], and [26].    

4.1 Centroid Localization 
N. Bulusu and J. Heidemann [3] proposed a range-free, 

proximity-based, coarse grained localization algorithm, that uses 
anchor beacons, containing location information (Xi,Yi), to 
estimate node position.  After receiving these beacons, a node 
estimates its location using the following centroid formula: 
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The distinguished advantage of this Centroid localization 
scheme is its simplicity and ease of implementation.  In a later 
publication [4], N. Bulusu augments his work by suggesting a 
novel density adaptive algorithm (HEAP) for placing additional 
anchors to reduce estimation error.  Because HEAP requires 
additional data dissemination and incremental beacon deployment, 
while other schemes under consideration only use ad hoc 
deployment, we do not include this later work in our simulations.  

4.2 DV-Hop localization 
DV-Hop localization is proposed by D. Niculescu and B. Nath 

in the Navigate project [25].  DV-Hop localization uses a 
mechanism that is similar to classical distance vector routing.  In 
this work, one anchor broadcasts a beacon to be flooded 
throughout the network containing the anchors location with a 
hop-count parameter initialized to one. Each receiving node 
maintains the minimum counter value per anchor of all beacons it 
receives and ignores those beacons with higher hop-count values.  
Beacons are flooded outward with hop-count values incremented 
at every intermediate hop.  Through this mechanism, all nodes in 
the network (including other anchors) get the shortest distance, in 
hops, to every anchor.  The hop count for a single anchor A, 
generated by simulation, is shown in Figure 11. 

 

 

Figure 11: Anchor Beacon Propagation Phase   

 

In order to convert hop count into physical distance, the system 
estimates the average distance per hop without range-based 
techniques.  Anchors perform this task by obtaining location and 
hop count information for all other anchors inside the network.  



The average single hop distance is then estimated by anchor i 
using the following formula: 

∑
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In this formula, (xj,yj) is the location of anchor j, and hj is the 
distance, in hops, from anchor j to anchor i.  Once calculated, 
anchors propagate the estimated HopSize information out to the 
nearby nodes. 

Once a node can calculate the distance estimation to more than 
3 anchors in the plane, it uses triangulation (multilateration) to 
estimate its location.  Theoretically, if errors exist in the distance 
estimation, the more anchors a node can hear the more precise 
localization will be.   

4.3 Amorphous localization  
The Amorphous Localization algorithm [22], proposed 

independently from DV-Hop, uses a similar algorithm for 
estimating position.  First, like DV-Hop, each node obtains the 
hop distance to distributed anchors through beacon propagation. 

Once anchor estimates are collected, the hop distance 
estimation is obtained through local averaging.  Each node 
collects neighboring nodes’ hop distance estimates and computes 
an average of all its neighbors’ values.  Half of the radio range is 
then deducted from this average to compensate for error caused by 
low resolution.  

The Amorphous Localization algorithm takes a different 
approach from the DV-Hop algorithm to estimate the average 
distance of a single hop.  This work assumes that the density of 
the network, nlocal, is known a priori, so that it can calculate 
HopSize offline in accordance with the Kleinrock and Slivester 
formula [18]: 
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Finally, after obtaining the estimated distances to three anchors, 
triangulation is used to estimate a node’s location. 

4.3.1 Amorphous Localization Enhancement3 
By using only three anchors, Nagpal suggests in [22] a critical 

minimum average neighborhood size of 15, imposed to obtain 
good accuracy.  As shown in the APIT algorithm, increasing 
estimation redundancy reduces estimation error.  We, therefore, 
argue that the same design philosophy can be applied to [22].  By 
increasing the number of anchors used in their estimation, we can 
effectively reduce the critical minimum average neighborhood 
requirement from 15 nodes per communication area, to 6, under 
uniform node placement (Figure 12) without reducing estimation 
accuracy (this number would be 8 for random node placement). 

This enhancement uses work done by Jan Beutel [2] in the 
Picoradio Project at UC Berkeley.  A minimum mean square error 
(MMSE) algorithm triangulates node positions based on the 
locations of multiple anchors (in this case more than 3), and 
associates distances between each anchor and the target node.  

                                                                 
3 A recent publication [23] in ISPN’03 by Nagpal etc. makes a 

similar enhancement to the one we propose here. 
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Figure 12: Phase Transition in the DV-Based Algorithm 

Using this enhancement, we show that the Amorphous 
algorithm can actually work in a sparsely connected network.  
Increasing the number of anchors participating in multilateration 
can dramatically reduce the required level of network connectivity.  
In Figure 12, we see that when 3 anchors are used, the estimation 
error (normalized to units of node radio range R) is large, 
regardless of the level of connectivity.  By increasing the number 
of anchors to 5, we obtain better precision than that with 3 
anchors, when the levels of connectivity as low as 6.     

More importantly, Figure 12 shows two kinds of phase 
transitions that occur.  First, when the neighbor size exceeds 8, 
increasing the number of anchors participating in multilateration 
brings down the estimation error below half of the radio range, a 
bound tolerated by the applications we studied in section 7.  
Second, the estimation accuracy increases dramatically as the 
number of anchors heard increases to 6.  However, after that, 
continuing to increase the number of anchors heard only slightly 
increases precision.  In accordance with Figure 12, for DV-based 
algorithms, in order to confine the average estimation error to 
reside within half of the radio range, we suggest that both the 
neighborhood size, and the number of anchors used in 
multilateration, remain about 8~10.  We argue that it is not quite 
cost-effective to further increase node density or the number of 
anchors used in multilateration for better accuracy after these 
phase transition points.   

4.4 Perfect PIT algorithm  
As previously mentioned, the precision of our APIT algorithm 

is highly dependent on the correctness of the APIT Test.  To 
obtain boundary conditions for a best estimate in our localization 
scheme, we simulate a perfect PIT algorithm that utilizes an oracle. 
This oracle can guarantee correctness when determining whether a 
node resides within the triangular region created by the three 
anchors.  We use this as a precise bound on our APIT algorithm    

 

5. SIMULATION SETTINGS  
This section describes the simulation settings we use in our 

evaluation. 

5.1 Radio Model  
Some previous work in localization assumes that a perfect 

circular radio model exists.  As stated before, empirical studies 
[10] on real testbeds have shown that this assumption is invalid 
for WSNs.  To ensure that our evaluation is as true to reality as 
possible, we use a more general radio model in our evaluation.  



Specifically, we assume a model with an upper and lower bound 
on signal propagation (Figure 13).  Beyond the upper bound, all 
nodes are out of communication range; and within the lower 
bound, every node is guaranteed to be within communication 
range.  If the distance between a pair of nodes is between these 
two boundaries, three scenarios are possible: 1) symmetric 
communication.  2) uni-directional asymmetric communication, 
and 3) no communication.   

 
 DOI = 0.05     DOI = 0.2 

Figure 13: Irregular Radio Pattern 

The parameter DOI is used to denote the irregularity of the 
radio pattern.  It is defined as the maximum radio range variation 
per unit degree change in the direction of radio propagation.  
When the DOI is set to zero, there is no range variation, resulting 
in a perfectly circular radio model.  To get a better idea of how 
this DOI parameter affects signal propagation characteristics, 
Figure 13 shows the radio patterns generated in simulation with 
DOI values set to 0.05 and 0.2 respectively. 

 

5.2 Placement Model 
In our simulations, nodes and anchors are distributed in a 

rectangular terrain in accordance with predefined densities.  Two 
common placement strategies are investigated, namely random 
and uniform.  

•   Random placement: it distributes all nodes and anchors 
randomly throughout the terrain.   

•  Uniform placement: the terrain is partitioned into grids and 
nodes and anchors are evenly divided amongst these grids 
(random distribution inside each grid).   

 

5.3 System Parameters 
In our experiments, we study several system-wide parameters 

that we feel directly affect estimation error in range-free 
localization algorithms.  A description of these parameters follows: 

 

•  Node Density (ND): Average number of nodes per node 
radio area. 

•  Anchors Heard (AH): Average number of Anchors heard by 
a node and used during estimation. 

•  Anchor to Node Range Ratio (ANR): The average distance 
an anchor beacon travels divided by the average distance a 
regular node signal travels.  When this value equals one, the 
anchor and nodes have the same average radio range.  The 
larger this value, the fewer anchors required to maintain a 
desired AH value. 

•   Anchor Percentage (AP): The number of anchors divided by 
the total number of nodes.  This value can be derived from 

the three parameters described above using the formula:  
AP=AH/(AH+ND*ANR2). 

•  Degree of Irregularity (DOI): DOI is defined in section 5.1 as 
an indicator of radio pattern irregularity.   

•  GPS Error: In reality, GPS equipped anchors will render 
imprecise readings.  In our evaluation, this parameter is 
defined as the maximum possible distance from the real 
anchor position to the GPS estimated anchor position in units 
of node radio range (R). 

•  Placement: Random and Uniform node/anchor placements 
are investigated in the evaluation.  

 
In the evaluation, all distances including error estimation are 
normalized to units of node radio range (R) to ensure generally 
applicable results. 

5.4 A Note about Comparisons  
The range-free localization algorithms studied in this paper 

share a common set of system parameters, and most of them are 
defined in a consistent way across the algorithms we analyze.  
However, due to different anchor beacon propagation methods 
utilized in different algorithms, the Anchor to Node Range Ratio 
(ANR) parameter varies between algorithms.  In the Centroid and 
APIT algorithms, direct communication between anchors and 
target nodes (nodes attempting to determine their location) is 
used.  In this case, ANR is set to the physical radio range ratio 
between anchor and target nodes.  In the Amorphous and DV-Hop 
algorithms studied, the physical radio range of anchors is the same 
as that of target nodes, and the ANR is set to the distance an 
anchor beacon can propagate in units of node radio range (R).  In 
our evaluation, we indicate any performance implications that 
result from this implementation difference.  

 

6. EVALUATION 
This section provides a detailed quantitative analysis comparing 

the performance of the range-free localization algorithms 
described in Sections 3 and 4.  The obvious metric for comparison 
when evaluating localization schemes is location estimation error.  
We have conducted a variety of experiments to cover a wide range 
of system configurations including varying 1) anchor density, 2) 
target node density, 3) radio range ratio (ANR), 4) radio 
propagation patterns, and 5) GPS error.  Because communication 
can have a significant impact on sensor network systems with low 
bandwidth, we also use communication overhead, in terms of 
number of beacons exchanged, as a telling secondary metric to 
evaluate the cost and performance of the localization schemes 
studied. 

Outside of studying the effect of certain parameters on 
localization error, we use default values of AH=16, ND=8, and 
ANR=10 (Anchor Percentage = 2%) in most of our experiments.  
These settings are in line with our expectation of future sensor 
network technology and facilitate comparisons between figures.  
In all of our graphs, each data point represents the average value 
of 600 trials with different random seeds and the 90% confidence 
intervals for the data are within 5~10% of the mean shown.  We 
note that for legibility reasons, we do not plot these confidence 
intervals in this paper.  Full experimental data can be obtained 
from the authors upon request. 



6.1 Localization Error when Varying AH 
In this experiment, we analyze the effect of varying the number 

of anchors heard (AH) at a node to determine its effect on 
localization error.   
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A. AH=3~21, DOI=0, ANR = 10, ND = 8, Random 
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   B. AH=10~28, DOI=0, ANR = 10, ND = 8, Uniform 
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     C. AH=10~28, DOI=0, ANR = 10, ND = 8, Random 

Figure 14: Error Varying AH 

Figure 14A shows that the overall estimation error decreases as 
the number of anchors heard increases.  However, it is important 
to note that different algorithms transition at different points in the 
graph.  For example, the Amorphous and DV-Hop schemes 
improve rapidly when AH is below 7, and are nearly insensitive to 
the addition of anchors above 7.  In contrast, the precision of 
APIT and the Centroid localization scheme constantly improve as 
AH is increased (Figure 14B and Figure 14C).  Our APIT 
algorithm performs worse than the Centroid algorithm when AH 
is below 8 due to the fact that the diameter of the divided area is 
not small enough.  This effect is significantly reduced by 
increasing AH values.  For larger AH values, APIT consistently 
outperforms the Centroid scheme.  Figure 14B extends AH to 

higher values in order to show estimation error below 0.6 R.  We 
note that our APIT algorithm requires only 12 anchors to reach 
the 0.6R level while the Centroid scheme requires 24.  Finally, 
Figure 14C presents the same experimental results for random 
node placement.  By comparing graphs B (uniform placement) 
and C (random placement), we show that the DV-Based algorithm 
is more sensitive to irregular node placement than both APIT and 
the Centroid scheme.  This is mainly due to the fact that HopSize 
estimation in the DV-Hop and Amorphous schemes, is less 
precise in non-isotropic deployment. 

6.2 Localization Error when Varying ND 
Figure 15 explores the effect of node density (ND) on the 

localization estimation accuracy.  For all but the Centroid 
algorithm, localization error decreases as the number of neighbors 
increases.  Since there is no interaction between nodes in the 
Centroid algorithm, we see nearly constant results while varying 
ND.  However, due to its relatively simple design, the Centroid 
localization scheme does not perform as well as the others. 
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Figure 15: Error Varying ND 

Because the offline estimation of HopSize in the Amorphous 
algorithm has large error when the node density is small, the 
estimation error is large when the node density is below 10.  APIT 
and DV-Hop however, are robust to varying ND, and produce 
good results as long as the neighbor density remains above 6.  By 
comparing Figure 15A (DOI=0.1) and Figure 15B (DOI=0.2), we 
show that the DV-Based algorithms, especially the Amorphous 
algorithm, are more sensitive to irregular radio patterns than the 
APIT scheme.  This is mainly due to the fact that HopSize 
estimation in the previous schemes is less precise in the presence 



of irregular radio patterns.  However, it should be noted that DV-
Hop abates this error by online estimation. 

6.3 Localization Error when Varying ANR 
Section 6.1 demonstrated that a large number of anchors are 

desired for good estimation results.  The cost of having such a 
large percentage of anchors can be ameliorated by increasing the 
anchor radio range to which beacons travel.  This happens 
because larger beacon propagation distances mean less anchors 
required to achieve the same AH value.  For example, if an 
algorithm requires AH equal to the neighborhood node density 
(ND), we need 50% of the nodes to be anchors when the ANR 
equals one.  By increasing the ANR by a factor of 10, we can 
reduce the required anchor percentage to only 1%.  
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B. ND = 8, AD=16, DOI = 0.1, Random 

Figure 16: Error under Different ANR 

The implication of this solution, as shown in Figure 16, is that 
estimation error increases as ANR increases.  This occurs because 
larger beacon propagation distances result in larger accumulated 
error.  We note from Figure 16 that while all algorithms possess 
this relationship, the estimation error of the Centroid algorithm 
increases more significantly with increased ANR, in comparison 
to the other three algorithms.  However, we also note that when 
the ANR is smaller than 3, APIT has a large InToOutErrorRatio 
due to the edge effect (described in Section 3.3.2).  In this system 
configuration, a Centroid algorithm has its advantages.  

From an alternate perspective, we show that we can increase 
accuracy by using a smaller ANR.  For example, the estimation 
error, shown in previous sections, can be reduced by about 
30~50% when we use an ANR value of 5 instead of 10.  However, 
this will increase the anchor percentage (AP) from 2% to 8%, 
requiring that more anchors be deployed.  

6.4 Localization Error when Varying DOI 
In this experiment, we investigate the impact of irregular radio 

patterns on the precision of localization estimation.  It is intuitive 
that irregular radio patterns can affect the network topologies 
resulting in irregular hop count distributions in the Amorphous 
and DV-Hop algorithms.  The HopSize formula, used in the 
Amorphous algorithm, assumes that radio patterns are perfectly 
circular.  We can see, in Figure 17, how this inaccurate estimate 
directly contributes to localization error as the DOI increases.  In 
contrast, the DV-Hop scheme estimates HopSize using online 
information exchanged between anchors.  This results in much 
better performance than the Amorphous algorithm, even though 
they are both DV-Based algorithms.  Because the Centroid and 
APIT algorithms do not depend on hop-count and HopSize 
estimations, and because the effect of DOI is abated by the 
aggregation of beaconed information, these algorithms are more 
robust than the Amorphous algorithm. 
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B. ANR = 10, ND = 8, AH=16, Random 

Figure 17: Error under Varying DOI 

6.5 Localization Error when Varying GPS 
Error  

In other experiments, we consider the distinct possibility that 
the GPS or an alternative system, which provides anchor nodes 
with location information, is error prone.  Figure 18A and B 
demonstrate how initial location error at anchors directly affects 
the error of the range-free localization protocols studied.  In 
general, in all four schemes GPS error is abated considerably by 
utilizing location information from multiple anchors.  In the 
random error case (Figure 18A), we assume GPS error is isotropic; 
that is, the estimation error can occur in any direction.  In this 
situation, the error impact of GPS is very small.  We also see 
(Figure 18B) that when GPS error is biased (skewed in a 



particular direction) due to non-random factors, the estimation 
error of all schemes increases at a much slower rate than GPS 
error due to aggregation. 
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Figure 18: Error under Different GPS Error 

6.6 Communication Overhead for Varied AH 
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Figure 19: Communication Overhead for Varied AH 

Figure 19 shows the results of experiments that test the 
communication overhead with regard to AH.  It is important to 
note that the Centroid and APIT schemes use long-range anchor 
beacons, while the Amorphous and DV-hop algorithms use short-
range beacons.  Considering that energy consumption 
quadratically increases with increased beacon range, in Figure 19 
we equate one long-range beacon to ANR2 short-range beacons.  
This means that one long-range beacon sent out by APIT is 
counted as 100 short-range beacons when ANR = 10.  Figure 19 
shows that without flood-based beacon propagation, the Centroid 
and APIT algorithms use much fewer beacons than DV-based 
algorithms.  For example, the APIT algorithm uses only about 

10% of the beacons that the DV-Hop scheme uses when AH is set 
to 16. 

Figure 19 also shows that APIT requires more beacons than the 
Centroid algorithm because of the neighborhood information 
exchange.  In addition, DV-Hop requires more beacons than the 
Amorphous algorithm because of additional online HopSize 
estimation requirements.  

It should be noted that the evaluation of communication 
overhead here assumes a collision-free environment. If taking the 
collision into account, we expect that Amorphous and DV-hop 
algorithms introduce even more control overhead because of the 
flooding required by those two schemes. 

6.7 Communication Overhead for Varied ND 
Figure 20 demonstrates the effect of neighborhood density on 

required communication for localization.  We can see from this 
graph that because there is no interaction between nodes in the 
Centroid scheme, the overhead stays constant.  Communication 
overhead in our APIT scheme does increase with increased node 
density; however, it does so at a much lower rate than the DV-
based schemes.  
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Figure 20: Overhead for Varied Node Density 

Drawing conclusions from Figure 19 and Figure 20, we argue 
that as far as the communication overhead is concerned, the DV-
Hop and Amorphous schemes are less suitable solutions for 
sensor networks with limited bandwidth when compared to the 
APIT and Centroid schemes.  This is due to the large number of 
beacons required in these schemes.  

6.8 Evaluation Summary 
In addition to the experiments previously discussed, we have 

conducted a variety of experiments to cover a varying range of 
system configurations.  These experiments help us better 
understand the situations where the different localization schemes 
considered are more or less appropriate than one another.  

Table 1 provides an overview of our results, and it can be used 
as a design guide for applying range-free schemes in WSN 
systems.  This table shows that no single algorithm works best 
under all scenarios, and that each localization algorithm has 
preferable system configurations.  Though the Centroid scheme 
has the largest estimation error, its performance remains 
independent of node density and it boasts the smallest 
communication overhead and simplicity of implementation.  
Although DV-Hop requires more communication beacons to 



perform online estimation, it is notably more robust than the 
Amorphous algorithm in HopSize estimation.  Finally, our APIT 
algorithm trumps the other algorithms when an irregular radio 
pattern and random node placement are considered, and low 
communication overhead is desired.  However, we acknowledge 
that APIT has more demanding requirements for both ANR values 
and the number of anchors used in localization. 

 

 Centroid DVHop Amorp. APIT 

Accuracy  Fair Good Good Good 

NodeDensity >0 >8 >8 >6 

AnchorHeard >10 >8 >8 >10 

ANR  >0 >0 >0 >3 

DOI Good Good Fair Good 

GPSError Good Good Fair Good 

Overhead Smallest Largest Large Small 

Table 1 Performance and requirements summary 

 

7. LOCALIZATION ERROR IMPACT 
In localization for WSNs, achieving better results (usually with 

regard to location accuracy) requires increasing the relative cost 
of the localization scheme via additional hardware, 
communication overhead, or the imposition of constraints and 
system requirements.  Although more accurate location 
information is preferable, the desired level of granularity should 
depend on a cost/benefit analysis of the protocols that utilize this 
information.  In this section, we investigate the impact of 
localization error on other communication protocols and proposed 
sensor network applications.  Designers of sensor network 
systems with certain performance requirements can use this 
analysis to aid in their architectural design and in setting system 
parameters.  Although requirements are expected to vary between 
deployments, we found that in the general case for the protocols 
studied, performance degradation is moderate and tolerable when 
the average localization error is less than 0.4R. 

 

7.1 Routing Performance 
A localization service is critical for location-based routing 

protocols such as GF [24], GPSR [17], LAR [19] and GAF [35].  
In these protocols, individual nodes make routing decisions based 
on knowledge of their geographic location.  While most work in 
location-based routing assumes perfect location information, the 
fact is that erroneous location estimates are virtually impossible to 
avoid.  Problems arise as error in the location service can 
influence location-based routing to choose the best next hop (the 
neighbor closest to the destination), or can make a node 
inadvertently think that the packet could not be routed because no 
neighbors are closer to the final destination. 

To investigate the impact of localization error on routing, we 
studied the GF [24] routing protocol under the low traffic network 
conditions so that network congestion does not influence our 
results. Our baseline is “perfect localization”, the protocol where 
every sensor node knows its correct physical location. 

Figure 21 shows the delivery ratio (the percentages of packets 
that reach destination over all packets sent) with regard to node 
density for various levels of location error.  From this graph, we 
can see that for average localization errors of 0.2 and 0.4 times the 
node radio range, the delivery ratios of GF are very close to the 
baseline (no error).  Beyond these numbers, the results diminish 
with increased error; a trend that could be problematic and costly 
depending on the implemented architecture, reliability semantics, 
tolerance of message loss, and application requirements.  For 
example, when localization error is the same as the node radio 
range, even with high node density (20 nodes per radio range), the 
delivery ratio still falls below 60%. 
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Figure 21: Delivery ratio with different localization errors, 
changing node density 
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Figure 22: Path length overhead with different localization 
errors under varying node density 

Another metric affected by localization error is the route path 
length.  In Figure 22 we measure the hop count increase (in 
percentage) due to location error to assess the cost in 
communication overhead of this error.  We see from this graph 
that for low localization error (less than 0.4R), this routing 
overhead remains moderate (<15%).  However, as was the case 
for the delivery ratio metric, when localization error grows 
beyond 0.4R, the routing overhead increases to as high as 45%.  
We also note that this trend occurs regardless of the network node 
density, a fact that was not true for our previous metric. 

We acknowledge that here we only chose GF as the 
representative protocol, and an in depth study about localization's 
impact on various routing protocols and its implications on design 
of location-dependent system is left as future work. 

7.2 Target Estimation Performance 
Many of the most frequently proposed applications for WSNs 

utilize target position estimations for tracking, search and rescue, 
or other means.  In these proposed applications, when a target is 



identified, some combination of the nodes that sensed that target 
report their location to a centralized node (leader or base station).  
This node then performs aggregation on the received data to 
estimate the actual location of the target.  Because target 
information could be used for locating survivors during a disaster, 
or identifying an enemy’s position for strategic planning, the 
accuracy of this estimation is crucial to the application that uses it.  

Intuitively an increase in localization error will directly lead to 
target estimation error.  To better understand the degree to which 
this error will propagate to other protocols, we investigate average 
estimation error under different node densities for varying degrees 
of location error.  For these experiments, we use a simple and 
widely used target estimation algorithm: the average x and y 
coordinates of all reporting nodes4 are taken as the target location 
estimation.  We set the sensing range equal to the node radio 
range so that the node density is equivalent to the average number 
of sensors involved in target estimation.  The results of various 
experiments are depicted in Figure 23.  This graph shows that 
target estimation error due to location error is dampened during 
the aggregation process.  As before, our baseline occurs when no 
localization error exists.  Aside from showing varying degrees of 
estimation error with respect to node location error, Figure 23 also 
shows that the absolute target estimation error decreases with 
increased node density.  For example, with localization error is 
equal to 1.0R, and node density reaches 12 nodes per radio range, 
the estimation error is only about 67% as large as when the node 
density is 6.  From this chart we see that more nodes participating 
in estimation results in more random estimation error being 
ameliorated through aggregation. 
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Figure 23: Target estimation error with different localization 
errors under varying node density 

 

7.3 Object Tracking Performance 
We further evaluate the performance of target estimation by 

simulating a tracking application that uses estimation in context.  
In this experiment, a mobile evader randomly walks around the 
specified terrain while a pursuer attempts to catch it.  In this 
simple experiment, the pursuer is informed of the current location 
of the evader periodically via sensing nodes in the terrain that 
detect the evader, coordinate to estimate the targets position with 
regard to their own positions, and periodically report this result to 
the mobile pursuer.  When receiving a report, the pursuer 
                                                                 
4  Nodes report when they sense the event of interest in the 

environment. 

readjusts its direction in an attempt to intercept the evader.  When 
the pursuer comes within the node communication radius of the 
evader, the evader is considered caught and the simulation ends.  
For this experiment, we compare the average tracking time (the 
time from pursuer take-off to when the evader is caught) under 
different localization errors, to the tracking time in the case of no 
localization error.  Figure 24 shows normalized tracking time in 
relation to the pursuer speed for various degrees of localization 
error. 
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Figure 24: Normalized tracking time with different 
localization errors varying pursuer speed.  Terrain size 
1000x1000 units, Radio range = 40units, density = 8 nodes per 
radio circle.  Evader speed = 5 units /second 

From Figure 24 we can see that the tracking time overhead 
decreases with increased pursuer speeds.  More importantly, 
Figure 24 shows that tracking time increases as localization error 
increases.  This result implies that it is important for tracking 
applications with real-time requirements to take localization error 
into consideration.  For example, when the average localization 
error is known to be 0.8R, and the Pursuer speed is 5 units per 
second, the Pursuer requires 30% more time in comparison to the 
ideal situation in which no localization error exists.  To reduce 
this overhead to 10%, either the pursuer’s speed must be 
increased to 10 units per second, or we must reduce the estimation 
error to 0.4R.  Again, Figure 24 shows that 0.4R is a tolerable 
bound for estimation error since tracking time only increases by 
7% in the worst case. 

8. CONCLUSION 
Given the inherent constrains of the sensor devices envisioned 

and the estimation accuracy desired by location-dependent 
applications, range-free localization schemes are regarded as a 
cost-effective and sufficient solution for localization in sensor 
networks.  From our extensive comparison study, we identify 
preferable system configurations of four different recently 
proposed range-free localization schemes as a design guideline for 
further research.  In particular, an APIT scheme, proposed in this 
paper, performs best when irregular radio patterns and random 
node placement are considered, and low communication overhead 
is desired.  Moreover, we provide insight on how localization 
error affects a variety of location-dependent applications.  These 
results show that the accuracy provided by the range-free schemes 
considered is sufficient to support various applications in sensor 
networks with only slight performance degradation.  
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APPENDIX A: 

 

Figure 25:  Proofs for Propositions 

Proof of Proposition I: 

We first prove that M' is closer to at least one vertex than M. As 
shown in Figure 25A, let M move a short distance to another 
point M’ which is also within the ABC∆ .  Consider the different 
cases: 

 

Case 1: M’ is on one of the three line segments AM, BM or CM.  
Without loss of generality (WLOG), we can say that M’ is on BM, 
call it M’1.  Clearly, BM’1 < BM, i.e., the point moves towards B 
– hence proved. 

 

Case 2: M’ is in one of ABM∆ , BCM∆ or ACM∆ .  WLOG let 
M’ be in BCM∆ .  From M, draw a line perpendicular to BC that 
meets BC at D. 

Case 2.1: M’ is on MD.  Let us call this point M’2.  Since 
DM’2 < DM, by Pythagorean Theorem, BM’2 < BM, i.e., the 
point moves towards B – hence proved. 

Case 2.2: M’ is in BDM∆ or CDM∆ .  Again, WLOG, let M’ 
be in CDM∆ .  Call it M’3.  Now, draw the circum-circle of 

CDM∆ (A circle that passes through three vertices C,D and M).  
Note that CM is the diameter of this circle and M’3 is an 
interior point.  Obviously, CM’3 < CM, i.e., the point moves 
towards C – hence proved 

 

Second, by drawing three line segments AM’, BM’ and CM’, 
we prove symmetrically that M is closer to at least one vertex than 
M’, hence M’ is further from at least one vertex than M. 

 

Proof of Proposition II: 

As shown in Figure 25B, we prove this proposition by 
construction.  For any point M exterior to ABC∆ , there is always 
an edge connecting two vertices of the triangle such that the third 
vertex lies on one side of the edge while M is on the other. 
WLOG, we can assume that BC to be such an edge. From M draw 
a perpendicular line to BC meeting it at D. Choose M’ to be a 
point on line DM below M. By Pythagorean Theorem, AM<AM’, 
BM<BM’ and CM<CM’, hence proved. 
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1. DEMO DESCRIPTION1 
This demonstration presents a mini-scale surveillance system 
developed at the University of Virginia that is currently 
undergoing a technology transition.  The ultimate goal of this 
project is to develop a clandestinely deployable, environmentally 
rugged, robust, self-organizing, wireless sensor network for long-
term, persistent surveillance, involving detection, tracking, 
classification, and identification of vehicle and personnel targets 
over various types of terrain.   

One key research challenge for this type of system is to reconcile 
the need for network longevity (which requires most sensors to 
remain inactive) with the need for fast and accurate target 
detection and classification (which requires as many sensors to be 
awake as possible).  In order to reconcile the two conflicting 
design goals, we developed a suite of services that includes (i) a 
tripwire-based power management with sentry service, (ii) a 
radio-based wakeup service, (iii) an entity-based tracking service, 
and (iv) a three-tier target classification scheme.  These services 
work in conjunction with a localization and time synchronization 
protocol needed to support their operation. 

The conceptual operation of the system is as follows: 1) The 
sentry service allows most motes to go to sleep, while a small 
fraction of them (the sentries) remain awake to watch for potential 
targets.  It is ensured that sentries form a communication 
backbone to deliver important information quickly to long-
distance relays in the network when needed.  Sentries rotate 
periodically to balance power consumption.  

                                                                 
1 This work was supported in part by NSF grant CCR-0098269, the 
MURI award N00014-01-1-0576 from ONR, and the DAPRPA IXO 
office under the NEST project (grant number F336615-01-C-1905). 

Copyright is held by the author/owner(s). 
SenSys’04, November 3–5, 2004, Baltimore, Maryland, USA. 
ACM 1-58113-879-2/04/0011. 
 

2) When a target enters the field, the wakeup service allows a 
portion of the network near the target to be quickly awakened.  
Once awake, motes perform target tracking and classification.  
With the help of localization and time synchronization, the 
tracking component computes target location and velocity.  
Classification is done through a three-tier architecture.  In 
essence, at the first tier, sensors differentiate real targets from 
false alarms and provide different sensing modalities.  At the 
second tier, sensor groups perform data fusion among adjacent 
nodes that detect the target concurrently.  At the third tier, the 
base node takes current group-level reports as well as history into 
account to make final classification decisions.  This information is 
sent to a command center through the nearest relay (a device 
capable of long-distance communication).   

3) To scale the system and allow further power savings, a tripwire 
service can be activated which partitions the field into regions 
(called tripwires).  Individual regions can be de-activated in which 
case they go to sleep (including their sentries).  Active tripwire 
regions operate as described above, using sentries to look for 
targets and waking up the remaining nodes only when targets are 
detected.  A target detected by an active tripwire is tracked and 
classified.  Tracking continues across tripwire boundaries waking 
up nodes on the target's trajectory.  

The complete system is designed to scale to at least 1000 XSM 
motes and cover at least 100,1000 square meters.  In this 
demonstration, a field of 20 - 40 XSM motes is used to form a 
mini-size sensor network.  Two laptops are used as relays.  The 
network is configured into two tripwire regions, each reporting to 
a different laptop.  Active tripwires are shown to perform sentry 
selection.  Sentry nodes identify themselves by showing different 
colors on the laptop screen (perhaps using a projection device).  
The remaining nodes go to sleep.  Tripwire configuration 
commands can also be sent if needed to turn off a tripwire for 
further energy savings.  One or a set of (small) targets then enters 
the field.  As the target crosses an active tripwire, the wake-up 
service is automatically invoked and non-sentry nodes are 
awakened in the vicinity of the target.  These nodes flash their 
LEDs to indicate active tracking state.  Information about the 
location, speed, and type of the target is promptly sent to the 
relay(s) and displayed on the screen.  The experiment may be 
repeated with different targets, different configurations of tripwire 
regions, and different target paths through the network.  When the 
target departs the network and no further activity is detected, 
nodes go back to sleep leaving only sentries (in active 
tripwires) to keep watch.  After a period of continued inactivity, 
sentries are shown to rotate to balance power.  Re-introduction of 
targets at any time repeats the wakeup and tracking scenario 
described above. 
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LtcK`Vd�N�Sp¡£¢K¤�J[UViKcW`VX	_	IKP¥_.P¥UVPWUVJ[moRA`QIKP�SBcKLt]KX	_	IKP¥NVPKi¥N�S�LtcK`Qd�N�S
¦s§ ¢K¤¨_	PK`QJ[UVN�S.U�_	PtX.dWU�dKNV^	jlq[^	_	jlU�IKj+X	dKU�PKUVX	Y�IKJ[Z©�
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�� � � � � 	 � � �� � � � �  � � �  � � � � 	 � � � � � � ¬QV® UQX	Y�IKJ[Z�¯CJ[IKX	IK`QIK^%S

� 	 � 	 � � � � �	 � � �° ^	moIKJ[_	X	dKLnS�hs¯CUVJ[jlIWJ[LONQPK`QU�hs��U�SB_	moP

� 	 � � � � � �� UVPaS.IKJ ® UVX	Y�IWJ[Z�S3h � UVP�SB_	PKm±�~IWgWUQJ[NVmoU�h{²�PKUQJ[mWR��~IKP�SBUVJ[goNVX	_	IKP�h
��_	jljlUQJ[UVPWX._	NQX.UQi � UVJ[go_	`VU

 ! " � ��# � $ ��" # � �³�_	J[UV^	U�S3S � UVP�SBIKJ ® UQX.Y�IKJ[Z©S�dKNQgWU�UQLOUQJ[mWUQi1N�S�NnPKUVY�_.PWjlIKJ[LtNVX	_	IKPWqmoNVX	dKUQJ[_.PWm�]KNQJ[NViK_	moL´zKN�SBUVi�IKP�X	dKU�`QIK^	^	NVzKIWJ[NVX	_	gWU�UQjljlIKJ[X�IKjtN5^.NQJ[mWU
PKcWLOzWUVJ-IKj�SBUVP�SB_	PKm�PKIWiKU�S��k�[P¥SBcK`Qd+PWUVX	Y�IWJ[Z�S3hrPWIKiKU�S�iWUV]W^.IWRrUVi _	P+N

J[UQLOIWX.UµUQPKgo_.J[IWPKLtUVPWX�LOc�SBX�SBUQ^	jlq[`VIWPKjl_	mocKJ[UµY�_	X	dKIWcKX�NQPKR}¶�·�¸r¹ ºK¸r¹
_	PKj�IKJ[LtNVX	_	IKPANVzKIWcKX�X	dKU�PKUVX	Y�IKJ[ZAX.IW]KIW^.IWmWR�IWJ�mW^	IKzWNV^�go_.UQY�� ® IKiKU�SNQ`VX�_.P�J[U�SB]WIKPaS.UnX	I�UQPKgo_.J[IWPKLtUVPWX.NQ^�UVgoUVPKX%S�NQPKi¥J[UV^	NVR�`VIW^	^.UQ`VX	UVi¥NVPWi
]WIaS�SB_	zW^.R+NVmomoJ[UVmoNVX	UVi5_	PKj�IKJ[LtNVX	_	IKP5X	dKJ[IWcKmod5X.dWU�iKRrPKNQLO_	`QNV^	^	RnjlIWJ[LOUQi
LtcK^	X	_	q[dKIK]µY�_.J[UQ^	U�S�S�PKUQX.Y�IKJ[Z�_	PµNV`Q`VIKJ[iWNVPW`VU�Y�_	X	d�iKU�SB_	J[UVi�SBRCSBX	UVL
jlcWPK`QX._	IWPKNV^	_	X	RC�+»adKU�SBUkPWUVX	Y�IWJ[Z�S�`VNVP�jlIKJ[L�X	dKUOzKN�S._3S�jlIKJ~LtNVPWR+X	Rr]KU�S
IWj�S.LONQJ[X�UVPWgW_	J[IWPKLtUVPKX%S¨SBcW`Vd´N�S¨SBLtNVJ[X:dKI�SB]K_	X	NV^%S�hnzWNVX	X	^	UVjl_	UV^	i�S�h
UQNVJ[X	dK�WcKNVZoU�J[U�SB]WIKPaS.UpSBRCSBX	UQL�S�h£NVPWiO^	UVNQJ[PK_	PKmtUVPWgW_	J[IWPKLtUVPKX%S�� ° SBUQX�IWj
NQ]K]K^	_	`VNQX	_.IWPaS�h¼SBcK`Qd½N�S�zW_.IWLOUQiK_	`V_	PWU�h�dWNVuQNVJ[iKIWcaS´UVPWgW_	J[IKPWLOUQPKX
UQwW]W^.IWJ[NVX	_	IKP�h�UQPKgo_.J[IWPKLtUVPWX.NQ^{LtIKPK_	X	IKJ[_	PWm�h5LO_	^	_	X	NVJ[R¾X	J[NV`QZW_	PWm¾NVPWi
J[UQ`VIKPWPKNQ_3S3SBNVPW`VU�SBcWJ[gWUQ_.^	^	NVPW`VU�NQJ[U�X.dWU�ZWUQR|LtIKX	_	goNVX	_	IKPaSnj�IKJ�LONQPKR
J[UQ`VUVPWX�J[U�SBUQNVJ[`QdOUQjljlIKJ[X%S(_.PtX	dK_%S�NQJ[UVN��
¿aIWY�q[`VI�SBX�iKUQ]K^	IKRrLtUVPKX�_%SÀIWPKU�NQ`V`Q^.NQ_	LOUQiÁNViWgWNQPKX	NVmoU�IKjvS.UVPaS.IKJ
PWUVX	Y�IWJ[Z�S�h�Y�dW_	`Vd�_	LO]W^.RnX.dWNVX~X	dKU+J[U�S.IKcKJ[`QU�S�NVgoNV_	^	NVzK^	U+X	I¥_	PKiW_	gW_	iKcWNV^
PWIKiKU�S+NQJ[U}S.UVgoUVJ[UV^	R{^	_	Lt_.X	UQia�Á¿a_	LO_	X	UViµ]WJ[IK`VU�S�SBIWJnzKNQPKiWY�_	iKX	dµNVPWi
SBLtNV^	^�LtUVLtIKJ[R�NVJ[U�X	Y�I�NVJ[mocKNQzK^	U�`VIKP�SBX	J[NV_	PKX%S�_	P}S.UVPaS.IKJtPKUVX	Y�IKJ[Z©S�h
Y�dK_	`VdyY�_	^	^�iW_%SBNV]W]KUVNQJ�Y�_	X	d�X.dWUfiWUVgoUV^	IK]WLOUQPKXvIWj�jlNQzKJ[_	`VNQX._	IWP
X	UV`QdKPW_.�WcKU�S���Â�IWY�UQgWUQJsh�X	dKU:UVPWUVJ[moR�`VIKP�SBX	J[NV_	PKX�_%S cKPK^	_	ZoUV^	R�X	I|zWU
J[UQ^._	UQgWUQi��KcK_	`QZW^	R�iWcKUvX	I�SB^	IKYb]WJ[IKmoJ[U�S�S�_	P�iWUVgoUV^	IK]W_	PKm�zWNVX	X	UVJ[R
`QNV]KNQ`V_	X	RC��ÃAIKJ[UQIKgoUVJsh<X	dKU�cKPKX	UQPKiKUQi{PKNQX	cKJ[U1IWjASBUVP�SBIKJ PKIWiKU�SONVPWi
dWNVuVNQJ[iKIWcaS<S.UVPaS._.PWm�UVPKgo_	J[IKPWLOUQPKX%S�]WJ[UV`V^	cWiKU�zWNVX	X	UVJ[R�J[UV]W^	NV`VUQLOUQPKX(N�S�N
jlUQN�SB_	zW^.U�SBIW^.cWX	_.IWPa����P�X	dWUnIKX	dWUVJ�dKNQPKi�hCX	dKU�S.cKJ[goUV_	^	^.NQPK`QUnPKNQX	cKJ[UnIWj
SBUQPaSBIWJ�PKUVX	Y�IKJ[ZnNQ]K]W^._	`QNVX	_	IKPaS<J[UQ�KcW_.J[U�S<Np^	IKPWmn^	_	jlUVX	_	LOU�Ä(X	dWUVJ[UVj�IKJ[U�hK_	X
_%S�N�goUVJ[RA_	LO]WIKJ[X	NVPWX�J[U�SBUVNQJ[`Vd1_%S�SBcWU�X	I1]KJ[IWgW_	iWU�N�jlIWJ[LÁIKj�UQPKUQJ[mWRrq
UQjljl_	`V_	UVPWX�SBcKJ[goUV_	^	^	NVPW`VUkSBUVJ[go_	`VU�jlIKJ�N�moUVIKmoJ[NV]WdK_	`�NVJ[UVN��
¯CJ[UVgo_.IWcaS�J[U�SBUVNQJ[`Vd�jlIW`Vc�SBU�S�IWP�dKIWY±X	I�]KJ[IWgW_	iKU|jlcK^	^�IKJ�]WNVJ[X	_	NV^
SBUQPaSB_	PWmn`VIWgWUQJ[NVmoUp_	P�X	dKU�`QIKPKX	UQwWX-IKj�UVPWUVJ[moRn`VIWPaSBUQJ[gWNQX	_.IWPa���[P:SBcK`Qd
NQPANQ]K]WJ[IKNV`Qdah�PKIWiKU�S~NVJ[U ]WcKX�_	PKX	I�N iKIWJ[LONQPKX�SBX	NQX.U N�S�^	IKPWm5N�S�X.dWUV_	J
PWUV_	mWdWzKIWJsS}`VNVPÅ]KJ[IKgo_	iKUMS.UVPaS._.PWmf`QIKgoUVJ[NQmWU¼jlIKJvX	dKUQL���»adKU�S.U
SBIW^	cKX	_	IKPaS�J[UQmWNQJ[i�X.dWU+SBUVP�SB_	PKmp`QIKgoUVJ[NQmWU�X	I�N�`VUQJ[X	NV_	P�mWUQIKmoJ[NV]WdK_	`�NVJ[UQN
N�S�zK_	PWNVJ[RChoUQ_.X	dWUVJ�_	Xa]KJ[IWgW_	iWU�S�`QIKgoUVJ[NQmWUtIKJ�PWIKX%��Â�IKY�UVgoUVJshoY�UkNQJ[mWcWU
X	dKNQX%ht_	P6LtIaS.X�SB`VUQPKNQJ[_.I�SÀS.cK`Vd¨N�S�zWNVX	X	^.UQjl_	UV^	iaS3h�X	dKUQJ[UµNVJ[Uµ`VUQJ[X.NQ_	P
moUVIWmWJ[NQ]KdK_	`�SBUV`QX._	IWPaS�SBcW`Vd�N�S<X.dWUpmoUVPKUQJ[NV^�`VIWLOLtNVPWi�`VUQPKX	UVJ�X	dKNQX-NQJ[U
LtcK`QdnLtIKJ[U5S.UV`VcWJ[_	X.RrqsSBUQPaSB_	X	_	gWUOX	dKNVP�IKX	dKUQJsS���Æ~N�SBUVi�IKPnX	dWUkjlNQ`VX�X.dWNVX
_	PKiW_	gW_	iKcWNV^�SBUVP�SBIKJ-PKIKiWU�SaNVJ[U�PKIWX�J[UV^	_	NVzW^	UtNQPKi¥SBcWzsÇ%UV`QX�X	I+j�NV_	^	cKJ[U�NVPWi
SB_	PWmW^	U|SBUVP�SB_	PKm�J[UQNViK_	PWm�S�`VNQP�zWU�UVN�S._.^	R{iW_%SBX	IKJ[X	UVi�zWR�zKNQ`VZomWJ[IWcKPWi
PWIK_%SBU�NVPKit`VNQcaSBU�jlNQ^3S.U�NQ^.NQJ[L�S3hs_	X�_%S�SB_	LO]W^	RtPWIKX-SBcWjljl_	`V_	UVPWX(X.IOJ[UV^	R�IKPON
SB_	PWmW^	U�S.UVPaS.IKJaX	I5SBNQjlUVmocKNQJ[ikN�`QJ[_	X._	`QNV^�NVJ[UVN����[PpX	dK_%S©`VN�SBU�hV_	X�_3S©iWU�SB_	J[UQi
X	I1]WJ[IKgo_.iWU�dK_	modKUQJtiWUVmoJ[UVU�IWj�`VIWgWUQJ[NVmoU�_	P1Y�dW_.`Qd�LtcK^	X	_	]K^	U�SBUQPaSBIWJsS
LtIKPW_.X	IWJaX.dWU�SBNQLOU�^	IK`VNQX	_.IWPkNQX�X	dWU�SBNQLOU�X	_	LtU�_	PpIKJ[iWUVJ�X	IpIKzWX.NQ_	PpdK_	mod
`QIKPKj�_.iWUVPW`VU�_	PÀiKUVX	UQ`VX	_	IKPa����P�X	dKUAIKX	dWUVJpdWNVPKi�h�_	X�_%StIWgWUQJ[ZW_	^	^�NVPWi
UQPKUVJ[moRA`VIKP�SBcKLt_	PKm¥X.I�SBcK]W]KIKJ[X�X	dKU�S.NVLtU�dK_	mod�iKUQmWJ[UQUnIWj�`VIWgWUQJ[NVmoU
jlIWJ�SBIWLOU�PKIWPKq[`VJ[_	X	_	`VNQ^�NVJ[UVN���Æ~N�SBUViOIKP�SBcK`QdkIKz�SBUVJ[goNVX	_	IKP�S�hQX	dK_%SC]WNV]WUVJ
^	UVgoUVJ[NQmWU�S}]KJ[UQgW_	IKc�S�SBIK^	cWX._	IWPaS}NVPWiÅNQiKiKJ[U�S�SBU�S|X	dKUÁ]WJ[IKzW^.UQLÈIWj
]WJ[IKgo_.iW_	PKmÉNÊiK_	jlj�UVJ[UVPWX	_.NQX	UVi�S.cKJ[goUV_	^	^.NQPK`QU�SBUQJ[gW_	`VUËjlIKJÌS.UVPaS.IKJ
PWUVX	Y�IWJ[Z�S��ÍÆ~R}iK_	jljlUQJ[UVPKX	_	NVX	UQiÁS.cKJ[goUV_	^	^.NQPK`QU�h�Y�U�LtUVNQPv]KJ[IKgo_	iK_	PKm
iW_.j�jlUVJ[UQPKX:iKUVmoJ[UVU�S�IKj�SBUQPaSB_	PWm¼`QIKgoUVJ[NVmoU�j�IKJ�N´S.UVPaS.IKJ�PKUQX	Y�IKJ[Z
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NV`Q`VIWJ[iK_	PKm´X	I iK_	jljlUQJ[UVPWX{J[UV�WcK_	J[UVLtUVPWX3S3� »aY�I´LtN×Ç%IKJ�moIKNV^%S{NVJ[U
NV`QdK_	UVgoUVi _	P X	dK_%S�]WNV]KUQJs�oH�_	JsSBX%hoIKcWJ�PKUQY�S.UVPaS._.PWm `VIKgoUVJ[NQmWUtNV^	moIKJ[_	X	dKL
IKcWX	]KUVJ[j�IKJ[LnS�IKX	dKUQJ�SBX	NVX	UQq[IKjlq[X	dKUQq[NVJ[XASBIW^	cKX	_	IKPaS _	P|X	UVJ[LnS+IWjnUQPKUVJ[moR
`VIWPaSBUQJ[gWNQX	_.IWPahWUQPKUQJ[mWR+zKNQ^.NQPK`QUpNVPWi�`VIWLOLtcKPW_.`QNVX	_	IKP�IWgWUQJ[dKUQNVi�Y�dKUVP
_	XaJ[cKP�S�_	P�PWIKPWq[iK_	jljlUQJ[UVPKX	_	NVX	UQi�LtIKiWU�� � UQ`VIKPWiahrX.dW_%S�]KNQ]KUQJ�_%S�X	dKUtjl_	JsSBX
X	I{]KJ[IW]KI�SBU1iK_	jlj�UVJ[UVPWX	_.NQX	UVi¨SBcWJ[gWUQ_	^.^	NQPK`VU�jlIKJ¥SBUQPaSBIWJ+PWUVX	Y�IWJ[Z�SkY�_	X.d
Lt_.PW_	LONQ^�IKgoUVJ[dKUQNVi��
»adKU¥J[UVLtNV_	PKiWUVJ�IWjpX	dKU�]WNV]WUVJp_%StIWJ[mWNQPK_	uVUQiÀN�StjlIW^	^.IWY�S  � UV`QX	_.IWPÀªiK_%SB`QcaS�S.U�S�]KJ[UVgo_	IKc�S�J[U�SBUVNQJ[`Vd´J[UQ^.NQX	UVi´X	I´X	dKU�SBUQPaSB_	PKmÁ`VIKgoUVJ[NQmWU
]KJ[IWzK^	UVL�jlIWcKPKiO_	P5SBUQPaSBIWJaPKUVX	Y�IKJ[Z©S�� � UV`VX	_	IKP § iWU�SB`QJ[_.zWU�SCX	dWU�iKU�SB_	mWP
IKj~IWcKJkSBUVP�SB_	PKm�`QIKgoUVJ[NQmWU�]WJ[IKX	IK`QIK^<Y�_	X.dWIKcWX<iK_	jlj�UVJ[UVPWX	_.NQX	_.IWPa� � UV`VX	_	IKP
� UVwoX.UQPKi�S�X	dKUxiKU�SB_	mWP X	I ]KJ[IWgW_	iKUxiW_.j�jlUVJ[UQPKX	_	NVX	UViySBcWJ[gWUQ_.^	^	NVPW`VU��
� UV`VX	_	IKP�¡ÀmW_	goU�SnN{zWJ[_	UVj5iKU�SB`VJ[_	]WX._	IWP�IKj�zWN�SBUQ^	_.PWU�S�X	I|Y�dK_	`Qd}Y�U
`VIWLO]WNVJ[U1IWcKJ Y�IWJ[Z�h<_	PW`V^	cKiW_.PWm�X	Y�IÀIKX	dKUQJASBX	NVX	UVq[IWjlq[X	dKUQq[NVJ[X�SBUVP�SB_	PKm
`VIWgWUQJ[NVmoU�]KJ[IKX	IW`VIK^%S�� � UV`QX	_.IWP��:]WJ[IKgo_	iKU�S�N5iWUVX	NV_	^	UVi�]WUVJ[jlIWJ[LONQPK`VU
UVgoNV^	cWNVX	_	IKPtNVPKit`VIWLO]WNVJ[_%SBIWPa�~³�U�`QIKPK`Q^	cKiKU�X	dKU�]KNQ]KUVJ©_.P � UV`VX	_	IKP��a�

% ! �& ' ��& � � ( # �� �° S.UVX(IKj�J[U�SBUVNQJ[`VdO_3S3SBcKU�SCPKUQUViaS�X.IOzKU�NViKiWJ[U�S�S.UVikzWUVjlIWJ[U�SBcWJ[gWUQ_	^.^	NQPK`VUQq
zKN�SBUViÀNV]W]K^	_	`VNVX	_	IKP�S�SBcW`Vd�N�SOLt_.^	_	X	NVJ[R�X	J[NV`QZW_	PKm:NVPWiÀUQPKgo_	J[IKPKLtUVPWX	NV^
LtIKPK_	X	IKJ[_	PWm�zKUV`QIKLtU X.UQ`VdWPK_	`VNQ^.^	Rej�UVN�S._.zW^	UÉNQPKi�UQ`VIKPWIKLt_	`VNV^	^	R
]KJ[NQ`VX	_	`VNQ^3���~UQ`VUQPKX	^	R©haS.UVgoUVJ[NV^�SB`QdKUVLtU�S<NQJ[Up]KJ[IW]KI�SBUVi�X	I�NQiKiWJ[U�S�S<X	dKU
SBUQPaSB_	PKm�`VIWgWUQJ[NVmoU}]WJ[IKzK^	UQLË_	PÁSBUVP�SBIKJ1PWUVX	Y�IWJ[Z�S3� �[PÁ« ¦�� ¬ h�jlcK^	^SBcWJ[gWUQ_.^	^	NVPW`VU�`VIWgWUQJ[NVmoU�_3SASBcW]K]KIWJ[XpzKR�N:PWIKiWUVqsSB`QdKUViWcK^	_	PKm¨S.`VdKUQLOU
zKN�SBUVi�IKP{IWjljlq[iKcWX	RÀUQ^._	mo_	zK_	^	_.X	R:J[cK^	U�S3h-Y�dW_.`Qd�NQ^.^	IWY�SOPWIKiKU�SOX	I�X	cKJ[P
X	dKUQL�SBUQ^	gWU�StIKj�jkN�S�^	IKPWm�N�S�X.dWU�PKUV_	modKzWIKJ[_	PKm�PWIKiKU�S�`QNVP�`VIWgWUQJkX	dKU
NVJ[UQN5jlIKJtX	dKUQL��µ»adK_%S�J[cK^	U5mWcWNVJ[NQPKX	UVU�S ¦ ¢K¢W¤ SBUVP�SB_	PKm1`QIKgoUVJ[NQmWU5N�S
^	IKPWmON�SCPKIOgWIW_.iOUVwo_%SBX%S���Â�IWY�UVgoUVJshsX.dW_%SCJ[cK^	U�cWPKiKUQJ[U�SBX	_	LtNVX	U�S©X	dKU�NVJ[UVN
X	dKNQX<X	dKU�PWUV_	mWdWzKIWJ�PWIKiKU�S�`VNVP5`QIKgoUVJsh�Y�dW_	`Vd5^	UVNQiaS�X	I5UVwo`VU�S3S�UQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWPa�x�[P�«çªWª ¬ h�SBcKJ[goUV_	^	^	NVPW`VU�`VIWgWUQJ[NVmoU1_%SkNV`QdK_	UVgoUVi{zWRÀN]KJ[IWzK_	PKmkLOUQ`VdKNQPK_%SBLn�t�[P�X	dK_%S�SBIW^.cWX	_.IWPah"NVj�X.UQJ-N+S.^.UQUV]W_.PWm�PKIWiKU�Y�NQZWU�S
cK]�h�_	X�zWJ[IKNQiK`VN�SBX%S�N�]WJ[IKzK_	PWm1LOU�S�SBNQmWU5Y�_.X	dW_.P�N5`QUVJ[X	NV_	P�J[NQPKmoU5NVPKi
Y�NQ_	X3S�jlIWJ�N�J[UQ]K^	RC�A�[j�PKI5J[UQ^	Rn_%S�J[UV`VUQ_	gWUQi5Y�_	X	dK_	P5N�X	_.LtUVIWcKX%h�_	X<Y�_	^	^
X	NVZoUkX	dKUkJ[U�SB]WIKPaS._.zW_	^._	X	R+IKjtSBcWJ[gWUQ_.^	^	NVPW`VUpcWPKX	_	^-_	X�iKUQ]K^	UVX	U�S<_	X%S<UVPWUVJ[moRC�
�[P�X	dW_3S�SBIK^	cKX	_	IKP�hOX	dKU|]KJ[IKzW_	PKm�J[NVPKmoU�NVPKi�Y�NQZWUQcK]�J[NVX	U�`VNVP�zKU
NVi£Ç%caSBX	UVitX	IONQjljlUQ`VX�X	dKU�iKUQmWJ[UQU�IWj©`VIWgWUQJ[NVmoU�_	PKiW_	J[UV`VX	^	RC��Â�IWY�UVgoUVJshsX.dW_%S
]KJ[IWzK_	PKmoq[zKN�SBUVi�NQ]K]WJ[IKNV`Qd�dKN�S�PWI�mWcWNVJ[NQPKX	UVU�IWP¨SBUVP�SB_	PKmÀ`VIKgoUVJ[NQmWU
NVPWi�zK^	_	PKin]KIK_	PWX3S�`QNVP5IK`Q`VcWJs�A��cWJpSBIW^	cKX	_	IKP5_%S�iK_	jljlUQJ[UVPKX-jlJ[IKL�X.dWU�SBU
SBIW^.cWX	_.IWPaS�_	P|X.dWUvSBUQPaSBUÀX	dKNVX _	X�`VNQP|PWIKX�IWPK^	R
	��W¶K¸�¶��� ����SBUVP�SB_	PKm
`VIWgWUQJ[NVmoU�X	I1N�`QUVJ[X	NV_	P1moUVIWmWJ[NQ]KdK_	`�NQJ[UVN�h©zKcKX�_	X�`QNVP1NQ^%SBI1NViWNV]WX�X	dKU
iKUQmWJ[UQU IKj�`VIKgoUVJ[NQmWU X	I�X	dKNVX<NVJ[UVN�h(cW]�X.I�X	dKU ^	_	LO_	X	NVX	_	IKP�_	Lt]KIaS.UViAzKR
X	dKU�PKcWLOzWUVJ�IWj~SBUQPaSBIWJ�PKIWiKU�S(]KJ[U�SBUVPWX3�
²�PKUQJ[mWR¨zKNQ^	NVPK`Q_	PKm�_3SANVPKIWX	dKUVJ�J[U�SBUQNVJ[`Vd�_%S�SBcWU|NQiKiKJ[U�S�SBUQi6_	P�X.dW_%S
]KNQ]KUQJs�p« ¦�� ¬ NQPKi5« ªWª ¬ IKPW^.Rt`VIWPaSB_	iWUVJ�X	dKU�LtUVX	J[_	`�_	PpX	UVJ[LnS©IKjaX	dKU�X.IWX	NV^NVLtIKcWPKX-IKj�UVPWUVJ[moRn`VIWPaSBcWLOUQi5J[UVmoNVJ[iW^.U�S�S~IKj�X.dWU iK_%SBX	J[_	zKcKX	_	IKP�IWj�X	dKU
UVPWUVJ[moR�NVLtIKPWmvX	dKUµPKIWiKU�S3�y³�U�NVJ[mocKU�X	dKNQXncWPKzKNQ^	NVPK`QUVivUQPKUVJ[moR
iK_%S�S._.]WNVX	_	IKP�`VNVc�SBU�S�SBIKLtUkPWIKiKU�S-X	IniW_.UkLOcW`Vd�jlN�SBX	UVJ�X	dKNQP�IKX	dKUQJsS<iKI�h
X	dKUQJ[UVjlIWJ[U�h�X	dWU�dWNV^	jlq[^	_	jlU�IWj�X	dKU+PKUQX	Y�IKJ[Z�_%S�iWJ[NVLtNVX	_	`VNQ^.^	R5J[UQiKcK`QUVi¥_.P
X	dKU1cWPKq[zWNV^	NVPW`VUVi�NV]K]WJ[IKNQ`Vda���~U�SBUQNVJ[`VdÀdKN�SONViWiKJ[U�S3SBUViÀX.dWU�UQPKUVJ[moR
zKNQ^	NVPK`QUk_%S�SBcWUkjlJ[IWL6iW_	jljlUVJ[UQPKX�N�S.]KUV`QX%S-IKj�S.UVPaS.IKJ~PKUQX	Y�IKJ[Z©S�� � ¯©²�²��
« ¦ ¢ ¬ zKNV^	NQPK`VU�S�X	dKU+X	J[NVjlj�_.`+zKR5PWIKPWq[iKUVX	UQJ[LO_	PK_%SBX	_	`VNQ^	^.R5j�IKJ[Y�NQJ[iK_	PKm�X	dKU]KNQ`VZoUVX�X	dKJ[IWcKmod¼LtcK^	X	_	]K^	U�J[IKcKX	U�S���� ° Hy« ªK¢ ¬ ]KUQJ[jlIKJ[LnS�^	UQNViKUQJJ[IKX	NQX._	IWPpNVLtIKPWmkX	dKU�PWIKiKU�S�_.P�SB_	iKU�N�go_	J[X.cWNV^CmWJ[_	iah"_	P�IKJ[iWUVJ�X	I�zKNV^	NQPK`VU
UVPWUVJ[moR�`VIWPaSBcWLO]WX._	IWPa�
�~U�S.UVNVJ[`QdOIWPOPWUVX	Y�IWJ[Z�X.IW]KIW^.IWmWR�`QIKPWX.J[IW^-SBcK`QdkN�S � ¯ ° ® « � ¬ hQ¿a² ° �~Â« ¦ ¢ ¬ NVPWi�� ° H « ªK¢ ¬ NViWiKJ[U�S�SBU�S�X	dKUM]KJ[IWzK^	UVL IWj¼]WJ[IKgo_	iK_	PKm
`VIWLOLtcKPW_	`VNVX	_	IKPA`VIWgWUQJ[NVmoU�Y�_	X.dW_	P¥NQP�UVPWUVJ[moR�`VIKP�SBUVJ[goNVX	_	IKP¥`VIWPKX	UVwoX%�
»adKU�SBU�dKNQgWU�N�SB_	LO_	^	NVJ-jl^	NVgoIKJ-N�SaX.dWU�S.cKJ[goUV_	^	^.NQPK`QUO`QIKgoUVJ[NVmoUt]KJ[IKzW^	UVLn�
H�IKJ~UVwoNVLt]K^	U�hW¿a² ° �~Âx« ¦ ¢ ¬ ]KNVJ[X	_	X	_	IKPaS<NkPKUVX	Y�IKJ[Zn_	PWX.In`V^	caSBX	UQJsS<NVPKi

J[NQPKiKIWLO^	R¥J[IKX	NVX	U�S�X	dWU�`V^	caS.X.UQJ�^.UQNViWUVJ�_	P1IKJ[iWUVJ�X	I1UVgoUVPW^.RAiK_%SBX	J[_	zKcWX	U
X	dKU�UQPKUQJ[mWRO`VIKP�SBcKLt]KX	_	IKP�NQLOIWPKmpX	dWU+SBUVP�SBIKJsS�� � ¯ ° ® « � ¬ _%S�NQPKIKX	dWUVJJ[NQPKiKIWLO_	uQUVixNV^	moIKJ[_	X	dKL Y�dWUVJ[U¨PKIWiKU�S�LtNVZoU¨^.IW`VNQ^1iKUQ`V_%SB_	IKP�S�IWP
Y�dKUVX	dWUVJ�X.IAS.^.UQUV]�IWJ-X	I�Ç%IK_	P�N�zKNQ`VZozKIWPKU�PKUQX	Y�IKJ[Zk_.P�IWJ[iKUQJ-X	I�J[UViWcK`QU
UQPKUVJ[moR�`VIWPaSBcWLO]WX	_.IWPa�~»adKU�LONÔÇ%IKJ�iW_.j�jlUVJ[UQPK`VU�zKUQX	Y�UVUQPOX	dWIaSBU�NVPKiOX	dK_%S
Y�IKJ[Z�_%S�X	dWNVX�`QIKLtLOcWPK_	`VNQX._	IWP+`QIKgoUVJ[NQmWU�`VIWPaSB_	iWUVJsS�IWPK^	R�`VIWPKPWUV`VX	_	go_.X	R
zWUVX	Y�UQUVPAX.dWUnPWIKiKU�S��À�[P¥`VIKPWX	J[N�SBX%h�SBcWJ[gWUQ_	^.^	NQPK`VU��sSBUVP�SB_	PKmo��`VIWgWUQJ[NVmoU
NQiKiKJ[U�S�SBU�SkX.dWU1`VIWgWUQJ[NVmoU1]KJ[IWzK^	UVLfX	I{UVgoUVJ[R:]KdWR©S._.`QNV^t]KIW_.PWXO_	P{X	dWU
X	UVJ[J[NQ_	Pa� ° S�NAJ[U�SBcK^	X%haPKUVYfSB`QdKUQiKcK^	_	PKm�_%S�J[UV�WcK_	J[UVi�X	I�jlIKJ[`QU�S.IKLtU
PWIKiKU�S�SBX	NVR NQY�NVZoUkj�IKJtSBcWJ[gWUQ_.^	^	NVPW`VUp]WcKJ[]WIaSBU�S<UVgoUVP�X	dKIWcKmod�X	dKUQR�NQJ[U
PWIKX�]KNQJ[X	_.`Q_	]KNVX	_	PKm�_	PtiKNVX	N�jlIKJ[Y�NVJ[iW_.PWm��
Æ~U�SB_	iKU�S�X	dKU�NQjlIKJ[UQLOUQPKX	_	IKPWUVi�Y�IWJ[Z5_.P�`QIKLtLOcWPK_	`VNQX._	IWPANQPKiÀSBUQPaSB_	PKm
`QIKgoUVJ[NVmoU�X	dKNQX<`VIWPaSBUQJ[gWU�S�UVPKUQJ[mWRCh�Y�IWJ[Z�_	P5UVPWUVJ[moR�`VIWPaSBUQJ[gWNQX._	IWPAj�IKJ
moUVPWUVJ[NV^�SBUQPaSBIWJ�PWUVX	Y�IWJ[Z�S<dWN�S<zWUVUVPn`VIKP�SB_	iKUQJ[UVi�NQX-goNVJ[_	IKc�S�^.UQgWUQ^%S~IWj
X	dKU�`QIKLtLOcWPK_	`VNQX._	IWP}S.X.NQ`VZ©�}HCJ[IWL´X	dKU�zKIWX.X	IWL´X.I�X	dKU�X	IK]�h�SB]KUQ`V_	NV^
dWNVJ[iKY�NVJ[Uf« ¦ ¡ ¬ _%S�iWU�SB_	moPKUQi´Y�_	X	d´LOcW^.X	_	]K^	U�UQPKUVJ[moRÁiW_%S�SB_	]KNQX._	IWPSBUQX	X._	PWm�S��MÃ ° �f^	NQRoUQJ¥]WJ[IKX	IK`QIK^%SniKUQgWUQ^	IK]KUQi�jlIWJAUQPKUQJ[mWR�SBNVgo_	PKm©S
LtIaSBX	^	R�X	NQZWU�NQiKgoNVPKX	NQmWU�IWj+IWgWUQJ[dKUQNVJ[_	PKmÀNVPKivSB`VdWUViKcW^	_.PWm�X	I{NQ^.^	IWY
PWIKiKU�S�X	IfSB^	UVUQ]xY�dK_	^	U¨X	dKUVR6NVJ[UvPWIKX�X	J[NQPaSBLt_	X.X	_	PKm�IKJ:J[UV`VUQ_	gW_	PKm
LtU�S�S.NVmoU�S�« � ¬ « ¦K¦ ¬ � ° X�X	dKUnPKUVX	Y�IKJ[Z�NQPKi1J[IWcKX	_	PKmA^	NVRrUVJsS�h<SBIK^	cKX	_	IKP�SNQJ[U:iW_	gWUQJsSB_	jl_	UVia����NVX	N�]K^	NQ`VUVLtUVPWX5SB`QdKUQLOU�SA« § ¬ Lt_.PW_	LO_	uVU�UQPKUQJ[mWRNQ^.IWPKm:X	dKU�X	J[NQPaSBLt_%S�SB_	IKP:]KNQX.d:X	dKJ[IWcKmodÀiWNVX	N¥`QNV`QdK_	PKm©�¨�[P}« ¦ � ¬ h��t��~NQLONQPKNVX	dWNVP¾UQX3�nNQ^%��NVi£Ç3c�SBX�`VIWLOLtcKPW_.`QNVX	_	IKP¼J[NVPKmoU�iWRrPKNVLt_	`VNQ^.^	R
zWN�SBUQi�IKP�X	dWU�PKIWiKU�iWUVPaS._.X	R¨X	I�`QIKPaS.UVJ[goU}UVPWUVJ[moR¨`VIKP�SBcKLtUVi6_	P
X	J[NVP�SBLt_3S3SB_	IKPa�~ÃAH��µ« ¦ � ¬ zKR�»aNQZWNQmW_(UVX%�QNQ^%�QcaSBU�SCN�Lt_	PK_	LtNV^(dKIW]k]KNQX	dX	IµJ[UViWcK`VU�X	dKU�X	IKX	NQ^pPKcWLOzWUVJ+IKj X	J[NVPaS.LO_%S�SB_	IWPaS��f«çª ¦ ¬ SBUVX%SpJ[IKcWX.U�SNQ`V`VIWJ[iK_	PKm5X	I�X	dKU UVPWUVJ[moR�J[UVLtNV_	PW_.PWm5NVX�PWIKiWU�S~NV^	IKPWm5X.dWNVX�]WNVX	dah(NVPWi
« ¦ ¢ ¬ c�SBU�S�LtUV`VdWNVPW_3S.L�S�X	I:SBNVgoU�UVPWUVJ[moRnX	dKJ[IWcKmod5X	dKU iK_%SBX	J[_	zKcWX._	IWPAIWjLtU�S�S.NVmoU�S�NVLtIKPWmpgWNQJ[_	IKcaS�]WNVX	daS�jlJ[IWLxSBIKcWJ[`VU�X	I�iKU�SBX	_	PKNVX	_	IKP�� ° X�X	dWU
NQ]K]K^	_	`VNQX	_.IWP1^	NVRrUVJsh©X	dWUn]KJ[IWX	IK`VIW^%S�_	PK`VIWJ[]KIWJ[NVX	UnJ[IWcKX	_	PKm�SBUVLtNVPWX._	`�S�X	I
jlIWJ[L�moJ[IKcW]aS<NVPWi5J[IKX	NVX	U�^	UVNQiKUQJsSBdK_	]5J[U�S.]KIKP�SB_	zK_	^	_	X._	U�S�h�NV^	^	IKY�_	PWm�PKIWPKq
^	UVNQiKUQJ-PWIKiKU�S�X.IAS.^.UQUV]�NQPKi `VIWPaSBUQJ[gWU�X	dKUQ_.J-UVPWUVJ[moR�« � ¬ �kHC_	PWNV^	^	R©hãiKNQX	NNQmWmoJ[UVmoNVX	_	IKP�X	UQ`VdKPW_	�KcKU�S�_.P�SB_	iKU�X	dKU�PWUVX	Y�IWJ[Z�NVPWi5NV]W]K^	_	`VNVX	_	IKP5^	NQRoUQJsS
NQ^3S.I�]WJ[IKgo_	iKUµUVPWUVJ[moR�`VIWPaSBUQJ[gWNQX._	IWP�j�UVNVX	cWJ[U�S5_.PvzWIKX	dvNV]W]K^	_	`VNQX._	IWP
_	PKiWUV]WUVPKiWUVPWX�« � ¬ NVPWipNV]W]K^	_	`VNQX._	IWPpiKUQ]KUVPWiKUQPKX�jlN�SBdW_	IKPaS~« ¦ ª ¬ « ¦s§ ¬ � ° ^	^IWj�X	dKU�S.U�]KJ[IWX	IK`VIW^%SCX	NV`VZo^	U�X	dKU�UVPWUVJ[moRt_%S�S.cKU�j�J[IKL}iW_	jljlUVJ[UQPKX�N�SB]WUV`QX3S©IWj
SBUQPaSBIWJ�PKUQX.Y�IKJ[Z©S�h-X	dKc�SOY�U¥`VIWPaSB_	iKUQJ�X	dKUVL `QIKLt]K^	UVLtUVPWX.NQJ[R�X	IÀIWcKJ
Y�IKJ[Z©�
�~UQ`VUVPWX	^.RCh�J[U�S.UVNVJ[`Qd�dKN�S+S.X.NQJ[X	UVi�X	I�NViWiKJ[U�S3S���I � _%S�S.cKU�S�X	IµS.cK]K]WIKJ[X
iW_.j�jlUVJ[UQPKX	_	NVX	UViÁSBUVJ[go_	`VU�SAjlIWJµSBUVP�SBIKJ�PKUVX	Y�IKJ[Z©S�� � ³ ° ® « ¦ ¬ caSBU�SjlUQUViWzKNV`QZ _.PWjlIKJ[LtNVX	_	IKP�jlJ[IWL X	dWU¼Ã ° � ^	NQRoUQJ�X	IfJ[UQmWcW^	NVX	U¼X	dWU
X	J[NVP�SBLt_3S3SB_	IKP�J[NQX.UkIKj~PKIWPKq[J[UQNV^	q[X	_.LtUpX	J[NVj�jl_	`p_	P�IKJ[iWUVJ�X	I:SBcaSBX	NQ_.P5J[UQNV^	q
X	_	LOU�X.J[NQjljl_	`���� ° ¯x« ¦�� ¬ c�SBU�SOgoUV^	IW`V_	X	R:LtIKPWIKX	IKPW_	`�SB`QdKUViWcK^	_	PKm:X	I]WJ[_.IWJ[_	X._	uQU�J[UVNQ^	q[X._	LtU�X	J[NVjlj�_.`�NVPKikUVPKj�IKJ[`VU�S~SBcK`Qdp]KJ[_	IWJ[_.X	_	uVNQX	_.IWPpX	dKJ[IWcKmod
N�iW_.j�jlUVJ[UQPKX	_	NVX	UVi�Ã ° �:¿aNVRrUVJs���[PA« ª ¬ h"X.dWU�iKUQ^._	goUVJ[ROJ[NVX	_	IaS�IKj�]KNQ`VZoUVX%SNQX�iK_	jljlUQJ[UVPWX�]KJ[_	IKJ[_	X	R ^	UVgoUV^%SvNVJ[U NVj�jlUV`QX.UQiMzKR X	dKU´j�IKJ[Y�NQJ[iK_	PKm
]WJ[IKzKNQzK_	^	_	X.R:NVX�_	PKX	UQJ[LOUQiK_	NVX	U�PWIKiWU�S��6»aIÀiKNQX.U�h-X	I�X	dKU¥zKU�SBX�IKjpIWcKJ
ZoPKIWY�^	UViWmWU�hAPKI�NV^	moIKJ[_	X	dKL dKN�S�zWUVUVPÍSB]WUV`V_	jl_	`QNV^	^	R¾iKU�SB_	mWPWUVi X	I
NQiKiKJ[U�S�S¥dWIKYÍX	I6]KJ[IKgo_	iKU|iK_	jljlUQJ[UVPKX	_	NVX	UQi´SBcWJ[gWUQ_.^	^	NVPW`VU|jlIKJµS.UVPaS.IKJ
PWUVX	Y�IWJ[Z�S��k��cKUtX.I+X	dKUnSBcKJ[goUV_	^	^	NVPW`VUtPKNVX	cWJ[UOIWj<LtIaSBX�SBUQPaSBIWJ�PKUQX	Y�IKJ[Z
NQ]K]K^	_	`VNQX	_.IWPaS�h£Y�U�iKUQUVLµX	dKNVX�X	dW_3S-SBUVJ[go_	`VU�_%S�U�S3SBUVPWX._	NQ^3�
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»adKIWcKmodÀ_	X�dWN�StzWUVUQPÀNQiKiKJ[U�S�SBUQiÀ_	P:]KJ[UVgo_	IKc�StY�IWJ[Z|« ¦� ¬ « ªKª ¬ h�IKcWJY�IWJ[Z|iW_%SBX	_.PWmWcW_%SBdKU�S�_	X3S.UV^	j�jlJ[IWLy]WJ[UVgo_.IWcaS1S.IK^	cKX	_	IKP�S�_	P}jlIW^.^	IWY�_	PKm
SBcWzKq[moIKNV^%S(X.dWNVX�Y�U�NQ`VdK_	UQgWU��

� �~UViWcK`QU�X	IKX	NQ^�NVLtIKcKPWX�IKjCUVPKUQJ[mWR�`QIKP�SBcKLtUVi��
� �~UViWcK`QU�UQPKUVJ[moR�goNVJ[_	NVX	_	IKPtNVLtIKPWmtPWIKiWU�S��
� �~UViWcK`QUt`QIKLtLOcWPK_	`VNQX	_.IWP IKgoUVJ[dKUQNVi _	P U�SBX	NVzW^	_3S.dK_	PKm PKIWiKU�S��

Y�IWJ[Z�SB`VdWUViKcW^	U�S��
� � cK]K]WIKJ[X(N�PWUVYÀUVwoX.UQPaSB_	IWPkX	IpX	dKU S.UVJ[go_.`QU�jlIWJ�iW_	jljlUVJ[UQPKX	_	NVX	UVi

SBcWJ[gWUQ_.^	^	NVPW`VU�Y�_	X	d�S.LONQ^.^�IWgWUQJ[dKUQNVia�
� ¯©J[IWgW_	iWUv`VIKLtLtcKPK_	`QNVX	_	IKP�`VIWPKPWUV`VX	_	go_.X	R�N�S�NQP�NVcWwW_	^	_	NVJ[R

zKUQPKUQjl_	X3�
�[P X	dKUtJ[UVLtNV_	PK_	PKm ]WNVJ[X%S�IWj<X	dKUt]KNQ]KUVJshrY�UnSBcK]W]KIWJ[XaX.dWU�SBUt`V^	NQ_.LnS�Y�_	X.d
NVPWNV^	RrX	_.`QNV^�NQPKNV^	RCSB_%S�NQPKinSB_	LOcW^	NVX	_	IKPtJ[U�SBcW^.X%S��
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PKUQUVipX	IpzWU�]KJ[UQ`V_%SBU�Y�dKUVP�Y�U�NVJ[U�c�SB_	PKmp`QIKPaS.UVJ[goNVX	_	gWU+SBUQPaSB_	PWmpJ[NVPWmWU�S
X	IkiWUV`V_	iWU�X	dKUpSB`VdWUViKcW^	U�SC�sSBUQU § � � �s��»adWU�SBU�NVJ[U�`QIKLtLOIWPpN�S3SBcKLt]KX	_	IKP�S
jlIWJ}LtNVPKR�SBUVP�SBIKJ�PKUQX.Y�IKJ[Z¾NQ]K]W^._	`QNVX	_	IKPaS3� H�IKJ�SB_	LO]W^._	`Q_.X	R¼NVPKi
`VIWPKgoUVPW_.UQPK`QU�IWj�]KJ[IWX	IK`VIW^~iKU�SB`VJ[_	]KX	_	IKPA_	P¥X	dWU�J[U�SBX~IKj�X.dWUn]WNV]KUQJshCY�U
J[UVj�UVJ�X	I�X	dKU{SBUVP�SB_	PKm:NVJ[UQN¥IWjkNAPKIKiWU¥N�StNA`V_	J[`V^	UAY�_	X	dÀNAPKIWLO_	PWNV^
J[NViW_	caS�¸�`VUVPWX	UVJ[UVi�NVX�X	dKUO^.IW`VNQX._	IWPnIKj<X.dWUkPWIKiKUO_	X3S.UV^	j£��³�UOY�_	^	^�^	NQX.UQJ
SBdWIKY´X	dKNQXkY�U�`QNVP�NQ^3S.I�iKUVNQ^kY�_.X	d{_	J[J[UQmWcW^.NQJ NVPKi��	IKJ PKIWPKq[cKPW_	jlIKJ[L
SBUQPaSB_	PKm NQJ[UVN�S�N�S�^.IWPKm N�S�X	dKUtPKUV_	modKzWIKJ[_	PKm PKIWiKU�S�NVJ[UtNVY�NVJ[UOIKj�UQNV`Vd
IKX	dWUVJ��[StSBUVP�SB_	PKm5NVJ[UQN����[P�X	dKU ]KJ[IWX	IK`VIW^�iKU�SB`VJ[_	]WX._	IWPah�Y�U iKUQ]K^	IKR5X	dKU
SBUQPaSBIWJkPKIWiKU�S�_	P�N�X.Y�IKq[iW_.LtUVP�SB_	IKPWNV^�²�cK`Q^	_.iWUVNQP:]W^	NVPKU���Â�IWY�UQgWUQJsh
X	dKU5]WJ[IKX	IK`QIK^�`QNVP�zWU5UVwoX.UQPKiWUVi�X	I1N�X	dKJ[UQUVq[iW_.LtUVP�SB_	IKPWNV^kSB]KNQ`VU�IWJtN
`VcWJ[gWUQi1S.cKJ[jlNQ`VUtY�_	X	dKIKcWXaLOcW`Vd+iK_	jljl_	`QcK^	X	R©��³�UtNV^%SBI+N�S�SBcWLOUOX	dKNVX�X	dKU
PKUQ_	mWdWzKIKJ[_	PWm1PKIWiKU�S SBdWIKcW^.i�zWU5J[IKcWmWdW^.R¥X	_.LtU:SBRrPK`QdKJ[IWPK_	uVUQi�IKP1X	dKU
IKJ[iWUVJ{IWjvSBUQ`VIWPKiaS3h+Y�dW_	`Vd�`VNVP�zKU�UVN�SB_	^	R�NV`VdW_	UVgoUVixzKR�`QcKJ[J[UQPKX
Lt_.^	^	_%SBUV`QIKPWiKq[^	UVgoUV^�SBRrPK`QdKJ[IKPW_	uVNVX	_	IKP�SBIK^	cKX	_	IKP�S�SBcK`Qd�N�S<j�IKcKPWi5_	P:« � ¬ �° ^%SBI�h�X	dKUAX	IK^	UVJ[NQPK`QU¥jlIWJ�SBLtNV^	^ SBRrPW`VdKJ[IWPK_	uVNQX	_.IWP|SBZWUQY�S��sSBUVU § � � � ªW�
NV^	^	IKYpS�X.dWU´J[UVqsSBRrPW`VdKJ[IWPK_	uVNQX	_.IWP�]KJ[IW`VU�S3SvX	I dWNV]W]KUVPÅUVgoUVP ^	U�S3S
jlJ[UQ�KcKUQPKX	^	R+SBItX.dWNVX�X	dKU�`VI�SBX�`VNQPOzWU�PWUVmo^	UV`VX	UQia�
»adKU ^	N�S.X�N�S�S.cKLt]KX	_	IKPMY�U LtNVZoU�_%SvX	dKNVX}PKIKiWU�Sv`VNQP�iW_	J[UV`VX	^	R
`VIWLOLtcKPW_	`VNVX	U5Y�_.X	d�X	dKU5PWUV_	modKzKIWJ[_	PKm�PWIKiWU�S�Y�_	X	dK_	P1NnJ[NViK_	c�S�^.NQJ[mWUQJ
X	dKNQPpªW¸:�l¸�_%S©PKIWLO_	PKNQ^�S.UVPaS._.PWmkJ[NQiK_	caSB�s��»adW_3S©_%S�N�X	Rr]K_	`VNQ^©`VN�SBU�_	P�NV^	^
SBRCSBX	UVLnS�Y�U}UVwo]KUVJ[_	UQPK`VUQia� H�IKJ�UVwoNVLt]K^	U�hkÃA�[� ° �[��«Ô¡ ¬ dWN�S¥N`VIWLOLtcKPW_	`VNVX	_	IKP J[NQPKmoUtIWj-NQzKIWcKX ¦ ¢K¢K¢ jlUQUVX%hãY�dK_	^	U�X	dKU�SBUVP�SB_	PKm J[NVPWmWU
_%SOY�_	X	dK_	PÀN�dKcWPKiWJ[UVi�j�UVUVX�UQgWUQP�Y�_	X	d�^	IWPKmoq[J[NVPKmoU�LtIKX	_	IKP�SBUVP�SBIKJsS3�
° `QX	cKNV^	^	RCh�X.dW_%S~_%S�NVP5IW]KX	_	IKPWNV^<N�S�SBcWLO]WX._	IWPa�A»adWU�]KJ[IWX.IW`VIW^<Y�IWJ[Z�S�SBI
^	IKPWm5N�S~X.dWU PKIKiWU�S~NVJ[U NVzW^	U+X	I�`VIWLOLtcKPW_	`VNVX	U iK_	J[UQ`VX	^	R5IKJ�_	PKiW_	J[UV`VX	^	R
Y�_	X	dnUQNV`QdnIKX	dWUVJ~Y�_	X	dK_	P�X.dWUkiW_3S.X.NQPK`QUkIKj~ªWJ�NVPKinX.dWUp`VIWLOLtcKPW_	`VNVX	_	IKP
J[NVPWmWU6PKUQUViÁPWIKX�zKU�J[UVmocK^	NQJs� ³�U�LONQZWU�X	dK_%S:N�S�SBcWLO]WX._	IWP¼jlIWJ
SB_	Lt]K^	_	`V_	X	RÁ_	P´X	dKU�]KJ[IWX	IK`VIW^�iWU�SB`QJ[_.]WX	_.IWP¾NVPWi¾X	I¾NVgoIK_	i¾J[IWcKX	_	PKm
IKgoUVJ[dWUVNQi�jlIWJ�NVPWR�X	Y�I+PKIKiWU�S�X.dWNVX�`VNQP�SBUQPaSBUONk`QIKLtLOIWPnNVJ[UQN���»adW_%S
N�S3SBcKLt]KX	_	IKP NV^%SBI dWUV^	]aSa]KJ[IWgW_	iKUtNt`VIKPWPKUQ`VX	_	gW_	X	R�mWcWNVJ[NQPKX	UVUtY�dWUVP+jlcK^	^
SBUQPaSB_	PKm�`QIKgoUVJ[NVmoU�_3S(NV`QdK_	UVgoUVi��
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]WdKN�S.UpNVPWi�N�SBUQPaSB_	PKm�]KdWN�SBU��5��cKJ[_	PKm�X.dWUp_	PK_	X	_	NV^	_	uVNVX	_	IKPn]KdKN�SBU�hKUQNV`Qd
SBUQPaSBIWJ~PKIWiKUkj�_.PWiaS-_	X%S-IWY�P�]WIaSB_	X	_	IKP�« � ¬ NVPWi�SBRrPK`QdKJ[IWPK_	uVU�S�« � ¬ X	_	LtUY�_.X	d�PWUV_	mWdWzKIWJ[_.PWm1PKIWiKU�S�� ° jlX	UVJtX.dWNVX%h�PKIWiKU�S�UQPKX	UVJt_	PKX	I�N�SBUQPaSB_	PKm
]WdKN�S.U�NVPWi�SBX	NVJ[X�X	I�SBUVP�SBU�UVPWgW_	J[IWPKLtUVPKX	NQ^©UVgoUVPWX%S��t»adWU+SBUVP�SB_	PKmp]WdKN�S.U
IWjAPWIKiWU�S�_%S5iW_	gW_	iKUQiv_	PKX	IvJ[IKcWPKiaSnY�_	X.d}UV�KcWNV^+iKcWJ[NVX	_	IKP�NQPKi�NQJ[U
SBRrPW`VdKJ[IWPK_	uVUQia�Ê²�NV`Qd�PWIKiKU|Y�_	^	^�U�SBX	NVzW^	_3S.d�N}Y�IKJ[Zo_	PKmÁSB`VdWUViKcW^	U
X	dKJ[IWcKmod5IKcWJ�NQ^.moIKJ[_	X	dKLnh�Y�dW_.`Qd5X	UV^	^%S~_	X-Y�dKUQP5X	I:SB^	UVUV]�NQPKi�Y�dWUVP�X	I
Y�IKJ[Z�jlIWJOUQNV`Vd�J[IWcKPWia��³�dWUVP�N5PWIKiKU5moIKU�S�X.I�S.^.UQUV]�ha_	X%S SBUVP�SB_	PKm©h
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NQ`V`VIWJ[iK_	PKm�X	It_.X%S-SB`VdWUViKcW^	U��
³�U�iWUVPKIWX	U�X.dWU�iKcWJ[NVX	_	IKP5IKj�UQNV`Vd5J[IWcKPWi5N�S,+©�A»adKU¥SB`VdWUViWcK^	U jlIKJ�N
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_	P�S.UV`VX	_	IKP § � § � ªa�+HCIWJ~NVPKR mo_	gWUQPnX	cK]W^.UO�-+©hD. � 0�hC+4365 798�: hC+ ; 89=×�shKNpPWIKiWU
UQwWUQ`VcKX	U�S�X	dKU�jlIK^	^	IKY�_	PKm�Y�IWJ[ZW_	PKm�SB`QdKUQiKcK^	U E �Kº�F��&G~¶IH��>J �s·�¶�� �	¹ K �MLN+�O�¹�PQ.�� 0,RS+ 365 798�: T ¶��IF 	Kº��>J�� ºUJDV ���Ô·�¶��
�	¹ K �WLN+XOn¹2PY. � 0MPZ+[; 89= T

-  
 � � 	 �  ! � � � � � 	 � ( � � �  � 
 � �� + 	 � � � 	 ��[X�SBdKIWcK^	i�zWU{PKIWX.UQi�X	dKNQX�X	dKU�jlIK^	^	IKY�_.PWm|X	Y�I}J[cK^	U�S�dKIW^.i|jlIKJ5X	dWU
SB`QdKUQiKcK^	U ¦ �È»adWUtX	cW]K^	U��-+©h<.��10�h\+ 365 798�: h�+<; 89= �-jlIKJ-UVNV`Qd PKIKiWU�_3Sa`VdWIaSBUQP�iWcKJ[_	PKm

X	dKU�_	PK_	X	_	NV^	_	uVNVX	_	IKPO]KdWN�SBU�NVPKiOiKIWU�SCPWIKX(`VdWNVPKmoU�iWcKJ[_	PKmtX	dKU�Y�dKIW^	U
SBUQPaSB_	PWm6]WdKN�S.U�hOcWPK^	U�S�SAJ[U�SB`QdKUViWcK^	_	PKm�_%S¥J[UV�WcK_	J[UVi6jlIKJ1j�NVcK^	X	q
X	IK^	UQJ[NVPK`QU�]WcKJ[]WIaSBU�S��
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moJ[_	ia��³�U�iKU�SB`VJ[_	zKU�dKIWY�X	Ik`QdKIKI�SBU�X	dWU�cKPW_	X�moJ[_	i5SB_	uQU�^	NVX	UVJa_	P�SBUV`QX._	IWP
§ � � � ¦ � ® IWY�Y�U�iKU�SB`VJ[_	zKU�X	dKU�]WJ[IKX	IK`QIK^�X	dKNVX�iKUQ`V_	iKU�S©X	dKU SB`QdKUQiKcK^	U�j�IKJUQNV`Vd�SBUQPaSBIWJ�PKIWiKU+X.I¥mWcWNVJ[NQPKX	UVU�X.dWNVX�UVNQ`Vd¥mWJ[_	i�]WIK_	PKX�_	P�X	dWUnX	NVJ[moUVX
NQJ[UVN�_%S�`VIWgWUQJ[UVi�zKRONVXC^.UQN�SBXCIKPWU�Y�IKJ[Zo_	PKmpPWIKiWU�NVX©NQPKROX._	LtU�NVPWi�Y�_	X	d
Lt_	PK_	LOcWL}UQPKUVJ[moRt`VIKP�SBcKLt]KX	_	IKP���Â�UVJ[U�Y�U�IKPW^	RO`QIKPaS._.iWUVJ�X	dKU�UQPKUQJ[mWR
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PWIKiKUt_%S�]WJ[IK]KIWJ[X	_.IWPKNQ^aX.I+_	X%S�Y�IWJ[ZW_	PWm+X	_	LtUOjlIWJ�UVNQ`Vd+J[IKcWPKiahoY�dK_	`Qdn_%S
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_%S<NViWiKUVinX.InNVgoIK_	i�`VIW^	^._%SB_	IWPK�s��»adK_%S<zKUQNV`QIKP�dWN�S<X	dKUp_	PWjlIKJ[LtNVX	_	IKP5IWj
_	X%Sa^	IW`VNVX	_	IKP�NQPKi�N�J[NVPWiKIWLO^	Rp`QdKIaS.UVP X	_.LtU�J[UVjlUQJ[UVPW`VU�]KIW_.PWXC.��10��k»adKU
J[UVj�UVJ[UVPW`VU:X	_.LtU}SBdKIWcK^	i|zWUÀcWPK_	jlIWJ[LO^	R�`VdWIaSBUQPµNVLtIKPKm�« ¢�h�»a��NVPKi
jlIW^.^	IWY�S-NQPn_	iKUQPKX	_	`VNV^�_	PKiWUV]WUVPKiWUVPWX-iW_3S.X.J[_	zWcKX	_	IKP��[_	_	iK�s� ° `Q`VIWJ[iK_	PKm�X.I
X	dKU:N�S�S.cKLt]KX	_	IKP�IKjniW_	J[UV`VX�`QIKLtLOcWPK_	`VNQX	_.IWP|Y�_	X.dW_	P|ªWJsh�UQNV`VdµPWIKiKU
Y�_	X	dK_	P5X	dKU�iW_%SBX	NVPK`QU�IKj�ªKJ�IKj�X	dKU¥SBUQPKiW_.PWm5PKIWiKU¥SBdKIWcK^	i�J[UV`QUV_	gWU X	dKU
zKUQNV`QIKPa�{H�IKJ�UVwoNVLt]K^	U�_	P1H�_	mWcWJ[U�ªah©PWIKiWU�S ° h�ÆvNVPKi¥�vY�_	^	^�dKUVNQJ
UVNQ`Vd�IKX	dWUVJs� ° j�X.UQJkUQgWUQJ[R�PKIWiKU5zWUVNV`QIKP�S�X	dWU5X._	LtU5J[UVjlUQJ[UVPW`VU5]KIW_	PKX
.��10�hVUVNQ`Vd�PWIKiKU�LtNV_	PWX.NQ_	PaS�N�PKUQ_.modKzWIKJ�X	NVzK^	U�Y�_.X	d�X	dKU�_	PWjlIKJ[LtNVX	_	IKP�IWj
^	IK`QNVX	_	IKPaS�NQPKi�X	_	LOU5J[UQjlUVJ[UQPK`VU5]WIK_	PKX%S�IKj�_	X%S�PKUV_	modKzWIKJsS�Y�_	X	dK_	P1ªWJ��[S
iK_%SBX	NQPK`VU���H�IKJaUVwoNVLt]K^	U�hQPKIWiKU ° Y�_	^	^CZoUVUQ]p_	PKjlIWJ[LONQX._	IWPpNVzWIKcKX�PKIWiKU�S
ÆthQ��NQPKik_	X%SBUQ^.j©_.PON�X	NVzW^	U���� �[S�zKUVNQ`VIWPk_%SC_	mWPWIKJ[UQi5SB_	PK`QU�_	X�_3S©IWcKX%SB_	iKU
X	dKU�ªKJ��[S(iK_%SBX	NVPW`VU�IKj ° �
Æ~UVj�IKJ[U�iK_%SB`QcaS�S._.PWmpX	dKU+SBUQPaSB_	PWmp`VIWgWUQJ[NVmoU�IKj�X.dWU�UVPKX	_	J[U�NVJ[UQN�hãY�U�jl_	JsSBX
jlIW`VcaSaIKP dWIKYµX	I+]WJ[IKgo_	iKU�SBUVP�SB_	PKm�`QIKgoUVJ[NVmoU�jlIKJ-N�S._.PWmW^	UtmWJ[_	i+]KIW_.PWX%�
Â�UQJ[U5Y�U5`VIWPaSB_	iWUVJtPKIKiWU ° NVPWi�mWJ[_	i�]KIW_	PKX�w�SBdKIWY�P�_	P�HC_	mocKJ[U5ª��
��zWgW_	IKc�SB^	RCh©NV^	^�X	dWU�SBUVP�SBIKJ�PWIKiKU�S�Y�dWIaSBU�S.UVPaS._.PWm�NQJ[UVN�S�`QIKgoUVJ�moJ[_.i
]KIW_	PKX�w�NQJ[Ut_	P+X	dKUtªKJ��[S�iW_%SBX	NVPK`QUOIWj<PWIKiKU ° �r»adKUQJ[UVjlIWJ[U�hoPWIKiWU ° dKN�S
X	dKUO_.PWjlIKJ[LtNVX	_	IKP�IKj�X	dWUV_	J~^	IK`VNQX	_.IWPaS-NQPKi�X._	LtUkJ[UQjlUVJ[UQPK`VUO]KIW_.PWX%S-_	Pn_	X%S
PKUQ_	mWdWzKIKJ�X.NQzK^	U���³�_	X	d{SBcW`VdA_	PKjlIWJ[LONQX._	IWP¥PWIKiKU ° S.IKJ[X%S�X	dKI�SBUnX	_	LOU
J[UVj�UVJ[UVPW`VU+]KIW_.PWX%S�_	P¥N�SB`VUQPKiW_.PWm�IKJ[iKUQJ�NVPWi¥^	NQR©S�IKcKX�NQ^.^��¨J[UQjlUVJ[UQPK`VU
X	_	LOU�SA_	PK`Q^.cWiK_	PKm¨_	X%SAIWY�P�J[UVjlUQJ[UVPK`QU|X	_	LtU�]WIK_	PKXn�sSBUVUµH�_.mocKJ[U § �s�
� � cK]K]WIaSBUkX.dWNVX-X.dWU�X	IKX	NV^-PKcKLtzKUQJ�IWjOSBUVP�SBIKJ�PKIWiKU�S�Y�dK_	`Vd5`QNVP5`VIWgWUQJ
moJ[_.it]KIW_	PKX�w�_%S����s�
³�_	X	dKIKcWX-^	I�S�S<IKj~moUVPWUVJ[NV^	_	X	RChaSBcK]W]KIaS.U�PKIKiWU ° dKN�S~X	dWU�_.X	d5J[UQjlUVJ[UQPK`VU
X	_	LOU . � 0ã�[_.�sh�PKIKiWU�Æ�dWN�SOX	dKUA�[_	q ¦ �[X	d:J[UVjlUQJ[UVPK`QU¥X	_	LtU .��10ã�[_	q ¦ �kNVPKi
PKIWiKU5��dKN�S�X	dWU5�[_ z<¦ �[X	d1J[UQjlUVJ[UQPK`QU�X	_.LtUY.��10ã�[_ z<¦ �s�{»adKUQP1X	dKU�X	_	LOU
_	PKX	UVJ[goNV^ +4365 798�:sNVPWi X.dWU�X._	LtU�_.PWX	UVJ[goNV^i+ ; 89=�j�IKJ�moJ[_	i�]WIK_	PKXaw NVJ[UnSBUQXazKR
IKcWJ¥NQ^	mWIWJ[_.X	dWL±X	I�« .�� 0r�[_	�AqQ. � 0ã�[_.q ¦ � ¬ �.ª}X.I�« .�� 0r�[_ z<¦ ��qQ.��10ã�[_	� ¬ �	ª�hJ[U�S.]KUV`QX	_.goUV^	RC��»adWUVJ[U5NQJ[U5X.Y�I�SB]KUQ`V_	NV^�`VN�SBU�S�jlIWJtX	dWUZ+[; 89= NVPWi + 365 798�:
`VNQ^	`VcK^	NQX._	IWPaS ¦ � �[j�PKIKiWU ° dWN�SaX	dKU�SBLtNV^	^	U�SBX�J[UQjlUVJ[UQPK`QUtX	_	LtUtNQLOIWPKm�NQ^.^��{PKIWiKU�S

X	dKNQX�`VNQP�`VIWgWUQJOmoJ[_	i1]KIW_.PWX��+h©X	dWUVP1X	dKUnX._	LtU�_	PKX	UVJ[goNV^l+ 365 798�: _%S
�[» z . � 0ã� ¦ �[qN.��10�L � T �9�	ª�NQPKiÀX.dWU�X	_	LOU¥_	PKX	UVJ[goNV^ +<; 89= _%St�N.�� 0r�[ªW�[q
.��10�L�� T �9�.ª��

ªK� �[j�PKIWiKU ° dKN�S�X.dWU�^	NVJ[moU�SBX-J[UVjlUQJ[UVPK`QU�X	_.LtU�NVLtIKPWm�NV^	^	��PKIWiKU�S
X	dKNQX�`VNQP�`VIWgWUQJOmoJ[_	i1]KIW_.PWX��+h©X	dWUVP1X	dKUnX._	LtU�_	PKX	UVJ[goNV^l+ 365 798�: _%S
�N.��10ã� ® �[qN.��10�L ��
�� T �9�	ªnNVPWinX	dKUOX	_.LtUk_	PWX.UQJ[gWNQ^A+[; 89= _%S-�[» z .�� 0r� ¦ �[q
.��10�L � T �9�	ªa�
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 �  � � � �  � � �»aIÀcKPKiWUVJsSBX	NQPKi�X	dWU�]KJ[IW`VUQiKcKJ[U¥zKUQX.X	UQJsh-Y�U¥UVwo]K^	NV_	P�dWIKY�X	IÀiWUV`V_	iWU
PWIKiKU�S.`VdKUQiKcW^.U�SpjlIKJ+N�`VUQJ[X.NQ_	P�mWJ[_	i�]KIW_	PKXtw�X	dKJ[IWcKmod{NVP{UQwWNQLO]W^	U
SBdWIKY�P�_	P�HC_	mocKJ[U § � � cK]K]WIaSBU�X	dWU�iKcKJ[NQX	_.IWP5IKj�UVNQ`Vd5J[IWcKPKi +�_3S § ¢
Lt_	PKcKX	U�S�NQPKi IKPW^.RkPKIKiWU�S ° hãÆ�NQPKi+�{`VNQP�]WJ[IKgo_.iWUO`QIKgoUVJ[NQmWUtX	I�moJ[_	i
]WIK_	PKX�w©� ® IKiKU�S ° hsÆ1NQPKik��`QdKIWIaSBU�J[UVjlUQJ[UVPK`QU�X	_	LOUA.��10�gWNQ^	cKU�S � h ¦ ª
NQPKipªWªahVJ[U�S.]KUV`QX	_.goUV^	RC� ° `Q`VIKJ[iW_	PKmkX	IpIWcKJ�NV^	moIKJ[_	X	dKLnhãPWIKiWU�ÆÀY�_.^	^�SBUVX
X	dKUW+4365 798�:BgoNV^	cKU�X	Ik� ¦ ªWq � �9�	ªA@ � NQPKi�SBUVX(X	dKUW+ ; 89=�gWNQ^	cKU�X	Ip�[ªWªKq ¦ ªW�9�	ªB@
¡}X	I�`VIWgWUQJÀX	dWUvdKNV^	j�moNV]�zKUQX	Y�UVUQP�X	dKUvJ[UVj�UVJ[UVPW`VU�X	_	LtU�]KIW_.PWX%S��
�~IWPaSBUQ�KcKUQPKX	^	RChsX	dKU�]KNQJ[NVLtUVX	UVJaX	cK]W^	U��-+Ch�.��10�hI+@365 798�: hI+ ; 89=×�aj�IKJaÆ�_%SC� § ¢�h
¦ ªah � h(¡s�sh"Y�dK_	`Vd�LtUVNQPaS�PKIWiKU�ÆvSBX	NQR©SaNVY�NVZoU�jlIKJ-� �Iz ¡s�<Lt_	PKcWX.U�S�IWcKX
IWj�X	dKU § ¢�Lt_	PKcKX	U�S�]KUQJ[_.IWi�� � LO_	PKcWX	U�S�zWUVjlIWJ[UnNVPWi�¡ LO_	PKcWX	U�S�NQjlX	UVJ
X	_	LOUnJ[UVjlUQJ[UVPK`QU�]KIW_	PKX ¦ ªK�s� � _	LO_	^	NVJ[^	RCh©X	dKU�]WNVJ[NVLtUVX	UQJtX	cW]K^	U�S�jlIWJ °
NQPKit�1NVJ[U�� § ¢�h � h �ah � ��NQPKit� § ¢ah£ªKª�hK¡Kh �K�s�
�[X�SBdKIWcK^	i�zWUpPKIWX.UQi�X	dKNQX�SBcW`Vd�N5SB`VdWUViKcW^	UpjlIKJ�N�S._.PWmW^	U�moJ[_	i5]KIK_	PWX<_%S
IW]KX	_	LONQ^t_	P:X	UVJ[LnStIKjOUVPWUVJ[moR�`VIKP�SBcKLt]KX	_	IKP�h�SB_	PW`VUAX.dWU¥X	IWX.NQ^�NVY�NVZoU
X	_	LOUOjlIKJ~NQ^	^�X	dWJ[UVUkPWIKiWU�S-_%S<UV�WcKNQ^-X	I�X	dKUkiKcKJ[NQX	_.IWP�IKj~X	dWUpJ[IKcWPKi�� § ¢
Lt_	PKcKX	U�SC_	PkX	dKU�UVwoNVLt]K^	UV�s� ° PKR�IKX	dWUVJ�SB`QdKUViWcK^	U�hVY�dK_	`VdkdKN�S©^	U�S�S©X	IKX	NV^
NQY�NVZoU�X	_.LtU�hrY�_	^	^a_	PKX	J[IKiWcK`VUtNtzK^	_	PKi+X._	LtUOIWP�X	dWNVXamoJ[_.i+]KIW_	PKX%� � _	PK`QU
X	dKUQJ[Uk_%S-PWInIKgoUVJ[^	NQ]nNVLtIKPWm�X	dWUpPKIWiKU2�[S<Y�IKJ[Zo_	PKm�S.`VdKUQiKcW^.U�S<jlIKJ�moJ[_	i
]WIK_	PKX�w�NVPWiOX	IWX.NQ^�`VIWgWUQJ[NVmoU�X	_	LOU�UV�KcWNV^%SCX	dKU�iKcWJ[NVX	_	IKPkIWj�X	dKU�J[IKcKPWiahQ_	X
_%SaUVN�S.R�X.I+`VIWPK`Q^.cWiKUtX	dKNVXaNQXaNVPWR�X._	LtU�hrmWJ[_	i+]KIK_	PWXaw+_%S�`VIKgoUVJ[UQi�zWR�NVX
^	UVN�SBX�IKPWU�PWIKiWU2�[S<S.`VdKUQiKcW^.U��
»adWUpSBNQLOU�]KJ[IW`VUQiKcKJ[U�_%S�`QNVJ[J[_	UVitIKcWX�jlIKJ�UQgWUQJ[R�mWJ[_	it]KIW_.PWX%���[PtX	dKU�UVPKi�h
UQgWUQJ[R�PKIWiKU5dWN�S�N:SBUVX�IKj�SB`QdKUViWcK^	U�S�jlIWJONQ^	^�X	dKU5moJ[_	i�]KIK_	PWX3S�_	X�`VNQP
`QIKgoUVJs� � _	PK`QUÀ_	X�_%S+_	Lt]KI�S�SB_	zK^	U:jlIKJ�N:PKIWiKU:X	I|UQwWUQ`VcKX	U�LtcK^	X	_.]W^	U
SB`QdKUQiKcK^	U�SvSB_	LOcW^.X	NQPKUVIWcaSB^	RChn_	XÀ_%S�PWUV`VU�S�SBNQJ[R¼X	I¾`QJ[UVNVX	U�N¾SB_	PKmo^	U
_	PKX	UQmWJ[NQX.UQi¥SB`VdWUViKcW^	U�� ® IWY�Y�U�iKU�S.`VJ[_	zKU�dKIWYµNOPWIKiKUt`VIWLOzW_	PKU�S�X	dK_%SSBUQXCIWj J�CED�/F� V �/J�0"ºK¸ 	W¸r¹ F�·aº�¹ ��� J�_	PKX	IpN SB_	PWmW^	UeJ�C8D��>F�� V ��0"ºW¸ � D��¶K¸ �Q¶
_	X�`VNQPO`QIKgoUVJs�
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 � � �  � � � � � � � � � � � 	 �° j�X.UQJ�UVNV`Qd�PKIWiKUp`QNV^	`VcW^	NVX	U�S<_	X%S�SB`VdWUViWcK^	U�S<jlIWJ�NV^	^-moJ[_	i5]KIW_.PWX%S~_	X-`VNVP
`VIWgWUQJshK_	X-`QJ[UVNVX	U�S~NQP5_	PKX	UVmoJ[NVX	UVi:S.`VdKUQiKcW^.U��-+ChI.��10�h +4365 798�: h	+ ; 89=×�s�A»adKU
_	PKX	UVmoJ[NVX	UQi�+ 365 798�: IWj�PKIWiKU ° _%S-X	dKUk^	NQJ[mWU�SBX�IKPKUONVLtIKPWm�NQ^.^A+ 365 798�: X	_	LOU
_	PKX	UVJ[goNV^%S�IKj<PWIKiWU ° jlIKJ<NV^	^aX	dKUkmoJ[_	in]WIK_	PKX%S-X	dKNQX�PKIKiWU ° `VNVP�`VIWgWUQJs�
� _.Lt_	^	NVJ[^	RChVX.dWU�_	PKX	UVmoJ[NVX	UQipX	_.LtU�_	PKX	UQJ[gWNQ^ + ; 89=-IWjaPKIKiWU ° _%SaX	dWU�^.NQJ[mWU�SBX
IKPWU�NQLOIWPKm�X	dKUl+[; 89= X	_	LOU�_	PKX	UVJ[goNV^%S(IKj©PWIKiWU ° jlIKJ©NV^	^(mWJ[_	ik]WIK_	PKX%SCX	dWNVX
PKIWiKU ° `VNQP�`QIKgoUVJs�6»adWUVJ[UVj�IKJ[U�h�X	dKUA_.PWX	UVmoJ[NVX	UVi}SB`VdWUViWcK^	U¥IWjkUQNV`Vd
PKIWiKU5_%S�X	dKU5cKPW_	IKP�IKj�_	X%S�SB`VdWUViWcK^	U�S�jlIWJ�NV^	^�X	dWU�mWJ[_	i1]WIK_	PKX%S�_	X�`VNVP
`VIWgWUQJs�A¯CJ[UVgo_.IWcaSB^	RCh�Y�U�dWNVgoU�`VIKPW`V^	cKiWUVi5X	dKNQX<N�mo_	gWUQPAmoJ[_	i�]KIK_	PWX�_%S
`VIWgWUQJ[UVipj�cK^	^	RO_	PpX	_	LOU�zKRtNVX�^.UQN�SBX�IKPWU�PKUQ_	mWdWzKIKJ[_	PWmpPKIWiKU2�[S�SB`QdKUQiKcK^	U��
»adKc�SOY�_	X	d�X	dWU�`VNQ^	`VcK^	NQX.UQiÀ_	PWX.UQmWJ[NQX	UVi}SB`VdWUViKcW^	U�StIWjkNQ^.^�X	dWU{SBUQPaSBIWJ
PKIWiKU�S�h�NQX�NVPKR�X	_	LtUÀNQPKR�moJ[_.i�]KIW_	PKX�_%S+`QIKgoUVJ[UVi�zKR�NQX�^	UVN�S.X�IKPKU
NVY�NVZoUVPÀSBUQPaSBIWJ�PKIWiKU���»aI¥`Q^.NQJ[_	jlR5X	dK_%S�_	PKX	UQmWJ[NQX._	IWP¥]WJ[IK`VU�S�S�j�cKJ[X	dKUQJsh
H�_.mocKJ[U � SBdKIWY�S�dWIKY:X	IO`QNV^	`VcW^.NQX	U�X	dKU�_.PWX	UVmoJ[NVX	UVi�SB`VdWUViKcW^	U�IKPON�PWIKiKU
NV`Q`VIWJ[iK_	PKm�X	IO_	X%S<S.`VdKUQiKcW^.U�S�jlIWJ�NkSBUVX�IWj©moJ[_.it]KIW_	PKX%S��
® IWX.U X	dKNQX�LtNVPKR:S.UVPaS.IKJ�PWUVX	Y�IWJ[Z�S�NVJ[U+iKUV]W^	IKRrUViAY�_	X	d¥N+J[UVN�SBIKPWNVzW^.UiKUQPaSB_	X	R5S.I�X.dWNVXCY�dKUQP�UVgoUVJ[ROPKIKiWU�_%SaY�IKJ[Zo_	PKm©hãX	dWUtY�dKIW^.U�X	NVJ[moUVX©NVJ[UVN
_%SÀS.UVPaS.UVi¨zKR�X	dWU�S.UVPaS._.PWmvPKIWiKU�S5Y�_	X	dKIWcKX�zW^	_.PWi¨dKIK^	U�S�NQPKivIKcWJ
NV]W]KJ[IWNV`Vd mocKNQJ[NVPKX	UQU�SaN ¦ ¢K¢W¤�SBUVP�SB_	PKm `VIWgWUQJ[NVmoUONQXaNVPKR�X	_	LtUOiWcKJ[_	PKm
X	dKU�SBUVP�SB_	PKm�]KdWN�SBU�� ° PKIKX	dWUVJ�PWIKX	UVY�IKJ[X	dKR5]WIK_	PKX~_%S�X	dWNVX%h�_	P�IWJ[iKUQJ�X.I
]KJ[UQgWUQPKX�X	dKU�PWIKiKU�S�NVX©X	dWU�UViKmoU�IKj�X	dKU�PWUVX	Y�IWJ[ZpjlJ[IWL�Y�IWJ[ZW_	PKmkNV^	^©X	dKU
X	_	LOU�hsY�dWUVPtY�UkSB]KUQ`V_	jlR�X	dKU�X	NVJ[moUVX�NQJ[UVN�h£Y�U�PKUQUVitX.ItUVwo`V^	cWiKU�X	dWU�UViWmWU
IKj~X	dWUpPKUQX.Y�IKJ[Z©��»adKUVPnY�_	X	d5UVPKIWcKmod5iKUQPaSB_	X	RCh�_	X-_3S�dW_.modK^	R�]KJ[IKzWNVzW^.U
X	dKNQX©NVPWRkmoJ[_	i�]KIK_	PWX©_	P�X	dKU+SB]WUV`V_	jl_	UQi�X.NQJ[mWUQX©NQJ[UVN�`VNQP�zKU+SBUQPaSBUQi�zKRONVX
^	UVN�SBX�X	Y�ItPKIKiWU�S(Y�dKUQPONQ^	^�PKIKiWU�S(NVJ[U�NVY�NQZWU��
��PWU{LO_	modKX+NVJ[mocKU{X	dWNVX+_.PWX	cK_	X	_.goUV^	R6SBcW`Vd}_	PWX.UQmWJ[NQX	_.IWP}X	dKJ[IWcKmod}X	dKU
cKPW_	IKPpIWj�SB`VdWUViKcW^	U�S©jlIWJ�UQNV`QdpmWJ[_	ip]WIK_	PKXCY�IWcK^	i�^	UVNVi�X	I�N�]WU�S�SB_	Lt_%SBX	_.`
J[U�S.cK^	X<Y�_.X	d5goUVJ[R�^.IWPKm�Y�IKJ[Zo_	PKm5iKcWJ[NVX	_	IKP��(Â�IWY�UQgWUQJsh(X	dK_%S~_%S�PWIKX�X	dKU
`VN�SBU����[PkjlNQ`VX%hQN�PWIKiWU�caS.cKNV^	^	R�dKN�SCX	dKU SBNQLOU�SB`VdWUViKcW^	U�jlIKJ�moJ[_	ip]KIW_.PWX%S
PKUQNVJ�X	IOUVNV`QdkIWX.dWUVJshQY�dK_	`VdOY�_	^	^(PKIKX(_	PK`QJ[UVN�SBU�X	dKU�^	UVPKmoX	dkIWj�_	PKX	UVmoJ[NVX	UVi
+ 365 798�: NVPKi +[; 89= Y�dKUQP1X	dKU�cWPK_	IKP1IW]KUQJ[NVX	_	IKP1X	NVZoU�S�]W^	NV`VU��{»adK_%S�dKN�S
zKUQUVPnSBdKIWY�Pt_	POX	dKUkSB_	LtcK^	NVX	_	IKP��
��cWJpNV]W]KJ[IKNQ`Vd:dKN�SnSBUQgWUQJ[NV^�LtN×Ç%IKJONViWgWNQPKX	NVmoU�S�jlIKJ�SBUVP�SBIKJOPKUQX.Y�IKJ[Z
iKUQ]K^	IKRrLtUVPWX ¦ � �~IKLtLtcKPK_	`QNVX	_	IKPkIWgWUQJ[dKUQNVik_	POIKcKJaNQ]K]WJ[IKNV`Qdp_%S©LO_	PW_.Lt_	uVUQia��HCIWJ

X	dKU�NV]W]KJ[IKNQ`Vd�iKU�SB`VJ[_	zKUQi6NQzKIWgWU�htUVNQ`Vd�PKIWiKU�PKUVUQiaS5IKPW^.R}X.I
zKUQNV`QIKP�IWPKU�LtU�S�S.NVmoU}Y�_	X	dKIWcKX�`VIWPaSB_	iWUVJ[NVX	_	IKP6IKj1`QIK^	^	_%SB_	IKPaS3�
�~IKLt]KNQJ[UVi�X	I�NV]K]WJ[IKNQ`VdKU�S�X	dWNVX�N�PKIWiKU�zKUQNV`QIKPaS�UVNQ`Vd�X	_	LOU5_	X
Y�NQZWU�S-cK]1« ªKª ¬ IWJ~jlIKJ~UQNV`Vd�J[IKcWPKi�« ¦� ¬ hKX	dKUpUQPKUVJ[moR+`VIKP�SBcKLtUVizKR�IWcKJ�NQ]K]WJ[IKNV`Qd �[S(`VIKLtLtcKPK_	`QNVX	_	IKPt_3S(LOcW`Vdt^	U�S�S��

ªW�È»adWU5J[NVPKiWIKL¼X._	LtU�J[UVj�UVJ[UVPW`VU�]WIK_	PKX�Y�_	X	d1cWPK_	jlIKJ[L¼iK_%SBX	J[_	zKcWX._	IWP
`QIKPKX	J[_	zKcWX	U�S�X	I}X	dWUÀUQPKUVJ[moR�zKNQ^	NVPK`QUÀNQLOIWPKmµX	dKU:PKIWiKU�S3� ° P
IW]KX	_	LO_	uVNQX	_.IWP¾IKPÁX.dW_%S��[iK_%SB`Vc�S�SBUQi¾^	NVX	UVJ[�µ`VNQP¾UVPWdKNQPK`VU6X	dK_%S
UQPKUVJ[moRrq[zKNQ^.NQPK`Q_.PWm�jlUVNQX.cWJ[U�UQgWUQPOLtIKJ[U��

§ �È��cWU�X	I�X.dWU�IK]WX._	LtNV^CUVPKUQJ[mWRO`VIWPaSBcWLO]WX._	IWP+]WJ[IK]WUVJ[X	RpjlIWJ<N�SB_	PKmo^	U
moJ[_	iÀ]WIK_	PKX'G×h�X	dKUAX	IKX	NV^�UQPKUQJ[mWR1`QIKP�SBcKLt]KX	_	IKP�IKjtIKcWJkNQ]K]KJ[IWNV`Qd
_	PK`QJ[UVN�SBU�S(gWUQJ[RnS.^.IWY�^	R�Y�_	X	dkX	dKU�_	PK`VJ[UQN�SBU�IKj�PWIKiWU�iKUQPaSB_	X	RC� ° S�N
J[U�SBcK^	X%h�X	dKU�SBRCSBX	UVLx^	_	jlUVX	_	LtUn_	PK`QJ[UVN�S.U�S�]WJ[IK]KIWJ[X	_.IWPKNQ^.^	R�Y�_	X	d�X	dWU
_	PK`QJ[UVN�SBU¥_	P�PKIWiKU�iKUQPaSB_	X	RC�}³�UÀSBdKIWY�X	dW_3S�_	P�X.dWU�UVgoNV^	cKNQX._	IWP
SBUQ`VX	_	IKP��

° ^.X	dWIKcKmodkX	dWU�^	UVPWmWX	dkIWj�Y�IWJ[ZW_	PWmOX	_	LOU�jlIKJaUQNV`QdkPKIWiKU�LtNVRtiK_	jlj�UVJ�iKcWU
X	ItJ[NVPKiWIKLtPKU�S�S�hsX	dWU�]WJ[IKX	IK`QIK^�_%S�SBX	_	^	^�j�NV_	Ja_	PkX	dKUpSBUVP�SBU�X	dKNQX(PKIkPWIKiWU�_%S
mo_	gWUQPO]WJ[_.IWJ[_	X.R�X	ItY�IWJ[Zt^	IWPKmoUVJ�IWJ�SBdKIWJ[X	UVJs�
�[X�`VNQPpzKU�UQN�SB_	^	RnSBUVUQPpjlJ[IKL|X	dKU�NQzKIKgoU�iWU�SB`QJ[_.]WX	_.IWPpX	dKNQXCUQgWUQP�Y�dKUQP�NVX
X	dKU�_	PK_	X	_	NV^	_	uVNVX	_	IKP�]KdWN�SBUÁSBIWLOU�PKIWiKU¨_%S�PWIKX1iW_3S.`VIKgoUVJ[UQixzKR�_	X%S
PWUV_	mWdWzKIWJsS�h�IKPK`QU�X	dKUVJ[U�NQJ[U�UVPWIKcKmod5PKIWiKU�S~X	I�`VIWgWUQJ�X	dKU X	NVJ[moUVX<NVJ[UVN�h
X	dKU ¦ ¢K¢W¤�SBUQPaSB_	PWm�`VIWgWUQJ[NVmoU�_3S�SBX	_	^	^<mocKNQJ[NVPKX	UQUVia��Â�IKY�UVgoUVJsh�_	X<LtNVR
`QNVcaS.U�IWX.dWUVJ�PWIKiWU�S�X	ItY�IWJ[ZtcWPKPWUV`VU�S�SBNQJ[_.^	R�^	IKPWmWUQJs�
»adWU�]KJ[IWX.IW`VIW^rÇ%caS.XCiWU�SB`QJ[_.zWUVip]WJ[IKgo_	iKU�S©N�mWcWNVJ[NVPWX	UVU�IWj ¦ ¢K¢W¤ SBUQPaSB_	PKm
`QIKgoUVJ[NVmoU�NVX-NVPWRnX	_	LOU�jlIWJ�X	dWU�X.NQJ[mWUQX<NQJ[UVN�� ° `QZWPWIKY�^	UQiKmo_.PWm�X	dKNQX�_	P
SBIWLOU�SB_	X	cKNQX._	IWPaS�h�jlcK^	^5`VIWgWUQJ[NVmoU|zWR�SB_	PKmo^	U�SBUQPaSBIWJ1PKIWiKU�SA_%S�PWIKX
UQPKIKcWmWdAX	I¥IWzKX	NV_	PAdK_	mod¥`QIKPKj�_.iWUVPW`VU+_.PAiKUQX	UV`VX	_	IKP�h�IWcKJ�zKN�SB_	`niWU�SB_	moP
`QNVP¾zWU�UVN�SB_	^.R�UVwoX	UVPWiKUViÁX.IÁ]KJ[IKgo_	iKU6N 	��W¶K¸�¶��� ���>F¾iWUVmoJ[UVU�IWj
`QIKgoUVJ[NVmoU�jlIKJ�N�mWUQIKmoJ[NV]WdK_	`�NVJ[UQN�Y�_	X	d�gWUQJ[RvSBLtNV^	^kIWgWUQJ[dKUQNVi��sSBUQU
SBUQ`VX	_	IKP � �s�

) ! 0 � 	 �  
 � � " � � � 	 � �»adW_3S SBUQ`VX	_	IKP�`QIKLt]K^	UVX	U�S�IWcKJtNV]K]WJ[IKNQ`Vd�Y�_	X	d�SBUQgWUQJ[NV^�iWU�SB_	moP�_%S�SBcKU�S
`QIKPK`QUVJ[PW_.PWmOmoJ[_	ikmoJ[NVPWcK^	NVJ[_	X	RChV`V^	IK`QZ5SBZoUVYphV_.J[J[UQmWcW^	NVJ�SBUVP�SB_	PKmO]KNVX	X	UVJ[P�S
NQPKitPKIKiWU�j�NV_	^	cKJ[U�S3�
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��PWU�LtNVR�NQJ[mWcWU�X	dKNQX�_	POIKcKJa]WJ[IKX	IK`QIK^(iKU�SB`VJ[_	]WX._	IWPahQX	dKUQJ[U�`QNVPkzWU�SBLtNV^	^
SBUQPaSB_	PWm�dWIK^	U�S�zKUQ`VNQcaSBU�Y�U�IWPK^	R{mocKNVJ[NQPKX	UVU�moJ[_	i�]WIK_	PKXk`VIKgoUVJ[NQmWU�h
_	PaS.X.UQNViAIKj�N�moJ[_	i¥NQJ[UVN���Â�UQJ[U�Y�U�Y�_.^	^~UQwW]W^.NQ_	P¥Y�dKR5X	dK_%S�NQ]K]KJ[IWNV`Qd
SBX	_	^	^�LtNVZoU�S�S.UVPaS.U��{³�UniWUVPKIWX	UnX	dKU�cKPK_	X�moJ[_.i{SB_	uVU�N�SAFa�À³�UnNQ^3S.I
iWUVjl_	PKU�N�`QIKP�SBUVJ[goNVX	_	gWU¥SBUQPaSB_	PWm5NVJ[UVN IWj�N¥SBUQPaSBIWJ�PKIWiKU N�S~N¥SBLtNV^	^	UVJ
`QIKPK`QUVPWX.J[_	`5`Q_.J[`Q^	U5X.dWNVP�_	X%S�NV`VX	cWNV^�S.UVPaS._.PWm�NQJ[UVN�_	P1IWJ[iKUVJ�X	I1dWNVPKiW^	U
X	dK_%S(]KJ[IKzW^	UVLµNVPWiOIWX.dWUVJ�_%S�S.cKU�S3�
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G Â�IKY�UQgWUQJshrX	dWUt_	PWX.UQmWJ[NQX	UVi¥SB`VdWUViWcK^	U�_3S�SBcWzKq[IK]WX	_.LtNV^©iKcKU�X	I Y�IWJ[ZW_	PKm
SB`QdKUQiKcK^	U�J[UViWcKPKiWNVPW`VR�NVLtIKPWm�PKIKiWU�S��



H�J[IKLÁj�_.mocKJ[U�¡KhC_	X�`VNQP�zKU�UVN�SB_	^.RÀSBUQUVP¥X.dWNVX�X	dKU�X.NQJ[mWUQX�NVJ[UVN�_%S�jlcK^	^	R
`VIWgWUQJ[UVi1zWR¥X	dWU�SBUVP�SBIKJ�PWIKiKU�S���NQ`VX	cKNQ^pSBUQPaSB_	PWm�NVJ[UQN�S�N�S�^.IWPKmAN�S ¦ �
UVNQ`Vd�mWJ[_	i�]WIK_	PKX�_%S<_.P�SB_	iKUpX	dWUp`VIWPaSBUQJ[gWNQX._	goU�SBUQPaSB_	PKm�NVJ[UQNpIKj~NQX-^	UVN�SBX
IKPWU+SBUVP�SBIKJ�PKIWiKU�hãNQPKi�ªW�-X	dKU�iW_	jljlUVJ[UQPK`QU�zKUVX	Y�UVUVP X	dKU�NQ`VX	cKNQ^�SBUVP�SB_	PKm
J[NViW_	caS

����� ���	�
 NQPKi¨X	dKUµ`VIWPaSBUQJ[gWNQX._	goU6SBUVP�SB_	PKmvJ[NViW_	caS �������� ��� ��	� �� _%S
moJ[UVNVX	UQJ�X	dKNQP ��� ��»adKUQP{X	dKU1]WJ[IKzW^.UQLÅIWj�`VIKgoUVJ[_	PWm�X	dKU1Y�dKIW^.U
X	NVJ[moUVX~NQJ[UVN+Y�_	X	d¥NQ`VX	cKNQ^tSBUVP�SB_	PKm�NVJ[UQN�S�J[UQiKcW`VU�S�X	I¥X	dKNQX�IKj�`QIKgoUVJ[_	PKm
X	dKU�moJ[_	i�]KIW_	PKX%S¥Y�_	X	d�`QIKP�SBUVJ[goNVX	_	gWU�SBUVP�SB_	PKm�NVJ[UQN�S��Ë³�_	X	d´S.cK`Vd
IKz�SBUVJ[goNVX	_	IKP�S�h5Y�UxiKUQ`V_	iKUxX	dKUxcK]W]KUQJ}zKIWcKPWi�IWj|X	dWU�mWJ[_	i�SB_	uVU
NV`Q`VIWJ[iK_	PKm�X	IOX	dWU�jlIW^	^.IWY�_	PKm�J[cW^.U�S��
¦ � �[j�Y�U5c�SBU5X	dKU5NV`QX	cKNV^pSBUVP�SB_	PKm1J[NQiK_	caS�X	I�`VNQ^	`VcK^	NQX.UnX.dWU�PKIWiKU�S��

Y�IWJ[ZW_	PWm5SB`QdKUViWcK^	U�S3hVX.dWU�moJ[_.i5SB_	uVUeFAS.dKIKcW^	ipzKU S.LONQ^.^	UQJ�X	dWNVPpX	dKU
SB_	uVUnIKj�X	dKU�IWzsÇ%UV`QX%S�Y�U�Y�NVPWX�X.I¥iKUQX.UQ`VX%h�SBI¥X	dKNVX�X	dKU�SBUnIWzsÇ%UV`QX%S
Y�_	^	^�PKIWX�jl_	X�_	POX	dKU�moNV]tNVLtIKPKm�X	dKU�moJ[_.it]KIW_	PKX%S��

ªK� �[j5Y�U�caSBU{N�`VIKP�SBUVJ[goNVX	_	goU¨SBUVP�SB_	PKm|J[NViK_	c�S�h�X	dKU{moJ[_	ixSB_	uVU F
SBdWIKcK^	itzKUkSBLtNV^	^	UVJ�X	dKNQP ��� � � !#"#$ � % � &#' (&  ' )#&#*,++ - �

° X<X.dWU¥SBNVLtU X._	LtU�h�N ^.IWY�UQJ�zKIWcKPWiAj�IKJ�X	dWU+moJ[_	iÀSB_	uVU�SBdKIWcK^	i¥zWU1S.UVX
Y�_	X	dt`VIKP�SB_	iKUQJ[NVX	_	IKPtIKj©`QIKLt]KcWX.NQX	_.IWPKNQ^�`VIaS.X��sSBUVU § � ��� ¦ �s�
��X	dKUQJnjlNQ`VX	IKJsS�^	_	ZWU�X	dKU�_	LO]WJ[UV`Q_3S._.IWPµIKj ^	IK`VNQX	_.IWP�_	PKjlIWJ[LONQX._	IWP�NVPKi
_	J[J[UVmocK^	NVJ[_	X	RnIWj�X	dWU�S.UVPaS._.PWm5NVJ[UQN�StSBdKIWcK^	i�NV^%SBI�zKU `VIWPaSB_	iWUVJ[UVi�Y�dKUVP
Y�U�iKUQ`V_	iKU�X	dKU�`VIWPaSBUQJ[gWNQX._	goUpS.UVPaS._.PWm�J[NViK_	c�S��
�[P�X.dWU|J[UQLONQ_	PK_	PKm¨]KJ[IWX	IK`VIW^�iKU�SB`VJ[_	]WX._	IWPah�Y�UµiKI¨PKIWX�iK_%SBX	_	PKmocK_%SBd
zKUQX	Y�UVUQPO`QIKPW`VUV]WX%S�IKjCmWJ[_	it]KIW_.PWX�`VIWgWUQJ[NVmoU�NQPKitNVJ[UVN�`VIWgWUQJ[NVmoU��
�	��H	�
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��cWUOX	I+X.dWUO]WJ[UV`Q_3S._.IWP�^	_	Lt_.X%S�IKj�S.RoPW`VdWJ[IKPK_	uQNVX	_	IKP+NV^	mWIWJ[_	X.dWL�S�jlIKJ~J[UQNV^
SBUQPaSBIWJ�PKUQX.Y�IKJ[Z6SBRCSBX	UVLnS�h�X.dWUVJ[U�_%S NQ^	Y�NVRCSASBIKLtU|SBRrPK`QdKJ[IKPW_	uVNVX	_	IKP
SBZoUVYp��³�dKUVP�PWIKiKU�S�X	J[R�X	I�X	J[_	mWmoUVJpSBIKLtU UVgoUVPKX%S~NVX�X	dWU1SBNQLOU+X	_	LOU�h
X	dKU�NV`QX.cWNV^5X	_	LOU�X	dKU�UVgoUVPWX�_%S�X	J[_	mWmoUVJ[UQi¨IKP¨UVNQ`Vd¨PKIWiKUµY�_	^	^�zKU
iK_	jlj�UVJ[UVPWXaiKcWUOX	I+X.dWU�S.RoPW`VdWJ[IKPK_	uQNVX	_	IKP�SBZWUQY�����cKJ~]WJ[IKX	IK`QIK^�_%S-zKN�SBUVi
IKP SBRrPK`VdWJ[IKPW_.uQNVX	_	IKP�h SBI Y�U LtcaSBX `QIKLt]KUVP�SBNVX	U jlIKJ�X	dKU
SBRrPK`QdKJ[IWPK_	uVNQX._	IWP�SBZoUVY{X	IpLtNVZoU�X	dKU S.`VdKUQiKcW^.U�S�SBUVNQLO^	U�S3S��t³�U�iWUVjl_	PKU
X	dKU�LONQwW_	LtcKL6SBZoUVY:IKj�X	dWU�Y�dWIK^	U�S.UVPaS.IKJaPKUQX	Y�IKJ[ZtN�S�»/.[���[PkIWJ[iKUQJaX.I
zKJ[_	iWmWU�X	dKU�mWNQ]aSC`QNVcaS.UVikzWR�X.dWU�SBRrPW`VdKJ[IWPK_	uVNQX	_.IWP5SBZoUVYphQY�U�IKPW^.R�PWUVUVi
X	I¥UQwWX	UQPKiAX.dWU1S.`VdKUQiKcW^.U+IKj�UVNQ`VdAPKIKiWU�j�IKJ�» . �	ªA_	P�zKIWX	d�iK_	J[UQ`VX	_	IKPaS3�
»adK_%S�`VIWLO]WUVPaS.NVX	_	IKP�NVjlj�UV`VX%S�X	dKU�]KUQJ[jlIKJ[LtNVPW`VU�IKjtX	dKU�]KJ[IWX.IW`VIW^3�}�[P
IKJ[iWUVJ�X	ItLO_	PW_.Lt_	uVU�X	dKU�_.Lt]KNQ`VX�IWj©X	dK_%S�]WUVJ[jlIWJ[LONQPK`QU�iKUQmWJ[NQiKNQX._	IWPahQ_	X(_%S
jlNQgWIWJ[NVzK^	U�X	I�_.PW`VJ[UQN�SBU�X	dKU�X	_	LOU�iKcWJ[NVX	_	IKP +1jlIWJkUVNQ`Vd�J[IKcWPKi���»adKU
J[UVN�SBIKP�_%S�X	dKNQX©Y�dWUVP »/.(_3Sajl_	woUViahãX	dKU�^	IKPWmWUQJ<N�J[IKcWPKi _%S�hrX	dWUt^	IWY�UVJ-_%S
X	dKU�`QIKLt]KUVP�SBNVX	_	IKP5IWgWUQJ[dKUQNVi5`VIWLO]WNVJ[UQi5X.I5X	dWU+iWcKJ[NQX._	IWPAIWj�N J[IWcKPKi
IKJ�X	dKUAS.`VdKUQiKcW^.U�S�jlIKJ�N�J[IKcWPKia��H�IKJ�UVwoNVLt]K^	U�h�SBcW]K]WIaSBU�»	] ^ _ `Nb z »	c6`Nd�_%S
§ ¢�Lt_	PKcWX.U�S�hã_.j�Y�U�NQ^.^	IWY�S.RoPW`VdWJ[IKPK_	uQNVX	_	IKP¥SBZoUVYµX	I+zWU ¦ S.UV`VIWPKi�hrX	dKU
]KUQJ[jlIKJ[LtNVPW`VU�Y�_	^	^�zWU�iKUQmWJ[NQiKUQip^	U�S�S©X	dKNQPp¢a� ¦ ¤���Â�IKY�UQgWUQJsh"+�SBdWIKcW^.i
PKIWX|zWUÁgoUVJ[R ^	NVJ[moU�h¥Y�dK_	`VdfLONQR ^.UQNVifX.IfcKPWzKNV^	NQPK`VUQiÅUQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWPa�
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�[PkX	dWU�iKU�SB`VJ[_	]WX._	IWPkIKj©X.dWU�]KJ[IWX	IK`VIW^%hVY�U�N�S�SBcKLtU�X	dKNQXCX	dWU SBUVP�SB_	PKmONVJ[UVN
IKj+UVNQ`VdµPKIWiKU�_%SpcKPW_.j�IKJ[Lt^.RÀN�J[UVmocK^	NVJ+`V_	J[`Q^.U�h�NVPKi�X	dWU�PKIKiWU�SpNVJ[U
iKUQ]K^	IKRrUQi�_	PnNOX	Y�IKq[iW_	LOUQPaSB_	IKPWNV^�²�cK`Q^._	iWUVNVP�]K^	NVPWU���Â�IKY�UQgWUQJshW_	j�Y�U
J[UVgo_	UVY|X.dWUk]WJ[IKX	IK`QIK^�iKU�SB`VJ[_	]KX	_	IKP�hW_	X�_3S�`V^	UVNQJ~X.dWNVX�X	dKU�SBUpN�S3SBcKLt]KX	_	IKP�S
NVJ[UOPKIWX�LtNVPWiKNQX.IWJ[RC��³�UkiWUVjl_	PKUONkPWIKiKU"�[S�SBUQPaSB_	PKm+PKUQ_	mWdWzKIKJsS�N�S-X	dKU
PKIWiKU�S<X.dWNVX-`VNVP:S.UVPaS.U�NVX<^	UQN�SBX-NASBcKzWq[NVJ[UVN�IWj�_.X%S�SBUQPaSB_	PKmnNVJ[UVN��A��cWJ
]KJ[IWX	IK`VIW^(Y�IKJ[Z©SCN�SC^	IKPKmON�S©X	dKU�SBUVP�SB_	PKmkPWUV_	modKzKIWJsS©NVJ[U�NQY�NQJ[U�IKjaUQNV`Vd
IKX	dWUVJ��[SÊS.UVPaS._.PWm NVJ[UVN�hxX	dWJ[IKcKmod ]KJ[UQq[UVwo_3S.X._	PWm�ZWPWIKY�^	UQiKmoUÉIWJ
`VIWLOLtcKPW_	`VNVX	_	IKP�Y�_.X	d�SBLtNV^	^~IKgoUVJ[dWUVNVi�h�PWI¥LtNVX	X	UVJ�Y�dKUQJ[U�X	dKU+PKIWiKU�S

NQJ[U�iWUV]K^	IWRoUQiONQPKitY�dWUVX	dKUQJ�X	dKUkSBUVP�SB_	PKm�NVJ[UQN�S�IWj©PWIKiKU�S�NQJ[U�J[UVmocK^	NQJaIKJ
cWPK_	jlIKJ[Ln��²�goUVPkY�_	X.dWIKcWX�]WJ[UV`Q_3S.U�_	PKjlIWJ[LONQX	_.IWPkNQzKIKcWX-SBUVP�SB_	PKmkNQJ[UVN�S©IKJ
PWIKiKUO^	IK`VNQX	_.IWPaS�hoY�Uk`QNVP�caSBUONk`VIWPaSBUQJ[gWNQX	_.goU5S.UVPaS._.PWm�J[NQPKmoUpX	I�LtNVZoU
SBcWJ[U�IWj~SBUQPaSB_	PWmt`QIKgoUVJ[NQmWU��
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�[P�X	dW_3S�S.cKzaS.UV`VX	_	IKP�h�Y�U{]WJ[IK]WIaSBU{N�LOUQ`VdKNQPK_%SBLyX.I}]KJ[IKgo_	iKU{j�NVcK^	X
X	IK^	UQJ[NVPK`QU´Y�_	X	d�X	dKU´zKN�SB_	`´]KJ[IWX.IW`VIW^}X	dKNQX|mocKNQJ[NVPKX	UQU�S}N ¦ ¢K¢K¤
`QIKgoUVJ[NVmoU���³�U�N�S�S.cKLtU�NVPKROX	Y�I PKIWiKU�SaiKI PWIKX�jlNQ_	^�NVX�X	dWUnS.NVLtUtX	_	LtU
NQPKiAY�dKUQP�SBIWLOU�PKIWiKUnj�NV_	^%S�hC_	X�Ç3c�SBXOSBX	IK]�S�Y�IWJ[ZW_	PKm�SB_	^	UVPWX.^	RC� ° jlX	UVJ
UQNV`VdvPWIKiWU�`VNV^	`QcK^	NVX	U�Sn_	X%Sn_	PKX	UVmoJ[NVX	UQixSB`VdWUViWcK^	U�h�_	X+zKJ[IKNQiK`QN�SBX+X	dK_%S
SB`QdKUQiKcK^	U�X	I _.X%S�ªKJ�PWUV_	mWdWzKIWJsS�� ³�dWUVP+NOPWIKiWUO_%S�Y�IKJ[Zo_	PKm©ho_	X�SBUVPWiaS�N
dWUVNVJ[X	zWUVNVX�SB_	mWPWNV^�]WUVJ[_	IKiW_.`QNV^	^	R�X	I¥_	X%S�Y�IKJ[Zo_	PKm�PKUQ_.modKzWIKJsS�Y�_	X	dK_	P¥X	dWU
ªWJ5J[NVPKmoU���²�NQ`Vd�Y�IWJ[ZW_	PKmµPWIKiKU:ZoPKIKYpS+X	dKU}SB`QdKUViWcK^	U�S IKj�_.X%S ªKJ
PWUV_	mWdWzKIWJsStNVPWi�UVwo]KUV`QX%S�dWUVNVJ[X	zWUVNVX�SB_	mWPWNV^%S�j�J[IKL´X	dKU�Y�IWJ[ZW_	PWm�IKPKU�S
NQLOIWPKmASBcW`Vd PKUQ_.modKzWIKJsS�� ° jlX	UVJ-NtPWIKiWUtiWUVX	UV`QX%S�X	dKUtjlNQ_.^	cWJ[UOIWj<IKPWUOIWj
_	X%S�PWUV_	modKzKIWJsS�X	dWJ[IKcKmodxdKUQNVJ[X	zKUQNVX�X	_	LtUVIKcWX%h�_	X¥Y�NVZoU�S1cW]�NV^	^�_	X%S
PWUV_	mWdWzKIWJsS<X.dWNVX�NVJ[UpNQ^%SBI5X	dKU�ªKJ�PKUQ_	mWdWzKIKJsS�IWj�X	dWU�jlNV_	^	UVi5PWIKiKU��A»adWU
Y�NVZoUVcK]:LtUV`VdWNVPW_3S.L�`QNVP:zKUANV`QdK_	UVgoUVi:X	dKJ[IKcWmWd:UV_	X	dKUQJpNAdKNVJ[iWY�NQJ[U
Y�NVZoUVcK]�`Q_.J[`QcK_	X�IWJkNÀSBIKj�X.Y�NVJ[UÀSBIW^.cWX	_.IWPa�a»adKUQP�X.dWU�SBU5ªWJOPWUV_	modKzKIWJsS
J[UQ`VNV^	`QcK^	NVX	U�X	dKU+SB`QdKUQiKcK^	U�SaY�_	X.d�X	dWU�ZWPWIKY�^	UQiKmoU�X.dWNVXCX.dWU�]KJ[IKzW^	UVLtNVX	_	`
PWIKiKU�jlNV_	^	UVi���³�_	X	dkX	dKU�PKUVY�SB`VdWUViWcK^	U�S�hsX.dWU�X	NVJ[moUVX�NVJ[UQN�_%S©mWcWNVJ[NQPKX	UVUQi
X	I�zKU�j�cK^	^	Rp`VIWgWUQJ[UVi zKRpY�IKJ[Zo_	PKm�PKIWiKU�S��<SBUQPaSB_	PWm�NVJ[UVN�S��ã�[P+UQwW`QdKNQPKmoU
jlIWJµX.dWU�jlNQcK^	X�X	IK^	UVJ[NQPK`VU6jlUVNQX	cKJ[U�h+X.dWU�`QIKLtLOcWPK_	`VNQX._	IWPÁIKgoUVJ[dWUVNQi
_	PK`QJ[UVN�SBU�S-SB_	mWPW_.j�_.`QNVPWX.^	R�iWcKU�X.ItX	dKU�dKUQNVJ[X	zKUQNVX�SB_	moPKNV^%S��
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H�_	mWcWJ[U �tmW_	goU�S(NpSB_	Lt]K^	U�]KJ[IKIWj©X	InSBdKIWYÀX	dKNQX�NV^	^�SB^	UVUQ]K_	PKm�ªWJaPKUV_	modKzWIKJ
IWj�N jlNQ_.^	UQiAPWIKiWU E `VNVP�zWU�NQY�NVZoUVPWUViAcK]AzKR5NQX~^.UQN�SBX~IWPKU+Y�IWJ[ZW_	PKm
PWIKiKU�X	dWNVX<_%S�NV^%SBI5PWIKiWU E �[S�ªWJ�PWUV_	mWdWzKIWJs�A»adKUQJ[U NVJ[U X	Y�I�`VN�SBU�S  ¦ �SBcW]K]WIaSBU N¥SB^	UVUQ]K_	PKm5PWIKiKU76�_%S~_	PaSB_	iKU X	dKU¥SBUQPaSB_	PWm5NVJ[UVN IWj�PWIKiKU E �
³�U�UVwoX	UVPWi+X	dWUt^	_	PKU�SBUQmWLtUVPWX�X	dKNQXa`VIKPWPKUQ`VX%S E NQPKi86�� ° ]KIK_	PWX:9kIWP
X	dKU�UQwWX	UQPKiKUQi5^	_.PWUASBUVmoLtUVPKX-_%S~goUVJ[R�`V^	IaS.U�h�zKcWX<IKcWX%SB_	iKU�IKj�PKIWiKU E �[S
SBUQPaSB_	PWmkNVJ[UQN���»adKUQJ[U�LtcaSBX�zKU S.IKLtU�Y�IWJ[ZW_	PKmOPKIWiKU7;5X	dKNQXC_%S~SBUQPaSB_	PKm
]WIK_	PKX<9(� �[X:`QNVP¼zKU�UQN�SB_	^	R�SBUQUVP�X.dWNVX�PWIKiKU,;Å_%S:_	P�X	dKU�ªKJ
PWUV_	mWdWzKIWJ[dKIKIWi IKj�PKIKiWU E hãNVPWi X.dWU�iK_%SBX	NVPW`VU�IKj=;¥NQPKi76�_%S�^	U�S3S�X	dKNQP
ªWJ SBIAX.dWNVX~PWIKiKU>;�`QNVPAY�NVZoU+cK]APKIKiWU?6��ÀªW� � cW]K]WIaSBU�N�SB^	UVUQ]K_	PKm
PWIKiKU@6�_%S<IKcWX%SB_	iKUpIWj~PKIKiWU E �[S�SBUVP�SB_	PKm�NVJ[UVN�hKY�U�`QIKPKPWUV`QX E NQPKiA6
Y�_.X	d5N�^	_	PKUASBUQmWLtUVPWX%�A³�U�`VdWIKI�SBU�]KIW_.PWXB9¥SBI5X	dWNVXC9+_%S�IWP�X.dWU ^._	PWU
SBUQmWLtUVPWX�NVPKi¥_%S�gWUQJ[R�`V^	IaSBU�hCzKcWX�IKcKX%SB_	iWUnIKj E �[SkSBUVP�SB_	PKmA`VIKgoUVJ[NQmWU��
»adWUVJ[U�LOc�SBX�zKUkSBIKLtU�Y�IKJ[Zo_	PKm�PKIWiKU@;nX	dKNQX�`VIKgoUVJsS(]KIW_.PWXD9(���[X(`VNQPkzWU
UQN�SB_	^	R5SBUQUVP�X	dKNQXE;�_%Sa_	P�X	dKU�ªWJ<PKUQ_	mWdWzKIKJ[dWIKIWi+IWj E NVPKi X	dKU�iW_3S.X.NQPK`QU
IWjE;nNQPKiF6�_3S(^	U�S�S(X.dWNVPtªKJ�S.IOX	dKNQX/;n`VNQPOY�NVZoU�cW]G6��
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IWcKJ�zKN�SB_	`�iKU�SB_	mWP��t»adKU�SBU�X	UV`QdKPK_	�WcKU�S�NQ`VdK_	UQgWU�zWUVX	X	UVJ�]KUVJ[j�IKJ[LtNVPK`QU�_	P
UQwW`QdKNVPWmWU�jlIWJ�LOIWJ[U�zWUVNQ`VIKP�S�J[UQ�KcK_	J[UQia�
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²�NV`Qd5PKIKiWU2�[S�_	PKX	UVmoJ[NVX	UQi:SB`VdWUViKcW^	U�_3S�X	dKUAS.cK]KUQJ�SBUQX�IKj�_	X%SOSB`QdKUQiKcK^	U�S
jlIWJ~LONQPKR+mWJ[_	i�]WIK_	PKX%S����[X�_3S<]WIaS�S._.zW^	UpX	dKNVX�X	dKUp_	PWX.UQmWJ[NQX	UVi�SB`QdKUQiKcK^	U�S
NVJ[U�LtIKJ[U¨X	dKNVPfSBcWjljl_	`V_	UQPKX1X	Ix]KJ[IWgW_	iKU¨X	dKU¨`QIKgoUVJ[NVmoU¨mWcWNVJ[NQPKX	UVU��
»adKUQJ[UVjlIWJ[U�h<Y�U1LONQZWU�NµSBUV`QIKPWi{]KN�S�SkIK]WX._	Lt_	uVNVX	_	IKP�X.I�J[UViKcW`VU¥X.dW_%S
Zo_.PWi�IKj�J[UViWcKPWiKNVPW`VRC�t�[P�IWJ[iKUQJ-X	IASB_	Lt]K^	_	jlRkX	dKU�iWU�SB`QJ[_	]KX	_	IKPah"Y�UtIWPK^	R
iKU�SB`VJ[_	zWU�X.dWU�IK]WX._	Lt_	uVNVX	_	IKP�j�IKJ�N ¦ ¢K¢W¤�iKUQmWJ[UQU�IKj�`VIWgWUQJ[NVmoU�� ° jlX	UVJ<N
SBUQPaSBIWJÀPWIKiKUv`QNV^	`VcW^	NVX	U�S1X	dKUv_	PKX	UQmWJ[NQX.UQi�SB`VdWUViWcK^	U�hp_	X�SBUQPKi�S�X.dW_%S
_	PKX	UVmoJ[NVX	UQi�S.`VdKUQiKcW^.U�X	Iµ_	X3S�PKUQ_	mWdWzKIKJsSpY�_.X	dW_.P�X	dWU�iK_%SBX	NVPW`VU�IKj ªWJs�
³�dKUQP¨SBIWLOU1PWIKiWU1jl_	PKi�SOIKcWXtX	dWNVX�_	Xt_%SOX	dWU�IKPWU�Y�_.X	dÀX.dWU�^	IKPWmWU�SBX
SB`QdKUViWcK^	U�h�Y�dK_	`Vd5dWN�S~X.dWU ^.NQJ[mWU�SBX�» ] ^ _ `Nb z » c6`Nd goNV^	cKU `VIWLO]WNVJ[UQiAX	I�_	X%S
ªKJ:PKUQ_	mWdWzKIKJsS3hk_.XAY�_	^	^AJ[UV`VNQ^	`VcK^	NQX.U}N�PKUQY SB`VdWUViWcK^	U�� »adKU}PKUVY
SB`QdKUViWcK^	U5S.dKJ[_	PKZ©S-» ] ^ _a`
b NVPKi�» c�`
d gWNQ^.cWU�S-N�S-LtcK`Vd�N�S-]WIaS�S._.zW^	U�hKY�dW_	^.U
SBX	_	^	^�mocKNQJ[NVPWX.UQUV_	PKm ¦ ¢W¢K¤�`VIWgWUQJ[NVmoUpjlIKJ�NQ^.^�X	dKUpmoJ[_	i�]KIW_	PKX%S<X	dKUpPWIKiKU
_%S¥NVzW^	U}X	I´SBUQPaSBU��Ë»adKUQP�_	X�zKUQNV`VIWPaS¥X	dWU}PKUQY SB`QdKUQiKcK^	U|X.I�_	X%S
PKUQ_	mWdWzKIKJsS�Y�_.X	dW_.P�ªKJ��[S�iK_%SBX	NQPK`VU��{²�NQ`Vd1PWIKiWU�X	dKNVX�dKN�S�X	dKU�^	IKPWmWU�SBX
SB`QdKUViWcK^	U�NVLtIKPWm�X	dKU�PWIKiKU�S�_.P5X	dWU�ªKJ�J[NVPKmoU�X	dKNQX<dKNQgWU�PWIKX-cK]KiWNVX	UVi
X	dKUQ_.J:S.`VdKUQiKcW^.U�S�J[UV`QNV^	`VcW^	NVX	U�S�X	dWUvSB`QdKUViWcK^	U�NQPKi�zKUQNV`VIWPaS _.X%S PKUVY
SB`QdKUViWcK^	U��v³�dKUQPÀX	dWUVJ[UA_3S�N¥`QIKPWjl^	_.`QX�IKjOzKUVNQ`VIWPaS�haX	dKU�`VIWPKjl^	_	`VX	_	PKm
PKIWiKU�S©LONQZWU�c�SBU�IWjaN�J[NVPWiKIKL|zKNQ`VZoq[IKjlj�SB`QdKUQLOU�X	IASBUQPKi�X	dKU�zWUVNV`QIKP�S
NVmoNV_	PONVPKiONVgoIK_	ip`QIKPKj�^._	`QX3S3���[PkX.dWU�UVgoNV^	cWNVX	_	IKP�SBUQ`VX	_	IKP�hVY�U SBdWIKY{X	dWNVX
X	dKUkSBRCSBX	UVLµ]KUQJ[jlIKJ[LtNVPW`VU�_	LO]WJ[IKgoU�S�Y�_	X.dtX	dK_%S�IW]KX	_	LO_	uQNVX	_	IKPa�
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° S.UVPaS.IKJ�PKUQX	Y�IKJ[ZC�[S�^	_	jlUVX	_	LtUn_%S�NVj�jlUV`QX.UQi�zWRAzWIKX	d�X	dWUnX	IKX	NV^�UQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWP�IKj�NV^	^�X	dKU¥SBUQPaSBIWJ�PKIWiKU�S�NQPKi�X	dKU+gWNQJ[_.NQX	_.IWP¥IWj�UQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWPk]WUVJacKPW_	X�X	_	LtU�zKR�UQNV`VdOPKIWiKU����[PkN SBUQPaSBIWJ�PKUVX	Y�IKJ[ZkX	dWNVX
dKN�S�dW_.modKUQJ�goNVJ[_	NVPW`VU�_.PtUVPWUVJ[moR�`VIWPaSBcWLO]WX._	IWPahKS.IKLtU�PKIWiKU�SCJ[cKPOIKcKX(IWj
UVPWUVJ[moRkLtcK`Qd�UVNVJ[^	_	UVJ�X	dKNQP�IKX	dKUQJsSaiWIa�k»adWUVP zK^	_	PKi dKIW^	U�SaY�_	^	^�NV]W]KUVNQJ
_	PkX	dKU�X	NVJ[moUVX(NVJ[UQN�hQIWJaNVPKIWX	dKUVJ�S.`VdKUQiKcW^._	PWmO]WJ[IK`VU�S�S�SBdWIKcW^.ikzKU�NQ]K]K^	_	UVi
X	IxUV^	_	LO_	PKNQX	U�X	dWU�zW^	_.PWixdKIK^	U�S�� ��_	goUVP�X	dKU�SBNQLOUvX	IWX.NQ^�UQPKUVJ[moR
`VIWPaSBcWLOUQiah£X.dWU�^	U�S�SC_%SCX	dKU�gWNQJ[_.NQX	_.IWPkIWj�UVPWUVJ[moRt`QIKP�SBcKLt]KX	_	IKPO]KUVJacWPK_	X
X	_	LOU�hsX	dKU�^	IKPKmoUVJ©X.dWU�PWUVX	Y�IWJ[Z�^.N�SBX%S�Y�_.X	dtjlcK^	^�SBUQPaSB_	PWmt`QIKgoUVJ[NQmWU��
²�PKUQJ[mWRp`QIKP�SBcKLt]KX	_	IKP goNVJ[_	NVPW`VU�_	P+IWcKJ-]KJ[IKX	IW`VIK^©`VNVP zWUONQX.X	J[_	zKcWX	UVi+X.I
NVXn^.UQN�SBXnX.Y�I¨J[UVN�S.IKPaS3�ÍHC_	JsSBX%h�iKcKUµX	I¨X	dKU�J[NVPWiKIWLOPWU�S�S�IKj�PWIKiKU
iKUQ]K^	IKRrLtUVPWX3h�S.IKLtU�PKIWiKU�S©LtNVRtdKNQgWU�jlUVY�UVJ�PKUQ_.modKzWIKJsS©X	dKNQP�IKX	dKUQJsS�_.P
X	dKU�J[NQPKmoU�IKj�ªKJsh(SBI�X	dKUQRpdKNQgWU�X	I Y�IWJ[Z�^.IWPKmoUVJ-X.dWNVP IKX	dWUVJsSaiKIa�k»adW_%S
cKPWzKNQ^.NQPK`QUn_%S�_	PKX	J[_	PaSB_	`�jlIKJ�N�`VUVJ[X	NQ_.P¥iKUQ]K^	IKRrLtUVPKX�NQPKi�^	_	X	X	^.U�`VNQP�zKU
iKIWPKUOX.I�iKUQNV^�Y�_	X	dnX	dK_%S-]WJ[IKzW^.UQL��+»adKU5S.UV`VIWPKi�J[UVN�S.IKPn_%S<iWcKUpX	I�X	dKU
J[NVPWiKIWLOPWU�S�S~IKj�J[UVjlUQJ[UVPW`VU X	_.LtU�� ° S�NQP�UVwoNVLt]K^	U�h�_	jpSBUQgWUQJ[NV^tSBUQPaSBIWJ
PKIWiKU�SO`VNQP�NV^	^�SBUQPaSBU¥N�moJ[_.i:]KIW_	PKX%h�NQPKi:X.dWUV_	JpJ[UQjlUVJ[UQPK`VUAX	_	LOU�StNVJ[U
SBUQ^.UQ`VX	UVi�goUVJ[RO`V^	IaS.U�X.I�UQNV`Qd�IKX	dKUQJshãX	dWUVJ[U�LtcaSBX�zWU�NVP UVwoX	J[NVIKJ[iW_	PKNVJ[_	^	R
^	IKPWmASB`VdWUViKcW^	UtIWj-IWPKU�IKj�X	dKU�PKIWiKU�S�jlIWJ<X	dK_%SamWJ[_	i ]KIW_	PKX�`QIKLt]KNVJ[UQi X.I
IKX	dWUVJsS��fÂ�UVJ[U�Y�U�]WJ[IK]KI�SBU�NQP|UQwWX	UQPaSB_	IKP�X	I�S.LOIWIKX	d|X	dWUÀUQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWP}goNVJ[_	NVX	_	IKP|`VNQcaSBUQi}zKRµX	dKUÀJ[NVPWiKIKLtPKU�S�S+IWjnJ[UQjlUVJ[UQPK`VU
X	_	LOU�SBUV^	UQ`VX	_	IKPa�b�[PaS.X.UQNVi�IKj¥`VNV^	`QcK^	NVX	_	PKm¨N�SB_	PKmo^.U�SB`QdKUViWcK^	U�h�Y�U
`VNQ^	`VcK^	NQX.U Ã SB`QdKUQiKcK^	U�SMjlIWJÍUQNV`Vd PWIKiKU NQ`V`VIWJ[iK_	PKm�X	I�Ã
_	PKiWUV]KUQPKiWUVPKX	^	R5S.UV^	UV`QX.UQi�J[NVPWiKIKL}J[UVjlUQJ[UVPK`QU�X	_.LtU�SC.��10tjlIKJ�UVNQ`Vd PKIWiKU��
° XtX	dKU1_	PW_.X	_	NV^	_	uVNQX	_.IWP{]KdWN�SBU�h<UVNQ`Vd{PWIKiKU�zKUVNQ`VIWPaSk_	X%SkÃËJ[UQjlUVJ[UQPK`VU
X	_	LOU�S,.��10¥X.I�_	X%S�ªKJtPKUV_	modKzWIKJsS��µ»adKU5_	X	d��[_�_%S�zKUVX	Y�UVUVP ¦ NQPKi�ÃA�
SB`QdKUViWcK^	U�_%S�`VNQ^	`VcK^	NQX.UQi1Y�_	X	d1X	dKUn_.X	d¥J[UVjlUQJ[UVPK`QUnX	_	LOU�IKj�UQNV`Qd�PKIWiKU��
»adKUQP¥NQX~UVNQ`VdAJ[IKcKPWi�_	P�X	dWU�SBUQPaSB_	PKmA]KdWN�SBU�hCX	dKU�PKIKiWU�S�`QdKIWIaSBU�IKPKU
SB`QdKUViWcK^	U `VIWPaSBUQ`VcKX	_	goUV^	RC��³�U+Y�_	^.^�SBdKIWY�_	P�X	dKU+UVgoNV^	cKNQX	_.IWP{S.UV`VX	_	IKP
X	dKNQX�X.dW_%S�UVwoX	UVP�SB_	IKPtiKUV`QJ[UVN�SBU�S(X.dWU�goNVJ[_	NQX._	IWPO_	PtUVPKUQJ[mWR�`QIKP�SBcKLt]KX	_	IKP��
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 � � 	 � 5 ! � �� � � � �  � � �  � � � � � � � 	 � �  .  � � �� UVP�SB_	PKm `VIWgWUQJ[NVmoUONQPKi+`VIKLtLtcKPK_	`QNVX	_	IKPn`QIKPWPKUV`QX	_.go_	X	R+NQJ[UkX	Y�I�LONÔÇ%IKJ
X	NVJ[moUVX%S~jlIKJ�UVPWUVJ[moRoq[UQjljl_	`V_	UQPKX�NQ]K]KJ[IWNV`QdKU�S~jlIWJ�SBUQPaSBIWJ�PKUQX	Y�IKJ[Z©S��1H�IKJ
�WcK_	X	U6N�jlUVYÌJ[IKcWX	_.PWmx]KJ[IKX	IW`VIK^%S�^._	ZoU¾« ¦ ¢ ¬ h+X	dKU¨`QIKLtLOcWPK_	`VNQX._	IWP`QIKPKPWUV`QX._	go_	X.R�_%S�zKN�S.UVi+IKP+X.dWUkUQwW_%SBX	UVPW`VUOIKj�NOPKUVwoX�dKIW]n`V^	I�SBUVJ~X	InX	dWU
iWU�SBX	_	PKNQX._	IWPa� � NVR�Y�U Y�NVPWX�X	IÀSBUVPWiAN LtU�S�S.NVmoU+j�J[IKL�N¥SBIKcWJ[`VU X	I�N
iWU�SBX	_	PKNQX._	IWPkNVPWikX	dKUpSBIKcWJ[`VU�`VNVPWPKIWX�J[UQNV`QdpX	dKU�iWU�SBX	_	PKNQX._	IWPp_	PpIKPWU�dKIW]
�[H�_	mWcWJ[U �K��_.P5N¥SBUQPaSBIWJ�PWUVX	Y�IWJ[Z5Y�dKI�SBU ¦ ¢W¢K¤�SBUQPaSB_	PKm5`QIKgoUVJ[NQmWU _%S
mocKNQJ[NVPKX	UQUVi�Y�_	X	d�IKcWJ-]WJ[IKX	IK`QIK^%�t¿aUQX©c�Sa`QIKP�SB_	iKUVJ�X	dKU�^	IK`QNVX	_	IKP ° X.dWNVX
_%S�gWUQJ[Rn`Q^.I�SBU�X	Iah�zKcWX<IWcKX<IWj�X.dWUASBUVP�SB_	PKm�`Q_	J[`V^	U�IKj�X	dKUASBIWcKJ[`QU+PWIKiWU
NQPKitIKPtX.dWU�^	_	PKUkSBUQmWLtUVPWX�`VIKPWPKUQ`VX	_	PKm�X	dKU�S.IKcKJ[`QU�NQPKikX	dWU�iKU�SBX	_	PKNVX	_	IKP��
�[P+IKJ[iWUVJ�X	I+`VIKgoUVJ<X.dW_%S�^	IK`QNVX	_	IKPahrX	dKUVJ[UtLtcaSBX�zKUONVPWIKX	dKUQJ~PKIKiWUk_	PnX	dWU
iWN�SBdWUVi+`V_	J[`V^	UkY�_	X.d�X	dKUkJ[NQiK_	caS�Js��³�Uk`QNVP�S.UVUkX	dWNVX�NVPWR+PWIKiWUk_	PaSB_	iWU
X	dKU�iWN�SBdWUVi `V_	J[`V^	U�_%S�`Q^	IaSBUQJ<X	I X.dWUOiWU�SBX	_	PKNQX	_.IWP�X	dWNVP+X.dWU�S.IKcKJ[`QUOPWIKiWU
SBI+X	dKNQXa_.Xa`QNVP�SBUVJ[goUtN�S�X	dWUOPWUVwoXadKIK]��o»adWcaS�hrX.dWUOUQwW_%SBX	UQPK`VUOIKj�NOPKUQwWX
dWIK]n`Q^	IaSBUQJ~X.I�X	dKUkiWU�SBX	_	PKNQX	_.IWPn_%S-mocKNQJ[NVPKX	UQUVinY�dKUQPnN ¦ ¢K¢W¤�SBUQPaSB_	PKm
`QIKgoUVJ[NVmoU}_%S¥]WJ[IKgo_	iKUVi�hOY�dW_	`Vd�_%S¥N|mWIWIKi�jlUVNQX	cKJ[U�X.dWNVX:SBcW]K]WIKJ[X%S
`QIKLtLOcWPK_	`VNQX._	IWPO`QIKPKPWUV`QX._	go_	X.RC�

) ! 5 * � � � � � � � � �� � � � �  � � �»adW_3S�SBUQ`VX	_	IKP ]KJ[IWgW_	iWU�SaX.dWU�X.dWUVIWJ[UVX	_	`VNV^©NVPKNQ^	R©S._3SaIKj�IKcWJ<NQ^.moIKJ[_	X	dKLvj�IKJ
N�zKUQX.X	UQJ�cKPWiKUVJsS.X.NQPKiW_.PWm�IKj©X	dWU�]WUVJ[jlIWJ[LONQPK`VU�_%S�SBcWU�S��
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»adWUALtN×Ç%IWJk`VIWLO]W^	UVwo_.X	R1_	PWgWIW^.goUVi�_	P�X	dKU5]WJ[IK]WIaSBUQi�]KJ[IKX	IW`VIK^�_%S�X	dWU
`QIKLt]KcKX	NQX._	IWPKNV^:`VIWLO]W^	UVwo_.X	RC�T�[PÁX	dWU�jlIW^.^	IWY�_	PKm�iK_%SB`QcaS�SB_	IWPah�Y�U
NQPKNV^	RruVU�X.dWUµSBX	UV]�SkX	dKU�]WJ[IKX	IK`QIK^�X	NVZoU�SOX	IÀ`VNV^	`QcK^	NVX	U�X	dWU�_	PKX	UVmoJ[NVX	UQi
SB`QdKUQiKcK^	U�jlIKJ©NpSB_	PWmW^	U�PKIKiWU��
»adWU�jl_	JsSBX-SBX	UV]O_%SCX	Ik`VNQ^	`VcK^	NQX.U�X	dKU�S.`VdKUQiKcW^.U�SCjlIWJaUVNV`QdkmoJ[_	ik]KIW_	PKX%��³�U
ZoPKIWY�X	dWNVX�X	dKU�PWcKLtzKUVJ-IKj�mWJ[_	i ]KIW_	PKX%S�_	P+X.dWUOPWIKiWU2�[S�S.UVPaS._.PWm NVJ[UVNt_%S
NQzKIKcWX�+KJ
,N�	i-,£hsNVPKi�SBcK]W]KI�SBU�X	dKNQX(N�SB_	PKmo^	U�moJ[_	ik]KIW_	PKX(`VNQPkzKUpSBUVP�SBUViOzKR
��PKUVNQJ[zKRpPWIKiWU�SaIKP NVgoUVJ[NQmWU�hrY�dK_	`Vd iKUQ]KUQPKiaSaIKP PWIKiKU�iWUVPaS._.X	RC�kH�IKJ
UQNV`VdOmWJ[_	iO]KIK_	PWX3hsN�PKIWiKU SBdWIKcW^.ikiKUV`Q_	iKU�_	ja_	XC_%S©_	PpX	dKU�SBUVP�SB_	PKmkNQJ[UVN�IWj
UQNV`VdvPWIKiWU�_.P}X.dWU{ªKJ�J[NQPKmoU�h�Y�dW_	`Vd�_	PKgoIK^	goU�S�."�0/K¸21
3 F�1¥iW_3S.X.NQPK`QU
`QIKLt]KcKX	NQX._	IWPaS��xHCIWJ�UQNV`Vd�moJ[_	i�]KIW_.PWX%h~NQ^	^kX	dKU�SBU�PKIWiKU�S4��J[UQjlUVJ[UQPK`QU
X	_	LOU�S�NQJ[U�SBIWJ[X.UQiahCY�dK_	`Vd¥X	NVZoU�S C8� V º	��¨zWN�SB_	`�S.X.UQ]aS�h�Y�dKUQJ[Un`�_3S�N
SBLtNV^	^+`VIWPaSBX	NVPWX%��»adWU¨SB`QdKUViWcK^	U{jlIWJ�N{mWJ[_	i�]WIK_	PKX+_%SniKUQ`V_	iKUQi�_	P
PWUVmo^._	mo_	zK^	U{X	_	LOU���¿aN�SBX%h�_	X�X	NVZoU�Snª�+KJ
,N�	i-,�`QIKLt]KNQJ[_3S.IKP}X	I|mWUQX+X	dWU
_	PKX	UQmWJ[NQX.UQi�SB`QdKUViWcK^	U�jlIWJ-X	dW_3S�PWIKiKU��"HCIWJ-_	PaS.X.NQPK`QU�h"_	P�N�`VUVJ[X	NQ_.PAS.UVPaS.IKJ
PWUVX	Y�IWJ[Z�h"Y�U�`QdKIWIaSBU�F N�S�¸23���4�NVPWi ��N�S ¦ ¢ah"X	dKU�zWN�SB_	`+SBX	UV]�S�_.X©X.NQZWU�S
X	Ik`QNV^	`VcW^	NVX	U�X	dKU�_	PKX	UVmoJ[NVX	UVi�SB`VdWUViWcK^	U�_%SC_	PkX	dWU�IKJ[iWUVJaIWj�LONQmWPW_	X.cWiKU�IWj
X	UVPµX	dKIWcaSBNQPKi��Á�[P�N�X	Rr]K_	`VNQ^pdKNQJ[iKY�NVJ[U�]K^	NVX	jlIWJ[LÌ«Ô¡ ¬ h�X	dWU:UQPKUQJ[mWR`QIKPaS.cKLtUVi�j�IKJ�X	UVP�SOIKjpX	dWIKcaS.NVPKi�SOIKjkzKN�S._.`¥`VNQ^.`QcK^	NVX	_	IKP�SO_%SO_	PÀX	dWU
SBNQLOU�IWJ[iKUVJ�IKj+LONQmWPW_	X.cWiKU�IKj+X	J[NVP�SBLO_	X	X	_	PKm�N|SB_	PKmo^	U:zW_	X3htSBIµ_	Xp_%S
PWUVmo^._	mo_	zK^	U�`QIKLt]KNQJ[UVitX.It`VIWLOLtcKPW_	`VNVX	_	IKPtIKgoUVJ[dWUVNQia�
»adWU´LOUQLOIWJ[R±SB]WNV`QU¾IK`Q`VcK]W_	UVi jlIWJ¨`VNV^	`QcK^	NVX	_	PKmfX.dWU¾_	PKX	UVmoJ[NVX	UQi
SB`QdKUQiKcK^	U�_%S:`VIWLO]WIaSBUQi¼IWj ¦ �5.��ÍUVPKX	J[_	U�S�IKPxNQgWUQJ[NVmoU�j�IKJ�X	dWU
PWUV_	mWdWzKIWJ[dKIKIWi�X.NQzK^	U�h�ªK� �1LtUVLtIKJ[R�cWPK_	X%S�j�IKJ SBIWJ[X	_.PWm�X.dWU�J[UQjlUVJ[UQPK`QU



X	_	LOU�S�IWP�NVgoUVJ[NQmWU�NQPKi § �+ª�+WJ , �	i , LOUQLOIWJ[R�cKPW_	X3SpjlIWJ1S.X.IWJ[_	PKm{X	dKU
SB`QdKUViWcK^	U�S�jlIKJkmWJ[_	i�]KIW_.PWX%S��}»aRr]K_	`VNQ^.^	RChaX.dWU�LOUQLOIWJ[R1caSBNQmWU�IWjOX	dKU
]KJ[IWX	IK`VIW^�IKP�UQNV`Vd�PWIKiKU�_%S�_.P�X	dKU�IWJ[iKUVJtIKj�LtNVmoPK_	X	cKiWU5IKj���zKRrX	U�S3h
Y�dW_	`Vdt_3S-SBcK_	X	NVzW^	U�jlIWJ�J[U�S.IKcKJ[`QU�zWIKcWPKiKUQi�S.UVPaS.IKJ�PWIKiKU�S�^	_	ZWUk«Ô¡ ¬ �
�	�('"�
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�[P�X	dKUvzWN�SB_	`viKU�SB_	mWP�hpUVNV`Qd�PKIWiKUvIKPW^	R�zKUQNV`QIKPaS�IWPK`QU��[Y�_	X	dKIWcKX
`VIWPaSB_	iWUVJ[NVX	_	IKP IWj½`QIK^	^	_3S._.IWPaSB�½_	P�X	dWU _	PW_.X	_	NV^	_	uVNQX	_.IWP ]KdWN�SBU�h
iK_%S�S.UVLt_.PWNVX	_	PKm�X	dKUÁ_	PWjlIKJ[LtNVX	_	IKPfNVzKIWcKXµ_	X%S�J[UVj�UVJ[UVPW`VU�X	_.LtU�NVPKi
^	IK`QNVX	_	IKPa����cWJ[_	PKmkX	dWU SBUVP�SB_	PKmO]KdKN�SBU�hVX	dWUVJ[U�_%S©PKIkPKUVUQi�X	IASBUVPWi�UVwoX.J[N
LtU�S�SBNQmWU�SpjlIKJ+`VIWIKJ[iK_	PWNVX	_	IKPa�x�[P�X	dKUµSBUQ`VIWPKi{J[IWcKPKi�IK]KX	_	Lt_.uQNVX	_	IKP�h
UVNQ`Vd�PKIWiKU zKUQNV`QIKPaS~X	dKJ[UQU+LtU�S3SBNVmoU�S~_	PKiK_	`QNVX	_	PKm5X	dKU J[UVj�UVJ[UVPW`VU X	_	LOU�h
X	dKU _	PKX	UVmoJ[NVX	UQi�S.`VdKUQiKcW^.U+NVPWi¥X	dWU�cW]KiKNQX	UVi�SB`VdWUViKcW^	U���»aRo]W_	`VNV^	^	RCh�N�S
LtUVPKX	_	IKPWUVi�h<X.dWU1UVPWUVJ[moRÀ`QIKP�SBcKLt]KX	_	IKP{j�IKJ¥SBUVPWiK_	PKmÀIKJ J[UV`QUV_	go_.PWmÀN
SB_	PKmo^	U�zK_	X�_%S©IKPpX	dKU�SBNVLtU�IKJ[iWUVJ�IKj�LtNVmoPK_	X	cKiKU�N�S�J[cKPKPW_	PKmpX	dKIWcaSBNQPKi�S
IKj�_	PaSBX	J[cW`VX	_	IKPaS3�k�[P+J[UQNV^�SBUQPaSBIWJ�PKUQX	Y�IKJ[Z©S�hrX.dWUOJ[UQX	J[NVPaS.LO_%S�SB_	IWPaS�c�SBUVi
X	I�iKUQNV^©Y�_	X.d�`QIKPWX.UQPKX	_	IKP�LtNVZoU�X	dKU�UVPWUVJ[moRp`VIWPaSBcWLO]WX	_.IWP jlIKJ�SBUVPWiK_	PKm
NµLOU�S�SBNQmWUµUVgoUVP¨dW_.modKUQJs�Í»adKUQJ[UVjlIWJ[U�h�X.dWUµgWUQJ[R�jlUVY�PWcKLtzKUQJ¥IWj
LtU�S�SBNQmWU�S�X	J[NQPaSBLt_	X.X	UQi+_	P IKcWJ<]WJ[IKX	IK`QIK^a_%S�]WJ[UVjlUQJ[NVzK^	UtjlIKJ<LO_	PK_	Lt_	uV_	PKm
UVPWUVJ[moR�`VIKP�SBcKLt]KX	_	IKPÀNVPWiÀUQwWX	UVPWiK_	PKm|SBRCSBX	UQL�^	_	jlUQX._	LtU�� ° PWR�UVwoX.J[N
UVPWUVJ[moR `VIKP�SBcKLtUVifzKR `VIWLO]W^	_.`QNVX	UVif`VIWLO]WcKX	NVX	_	IKPf_3SµPKUQmW^	_	mW_	zW^.U
`VIWLO]WNVJ[UQi�X.I�X.dWU�UVPWUVJ[moR¾S.NVgoUVi�zWR6iWUV`VJ[UQN�SB_	PWm�`VIWLOLtcKPW_	`VNVX	_	IKP
IKgoUVJ[dWUVNQia�
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� " - - & �& � �" ��" # � ��[Xa_%S-UVN�SBR X	InLtIKiK_	jlR IWcKJ~zKN�SB_	`k]WJ[IKX	IK`QIK^�X	IniKUQNV^�Y�_	X	dniW_	jljlUVJ[UQPKX	_	NVX	UVi
SBUQPaSB_	PKm `QIKgoUVJ[NVmoUtY�dKUQP�X	dWUVJ[UtNVJ[UtiK_	jljlUQJ[UVPKXaJ[UQ�KcW_.J[UQLOUQPKX%S�hCSBX	NVX	_	`VNV^	^	R
IKJ�iKRrPWNVLt_.`QNV^	^	RC�O�[P X.dWU�zKN�S._.`�NQ^.moIKJ[_	X	dKLnhãX.dWU�LO_	iKiW^	Ut]WIK_	PKX©zKUVX	Y�UVUVP
X	Y�IpJ[UQjlUVJ[UQPK`QU�X	_.LtU�S©_%S~SBUQ^	UV`VX	UQipN�S©X	dKU�SBX	NVJ[X �	UVPKik]KIK_	PWXCIWj�N+S.`VdKUQiKcW^.U
jlIWJ�N�moJ[_	iO]WIK_	PKX%�~»adKNQX�_%SCX	I�SBNVRChQ» ] ^ _ `Nb NVPWik» c6`Nd NVJ[U�`VdKI�SBUVPON�SCdWNV^	j�IWj
X	dKU1_	PWX.UQJ[gWNQ^%SkzKUVX	Y�UVUVP�X.Y�I{J[UVj�UVJ[UVPW`VU¥X._	LtU�S�h�J[U�SB]WUV`VX	_	goUV^	RC�6�[jpY�U
Y�NQPKX�X	I�NVisÇ%c�SBX�X	dKU�iKUQmWJ[UQU:IWj1S.UVPaS._.PWm�`VIWgWUQJ[NVmoU:X	IµNVPµNQJ[zK_	X	J[NVJ[R
iKUQmWJ[UQU���hrX	dWUtIWPK^	Rp`QdKNVPWmWU�_	P X	dKU�]KJ[IWX.IW`VIW^aJ[UV�KcW_	J[UVi+_3S�X	I�UQwWX	UVPWi�IWJ
SBdWJ[_.PWZ »	] ^ _ `NbKNQPKi+»	c�`
d<]KJ[IW]KIKJ[X	_	IKPWNV^	^	RCho_%� U�� hW»	] ^ _ `Nb�NQPKi�»	c�`Nd�S.dKIKcW^	inzKU
LtcK^	X	_.]W^	_.UQinzWR��a���[X�`VNVP�zKUOUVN�S._.^	R¥SBUQUVPnX	dWNVX�Y�_	X	d�NV^	^�X	dKU�SB`QdKUQiKcK^	U�S
jlIWJ�UVNQ`VdAmWJ[_	iA]KIK_	PWX~LOcW^.X	_	]K^	_	UViAzKR��ah�X	dKU+NVmomWJ[UQmWNQX	U1SB`QdKUQiKcK^	U+IKj�N
SBUQPaSBIWJ�PWIKiKU�_%S�NV^%SBI�LtcK^	X	_	]K^	_	UVi�zKR��a��»adKUVJ[U _%S~IKPKU `QIKPaS.X.J[NQ_	PKX�jlIWJ
X	dKU�UVwoX.UQPaSB_	IWP  _	j�X	dKU�S.cKL}IWjaX	dKU�_	PKX	UQJ[gWNQ^3S©LtcK^	X	_	]K^	_	UVipzWR���_%S©moJ[UVNQX.UQJX	dKNQP�X.dWU�J[IKcWPKi�iKcWJ[NVX	_	IKP�»�h"Y�U+S.dKIKcW^	iASBdKJ[_	PKZkX.dWU�LOcW^	X._	]W^._	UQJ�SBI�X	dWNVX
» ] ^ _a`
b z » c6`Nd iWIKU�S(PKIWX�UVwo`VUVUQiOX	dWU�J[IWcKPKit_	PKX	UVJ[goNV^%�
ÃAIKJ[UvjlIWJ[LONQ^.^	RChpNvPKIWiKU2�[S1Y�IKJ[Zo_.PWm SB`QdKUViWcK^	UvjlIWJ:iW_	jljlUVJ[UQPKX	_	NVX	UVi
`VIWgWUQJ[NVmoU�_%S©iKUQX.UQJ[LO_	PWUVipzWROX	dKU�X	cW]K^	U��-+©h/.��10�h2+@365 798�:�h2+ ; 89=�h	�+�sh"NQPKipN
PKIWiKU�UVwoUV`QcKX	U�S(X.dWU�j�IK^	^	IKY�_	PWmtY�IKJ[Zo_	PKm�SB`VdWUViWcK^	U E �WºIF� G~¶�H��>J �£·1¶ ���.¹ K �YLN+�O�¹ P�.��10WR�+ 365 798�: O
���<¶�IF�¹ ��	Wº��>J
� ºlJ[V � �×·n¶�� �	¹ K �WLN+XOn¹2PY. � 0MPZ+[; 89= O�� T
»adKUk_.PWX	UVPKiWUVi�iWUVmoJ[UVU�IWj�`QIKgoUVJ[NQmWU���]KJ[IWgW_	iWU�S�N�mWcWNVJ[NQPKX	UVU�X	dKNQX<X	dKU
NVgoUVJ[NQmWUnPKcKLtzKUQJ�IKj�Y�IWJ[ZW_	PWm�PKIWiKU�S�X.dWNVXkSBUVP�SBUnUQNV`Qd�moJ[_.i¥]KIW_.PWX�_.P
UVNQ`VdµJ[IKcWPKiµ_%S NQXp^	UVN�SBX��h�cK]�X	I�X	dKU�^	_	Lt_.X	NQX._	IWP�_.Lt]KI�SBUVi�zWR�X	dKU
PKcWLOzWUVJ�IKj�S.UVPaS.IKJ�PKIKiWU�S�]KJ[U�SBUVPWX%� � ]KUV`Q_	jl_	`VNV^	^	RCh"Y�dKUQP�� _3S�ª�hãNQX©NQPKR
X	_	LOU�hQUVNQ`VdkmoJ[_	ik]WIK_	PKX(_%S�SBUQPaSBUQikzKR�NQX�^	UQN�SBX(ªkY�IKJ[Zo_	PKmtPKIKiWU�S���³�dKUVP
NVPWR�SB_	PKmo^	U�PKIKiWU�jlNV_	^%S�hãX.dWU�X.NQJ[mWUQX�NVJ[UQN�_3S�SBX	_	^	^�jlcK^	^	Rp`QIKgoUVJ[UVi��kHCIWJ�NVP
�:gWNQ^.cWU�IKX	dKUQJkX	dKNQP ¦ NQPKi�ªah�X	dKU5PWcKLtzKUVJtIKj�Y�IKJ[Zo_.PWm1PKIWiKU�S�X	dWNVX
SBUQPaSBU�N�SB]WUV`V_	jl_	`�mWJ[_	ik]WIK_	PKX(_%SCIWPK^	R�mWcWNVJ[NVPWX	UVUViO_	PkX	dKU�NQgWUQJ[NVmoU SBUQPaSBU��
»adK_%S~jlUVNQX	cKJ[U _%S�IKj�mWJ[UQNVX~_	Lt]KIKJ[X	NQPK`VU+jlIWJ�N�dW_	mWdW^.R:S.UV`VcWJ[UViANVJ[UQN����[P
jlNQ`VX%h�X	dK_%SniK_	jljlUQJ[UVPWX._	NQX._	IWP�LOUQ`VdWNVPK_%SBL�`VNQP}zWU�moUVPKUQJ[NV^	_	uVUQi}X	I}X	dKU
SB_	X	cKNQX._	IWPaS~Y�dKUQJ[U���_%SkSBLtNV^	^	UVJ�X.dWNVP ¦ ��Æ~R5iKIW_.PWmÀSBIah(IKcKJ�SBIK^	cKX	_	IKP
Y�_	^	^©]WJ[IKgo_	iKU�]KNQJ[X	_.NQ^©`QIKgoUVJ[NVmoU�_	P�X	_.LtU�X	I�X	dKU�X	NVJ[moUVX�NQJ[UVN�NVPWi jlcKJ[X	dKUQJ
J[UViWcK`QU�S�X	dWU�X	IKX	NQ^�UVPKUQJ[mWR�`QIKP�SBcKLtUVi��

�[XASBdWIKcW^.i�zKU:PKIWX	UVi�X.dWNVX�X	dK_%S iK_	jljlUQJ[UVPKX	_	NVX	_	IKP�LtUV`VdWNVPW_3S.L�`VNVPµzWU
NQ]K]K^	_	UVi�Y�_.X	d�goUVJ[RµSBLtNV^	^�IWgWUQJ[dKUQNVia� ° jlX	UVJtX	dKU:SBUQPaSBIWJOPWUVX	Y�IWJ[Z1_%S
iWUV]K^	IWRoUQiahVX	dKU�SBUVP�SBIKJ�PKIWiKU�S©NVJ[U�]WJ[IKmoJ[NVLtLOUQi�SBIpX	dKNQXCNQPKRtmWJ[_	i�]WIK_	PKX
IWj�X	dWU�X.NQJ[mWUQX©NQJ[UVN�_%S�`VIKgoUVJ[UQia��³�dKUVP�NQP�UVLtUVJ[moUVPW`VRpUQgWUQPKX�dWNV]K]WUVP�S�h
SBUQPaSBIWJ~PKIWiKU�S�_.P�X	dKUpY�dKIK^	U�S.UVPaS.IKJ�PKUQX.Y�IKJ[Z�IKJ�]KNQJ[X-IWj~X.dWUpPKUQX	Y�IKJ[Z
SBdWIKcW^.i¥J[NV_%SBU�X.dWUniWUVmoJ[UVUnIWj�`VIWgWUQJ[NVmoUn_	LtLOUQiK_	NVX	UV^	RC�ÀH�IKJ�UQwWNQLO]W^.U�h
Y�dKUVP5NAS.UVPaS.IKJ�PKUVX	Y�IKJ[Z�c�SBUVi5jlIWJpS.cKJ[goUV_	^	^.NQPK`QU�iKUVX	UQ`VX%S�NQP�_.PWX	J[cKiKUQJsh
LtIKJ[U�PWIKiWU�S�SBdWIKcK^	i1zWU�NVY�NVZoUVPWUVi1X	I1NQ`VdK_	UQgWU�N�LOIWJ[Un]WJ[UV`V_%SBU�NVPWi
J[UQ^._	NQzK^	U�X	J[NQ`VZo_.PWm�IKj�X	dKU�_	PKX	J[cKiWUVJs�À»adWUnIKzWgW_	IWcaS�NQiKgoNVPKX	NQmWU�IKj�IWcKJ
SB`QdKUQLOUA_%StX	dKNQX �Kº�¸ �/J�CED��>F�� V.¹ �	 � DW¸�º��	�D����Q¶�CVº�a¹ ��	|¹ J+¸ ����a¹ ¸ �/Fa�
��PWU `VNVP�iW_3S3SBUVLt_	PKNVX	U X	dKU iKUQmWJ[UQU IKj�`VIKgoUVJ[NQmWU���X	IAX	dKU+X.NQJ[mWUQX~NVJ[UQN
NQPKi¾PWIKiKU�SvSB_	LO]W^	R¼UQwW]WNVPKi¼X	dKUV_	J�SB`QdKUQiKcK^	U�SÀNV`Q`VIKJ[iW_	PKm�X.I¼X	dK_%S
]WNVJ[NVLtUVX	UQJkX	I�]KJ[IKgo_	iKU5dW_.modKUQJOiWUVmoJ[UVU5IWjt`QIKgoUVJ[NQmWU5Y�_.X	dWIKcKX�jlcKJ[X	dWUVJ
zWUVNV`QIKPtUVwo`VdWNVPKmoU��
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zWN�SBUQ^._	PWU�S©jlJ[IWL�J[UV`QUVPKXC]KcWzK^	_	`VNVX	_	IKP�S�« ¦� ¬ «çªWª ¬ NVJ[U�`VIWPaSB_	iWUVJ[UVi�_	P�IWcKJUQgWNQ^.cWNVX	_	IKP��

1 !  �+ 	 � � 	 �  � � � � $ � � 	 � � �� � � � � � � � � ' � � 	 � �

�� � � � �Â�UQJ[U�Y�U}mW_	goU�X	dKU�cW]K]KUQJ�zKIKcWPKi6NVPKi6^	IKY�UQJ�zKIWcKPKi6IKj1UQPKUQJ[mWR
`QIKPaS.cKLt]KX	_	IKP�]WUVJ�cKPW_.X�X	_	LOUpj�IKJ�N ¦ ¢K¢W¤¾`VIWgWUQJ[NVmoU�IKj�N�X	NVJ[moUVX-NVJ[UVN��
³�U�caSBU�X	dKUQL�N�S�zWN�SBUQ^._	PWU�S��~»adKU�cK]W]KUVJ©zKIKcWPKit_%S�X	J[_	gW_	NV^(NQPKikdWNV]W]KUVP�S
Y�dKUVP NQ^.^©X.dWU�SBUVP�SBIKJ-PKIKiWU�S�NVJ[UtY�IKJ[Zo_	PKm NV^	^aX	dKUtX	_	LOU�� H�IKJ�iW_	jljlUVJ[UQPKX
dWNVJ[iKY�NVJ[Ut]K^	NVX	jlIWJ[L�S3hoX	dKUtUVPWUVJ[moR�`VIKP�SBcKLtUVi�zKR NkY�IKJ[Zo_	PKm+PKIKiWUk]WUVJ
cWPK_	X�X	_	LOU�goNVJ[_	U�S�SB_	mWPW_	jl_	`VNVPWX	^.RC�kH�IKJ�moUVPWUVJ[NQ^._	X	RChoY�UOiWUVPKIWX	UO_	XaN�S�IKPWU
cWPK_	X�IWj�UVPWUVJ[moR¥`QIKPaS.cKLt]KX	_	IKP�� c � � I�X.dWUncW]K]KUQJ�zKIWcKPKi¥IKj�UQPKUQJ[mWR
`QIKPaS.cKLt]KX	_	IKP�zKR6N�SBUVP�SBIKJ:PKUQX	Y�IKJ[Z�`VIKLt]KI�SBUVi�IWj ® PWIKiWU�S�_%S
X	J[_	gW_	NQ^.^	R ® � c ��»adWUÀ^	IWY�UVJnzKIKcWPKi�IKj�UVPKUQJ[mWR�`QIKP�SBcKLt]KX	_	IKP�IKj�N
SBUQPaSBIWJ�PKUQX	Y�IKJ[Z+iK_	jlj�UVJsS-NQ`V`VIWJ[iK_	PKm+X	InX	dKUOiKUQ]K^	IKRrLtUVPKX�IWj�X	dKU5S.UVPaS.IKJ
PWIKiKU�S��kÂ�IWY�UVgoUVJshãY�U�NQJ[UtNQzK^	U�X	I+IWzKX	NV_	P N�X	dKUVIWJ[UVX	_	`VNQ^�^	IKY�UQJ�zKIWcKPWi
NQ^.X	dWIKcKmodt_.X�LtNVR�PWIKX�zWU�J[UQNV`VdWNVzW^.U�zKR�N�`VUQJ[X	NV_	P�S.UVPaS.IKJaPKUQX	Y�IKJ[Z©��»adWU
^	IKY�UVJ�zWIKcWPKit_3S(zKN�SBUVitIKPtX	dKU�jlIK^	^	IKY�_.PWm�X.dWUVIWJ[UVL ³�dWUVPµY�U�`VIWgWUQJnN�cWPK_	XkNQJ[UVN�Y�_	X	d�UV�WcK_	goNV^	UVPWXk`V_	J[`Q^.U�S�h�X	dKU�^	IKY�UVJ
zWIKcKPWi�IKj¨X	dKU´PWcKLtzKUVJ�IKj¨`Q_.J[`Q^	U�S�caSBUQi _%S ������ � � »adWU
`QIKJ[J[U�S.]KIKPWiK_	PKm ^	IKY�UQJ zKIKcWPKi jlIKJ UQPKUVJ[moR `VIWPaSBcWLO]WX._	IWP _%S

��	��� � "!$# hsY�dKUVJ[U ° _3S(X	dKUkSB_	uVU�IKj©X	dWU�X	NVJ[moUVX�NQJ[UVN��
��UQX	NV_	^%S�IKjCX	dK_%S�X	dKUQIKJ[UQL�`QNVPtzKU�jlIKcWPKit_	P�« ¦ � ¬ �

1 ! % �	 � � � 	 � � ( � � � � , � � � �� � � � �  � � � � �« ¦�� ¬ NVPKi1« ªKª ¬ NQJ[UkX	dKUOjl_	JsSBX-Y�IKJ[Z©S<X	I�NViWiKJ[U�S3S<X.dWU�SBUQPaSB_	PKm�`VIWgWUQJ[NVmoU]WJ[IKzK^	UQL�_	PnSBUVP�SBIKJ©PKUVX	Y�IKJ[Z©S��O« ªWª ¬ ]KJ[IW]KI�SBU�S(N�LtUV`QdKNVPW_%SBL|zWN�SBUQikIWP]WJ[IKzK_	PWmtj�IKJ�UQPKUVJ[moRrq[UVjlj�_.`Q_	UVPKX-SBUQPaSB_	PWmO`QIKgoUVJ[NVmoU�j�IKJ�SBUQPaSBIWJaPKUVX	Y�IKJ[Z©S��
�[P¼X.dWU6LtUV`QdKNQPK_%SBLnh�SB^	UVUQ]K_	PKmxPWIKiKU�S:Y�NVZoU6cW]¼NQ`V`VIWJ[iK_	PKmxX	I�N
iWRoPWNVLt_	`VNV^	^	R�`QdKNQPKmo_.PWm1Y�NQZWUQcK]�J[NQX.U���³�dWUVP1N�PWIKiWU�Y�NQZWU�S�cK]ah©_	X
zWJ[IKNViW`VN�SBX%S-Nk]WJ[IKzK_	PWm�LtU�S�S.NVmoU����[j�X	dWUVJ[Uk_%S-NQPKR Y�IWJ[ZW_	PWm�PWIKiKUk_.PnN
J[NQiK_	caS�IKj�J�`QUVPWX.UQJ[UVi¥NVX�X	dKUnY�NVZoUVcW]�PKIWiKU�hCX	dKUnY�IKJ[Zo_	PKmAPKIKiWUnY�_.^	^
zWJ[IKNViW`VN�SBX~N�J[UQ]K^	R5NVPWi¥X	dWU�NQY�NVZoUVPWUViAPKIWiKU+Y�_	^	^~J[UV`VUQ_	gWU+_	X3���[j�X	dWU
NQY�NVZoUVPWUVi PKIWiKUtiKIWU�S�PWIKXaJ[UQ`VUV_	goUONQPKR�J[UQ]K^	R�_	P�Nt`VUQJ[X.NQ_	P�NQLOIWcKPKXaIWj
X	_	LOU�hVX	dKU�PWIKiKU�SBY�_	X	`VdWU�S©_	PKX	IpY�IKJ[Zo_.PWmkLtIKiWU���»adKU�PWIKiWU�_	PpY�IWJ[ZW_	PKm
LtIKiWU�`VIWPKX	_	PKcKIWcaSB^	RnSBUVP�SBU�S©_	X%S~SBUQPaSB_	PKmONVJ[UQN�cKPWX._	^C_.XCjlNV_	^%S�IKJ�J[cKP�SaIWcKX
IWj�UVPWUVJ[moRC��« ¦�� ¬ SBdWIKYpS�X	dKNVXOSBcW`Vd¥Nn]KJ[IWzK_	PKmoq[zKN�SBUVi¥LOUQ`VdWNVPK_%SBL�_%SPWIKX<NQzK^	U�X	I5UVP�SBcKJ[U�X	dKU�IWJ[_	mW_	PKNQ^�SBUQPaSB_	PWm�`VIWgWUQJ[NVmoU�NVPKi�NQgWIW_.i�zW^._	PWi
dWIK^	U�S��+�[X�NQ^%SBIn]WIK_	PKX%S-IWcKX�X	dKNVX�NQ^.X	dWIKcKmodnzWR iKUV`QJ[UVN�SB_	PKm+X.dWUp]KJ[IWzK_	PKm
NQJ[UVN�hsX.dWU�]WJ[IKzK_	PWmOzWN�SBUQikLtUV`VdWNVPW_3S.L|`QNVPkLt_	PK_	Lt_.uQU�X	dKU�NVJ[UQN�IKjazW^._	PWi
dWIK^	U�S�Ä�_	X�ZoUVUQ]aS+LtIKJ[U:PKIWiKU�S+Y�IWJ[ZW_	PWm�`QIKLt]KNQJ[UVi�X.I�X	dKU|SB]WIKPaS.IKJ
`QIKgoUVJ[NVmoUVq[zWN�SBUQi�S.`VdKUQLOU�_	P�« ¦� ¬ ��Â�UVPK`QU�h£LOIWJ[U�UQPKUVJ[moR�`VIWPaSBcWLO]WX._	IWP
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� � � 	 �« ¦�� ¬ _3S(J[UVjlUQJ[J[UVitX	ION�S�X	dKUAJB·aº�IJ�ºW¸ �/FBCVº�� �V¸�¶	��&J�CED�/K ��_.POX	dK_%SC]KNQ]KUQJs�
�[X�]WJ[U�SBUQPKX%S�N+PKIWiKUQqsSB`VdWUViKcW^	_.PWm�LOUQ`VdKNQPK_%SBLxzKN�SBUViAIKPANVPAUV^	_	mo_.zW_	^._	X	R
J[cK^	U�� ° X�X.dWU5zKUQmW_	PKPW_	PKm1IWjtUQNV`Qd�J[IKcKPWiah�UVNQ`Vd�PWIKiKU5`QNV^	`VcW^	NVX	U�S�_	X%S
UV^	_	mo_.zW_	^._	X	R5jlIWJ�mWIW_.PWm¥X	I{SB^	UVUV]�� ° zWNV`QZWq[IWjlj�LtUV`VdWNVPW_3S.L¼_%S�c�SBUVi¥X.I
NVgoIK_	i�SBUQPaSB_	PWm1dKIW^.U�S�`VNVc�SBUVi�zKR�SB_	LOcW^.X	NQPKUVIWcaS�NQ`VX	_	IKPaS�IWj�LOcW^	X._	]W^.U
PKIWiKU�S�����cWJ�NQ]K]WJ[IKNV`QdpdKN�S©X	Y�IpNQiKgoNVPKX	NQmWU�S©IKgoUVJ�X	dK_%S©IKPWU���HC_	JsSBX%hVX	dKU
SBUQPaSBIWJ�PKIWiKU�S�IKPW^.R�PWUVUQi�X	I�SBUVPWi�NtjlUVY�LtU�S�SBNQmWU�S�jlIWJtSB`VdWUViWcK^	_	PKm+_.P
X	dKU+_	PK_	X	_.NQ^	_.uQNVX	_	IKPA]KdWN�SBU�h�Y�dW_	^.U+X	dKU�SB`VdWUVLtU�_	PA]KNQ]KUVJ�« ¦� ¬ J[UQ�KcK_	J[U�SzKJ[IWNViW`VN�S.X._	PWm{X	I�X.dWU�PKUQ_.modKzWIKJsSkNQXOX	dKU�zKUVmo_	PKPW_.PWm�IWj�UVNV`Qd{J[IKcWPKi��
° ^	X	dKIWcKmodOX	dWU�UQwWNQ`VX�J[U�S.cK^	X%S�iKUQ]KUQPKikIWPkX	dKUpSBRCSBX	UVL�SBUVX	X	_	PKm©S�hQ_	X(`VNQPkzKU
UVN�SB_	^	R�`QIKPW`V^	cKiWUVi}X	dWNVX X	dKU:]KUVJ[q[J[IWcKPWi|zWN�SBUQi|zWJ[IKNViW`VN�SBX�LOU�S�SBNQmWU�S
`VNQcaSBU6LOIWJ[U�IWgWUQJ[dKUVNQiÁX	dKNQPÁIWcKJsS�� � UQ`VIWPKiah Y�dWUVP�`VNV^	`QcK^	NVX	_	PKm
UV^	_	mo_.zW_	^._	X	R�jlIWJ�mWIW_	PKm�X	I�SB^	UQUV]ah£X	dKU�`VIKPWX	J[_.zWcKX	_	IKPOIKj�N�PKUV_	modKzWIKJaPKIWiKU"�[S
SBUQPaSB_	PKm�NQJ[UVN�X.ItX	dKUpSBUVP�SB_	PKmtNVJ[UVN�IKj�X	dWU�PKIWiKU�_.X%SBUQ^	j�_%S�SB_	LO]W^	_.j�_.UQikX	IkN
� S.]KIKP�SBIKJ[UQi�SBUV`QX	IKJ���h�Y�dK_	`Vd´_%S{LOcW`VdMS.LONQ^.^	UQJ�X	dWNVP¾X	dKU�NV`VX	cWNV^
`VIWPKX	J[_	zKcWX._	IWPah�U�SB]WUV`Q_.NQ^	^.RnY�dKUQP�X.dWU PKUV_	modKzWIKJ�PWIKiWU+_%S~gWUQJ[R�`V^	I�SBU X.I
X	dKUOPKIKiWUk_	X%SBUV^	j��[j�_.mocKJ[U � �s� � I�`VIWLO]WNVJ[UQi�Y�_	X	d�IKcWJ�]KJ[IKX	IW`VIK^%hKX	dKUQ_	JsS
PKUQUVi�S¼LOIWJ[UÍPWIKiKU�S¼X	IÊzWUÍNVY�NVZoU�Ä}X	dKUQJ[UVjlIWJ[U�hµLOIWJ[UyUQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWPOIW`V`QcKJsS��
3 ! & 9 �' $ ��" # � ��[PÊX	dW_3S�UVgoNV^	cKNQX._	IWP�SBUQ`VX	_	IKPah�Y�UÍiWUVLtIKP�SBX	J[NVX	UyX	dWUy_	Lt]KJ[IKgoUVi
]KUQJ[jlIKJ[LtNVPW`VU�moUVPWUVJ[NVX	UQi�zKRkIWcKJ�SB`VdWUVLtUt_	P X	UVJ[LnS�IWj ¦ �<X	IKX	NQ^�NVLtIKcWPKX
IKj©UVPKUQJ[mWR�`QIKPaS.cKLtUViahsªK�aUVPWUVJ[moR�gWNQJ[_.NQX	_.IWPkNQLOIWPKmtPKIKiWU�S�h § ��dKNQ^.j�q[^._	jlU
IKj�X	dKU�PWUVX	Y�IWJ[Z�NVPWi � ��SBUQPaSB_	PWm�`VIKgoUVJ[NQmWU�IWgWUQJ<X	_	LOU��kÃ¥IWJ[UVIKgoUVJshãY�U
Y�_	^	^�NV^%SBIpiWUVLtIKPaS.X.J[NQX	U�N+SBUVXCIKj�PKUQY�jlUVNQX.cWJ[U�S�jlIWcKPKi�_	P�IWcKJ�UVPKdWNVPW`VUVi
iK_	jlj�UVJ[UVPWX	_.NQX	UVinSBUVJ[go_	`VU�X.dWNVX�_%S�PWIKX�SBcW]K]WIKJ[X	UVitzKR�]WJ[UVgo_.IWcaS-SB`VdWUVLtU�S��
�[PAX.dWU�UQgWNQ^	cKNVX	_	IKPAY�U�iKI¥PKIKX�_	PK`Q^	cKiKU�`VIWLOLtcKPW_.`QNVX	_	IKP¥`VIaS.X�iWcKU�X.I
iKNQX	N�X	J[NVP�SBjlUVJ�zWUV`QNVcaS.U�_	X�_3StdK_	mWdW^	R:NQ]K]W^._	`QNVX	_	IKPvS.]KUV`Q_	jl_	`�� ° ^3S.IÀjlIWJ
SBIWLOU´NQ]K]K^	_	`VNQX	_.IWPaS�N�S�_	PKX	J[cWiKUVJ�iKUQX	UV`VX	_	IKP�h1iKNVX	N´X	J[NVP�SBjlUQJ�IWPK^	R
dKNQ]K]WUVPaS�Y�dWUVP�SBIWLOU�J[NQJ[U�UVgoUVPWX3SpNQJ[U�_3S3SBcKUQia��HCIWJ1S.cK`Vd�S.R©S.X.UQL�S3h
UVPWUVJ[moR+SB]KUQPKX�IWPOiWNVX	N�X	J[NQPaSBjlUQJ�_%S�J[UQ^.NQX	_.goUV^	R�_	PaS._.moPK_	jl_	`QNVPKX%�

3 !  � � � � � �  � � � �� � ,  
 � � � �  � � �³�U�J[cWP1IKcWJtzWN�SB_	`�]WJ[IKX	IK`QIK^�NVPWi1UVwoX	UVPaS._.IWPaS�IWP1N�SB]WUV`Q_.NQ^�]KcKJ[]WIaSBU
SB_	LtcK^	NVX	IKJs���[PpIWcKJ�SB_	LtcK^	NVX	_	IKP�hVX.dWU SBUQPaSBIWJ�PWIKiWU�S©NVJ[U�iK_%SBX	J[_	zKcKX	UQi�_.P�N
¦ �W¢KL � ¦ �W¢KL SB�WcKNQJ[U1jl_	UV^	ia��»adWUµSBUVP�SB_	PKmÀJ[NVPKmoU1_%S ¦ ¢WLÅNQPKi{X	dKU
`VIWLOLtcKPW_	`VNVX	_	IKP�J[NVPKmoU1_%SOª�¡sLn�6»adKU{SBUVP�SBIKJ�PWIKiKU�SONVJ[U¥iKUQ]K^	IKRrUVi
Y�_	X	dxN¨cKPK_	jlIWJ[L iK_%SBX	J[_	zKcWX._	IWP�_	PWX.IxX	dKU¼SB�WcKNQJ[U�j�_.UQ^	ia�ÉH�IKJ:IKcWJ
]KJ[IWX	IK`VIW^%hsX	dKU�X	NVJ[moUVX�NVJ[UQN�_%S(X.dWU ¦ � ¢WLB� ¦ � ¢KL6SB�WcKNQJ[U�_	PkX	dKU�`VUQPKX	UVJaIWj
X	dKU+SB�WcKNQJ[U�jl_	UV^	i�X	I�]KJ[UVgoUVPWX©X	dKU�PWIKiWU�S�NVX�X	dWUtUQiKmoU�jlJ[IKLvY�IKJ[Zo_.PWm�NV^	^
X	dKUOX._	LtU���³�UOIKPW^.R+iKI�SBX	NVX	_%SBX	_.`�S<IKP�X	dWUp`VUQPKX	J[NV^ ¦ ¢W¢KL � ¦ ¢K¢WL�jl_	UQ^.i
X	I�UV^	_	LO_	PWNVX	U�X	dKU�UViWmWU�UVjljlUQ`VX%� ° ^	^tUVwo]KUVJ[_	LtUVPWX3SkNQJ[U1J[UV]WUVNQX.UQi ¦ ¢
X	_	LOU�S Y�_.X	d iK_	jlj�UVJ[UVPWX±J[NVPWiKIWL SBUVUQiaSbNVPKi iW_.j�jlUVJ[UQPKX±PWIKiKU
iKUQ]K^	IKRrLtUVPWX3S3��»adWU$�a¡£¤y`QIKPWjl_	iKUVPW`VU¥_.PWX	UVJ[goNV^%SOIKjkX.dWU�J[U�SBcK^	X%SONVJ[U
NVzWIKcWX�¡! ¦ ¢W¤�IWj©X	dKU�LtUVNVP�S��

3 ! % �� � � � � & � 	 � 
 � � �� � � 	 � . � �  � � � � ��[P X	dW_3S�UVwo]KUVJ[_	LtUVPWX3hAY�UÁ_	PWgWU�SBX	_.moNVX	U¼X.dWUÁUQPKUVJ[moR `VIWPaSBUQJ[gWNQX._	IWP
]WUVJ[jlIWJ[LONQPK`VU�_	P�X	UVJ[L�IKj�X	IWX.NQ^�UVPKUQJ[mWR�`QIKPaS.cKLtUVi�]WUVJ�cWPK_	X�IKj�X	_	LOU��
³�U�`QIK^	^	UV`QXÀJ[U�SBcK^	X%S�jlJ[IKL½IKcWJ�zWN�SB_	`�iWU�SB_	moPahnX	dKU´SBUV`QIKPKi¼]KN�S�S
IW]KX	_	LO_	uVNQX	_.IWPOIWj©IWcKJ�iWU�SB_	moPONQPKin« ¦� ¬ �[S<S.]KIKP�SBIKJ[UQik`QIKgoUVJ[NVmoU�S.`VdKUQLOU��³�U�NQ^3S.I�`VIKLt]KNQJ[U�X	dKU+SB_	LtcK^	NVX	_	IKP�J[U�SBcK^	X%S�Y�_	X	d�X.dWU�^	IKY�UQJ-zWIKcWPKi NVPWi
X	dKU�cK]K]WUVJ zKIWcKPWiaS���»adWU�jlIW^.^	IWY�_	PKm:jl_	mWcWJ[U�SBdWIKYpSOX	dKU�S._.LtcK^	NQX._	IWP
J[U�SBcK^	X%S��
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 � � �� � � � � � �  � � � � 	 � � $ �  � � � , � � � 	 �H�J[IKLvH�_	mWcWJ[U ��hoY�UO`QNVP�SBUVUtX	dKNVXaIWcKJ�]WJ[IKX	IK`QIK^a`QIKPaS.cKLtU�S�LtcK`Qd�^	U�S�S
UQPKUVJ[moRkX	dWNVPA« ¦�� ¬ �[S�SB]WIKP�SBIKJ[UQi+`QIKgoUVJ[NQmWU�SB`QdKUVLtU��ã»adK_%Sa_%S�iWcKU�X	I+X	dWUjlNQ`VX(X	dKNQX�_	POX.dWU�SB]WIKP�SBIKJ[UQi5SBUQ`VX	IKJazWN�SBUQi�SB`VdWUVLtU�hVX	dKU�`VIKPWX	J[_.zWcKX	_	IKPpIWj
IWPKU�Y�IWJ[ZW_	PWm�PKIKiWU�X.I NQPKIKX	dWUVJ<PWIKiWU2�[S�SBUVP�SB_	PKm�`VIWgWUQJ[NVmoU�_3SaPKIWX�jlcW^.^	R
`QIKPaS._.iWUVJ[UQia�{»aI1zKUnLOIWJ[U�SB]KUQ`V_	jl_	`�h�X.dWU�SB]WIKP�SBIKJ[UQi�SBUQ`VX	IKJ�_%S�LtcK`Qd
^	U�S3SaX	dWNVP�X	dKU�NQ`VX	cKNQ^©`VIWPKX	J[_	zKcWX._	IWP��sSBUVU+¡W� ªK�s��³�dK_	^	Ut_	P IKcWJ<]WJ[IKX	IK`QIK^%h
X	dKU�j�cK^	^<`QIKPKX	J[_	zKcWX	_.IWP5_%S~`QIKP�SB_	iKUVJ[UQi:SBI5X	dKU�J[UQiKcKPWiKNQPK`VR�_%S~J[UQiKcW`VUVi��
° PKIKX	dWUVJkiW_%SBX	_.PWmWcW_%SBdKUQi:j�UVNVX	cWJ[U5X.dWNVX�IKcKJt]KJ[IWX	IK`VIW^�]WJ[IKgo_.iWU�S�_%S�X.dWNVX
Y�_.X	d5X	dKU�_	PW`VJ[UVN�SBU�IKj�PWIKiKU�iWUVP�SB_	X.RCh�X	IKX	NV^-UVPWUVJ[moRn`VIWPaSBcWLOUQi�zKR�IWcKJ
]WJ[IKX	IK`QIK^t`VdKNQPKmoU�SkgoUVJ[R:^	_.X	X	^	U����[P{`QIKPKX	J[N�SBX%h<X.dWUµSB]WIKPaS.IKJ[UVi�SBUV`QX	IKJ
zWN�SBUQiASB`VdWUVLtU+SBcKjlj�UVJsS�Y�dWUVP�iKUQPaSB_	X	Rk_	PW`VJ[UVN�SBU�S3�t»adK_%S�_%S�zWUV`QNVcaS.UtX	dWU
`Q^.I�SBUVJ©PKIKiWU�S(NVJ[U�X.ItUVNQ`VdtIKX	dKUQJshQX	dKU�LOIWJ[U�SBUQgWUQJ[U�NVPOcKPWiKUVJ[U�SBX	_	LONQX._	IWP
IWjASBUVP�SBIKJ `VIWgWUQJ[NVmoU1zKR:PKUQ_	mWdWzKIKJ[_	PWm�PKIWiKU�Sk_3S3� ° SON�J[U�SBcK^	X%h-IWcKJ
SB`QdKUQLOUtIKcWX.]WUVJ[jlIWJ[L�S�SB]KIWPaSBIWJ[UVi+`VIWgWUQJ[NVmoU�SB`QdKUQLOUtzKR�N�S�LtcK`Vd+N�S�N
¡£¢K¤�J[UViKcW`VX	_	IKPO_.POUVPWUVJ[moRt`QIKP�SBcKLt]KX	_	IKPOY�dKUQPkX	dKU�iKUQPaSB_	X	R�_3S©NQzKIWcKX §
PWIKiKU�S-]KUQJ~J[qsSB�KcWNVJ[U��5��cKJOSB`VdWUVLtUpUVP�SBcKJ[U�S<X	dKNVX�X	dKU�S.R©S.X.UQL�^	_	jlUVX	_	LtU
Y�_.^	^�_.PW`VJ[UQN�SBU5PWUVNVJ[^	RA]KJ[IW]KIKJ[X	_	IKPWNV^	^	R¥Y�_	X.d�X.dWU�PKIWiKU�iWUVP�SB_	X.RAIKj�X	dWU
SBUQPaSBIWJ~PKUQX.Y�IKJ[Z©hWY�dW_	`Vdn_%S-iWU�SB_	J[NQzK^	UkjlIWJ�^.IWPKmoq[^	_.j�UVq[X	_	LOU�S.cKJ[goUV_	^	^.NQPK`QU
NQ]K]K^	_	`VNQX	_.IWPaS��
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 � � �� � � � � � �  � � ��[P+X	dK_%S�SB_	LtcK^	NVX	_	IKP�hoY�UO_	PKgoU�S.X._	moNVX	Ut]KUVJ[j�IKJ[LtNVPK`QUOIWj�UVPWUVJ[moR zKNV^	NQPK`VU��
³�U�LtUVN�SBcKJ[U�X	dKUAS.X.NQPKiWNVJ[i5iKUQgW_	NQX._	IWP5IKj�UVPWUVJ[moRn`VIWPaSBcWLOUQi5zKR�UQNV`Qd
PWIKiKU�_.PkIKcKJ�zWN�SB_	`�iWU�SB_	moPpNVPWip_	P�X.dWU�LOcW^	X._	]W^.U�J[IWcKPWi�UVwoX.UQPaSB_	IWP�Y�_	X	d
Ã @ ¦ ¢a� �~U�SBcW^	X3S�NVJ[U�`VIWLO]WNVJ[UVi�Y�_	X	d�X.dWU¼SB]KIWPaSBIWJ[UVix`VIWgWUQJ[NVmoU
SB`QdKUQLOU��
H�_	mWcWJ[U ¦ ¢¥SBdKIWY�SaX.dWNVX�_	P+zKIWX.d+X	dKUnSB]KIWPaSBIWJ[UVi+`VIWgWUQJ[NVmoU�SB`QdKUQLOUtNVPWi
IWcKJ�SB`QdKUQLOU�h�X	dKU�NQgWUQJ[NVmoUAUQPKUQJ[mWR1`QIKP�SBcKLt]KX	_	IKP�jlIWJkNÀSB_	PKmo^	UAPWIKiWU
J[UQiKcK`QU�S1Y�dWUVP�X	dKUvPWUVX	Y�IWJ[Z�iWUVPaS._.X	R�_	PK`VJ[UQN�SBU�S�� Â�IKY�UVgoUVJshkIWcKJ
SB`QdKUQLOUvJ[UQiKcK`QU�S1NVX¥NvLOcW`Vd�jlN�SBX	UVJ:J[NVX	UvX	dKNQP�X.dWUxSBUQ`VX	IKJ[q[zWN�SBUQi
SB`QdKUQLOU�� ³�dWUVP+X.dWUOPWIKiWUOiWUVPaS._.X	R�_%S-J[UQN�SBIWPKNVzW^	R+dW_	mWd����¥ª�PKIKiWU/��J[q
SB�WcKNQJ[UV�sh�IKcWJ�]KJ[IKX	IW`VIK^+IKcWX	]KUVJ[j�IKJ[LnSnX.dWU¨SB]WIKPaS.IKJ[UVi}gWUQ`VX	IKJ5zWN�SBUQi
SB`QdKUQLOU�Y�_	X	d¼J[UQmWNQJ[iaS�X.I�UVPWUVJ[moR�`VIWPaSBcWLO]WX._	IWP¼zWNV^	NVPW`VU�NVLtIKPKm
PWIKiKU�S���HCJ[IWL�H�_	mWcWJ[U ¦ ¢�hKY�Up`QNVP�NQ^3S.I�SBUVUkX.dWNVX-X.dWU�LOcW^	X._	]W^.U�J[IWcKPWi
UQwWX	UVP�SB_	IKP `VNQP UVjljlUQ`VX	_	gWUQ^	RpJ[UViWcK`VU�N�`VUQJ[X	NV_	P NVLtIKcKPWXaIKj-X.dWUOgoNVJ[_	NQX._	IWP
_	PtUVPKUQJ[mWR�`QIKP�SBcKLt]KX	_	IKP��
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3 ! 0 6 � � , = '  , 	 � � , � � + 	 � � 	 � � � � � ��[P�IKJ[iKUQJ�X	I|LtUVN�SBcKJ[U:X	dKU}SBRCSBX	UVLM^	_	jlUVX	_	LOU:UVwoX	UVP�SB_	IKPµiKcWU:X	IµIKcWJ
]KJ[IWX	IK`VIW^%h�Y�U iKUVj�_.PWU X.dWU dKNV^	jlq[^	_	jlU IKj�N¥SBUVP�SBIKJ�PKUQX.Y�IKJ[Z5N�S�X	dKU X	_	LOU
jlJ[IWL�X	dWU¥zWUVmo_.PWPK_	PKm�IWjkX	dKU�iKUQ]K^	IKRrLtUVPWX�cKPWX._	^�UQwWNQ`VX	^	R1dKNQ^	jOIWjOX	dKU
SBUQPaSBIWJaPKIKiWU�SCNQJ[U�SBX	_	^	^(NV^	_	gWU���³�U�N�S�SBcKLtU�X	dWNVX�X.dWU�^	_	jlUVX	_	LOU�IKjaN�PWIKiKU
Y�dWUVPANV^	Y�NQRCS�Y�IWJ[ZW_	PWmA_%S ¦ ¢K¢W¢�Lt_	PKcKX	U�S��À»adKU�J[IKcWPKi�iWcKJ[NQX._	IWP�Y�U
caS.UVit_.PnSB_	LtcK^	NVX	_	IKPt_%S ¦ ¢tLt_.PWcKX	U�S3�
³�U�SBUQUpjlJ[IWL�X	dKUpH�_	mWcWJ[U ¦K¦ X	dKNQX<X	dKU�iW_%SBX	_.PWmWcW_%SBdK_	PKmnjlUVNQX.cWJ[U�IKj�IKcWJ
NV]W]KJ[IWNV`Vd�_3S�X	dWNVX�X.dWU�SBRCSBX	UVL¼dKNQ^.j�q[^._	jlU�_	PK`VJ[UQN�SBU�S�PKUQNVJ[^	R�^	_.PWUVNQJ[^.R�N�S
X	dKU�PKIWiKU�iKUVP�SB_	X	R�_.PW`VJ[UQN�SBU�S�h:Y�dK_	^	UfX	dKUÍSB]WIKPaS.IKJ[UVi�NV]W]KJ[IWNV`Vd
_	PK`QJ[UVN�S.U�S�SB^	IKY�^.R�Y�dWUVP5X	dKU�PWIKiKU�iWUVP�SB_	X.R�_	PK`VJ[UQN�SBU�S��AH�IKJ�UVwoNVLt]K^	U�h
IKcWJaNV]W]KJ[IKNQ`VdO_.PW`VJ[UQN�SBU�SCX	dKU�dWNV^	jlq[^	_	jlU�IKjaX	dWU�PKUQX.Y�IKJ[ZOzKR ¦s§ ¢W¤�Y�dKUVP
PKIWiKU�iKUQPaSB_	X	R�_%S � ]WUVJaJ[qsSB�WcKNVJ[U���»adKUQJ[U�NQJ[U�X	Y�IOJ[UVN�S.IKPaS�`VIKPWX	J[_.zWcKX	_	PKm
X	I�X	dK_%Sn]KdWUVPWIKLtUVPKIWPa� H�_.JsS.X3h�X	dWUvSB]WIKPaS.IKJ[UVi|`VIWgWUQJ[NVmoU�NV]W]KJ[IWNV`Vd
`VIWPaSBcWLOU�S�LOIWJ[U�UVPWUVJ[moR¥IWP1NVgoUVJ[NQmWUnX.dWNVP1IWcKJ�NV]W]KJ[IWNV`Vd�� � UV`VIWPKi�h
X	dKUÀSBX	NVPWiKNQJ[i:iWUVgo_	NVX	_	IKP�NVLtIKPWm�PKIKiWU�S�_	P:X	dWU:SB]KIWPaSBIWJ[UVi�NV]W]KJ[IWNV`Vd
_	PK`QJ[UVN�S.U�S{SB_	moPK_	jl_	`VNQPKX	^	R¨N�S¥PWIKiKU|iKUQPaSB_	X	R¨_.PW`VJ[UQN�SBU�S¥�[HC_	mocKJ[U ¦K¦ �sh
Y�dW_	`Vdt^.UQNVi�S�X	I�S.IKLtU�PWIKiKU�S�iWRo_	PWmtj�N�SBX	UVJ©X.dWNVPtIKX	dKUQJsS��
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 	 � � . 	 � � � � 	 ���PWU1IKj�X	dKU�LOI�SBXO_	Lt]KIWJ[X.NQPKXtX	dK_	PKm©SkX	dKNVXtX	dKU1iWU�SB_	moPKUQJsSkIKj�SBUQPaSBIWJ
PKUQX	Y�IKJ[Z©S-NQJ[Uk_	PKX	UVJ[U�SBX	UVi�_.P�_%S�hWNVj�X.UQJ~Np`VUQJ[X	NV_	P�NVLtIKcWPKX�IKj~X	_	LOUkjlJ[IKL
Y�dWUVP:X	dKUAPKUVX	Y�IKJ[Z�_%S�iWUV]W^.IWRrUViahadKIWYxLOcW`Vd�IKjtX	dKU�X	NVJ[moUVX�NQJ[UVN�_%S
`VIWgWUQJ[UVipzWROX	dWU�Y�IWJ[ZW_	PKm�SBUVP�SBIKJsS3���[PkIKJ[iKUQJ�X.IkNVPaS.Y�UVJ�X	dK_%S��KcWU�SBX	_	IKP�h
Y�U�SB_	LOcW^.NQX	U¾X	dKU¾]WUVJ[`VUQPKX	NVmoUÁIWj�`VIWgWUQJ[NVmoUÁNQjlX	UVJv`VUQJ[X	NV_	PÅX	_	LOU
_	PKX	UVJ[goNV^%S��+»adKUk]WUVJ[`QUVPKX	NQmWUOIKj�`QIKgoUVJ[NVmoUkX	NQZWU�S-`VNQJ[UpIKj~X	dKUk`VIKgoUVJ[NQmWU
_	P�zKIWX.d�X	_	LtU�NVPKiAS.]KNV`QU���HCIWJ-UQNV`Vd�moJ[_	i�]KIW_.PWX©_	P X	dKU�X	NVJ[moUVX�NQJ[UVN�hãY�U
`VdWIKI�SBU5SBUQgWUQJ[NV^�SBNQLO]W^._	PWm�X	_	LOU�S-iKcWJ[_	PKm+NpJ[IKcWPKia���[j~jlIWJOSBIKLtUp�[moJ[_.i
]KIW_	PKX%hoX	_	LOUQ��]KNQ_	JshoX	dKUtmWJ[_	i+]KIW_.PWXa_%S�SBUQPaSBUQinzKR¥SBIWLOUOY�IWJ[ZW_	PKm+PKIWiKU�h
Y�U+`VNQ^	^~X.dW_%S�]KNQ_	J�X	I¥zWU � gWNQ^._	i ����³�U�`QIKcKPWX�X.dWUnJ[NQX._	I¥IKj�X	dKU�gWNQ^	_.i
]KNQ_	JsS©NVLtIKPKmONV^	^©X	dWU�]KNV_	JsS�Y�_	X	d�zKIWX	d�IKcKJ�]KJ[IW]KI�SBUVi�]WJ[IKX	IK`QIK^©NQPKi�X	dKU
SB]WIKPaS.IKJ[UVi¾SBUV`QX	IKJ�zKN�SBUVi¾SB`VdWUVLtU|iWU�SB`QJ[_	zKUVi�_	P¾« ¦� ¬ � ��_.j�jlUVJ[UQPKX

`QcKJ[goU�S1SBdWIKY�P|_	P�HC_	mocKJ[U ¦ ª�NVJ[U:IKzKX	NQ_.PWUVi�cKPWiKUVJniK_	jljlUQJ[UVPKX�PWIKiWU
iWUVPaS._.X	RC�k»adKU�`QcKJ[goU�SaY�_	X	d+X	dWUOdWIK^	^	IKY�LONQJ[ZWUQJsS�NVJ[UtX	dKUtJ[U�SBcW^	X3S�jlJ[IKL
X	dKU}SB]WIKPaS.IKJ[UViµ`QIKgoUVJ[NVmoU|SB`VdWUVLtU�NVPKiµX	dKU�`QcKJ[goU�S�Y�_	X	d�X	dWU}S.IK^	_	i
LtNVJ[ZoUVJsS(NVJ[U�X.dWU�J[U�SBcK^	X%S�j�IKJ[LµIKcWJ�SB`VdWUVLtU��
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 	 � � . 	 � � � � 	 � �H�J[IKL�X	dKU5S._.LtcK^	NQX._	IWPnJ[U�S.cK^	X%S�hWY�U�SBUVUOX	dKNVX�IWgWUQJ�X	_	LtUpY�_	X	d�X	dKU�S.NVLtU
PWIKiKUniKUVP�SB_	X	R©h©X	dWU�X	NVJ[moUVX�NVJ[UVNn_3S�`QIKgoUVJ[UQi1LOIWJ[UnY�_.X	d¥IKcKJ�]WJ[IKX	IK`QIK^
X	dKNQP�Y�_.X	d6X.dWU�SB]WIKP�SBIKJ[UQi6`QIKgoUVJ[NVmoU�SB`VdWUVLtU��bHCIWJ1UVwoNVLt]K^	U�h�NVX
iWUVPaS._.X	R{IWj�ªµ]WUVJnJ[qsS.�KcKNQJ[U�h~_	XpX	NVZoU�NVzKIWcKX�¡s¢K¢W¢�LO_	PWcKX	U�SpjlIWJ�IWcKJ
SB`QdKUQLOUtX	I�iWUVmoJ[NViKUtX	I�uQUVJ[I�SBUVP�SB_	PKm `VIWgWUQJ[NVmoU�hrY�dK_	^	UtX.dWU5SB]WIKP�SBIKJ[UQi
`QIKgoUVJ[NVmoU�SB`QdKUQLOUpiWUVmoJ[NViWU�S�X	I5uVUVJ[I:S.UVPaS._.PWm�`VIWgWUQJ[NVmoU�_	PkÇ3c�SBX § ¡s¢W¢
Lt_	PKcKX	U�S��

3 ! 3 �� � � � � & � 	 � 
 � � �� � � � � 	 � � , � � �

�  , , 	 � 	 � �  � � 	 � � �� � . 	  � � � � � 	 ���PW^	_.ZoU�]WJ[UVgo_.IWcaS�SB`QdKUVLtU�S3hãIWcKJ�zKN�SB_	`�iKU�S._.moP�`VNQP�zKU�UQN�SB_	^	RkUQwWX	UVPWiKUQi
X	I�]KJ[IWgW_	iWU�iK_	jljlUQJ[UVPKX	_	NVX	UQiASBcKJ[goUV_	^	^	NVPK`QU�zKRp]WJ[IK]WIKJ[X	_	IKPKNQ^	^.Rk_.PW`VJ[UQN�SB_	PKm
X	dKUU+ 365 798�: NQPKiQ+<; 89= _	PKX	UQJ[gWNQ^©goNV^	cKU�S��tH�_	mWcWJ[U ¦s§ SBdWIKY�S�X	dKU+S._.LtcK^	NQX._	IWP
J[U�SBcK^	X%S�IKj�iW_.j�jlUVJ[UQPKX	_	NVX	UViy`VIKgoUVJ[NQmWUfY�_	X	dÍX	Y�IyiK_	jljlUQJ[UVPWX�PWIKiWU
iWUVPaS._.X	_	U�S3�
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�� � . 	  � � � � � 	 �H�J[IKL¼X.dWU�J[U�S.cK^	X%S�h©Y�U�`QIKPW`V^	cKiWUnX	dKNQX ¦ ��X	dKUnUQPKUQJ[mWR�`VIWPaSBcWLOUQi�]WUVJ
cWPK_	XaX	_.LtUt_.PW`VJ[UQN�SBU�S�^	_	PKUVNQJ[^	R�Y�dKUQP�X	dWUO]WNVJ[NVLtUVX	UQJ~IKj�iWU�SB_	J[UVi�iKUQmWJ[UQU
IWj:`QIKgoUVJ[NQmWU ��_	PW`VJ[UVN�SBU�S�NQPKi�ªW��X.dWU�UVPWUVJ[moR6`QIKP�SBcKLtUVi�cWPKiWUVJ
iW_.j�jlUVJ[UQPKX{PWIKiKUxiWUVPaS._.X	_	U�S�`VdWNVPWmWU�SµgoUVJ[R¾^	_	X	X	^.UxY�dKUVP X	dKU�PWIKiWU
iWUVPaS._.X	_	U�S<NQJ[UpdK_	mod�UVPWIKcWmWd��K»adK_%S<_%S�SBdKIWY�P�_	P�H�_	mWcWJ[U ¦s§ Y�dKUVJ[U�X	dWU
X	Y�It`VcWJ[gWU�S�PWUVNVJ[^	R�IWgWUQJ[^.NQ]OUQNV`QdkIKX	dWUVJs��»adW_3S�_.PWiKUQ]KUVPWiKUQPK`VU�zKUQX.Y�UVUQP
X	dKUA]KdWRCSB_	`VNV^�PWIKiWU¥iWUVPaS._.X	R�NQPKi:NV`VX	cWNV^�UQPKUVJ[moR1`QIKPaS.cKLtUVi�_%S��WcK_	X	U
iWU�SB_	J[NVzW^	U��
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�  , , 	 � 	 � �  � � 	 � � �� � . 	  � � � � � 	 ��[P�X	dK_%S�S._.LtcK^	NQX._	IWPahaY�UÀSBUVX�X.dWU�PKIKiWU�iKUVP�SB_	X	R1X	I:zWUÀ¡5]WUVJtJ , h�NVPKi
SBNQLO]W^.UOX	dKUkNQ`VX	cKNQ^�iKUVmoJ[UVUOIKj�`QIKgoUVJ[NQmWUOjlIKJ ¦ ¢W¢�� ¦ ¢K¢�moJ[_	i�]KIW_.PWX%S<_.P
X	dKU�`VUQPKX	UVJs�}�[P�NQiKiK_	X	_	IKP�X	I�X.dWU�]KJ[IKIWjOj�J[IKL�SBUQ`VX	_	IKP � haHC_	mocKJ[U ¦��
SBdWIKY�S�X	dKNVXaIWcKJ�S.`VdKUQLOUt`VNQP�mocKNQJ[NVPWX.UQUONtiKUQmWJ[UQUkIWj�`VIWgWUQJ[NVmoUkX	InX	dKU
iKU�SB_	J[UViOgWNQ^.cWU �pj�IKJaX	dKU�X.NQJ[mWUQX(NVJ[UVN���HCIWJ�UVwoNVLt]K^	U�hV_	j ��_%S©ªahVX	dKUQPpY�U
mocKNVJ[NQPKX	UVU�X	dKNVX(NQ^.^(moJ[_	ik]KIW_	PKX%S©NVJ[U�`QIKgoUVJ[UQipzKRtLOIWJ[U�X	dKNQPpX	Y�I�SBUQPaSBIWJ
PKIWiKU�S~NQPKi5NASB_	PWmW^	U�jlNQ_.^	cWJ[U�PKIKiWU�Y�_	^	^<PWIKX<NQjljlUQ`VX<X	dWU�jlcK^	^<`QIKgoUVJ[NQmWU��
Â�IWY�UVgoUVJsh�X.dWU�mocKNQJ[NVPKX	UQUVi ��_3S�X	dKUALO_	PK_	LtcKL ]KI�S�SB_	zK^	UAiKUQmWJ[UQU¥IWj
`VIWgWUQJ[NVmoUpjlIWJ�UQNV`Qd�mWJ[_	i�]WIK_	PKX%����cWUpX	I�X	dKUp]WJ[IKX	IK`QIK^@�[S�J[UViKcWPKiWNVPK`QRCh
LtIaSBX�moJ[_.in]KIK_	PWX3S<NQJ[Up`VIWgWUQJ[UVi�zWR�NkdK_	mWdWUVJ�iKUQmWJ[UQUpX	dKNQP�X	dKUpiWU�SB_	J[UVi
iKUQmWJ[UQUOIWj<`QIKgoUVJ[NVmoU ����H�_.mocKJ[U ¦�� SBdKIWY�S-X	dKUOiK_%SBX	J[_	zKcWX._	IWPnIKj<NV`VX	cWNV^
iKUQmWJ[UQU5IKj�`VIWgWUQJ[NVmoU5jlIKJtX	dKU5moJ[_	i1]KIW_.PWX%S�Y�dKUQP1Y�UnNV]K]W^	R¥iW_.j�jlUVJ[UQPKX
iKU�SB_	J[UVi{iWUVmoJ[UVU�SkIKj�`VIWgWUQJ[NVmoU����6H�IKJ�UQwWNQLO]W^	U�Y�dWUVP � @|ª�h-Y�U
mocKNVJ[NQPKX	UVU�X	dWNVX<PWI5mWJ[_	i5]WIK_	PKX-dKN�S�NQPANQ`VX	cKNQ^�iKUQmWJ[UQU IKj�`VIKgoUVJ[NQmWU IWj
^	U�S�SnX	dWNVP�ª���³�U�NV`VZoPKIWY�^	UViWmWU�X.dWNVX+X	dKU{`QcKJ[J[UVPWX1S.IK^	cKX	_	IKP�IWPK^	R
mocKNVJ[NQPKX	UVU�S�N�S.UVPaS.IKJ�`VIWgWUQJ[NVmoUn^	IKY�UVJ�zWIKcKPWi�NQPKi�j�cKX	cKJ[U�Y�IKJ[ZAY�_	^	^
`VIWPKX	_	PKcWUÁX	IÅ_	PKgoU�S.X._	moNVX	UÁX	dWUÁ]KI�S�SB_	zK_	^	_	X	R�X	If]KJ[IKgo_	iKU¼N SBUQPaSBIWJ
`VIWgWUQJ[NVmoU�cW]K]WUVJ�zWIKcKPWiOj�IKJ�zWUVX	X	UVJ�UQPKUVJ[moR�`VIWPaSBUQJ[gWNQX	_.IWPa�
5 ! �# � �' $ �" # � ��[P X	dK_%Sµ]WNV]WUVJsh5Y�U�_	PKX	J[IKiWcK`QU�NVP´NViWNV]WX.NQzK^	U�SBUQPaSB_	PKmÁ`VIKgoUVJ[NQmWU
LtUV`VdWNVPW_3S.LËjlIWJ�iK_	jljlUQJ[UVPWX._	NQX.UQi¾S.cKJ[goUV_	^	^.NQPK`QU|_	PÁSBUVP�SBIKJ1PWUVX	Y�IWJ[Z�S3�
��PW^._	ZoU�]KJ[UQgW_	IKc�S5SB`VdWUVLtU�S�h<IWcKJ¥SB`QdKUVLtU1mocKNQJ[NVPKX	UQU�SkPKIWXOIWPK^	R:jlcK^	^
SBUQPaSB_	PKmk`VIKgoUVJ[NQmWU�X	I�N�`QUVJ[X	NV_	P mWUQIKmoJ[NV]WdK_	`�NVJ[UVN�hrzWcKX�NQ^%SBI X.dWU�iKUVmoJ[UVU
IKj�`VIWgWUQJ[NVmoUÀcW]|X	I�X.dWUÀ^	_	Lt_.X�_	Lt]KI�SBUVi�zKR�X	dKU:iKUQPaSB_	X	R�IKj+PKIWiKU�S
NVgoNV_	^	NVzW^	U���»adWU�iK_%SBX	_	PKmocK_%SBdW_.PWm�NQiKgoNVPKX	NQmWU�SkIKj�IKcWJ¥SB`VdWUVLtU1NVJ[U1N
LtcK`Vd�^	IKPWmWUQJkPWUVX	Y�IWJ[Z�dKNV^	jlq[^	_	jlU�X	dKJ[IWcKmod�UVPKUQJ[mWR¥`VIWPaSBUQJ[gWNQX._	IWP�NVPKi
zKNQ^	NVPK`Q_	PKm�NVLtIKPKmÅSBUQPaSBIWJ�PKIKiWU�S�h+NVPKi¼N´SBLtNV^	^�`VIWLOLtcKPW_	`VNVX	_	IKP
IKgoUVJ[dWUVNQiÀJ[UQ�KcK_	J[UQiÀX	I:U�SBX	NVzW^	_3S.dÀNAY�IWJ[ZW_	PKm�iWcKX	R�SB`VdWUViWcK^	U¥NQLOIWPKm
PKIWiKU�S�� � UQgWUQJ[NV^AIK]WX._	Lt_	uVNVX	_	IKP�S�NVPWi�UVwoX	UVPaS._.IWPaS�NQJ[U}]KJ[IW]KI�SBUVi6X.I
]KJ[IWgW_	iWU�UQgWUQPxzKUVX	X	UVJÀ]KUQJ[jlIKJ[LtNVPW`VU�� � _	LOcW^.NQX	_.IWPaSµSBdWIKYbX	dKNQX�IKcWJ
]KJ[IWX	IK`VIW^©NQ`V`VIWLO]W^	_3S.dKU�S�iW_.j�jlUVJ[UQPKX	_	NVX	UViASBcWJ[gWUQ_	^.^	NQPK`VU�Y�_	X.d ^	IKYµUQPKUVJ[moR
`VIWPaSBcWLO]WX	_.IWPµNVPKiµIWcKX	]KUQJ[jlIKJ[LnS IWX	dKUVJ1SBX	NVX	UVq[IWjlq[NVJ[X5SB`VdWUVLtU�S�zKR{N�S
LtcK`VdtN�S(Np¡£¢K¤¨J[UViWcK`QX._	IWPO_	PkUQPKUQJ[mWR�`VIWPaSBcWLO]WX	_.IWPkNQPKikN�SCLtcK`VdON�SCN
¦s§ ¢K¤¨_	PK`QJ[UVN�S.U�_	PtX.dWU�dWNV^	jlq[^	_	jlU�IKj©X	dWU�PWUVX	Y�IWJ[Z��
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« ª ¬ � �sÆ~dWNVX	PKNQmWNQJshsÆt�s��UVzah£NVPWiOÆt� ® NVX	dah ��� UVJ[go_	`VU���_	jljlUVJ[UQPKX	_	NVX	_	IKP_	P � UQPaSBIWJ ® UVX	Y�IKJ[Z©S�h �XL�º�K¸ � DYG���� �V¸ �K¶��	¹ º��W¶ V�Z#[2K-·�ºIJr¹ �IKÀº��
\+¹ ¸ �2V �/J4J^]��V¸�J3º��K¶ V�P � V �.¹ K �>Fa¹ ¶ ;©ºIK�K ��a¹ CV¶ �	¹ º�IJoh � UQ]KX	UVLtzKUQJ
ªW¢K¢ ¦ �

« § ¬ � �sÆ~dWNVX	X	NV`VdWNVJ[RrN�h£Â � ��_.Lnh � �s¯CJ[NVzWdahsNQPKit»�� ° zKiKUQ^	uVNVdWUVJsh� ²�PWUVJ[moRrq[�~IKPaS.UVJ[go_.PWm���NVX	N�¯©^	NV`QUVLtUVPKX�NQPKi ° SBRrPW`VdKJ[IWPKIWcaS
ÃAcK^	X	_	`VN�S.X�_.Pt³�_	J[UV^	U�S3S � UVPaS.IKJ ® UQX	Y�IKJ[Z©S�h �XL�¹ ¸�J ��G���� �Q¸ �K¶ �.¹ º�K¶ V;©º�90 �V¸ � ��C ��º�_P+º ��¹6V �HZ�["J � �/K�J�| E ·K·AV	¹ CV¶ �	¹ º�IJ�|W¶���F_Z�V¸:��¹ C �/J
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Abstract
Distributed sensor networks are quickly gaining recognition as
viable embedded computing platforms. Current techniques for
programming sensor networks are cumbersome, inflexible, and
low-level. This paper introduces EnviroTrack, an object-based
distributed middleware system that raises the level of program-
ming abstraction by providing a convenient and powerful in-
terface to the application developer geared towards tracking
the physical environment. EnviroTrack is novel in its seamless
integration of objects that live in physical time and space into
the computational environment of the application. The perfor-
mance of an initial implementation of the system is evaluated
on an actual sensor network based on MICA motes. Results
demonstrate the ability of the middleware to track realistic tar-
gets.

Keywords: sensor networks, programming paradigms, track-
ing, QoS, distributed systems

1 Introduction

The work reported in this paper is prompted by the increas-
ing importance of large-scale wireless sensor networks [15] as
a future platform for a growing number of applications such
as habitat monitoring [7, 21], intrusion detection [29], defense,
and scientific exploration. Advances in hardware miniaturiza-
tion [10] have made it economically viable to develop embed-
ded systems of massively distributed disposable sensor nodes,
characterized by coordination of a very large number of tiny
wireless computing elements. A great impediment to rapid de-
ployment of such systems lies in the lack of distributed soft-
ware and programming support for sensor network applica-
tions. A new distributed computing paradigm is needed that
exports appropriate abstractions and implements efficient infor-
mation management protocols in large-scale sensor networks.
EnviroTrack is an attempt to develop such a paradigm.

EnviroTrack is a middleware layer that exports a new ad-
dress space in the sensor network. In this space, physical events
in the external environment are the addressable entities. This

�The work reported in this paper was supported in part by the National
Science Foundation grants EHS-0208769, CCR-0205327, and CCR-00-92945,
DARPA grant F33615-01-C-1905, and MURI grant N00014-01-1-0576.

type of addressing is convenient for applications that need to
monitor environmental events. For example, a surveillance ap-
plication that monitors vehicle movement behind enemy lines
may assign unique labels to individual vehicles. Their state
can then be addressed by reference to these labels. Moreover,
computing or actuation objects can be attached to individual
addresses in much the same way computation is assigned to
IP hosts in an Internet-like environment. Such attached com-
putation or actuation is then performed in the physical neigh-
borhood of the named entity. Hence, for example, a micro-
phone could be turned on at some network address (e.g., one
that names a vehicle in the external environment) to listen-in
on the corresponding environmental object. As the named vehi-
cle moves, the middleware will turn on the appropriate nearby
node microphones such that a non-interrupted audio stream is
delivered to the receiver despite the mobile nature of the source.
Communication can also occur between two mobile endpoints.
For example, a walking soldier with a PDA may track the po-
sition of a suspect vehicle detected elsewhere in the network.
In short, we (i) export a novel logical address space in which
external environmental objects are the labeled entities, and (ii)
allow arbitrary data, computation, or actuation to be attached to
such logical network addresses. These data, computation, and
actuation are encapsulated in an abstraction we call tracking
objects.

The EnviroTrack middleware library implements a set of
protocols that off-load from an application developer the de-
tails of inter-object communication, object mobility, as well as
the maintenance of tracking objects and their state. It abstracts
away the fact that computation associated with the object may
be distributed and performed by all sensor nodes in the vicin-
ity of the tracked physical entity. As the tracked entity moves,
the identity and location of the sensor nodes in its neighbor-
hood change, but the tracking object representing it remains the
same. The programmer thus interacts with a changing group of
sensor nodes through a simple, uniquely addressable, object in-
terface.

EnviroTrack has been implemented and tested on a pop-
ular sensor network platform based on MICA motes [16].
Our initial implementation of this infrastructure uses compiled
NesC [13] programs on TinyOS [15], an operating system for



sensor networks. Recent advances in programming support
for sensor networks, such as the development of a virtual ma-
chine [19], will significantly simplify the code development
and dissemination effort in the future. We present evaluation re-
sults, which illustrate how typical sensor-network applications
that use EnviroTrack will perform on the current hardware plat-
form.

The rest of this paper is organized as follows. Section 2
defines the tracking problem in more detail, describes our pro-
gramming system architecture, and elaborates on the main ab-
stractions provided by EnviroTrack. Section 3 illustrates how
a sample tracking application can be written in EnviroTrack.
Section 4 provides implementation details. Section 5 presents
a performance evaluation. An overview of related work is pre-
sented in Section 6. The paper concludes with Section 7.

2 Programming Model

The programmer’s view of an application written in Enviro-
Track is depicted in Figure 1. Sensors which detect certain
user-defined entities in the physical environment form groups,
one around each entity. A network abstraction layer associates
a context label with each such group to represent the corre-
sponding tracked entity in the computing system. Context la-
bels can be thought of as logical addresses of virtual hosts (con-
texts) which follow the external tracked entity around in the
physical environment. In the following, we use contexts and
context labels interchangeably. Objects can be attached to con-
text labels to perform context-specific computation. These at-
tached objects are called tracking objects. They are executed
on the sensor group of the context label. Since the actual loca-
tion of the tracking object is the nodes in the physical vicinity
of the target, the object can perform local sensing and actuation
to interact directly with the target’s locale. For completeness,
EnviroTrack also supports conventional static objects that are
not attached to context labels.

Context labels have types depending on the entity tracked.
For example, a context label of type CAR is created wherever
a car is observed. To declare a context label of some type e

(named after the tracked event type), the programmer must sup-
ply three pieces of information. First, the programmer supplies
a function sensee�� that describes the sensory signature iden-
tifying the tracked environmental target. For example, if the
context type is to identify moving vehicles, sensee�� might be
a function of magnetometer and motion sensor readings. The
middleware watches for the specified sensory pattern in the en-
vironment and creates a sensor group around the detected target
when the pattern occurs. This function is also used to maintain
the membership of the sensor group around the tracked target
when the target moves. Group membership, in this case, is re-
stricted to those nodes that sense the given target (i.e., for which
sensee�� is true).

Second, the programmer declares what constitutes the envi-
ronmental state to be encapsulated in the context label. This
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Figure 1. Programming Model

state is shared by all tracking objects attached to this label.
State is declared by defining an aggregation function statee��
that acts on the readings of all sensors for which sensee�� is
true or was true within a recent past defined by a freshness
constraint. The aggregation is carried out locally by a sen-
sor node that acts as the group leader of all sensors sensing
the named target. The aggregation function can also include
a critical mass constraint that specifies the minimum number
of sensors that must be involved in the aggregation for the re-
sult to be statistically meaningful. EnviroTrack provides a li-
brary of the most common distributed aggregation functions
to choose from, such as addition, averaging, and median com-
putation. These functions can also be location-aware, for ex-
ample, to compute the center of gravity of the measurements.
The underlying infrastructure includes a data collection proto-
col executed by the leader to collect, timestamp, and log sensor
data (i.e., the arguments for the statee�� function) from sen-
sor group members satisfying sensee��. The statee�� function
is then applied on the collected data in a way that satisfies the
freshness and critical mass conditions. Finally, the program-
mer specifies which objects are to be attached to the context
label. Attached object code can reference the aggregate state
maintained by the leader in this context.

In the following, we describe in more detail the network ab-
straction layer, tracking objects, and aggregate state.

2.1 Network Abstraction Layer

Context labels abstract sensor groups for the programmer. The
programmer is aware that a distributed computation, associ-
ated with the context label, is executed on multiple sensors in
the vicinity of a tracked entity. The programmer, however, is
not involved in managing the membership, leader election, and



leader handoff in the sensor group.
A sensor node joins the sensor group of a particular con-

text when its local sensor readings satisfy the boolean condition
sensee��. It leaves the group when this condition is no longer
satisfied.1 A sensor node can be part of multiple groups at one
time. Programs running for different groups are effectively in-
dependent. The sensor group associated with a context label
maintains two invariants. First, all members of a group at time
t satisfy the condition sensee��. Second, the group is not parti-
tioned. All members of a sensor group can communicate with
each other possibly using multiple hops through other members
of the same group. This physical continuity constraint is intro-
duced to ensure that groups formed around different entities of
the same type remain distinct and do not merge as long as the
tracked entities are physically separated.

2.2 Tracking Objects

The tracking objects attached to a context label consist of
methods that are invoked either by the passage of time (time-
triggered), or by the arrival of messages that carry method in-
vocation requests. Object code is executed on a single node.
In the current implementation, this node is the sensor group
leader of the enclosing context. Object code may make refer-
ences to the aggregate state maintained by the enclosing con-
text, returned by the statee�� function. This state is collected
by a distributed data collection protocol which constitutes the
distributed part of the objects’ computation. Note that the code
is independent of the number and identity of participants of
the distributed data collection protocol. It can assume, how-
ever, that the aggregation results always satisfy the semantics
of aggregate state (i.e., they are in accordance with the specified
freshness and critical mass requirements).

2.3 Aggregate State

The function statee�� is configured by declaring aggregate
state variables for context e. The definition of a state variable
in the enclosing context specifies three important pieces of in-
formation:

� Aggregation function. Aggregation functions produce
scalar values from sets of sensor readings. Several ag-
gregation functions are provided in a library that can be
extended by the programmer.

� Freshness Le. The freshness threshold tells the system
how long sensor readings can be used before they are con-
sidered stale. Only readings taken within the prescribed
freshness time are used to compute the value of an aggre-
gate state variable.

1Alternatively, a separate deactivation condition may be written.

� Critical mass Ne. The critical mass is an integer that de-
notes the minimum number of sensor nodes that should
be involved in the aggregation for the returned value to be
valid. Only readings produced within the freshness thresh-
old can contribute to the critical mass threshold.

Since freshness is decided at configuration time, nodes that join
the group associated with a particular context label periodically
send to the leader their measurements at a period Pe � Le� d,
where d is an estimate of maximum message delay and pro-
cessing time within the group. This ensures that the results of
aggregation are always based on sensor readings that are not
older than Le. The leader maintains approximate aggregate
state by performing the aggregation function periodically on
all the messages received within a sliding window of Pe time
units. The state is tagged valid (using a valid flag) if more
than Ne messages were received within the window. The ap-
plication code running on the leader, can perform asynchronous
read operations on aggregate state variables, which return their
current value and validity status.

Figure 2 shows the overall internal structure of the middle-
ware, illustrating both member and leader code. As seen in
figure, the main function of members is to report their read-
ings periodically to the group leader. The leader computes the
aggregate state and runs the application, which may communi-
cate with remote contexts using a message transport protocol.
A distributed group management protocol keeps track of group
membership and leader election. Observe that each sensor node
has both member and leader code. The role taken by the node
is chosen by the group management protocol.
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Figure 2. Middleware Architecture

3 Language Features and Application Example

To facilitate the use of our middleware, we developed simple
language support for declaring context labels and aggregate



(1) begin context tracker
(2) activation: magnetic sensor reading()
(3) location : avg (position) confidence=2, freshness=1s
(4)
(5) begin object reporter
(6) invocation: TIMER(5s)
(7) report function() f
(8) MySend (pursuer, self�label, location);
(9) g
(10) end
(11) end context

Figure 3. Sample EnviroTrack Code

state variables. A preprocessor uses the stated declaration to
emit appropriate code that initializes the middleware and con-
figures the statee�� and sensee�� functions. The preprocessor
then configures the trigger conditions for membership in par-
ticular contexts, and replaces references to the aggregate state
variables by middleware function calls that evaluate and return
them at runtime.

An EnviroTrack program consists of a list of context decla-
rations such as the one shown in Figure 3. Each context decla-
ration includes an activation statement specifying the sensee��
condition for creating new instances of the declared context
type. The activation statement is followed by aggregate state
declaration for the created context. This declaration consists of
a list of variables, each with its own freshness and critical mass
constraints. The declared aggregate state variables are com-
puted for the context at run-time as described in Section 2.3.
This computation is performed independently of application
code. Finally a list of objects is attached. Each object may
have NesC functions with optional invocation conditions. In-
vocation conditions may be written in terms of aggregate state
variables defined in the enclosing context. They state when the
particular method is to be invoked. All static objects are de-
clared separately within the default context type.

We illustrate our programming syntax by an application ex-
ample. A typical sensor network application is one in which
a dense network of motes is deployed to track the location of
moving vehicles. For simplicity of illustration, we assume that
the presence of the vehicle is determined using a magnetic sen-
sor. In our application, sensors that detect magnetic distortion
caused by the vehicle form a group abstracted by a context la-
bel. Note that several context labels may be instantiated, de-
pending on the number of vehicles sensed. In each context la-
bel, the attached object periodically reports the vehicle’s loca-
tion to a preselected mote interfaced to a mobile pursuer. The
pursuer (a laptop) monitors all vehicles at all times and records
their tracks. The program in Figure 3 shows how the vehicle-
tracking context is defined. Pursuer code is not shown.

The example in the figure defines a context of type tracker.
Line 2 specifies that the activation condition, sensee��, for

this context type is encoded by the boolean function mag-
netic sensor reading(). This function is written in NesC. It re-
turns a true value when a vehicle is detected. Line 3 defines
one aggregate variable, namely, the average position location.
It specifies that the value of location returned upon a reference
must represent the average of at least 2 sensor node readings
measured no earlier than 1 second ago. Hence, Ne � � and
Le � �.

Lines 5-10 describe the attached computation. Line 6 speci-
fies when the computation is invoked. It dictates that the report
function be invoked periodically with a period of 5 seconds.
This is followed by the code of the function. This code simply
makes a call to MySend() which in turn calls the routing layer to
send the message to the pursuer. Two parameters are passed in
the message, a handle of the originating context label obtained
using self�label and the aggregate state variable location in-
dicating the average position of all sensors currently detecting
the reported vehicle (i.e., the estimated position of the vehicle).

The above code will generate multiple instances of the
tracker if multiple vehicles are present. Further, even though
the vehicles move and the sensor nodes comprising their corre-
sponding contexts will change, the context labels will not. This
significantly simplifies the programmer’s interaction with the
varying sensor group tracking each vehicle.

4 Implementation

In this section, we describe implementation issues in Enviro-
Track. Our implementation is built on TinyOS [15], an op-
erating system kernel developed exclusively for sensor nodes.
TinyOS provides support for communication, multitasking, and
code modularity. Geared towards communication-intensive ap-
plications, it exports the abstraction of components, which can
be integrated into structures similar to a protocol graph. Each
component consists of command handlers, event handlers and
simple tasks. Communication protocols can be constructed eas-
ily in a modular manner by developing the appropriate han-
dlers independently of others. The implementation of the En-
viroTrack programming system consists of the following main
modules:

� The EnviroTrack preprocessor: This preprocessor trans-
lates EnviroTrack declarations such as the one shown in
Section 3 into NesC code which calls run-time libraries
implementing group management, data aggregation and
communication.

� The group management protocol: This protocol maintains
the membership of the sensor group associated with a sin-
gle context label.

� Routing services: These services implement a communi-
cation protocol between different context labels.

These modules are described next.



4.1 The EnviroTrack Preprocessor

The input to the EnviroTrack preprocessor is the context de-
scription file, such as the one shown in Section 3. The pre-
processor patches a set of NesC program templates using the
information gathered from the context description file to pro-
duce the target NesC modules such as those implementing the
sensee�� and statee�� functions. The programs are then com-
piled using the provided TinyOS development tools.

The outer loop of our TinyOS program template code is im-
plemented as a timer handler. This handler is invoked on the
sensor group leader periodically and executes one iteration per
invocation. The handler maintains an array of contexts. Each
entry represents one context and provides access (via function
pointers) to that context’s activation condition, sensee��, and
object code, as well as its status. The generic handler in the
template simply goes through this array checking if any con-
text satisfies the activation condition. The compiler emits an
initContextStructures() function that sets up this ar-
ray based on the context description file. At run-time, sensor
devices remain in this time-triggered mode until an appropriate
condition is sensed. Activation conditions of different contexts
are expressed in terms of boolean NesC functions which access
local sensory measurements. These functions are sensor depen-
dent. They can be written by the developer or chosen from a
common library.

When an activation condition, sensee�� is satisfied for a
context of type e, group management services are activated
on the motes sensing that condition. The execution of these
services creates a context label (of type e) and maintains its
approximate aggregate state, statee��, on the current group
leader. Subsequent invocations of the timer handler check for
method invocation conditions defined in terms of this aggre-
gate state, and post TinyOS tasks to execute methods whose
invocation conditions are satisfied.

In the current implementation, objects are permanently at-
tached to contexts. Each of the methods attached to a context
is emitted with their names mangled (by adding the context
name). The contents of each function are also parsed to replace
references to aggregate variables with function calls that re-
turn the aggregate variable’s value in accordance with its spec-
ified tracking QoS. Every possible aggregation for every sen-
sor value is available as a function call. The naming of these
functions is done based on a known scheme so as to allow the
compiler to generate the correct call. Each aggregate variable
is associated with attributes of freshness and critical mass. The
functions (that return aggregate values) themselves are patched
with the right value of freshness and confidence to produce the
specified QoS.

4.2 Group Management Services

Group management services, shown at the bottom of Figure 2
maintain coherence of context labels. That is, they ensure that

a group of sensors identifying the same entity in the environ-
ment produce a single context label. This label must persist
and remain unique even as the membership of this sensor group
changes. Ideally, to maintain context label coherence, at any
point in time, nodes sensing the same external entity maintain
a single “majority” leader.

Contexts are created when a node first senses condition
sensee��. The node immediately starts a leader election pro-
cess in which it randomly chooses a small timeout value. A
node which times out first sends a message informing its neigh-
bors that it is leader. Upon receipt of this message, other nodes
sensing the same sensee�� condition become members. We re-
quire that a node’s communication radius be larger than twice
its sensing radius such that all nodes sensing the same target
are within each other’s communication range.

An elected group leader sends periodic heartbeats, which
are received by all group members. Leader heartbeats have
three purposes. First, they inform current members that the
leader is alive. Should the leader die, a new leader election
is started after a timeout. Second, they carry application state
that must persist across leader handoffs. This state is recorded
by all member nodes. This mechanism allows new leaders to
continue computations of failed leaders from the last state re-
ceived. An application can explicitly create persistent state us-
ing a setState�� primitive and read it using getState��. Fi-
nally, heartbeats are overheard past the group’s perimeter thus
informing neighboring nodes of the existence of context label
e. Nodes that cannot sense the target themselves but know of
its existence from nearby leader heartbeats are called group
followers. If these nodes subsequently sense the condition
sensee��, they join the present group instead of forming a new
context label. The mechanism ensures that multiple spurious
context labels do not emerge around the same target. When
the leader gets out of sensory range from the target, it sends a
leader handoff message which initiates a new leader election.
The resulting behavior is that a group with a unique leader is
created around each target. Membership changes and leader
(and state) handoffs occur automatically as the target moves.

A detailed simulation study of the above protocol appeared
in [4] in which particular attention was paid to various failure
and message loss scenarios that result in election of spurious
leaders. It was shown that while spurious leaders do emerge,
very simple techniques can substantially reduce their effect on
system behavior. For example, in the presence of message loss,
a leader handoff may produce two nodes both of whom claim
to be leaders of the same context label. However, since these
nodes are within each other’s communication range, the one
with the higher node identifier can eventually force the other
to relinquish leadership. The same applies if a node elects it-
self as leader of a new context label for a target that is already
being tracked by another. The effect of such spurious context
labels is reduced by letting nodes that hear two nearby leaders
ignore the one with the smaller weight. Each new context la-



bel is initially created with a leader weight of zero. Leaders of
existing context labels accrue a weight equal to the number of
messages received by the leader from members to date. This
weight is passed during leadership handoffs. Hence, leaders
of spurious context labels will generally be ignored. Conse-
quently, the abstraction of a single context label per target is
adequately maintained.

The mechanism described above opens several important
questions for future research. One is what do when multiple
targets cross paths. In the present scheme a violation of con-
text label coherence may occur. For example, the “younger”
context label may disintegrate (be absorbed in the group of the
“older”) and later emerge as a different label when the targets
separate. Such anomalies should be dealt with at the appli-
cation layer. It may be impossible to solve them in middle-
ware without complex signal processing as it may be impossi-
ble, say, for a magnetic sensor to identify which of two nearby
targets is responsible for its magnetic reading. From the appli-
cation’s perspective, the sensor network has a notion of granu-
larity which defines the resolution of target detection and is re-
lated to the communication radius of nodes. If multiple targets
fall within the same granule, they become indistinguishable.
When they separate, they again become distinct targets.

4.3 Routing Services

To route among different context labels, we use an algorithm
similar to landmark routing [22]. Nodes are assumed to know
their location such that geographic routing can be used. Lead-
ers of established context labels who wish to communicate
broadcast their existence and report their location to a land-
mark. Other nodes route packets to the landmark, which in turn
forwards them to the leader of the context label. Upon leader
handoffs (the location of) the new leader is reported to the land-
mark. In addition, a forwarding pointer is inserted at the previ-
ous leader to forward packets that are in transit. On top of the
routing layer a simple demultiplexor is implemented that di-
multiplexes incoming messages at the destination and forwards
them to one of several application modules. This allows imple-
menting remote method invocation. The destination address of
the remove method contains the name of the context label and
the method identifier. The latter is used by the demultiplexor to
identify the module implementing the needed method.

5 Performance

In this section, we evaluate the performance of an actual imple-
mentation of the presented tracking middleware service. The
implementation is on MICA motes running TinyOS. While
some simulation studies have been performed on the group
management protocol [4] as mentioned in Section 4.2, this is
the first detailed report on the performance of an actual imple-
mented prototype of the complete service. In the context of

performance evaluation, it is interesting to node that the pro-
gramming interface imposed on top of our middleware does
not interfere with its run-time performance. In fact, this inter-
face was written by the authors after the tracking middleware
was developed. It simply automates the process of configuring
the middleware for tracking. Once the preprocessor has parsed
the user’s context declarations and emitted the configured code,
the middleware looks the same as if it was hand-coded. No
performance penalty is associated with the improved level of
abstraction.

With the above observation in mind, we now present the ex-
perimental performance of tracking. We first establish a case
for the viability of our middleware for tracking in practice. We
then proceed with stress-testing EnviroTrack to explore the lim-
itations of the current implemented prototype.

5.1 A Case for Tracking

Our case-study target is the T-72 tank (made in Russia), moving
in an off-road sensor field. This particular tank weighs 44 tons
and has a maximum off-road speed of around 45 km/hr [12].
Sensors in the field are equipped with magnetometers. Honey-
well advertises magnetic traffic monitoring sensors which can
detect moving vehicles from a range of up to 30 meters [20].
These sensors operate by detecting slight disturbances to the
Earth magnetic field caused by ferrous objects. The magnitude
of this disturbance depends on the amount of the ferrous mate-
rial in the tracked object. Since the T-72 tank weights about 40
times the average vehicle in ferrous matter, its presence could
be detected at a much larger distance than 30 meters. Magnetic
effects are attenuated with the cube of the distance. Hence, we
set the magnetic detection radius for the tank to approximately
�� � ����� which amounts to about 100 meters. It is easy to
show geometrically that if the tank can be detected 100 meters
away, it is guaranteed that it is always within range from at least
one sensor as long as sensors are put on a grid about 140 meters
apart. We thus assume a rectangular grid of sensors with a per-
hop distance of 140 meters. Note that covering a border area of
say 70 km x 5 km at this spacing would require roughly 18,000
sensor devices, which is about the right size for the envisioned
sensor networks. Moving at its maximum speed, a T-72 tank
will cover one hop every 11.2 seconds.

We developed a testbed which provides a scaled down,
1000:1, model of this scenario. To experiment with variable
sensor range more readily, we replaced magnetic sensors with
light sensors installed on MICA motes. The magnetic field of
the target was emulated by moving a round object of a corre-
sponding radius above the sensor field to block a strong light
source from the appropriate sensors. The field was arranged
into a rectangular grid. In our first experiment, the tracked
object was moved at a speed of 10 seconds/hop and 15 sec-
onds/hop, which corresponds to an emulated speed of 50 km/hr
and 33 km/hr, respectively. A single context type was defined,



whose declaration is similar to Figure 3. At run-time a context
label was generated. Group management maintained a leader
for the context label. The leader sent to a base station the aver-
age position reported by nodes sensing the target at the current
time. After each run, logs on individual motes were inspected
to produce message loss and total throughput statistics. Mes-
sage loss was computed by counting the number of messages
sent but never received on any other mote.

Figure 4 shows the real and tracked object trajectory (re-
ported to the base station) in a representative run. The motes
were put at integer (x� y) coordinates. The horizontal line at
y � ��	 is the real target trajectory. The tracking error oc-
curs because our sensors have no notion of proximity to the
target. Moreover, direction anomalies occur due to message
loss which causes sensor position aggregation to use a subset
of reporting sensors only. An application receiving this trajec-
tory can presumably improve the results by applying filtering
to the reported raw data. Results could be further improved if
sensor nodes could perform ranging to estimate target proxim-
ity.
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Figure 4. Tracked Tank Trajectory

Figure 5 shows the percentage of successful context label
handovers for two target speeds and two settings of group man-
agement parameters. A successful handover means that the
context label successfully follows tank location by virtue of
leadership handoff from one member node to another along the
target’s path. An unsuccessful handover means a different con-
text label is spawned at the new tank’s location, not realizing
that it refers to the same tank as the current context label. This
case violates context label coherence.

In the first group management parameter setting, leader
heartbeats are not propagated past the sensing radius. As ex-
pected, in this case it is more likely that multiple context labels
are generated for the same target since nodes which sense the
target for the first time might not be aware of the existing con-
text label. Figure 5 shows that a fraction of handovers will fail
in this case unless target speed is slow. In the second setting, the
sensing and communication ranges are such that leader heart-
beats are propagated beyond the sensing radius. In this case,
all handovers are successful at both emulated tank speeds. This
is in agreement with expectations since the group management
algorithm in Section 4.2 requires that the communication range
be larger than the sensing range. The experiment demonstrates
the importance of setting these ranges correctly not to violate

the group management assumptions.

100

0

50

% successful leader handovers

Tank Speed

50 km/hr33 km/hr

Heartbeats only within radius

Propagate heartbeat past sensing radius

Figure 5. Successful Handovers

Finally, Table 1 shows sample communication data collected
during our experiments for the second (correct) case above.
Each point is averaged over three independent runs. In particu-
lar, we show the measured percentage of lost leader heartbeats
(HB loss), lost sensor messages incurred during data aggrega-
tion (Msg loss), and the average useful link utilization (Link
Util). To compute the latter, we divided the total number of
bits sent per second by the total link capacity (50kbs for MICA
motes). Hence, this is a worst case estimate, since it assumes a
broadcast model in which no two messages could be sent con-
currently.

The table demonstrates four important points. First, our sys-
tem operates correctly in the presence of message loss, which
is necessary in sensor network applications. Second, message
loss is not caused by link utilization, but rather by the unreli-
ability of the wireless medium (no reliability is implemented
in the MAC layer of the MICA motes). Note that the effect
of collisions increases with target speed. Third, our communi-
cation requirements constitute only a tiny fraction of available
link capacity. Hence, we have not yet stressed the limits of
the system’s capabilities. Fourth, link utilization increases only
slightly with tank speed. Hence, the bandwidth requirements
of the algorithm have potential to scale well with tracking dif-
ficulty.

Speed % HB loss % Msg loss % Link Util
33 km/hr 7.08 3.05 2.54
50 km/hr 22.69 17.05 2.88

Table 1. Communication Performance Data

The aforementioned proof-of-concept results show that the
severe limitations on the memory, CPU, and network band-
width of the MICA motes do not prevent them from perform-
ing communication protocol stack processing, group manage-
ment, leader handoff, and aggregate state computation associ-
ated with maintaining our context label abstraction. Moreover,
with appropriate sensor selection and parameter settings, realis-
tic targets can be successfully tracked. Next, we stress-test the



architecture to determine the maximum trackable target speed
as a function of various parameter settings of the middleware.

5.2 Testing the Maximum Trackable Speed

The maximum trackable speed refers to the maximum speed a
target can have without causing violations of context label co-
herence. If a target moves too fast it can be detected by nodes
who have not yet heard of it, which results in creation of spuri-
ous context labels. The most important parameter which affects
the maximum trackable target speed in our architecture is the
heartbeat period of the group leader. In the experiments con-
ducted, the timeout associated with failed leader detection (due
to absence of heartbeats) is set to 2.1 the heartbeat period. In
other words, we wait for two consecutive missing heartbeats
before initializing leader re-election.

The maximum trackable speed is computed for the worst-
case scenario, which is the case when the current leader fails
causing leadership takeover to take place. In this case, a slow
heartbeat period will allow the target to escape tracking during
the leadership takeover. Consequently, several disconnected
groups will be formed (as the target is rediscovered indepen-
dently at different points along its track). The maximum track-
able speed (the highest target speed at which the single group
abstraction is maintained) observed in the experiment is shown
in Figure 6 as a function of heartbeat period for two events: a
narrow siganture event (outer bars), and a wide signature event
(inner bars). The figure also shows the trackable speed during
normal operation in which each leader willingly relinquishes
leadership to another as the target moves out of its sensor range.
This case is labeled “relinquish” in the figure and shows a max-
imum trackable speed that is independent of the heartbeat pe-
riod.

Figure 6. Effect of Timers on Maximum Trackable
Speed

Several points can be made from this graph. First, for a large
range of parameter settings, the maximum trackable speed is 1-
3 hops/s, which is 10-30 times faster than the speed of the tank
presented in the previous section. Thus, very fast targets can be
tracked, or alternatively, sensors with a much smaller sensing
radius can be successfully used to track realistic targets.

Second, we see that events with a larger sensory signature
(expressed in figure in terms of multiples of average node sep-
aration, or grids) can be tracked at higher speeds. This may
seem intuitive, as larger targets should be easier to track.

Third, we see that as the heartbeat period is reduced (send-
ing out more frequent heartbeats) faster targets can be tracked.
This is intuitive as faster heartbeat makes the group manage-
ment mechanism more responsive. Realizing that heartbeats
are bandwidth-consuming messages and that both CPU and
communication bandwidth are limited in our experiments, we
stress tested the heartbeat period to determine where overload
occurs.

To determine the identity of the bottleneck resource that
causes the decline in the maximum trackable speed at small
heartbeat periods, we repeated the above experiment in the
presence of a substantial amount of cross traffic. The cross traf-
fic was exchanged between motes that do not participate in the
EnviroTrack protocol but rather generate “background noise”.
The shape of Figure 6 in the presence of this cross traffic re-
mained largely unaffected. We therefore conclude that com-
munication bandwidth is not the bottleneck. The bottleneck
appears to lie in CPU processing.

In our next experiment, we test the effect of varying the ra-
tio between the communication radius (CR) and the sensing
radius (SR) on the trackable target speed. We use explicit lead-
ership handoffs in this experiment (as opposed to handoffs due
to leader failures). The results are shown in Figure 7. From
this figure, the most important point to note is that for a given
CR:SR ratio (which may or may not be a controllable param-
eter by system designers), larger events are trackable at faster
speeds. The direct cause of this is the number of leadership
handovers that occur. For a constant speed, when an event is
larger, the average time between handovers decreases (as a sin-
gle leader can sense the target longer) requiring fewer messages
to be processed. The lower communication overhead results
in a higher trackable speeds. The other point to note is that
our tracking architecture breaks down when the CR:SR ratio
falls below 1. This occurs because nodes outside of communi-
cation range from the leader also sense the event and concur-
rently form spurious groups thus violating context label coher-
ence. The performance improves as the ratio increases as two
nodes that sense the same target are less likely to be outside
each other’s range.

6 Related Work

A growing challenge facing the distributed systems commu-
nity is to develop programming paradigms and run-time sup-



Figure 7. Effect of Sensory Radius on Maximum
Trackable Speed

port for the operation of large-scale embedded sensor networks.
Classical distributed programming paradigms and middleware
such as CORBA [28], group communication [8], remote pro-
cedure calls [3], and distributed shared memory [6, 25] share
in common the fact that their programming abstractions exist
in a logical space that does not represent or interact with ob-
jects and activities in the physical world. Their main goal is
to abstract distributed communication rather than facilitate dis-
tributed sensory interactions with an external physical environ-
ment. In contrast, a new paradigm tailored for sensor should be
centered around environmentally-driven abstractions aimed at
simplifying the coding of interactions with the physical world
that arise in distributed deeply embedded systems.

The work reported in this paper is related to several re-
cent projects, such as Cricket [23], Sentient Computing [1] and
Cooltown [9], that propose high-level paradigms in which an
embedded distributed computing system is able to share per-
ceptions of the physical world. These systems allow the loca-
tion of entities in the external environment to be tracked. One
major difference of these systems from EnviroTrack is that they
assume cooperative users who, for example, can wear beacon-
ing devices that interact with location services in the infrastruc-
ture for the purposes of localization and tracking [23, 1]. Our
interest, in contrast, is in situations where no cooperation is as-
sumed from the tracked entity.

In the absence of cooperation, several research efforts pro-
posed alternative addressing schemes that do not rely on hav-
ing destinations with specific identities, but rather contact sen-
sor nodes in the vicinity of a phenomenon of interest based on
the attributes of data they sense. For example, DataSpace [17]
exports abstractions of physical volumes addressable by their
locations. Similarly, directed diffusion [18, 14] and the inten-
tional naming system [2] provide addressing and routing based
on data interests [18, 14]. Attributed-based naming is also re-

lated to the notion of content-addressable networks [24] pro-
posed for an Internet environment, which allows queries to be
routed depending on the requested content rather than on the
identity of the target machine. We adopt a form of attribute-
based naming we call context labels. In our architecture, how-
ever, context labels are active elements. Not only do they pro-
vide a mechanism for addressing nodes that sense specific en-
vironmental conditions, but also they can host context-specific
computation that tracks the target entity in the environment.

Recent research on system software for sensor networks
has seen the introduction of distributed virtual machines de-
signed to provide convenient high-level abstractions to appli-
cation programmers, while implementing low-level distributed
protocols transparently in an efficient manner [27]. This ap-
proach is taken in MagnetOS [11], which exports the illusion
of a single Java virtual machine on top of a distributed sensor
network. The application programmer writes a single Java pro-
gram. The run-time system is responsible for code partition-
ing, placement, and automatic migration such that total energy
consumption is minimized. Maté [19] is another example of a
virtual machine developed for sensor networks. It implements
its own bytecode interpreter, built on top of TinyOS. The inter-
preter provides high-level instructions (such as an atomic mes-
sage send) which the machine can interpret and execute. Each
virtual machine instruction executes in its own TinyOS task.

A somewhat different approach of providing high-level pro-
gramming abstractions is to view the sensor network as a
distributed database, in which sensors produce series of data
values and signal processing functions generate abstract data
types. The database management engine replaces the virtual
machine in that it accepts a query language that allows appli-
cations to perform arbitrarily complex monitoring functions.
This approach is implemented in the COUGAR sensor network
database [5]. A middleware implementation of the same gen-
eral abstraction is also found in SINA [26], a sensor informa-
tion networking architecture that abstracts the sensor network
into a collection of distributed objects.

Our system is different in that it is geared for environmen-
tal tracking applications. To the authors’ knowledge, Enviro-
Track is the first programming support for sensor networks that
explicitly facilitates the coding of tracking applications. Its
novel abstractions and underlying mechanisms are well-suited
for monitoring targets that move in the physical world. Enviro-
Track therefore can have a major impact on application devel-
opment for sensor networks.

7 Conclusions

This paper introduced the design, implementation, and experi-
mental evaluation of a new distributed programming paradigm
and experimental prototype for sensor network applications.
The paradigm differs from existing distributed computing mod-
els in its central focus on abstracting interactions with a phys-
ical environment produced by a large array of distributed sen-



sors and actuators. The key advantage of this paradigm lies
in its considerable potential to reduce development costs of
deeply embedded systems. This reduction comes from off-
loading from the application developer the details of managing
low-level communication, mobility, and group management is-
sues in groups of redundant sensor nodes in tracking applica-
tions. Performance results show that in addition to convenient
abstractions, efficient implementation is possible in our archi-
tecture, in that target tracking is successful at practical target
speeds.

This paper might be a first step towards a predictable sen-
sor network “virtual machine” for writing distributed deeply-
embedded applications. Such a layer should export reliable
behavior and well-defined semantics, implemented on an un-
reliable, unpredictable, and resource constrained hardware and
communication infrastructure. The virtual machine would hide
the complexity of sensor network programming from the appli-
cation developer, making a new more robust and more dynamic
realm of sensor network applications attainable to impact future
defense, surveillance, habitat monitoring, and disaster manage-
ment systems.
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Abstract 

Large-scale wireless sensor networks represent a 
new generation of real-time embedded systems with 
significantly different communication constraints from 
traditional networked systems. This paper presents 
RAP, a new real-time communication architecture for 
large-scale sensor networks. RAP provides convenient, 
high-level query and event services for distributed mi-
cro-sensing applications. Novel location-addressed 
communication models are supported by a scalable 
and light-weight network stack. We present and evalu-
ate a new packet scheduling policy called velocity 
monotonic scheduling that inherently accounts for both 
time and distance constraints. We show that this policy 
is particularly suitable for communication scheduling 
in sensor networks in which a large number of wireless 
devices are seamlessly integrated into a physical space 
to perform real-time monitoring and control. Detailed 
simulations of representative sensor network environ-
ments demonstrate that RAP significantly reduces the 
end-to-end deadline miss ratio in the sensor network.  

1. Introduction 

With the advances in MEMS devices and embedded 
processors and radios, it will soon be feasible to deploy 
large-scale sensor networks to perform distributed mi-
cro-sensing and control of physical environments [11]. 
For example, a surveillance system may use a large 
network of acoustic sensors to detect and track vehicles 
in a security area. Similarly, biometric sensors can be 
deployed in airports to detect harmful bio-agents and 
issue alarms to command and control centers during 
potential bio-attacks. These smart sensors and actuators 
are equipped with low-power processors and short-
range radio transceivers [9]. They will automatically 
form multi-hop ad hoc networks to communicate both 
among themselves and to remote base stations (e.g., 
PDA’s).  

Because distributed micro-sensing involves direct in-
teraction with a physical environment, data communi-
cation in sensor networks often has timing constraints 
in the form of end-to-end deadlines. Surveillance may 
require the position of an intruder be reported to a 
command center within 15 sec so that pursuing actions 
can be initiated in time. Data in a system may have 
different deadlines due to different validity intervals. 
The validity intervals (and hence, update deadlines) of 
the locations of different intruders such as pedestrians 
and motor vehicles may depend on their movement 
speeds. For example, locations of tanks have shorter 
update deadlines than those of pedestrians. Similarly, 
the location of an intruder should have a shorter update 
deadline than the temperature measurement of a region 
because the former can change faster than the latter. 
Sensor network protocols should support real-time 
communication by minimizing the packet deadline 
miss ratio, i.e., the percentage of packets that meet 
their end-to-end deadlines. 

While sensor networks share the notion of timing con-
straints with more traditional embedded systems, they 
differ in two respects. First, individual sensors are typi-
cally very small in size and resource capacity. Hence, 
the philosophy of sensor networks relies on resource 
dedication rather than sharing. In other words, individ-
ual sensor devices and nodes are likely to be dedicated 
for individual tasks, thereby eliminating much of the 
need for sophisticated CPU scheduling in a multitask 
environment.  

Second, it is envisioned that sensor nodes will operate 
in groups, since individual nodes are too limited and 
unreliable to perform useful activities from the applica-
tion’s perspective. Group activities require coordina-
tion and communication among member nodes. Sens-
ing results of groups need to be sent back to base sta-
tions through multi-hop communication. Thus, the 
main schedulable resource becomes the wireless com-



 

munication channel. Progress of user-level activities 
and their ability to meet end-end deadlines are there-
fore determined by scheduling of the communication 
medium rather than scheduling of the processor. To-
wards that end, new real-time communication 
architectures are required for ad hoc wireless environ-
ments.  

Multi-hop wireless communication scheduling differs 
from CPU scheduling in that it has an inherent notion 
of distance. In sensor networks, the distance is deter-
mined by the physical locations of source and destina-
tion. These locations impose distance constraints on 
messages, in addition to time constraints, calling for 
communication scheduling policies that are cognizant 
of both time and space.  

The first contribution of this paper is RAP, a real-time 
communication architecture for large-scale wireless 
sensor networks. RAP provides a set of convenient, 
high-level query and event services to real-time dis-
tributed micro-sensing applications. Query and event 
services are based on novel location-addressed com-
munication models supported by a scalable and light-
weight network stack.  

The second contribution of RAP is a novel Velocity 
Monotonic Scheduling (VMS) policy suitable for 
packet scheduling in sensor networks. VMS is based on 
a notion of packet requested velocity. Each packet is 
expected to make its end-to-end deadline if it can move 
toward the destination at its requested velocity, which 
reflects its local urgency. Compared with non-
prioritized packet scheduling, VMS improves the dead-
line miss ratios of sensor networks by giving higher 
priority to packets with higher requested velocities. 
VMS can outperform deadline-based packet scheduling 
because velocity more accurately reflects the local ur-
gency at each hop when packets with the same deadline 
have different distances to their destinations. Assuming 
that each sensor knows its own location (using GPS or 
other location services [8]), the requested velocity can 
be determined locally. This property enables VMS to 
scale well in large-scale sensor networks.  

The final contribution of this paper is a detailed simula-
tion study of the real-time performance of several rout-
ing protocols and packet scheduling algorithms in a 
typical sensor network scenario. Our simulation ex-
periments demonstrate that, for sensors far away from 
their base station, RAP reduces the deadline miss ratio 
from 90.0% to 17.9%, compared to existing wireless 
communication protocols (DSR over 802.11b). To our 
best knowledge, ours is the first detailed performance 
study on deadline issues in multi-hop wireless sensor 
network settings under overload conditions.  

In the following sections, we discuss the key character-
istics of sensor networks, present the design of RAP, 
report a set of simulation experiments with sensor net-
work configurations, and conclude the paper by sum-
marizing our key results and future work. 

2. Real-time Communication in Sensor 
Networks 

In this section, we describe the characteristics of sensor 
networks and communication models on sensor net-
works. This analysis serves as a basis for our design of 
real-time communication protocols. 

Sensor networks are an instance of mobile ad hoc net-
works (MANET) [10] that have recently attracted a lot 
of interest and visibility due to their flexibility and the 
feasibility of their deployment at low costs. In general, 
mobile ad hoc networks depend on peer-to-peer com-
munication protocols that do not require a fixed infra-
structure such as centralized servers and access points. 
Sensor networks are different from their traditional ad 
hoc wireless counterparts (composed of laptops and 
PDA’s) in that they have a larger scale, higher density, 
smaller devices, and a tighter interaction with a physi-
cal environment. Energy conservation is critical in sen-
sor networks because of their long lifetime and form-
factor constraints, which preclude the use of large bat-
teries or power supplies.  

In most envisioned sensor network applications, a large 
number of sensors are deployed in an area and a small 
number of more powerful nodes (such as PDA’s with 
Internet connections) form possibly mobile interface 
stations which serve as the entry points to the sensor 
network. In the following, we shall call such interface 
stations, base stations. A user may query the physical 
environment through such base stations. Alternatively 
she may also register for an event. The occurrence of 
the event will automatically trigger a specified query. 
A query can specify timing requirements including 
rate, start time, duration, and end-to-end deadlines. For 
example, a user can register for a virus_found event in a 
rectangular area with coordinates (10,10,20,20), and 
specify a query on the event to report the density of the 
detected virus. If a virus is found, the density of the 
viruses should be reported to the base station from 
where they are found every 1.5 sec for a duration of 30 
min. Every reading should reach the base station within 
an end-to-end deadline of 5 sec. 

Communication in a sensor network can be divided 
into two categories: local coordination and sensor-base 
communication. Before sending information to the base 
station, sensors within the local area coordinate among 



 

themselves to aggregate data and generate a reliable 
result. For example, acoustic sensors may need triangu-
lation among multiple nodes to decide the location of a 
tank. Local coordination often occurs within a distance 
of one or a few radio radii. Sensor-base communication 
is responsible for reporting the aggregated data to the 
base station, which often spans many (e.g., tens of) 
hops. Consider a communication radius of 30 m of 
short-range radios transceivers, it is conceivable to 
have more than 10,000 nodes and tens of hops of 
communication in a coverage area of several square 
kilometers. Since sensor-base communication typically 
travels a much larger number of hops than local coor-
dination messages, in this paper we focus on the former 
type of communication.  

Unlike IP networks, sensor-base communication 
directly uses location as the target address. Instead of 
querying a sensor with ID 1002, a user or application 
queries a geographic region. The identities of sensors 
that happen to be located in that region are not impor-
tant. Any sensors in that region that receive the query 
may initiate local coordination to aggregate the re-
quested data. A leader may be elected to send the query 
result back to the base station. If continuous monitoring 
is required, the query may report the desired measure-
ment periodically through the multi-hop ad hoc net-
work. The base station can attach its location to the 
query message so that the query results can also be 
addressed by location (assuming no two base stations 
are at a same location). 

Communication in sensor networks can suffer from 
“hot regions”, i.e., areas where the network is seriously 
congested. Hot regions are often caused by numerous 
related events that synchronously trigger a large num-
ber of data flows toward the base station. Examples of 
related events include correlated measurement of the 
same environmental activity, or correlated environ-
mental activities such as a group of new targets simul-
taneously entering a security area, or a bio-attack on a 
part of an airport. Maximizing the number of packets 
that make their deadlines in overload conditions is 
critical in sensor networks. 

3. Design of RAP 

We now present the design of RAP to support real-time 
communication in large-scale sensor networks. Given 
the unique characteristics of sensor networks, the goal 
of RAP includes the following: 

• Provide general service APIs that are suitable for 
distributed micro-sensing and control in sensor 
networks 

• Maximize the number of packets meeting their 
end-to-end deadlines  

• Scale well with large number of nodes and hops  

• Introduce minimum communication and process-
ing overhead. 
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Figure 1 The RAP communication architecture 

The architecture of RAP is shown in 1. Sensing and 
control applications interact with RAP through a set of 
Query/Event Service APIs. A Query/Event Service 
layer submits the query or event registration to an area. 
The Query/Event Service at the sensors in that area 
then (periodically or aperiodically) sends query results 
back to the base station. If an event is registered, the 
query is started only if the registered event happens. 
The sensor-base communication is supported by a net-
work stack including a transport-layer Location-
Addressed Protocol (LAP), a Geographic Forwarding 
(GF) routing protocol, a Velocity Monotonic (packet) 
Scheduling (VMS) layer, and a prioritized MAC. This 
network stack embodies a set of efficient and localized 
algorithms to reduce the end-to-end deadline miss ratio 
of sensor-base communication. This network stack is 
the focus of this paper. 

The coordination service is responsible of dynamic 
group management and data aggregation among sen-
sors (e.g., multiple sensors coordinate to determine the 
location of a target through triangulation). The coordi-
nation services are part of our on-going research and 
not addressed in this paper. 

We now describe the Query/Event service APIs and the 
network protocol stack in detail in the following sub-
sections. 

3.1. Query/Event Service APIs 

Applications may submit queries or register for events 
through a set of query/event service APIs. The API 
provides a high-level abstraction to applications by 
hiding the specific location and status of each individ-



 

ual node. These APIs allow applications to specify the 
timing constraints of queries. The underlying layers of 
RAP are responsible for orchestrating the sensing and 
communications of relevant sensors to accomplish all 
query and event services.  

RAP provides the following query/event service APIs. 

• query{attribute_list, area, timing_constraints, 
querier_loc}  

Issue a query for a list of attributes in an area. A query 
has timing constraints. If a period is specified for a 
command, query results will be automatically sent 
from an area to the issuer of the query in every period. 
For example, the following query requires the average 
density of the viruses in an rectangular area 
(10,10,12,12) be reported to the base station of the que-
rier every 1.5 sec. Every reading should reach the base 
station within an end-to-end deadline of 5 sec. The 
query includes the location of its base station so that 
query results can be sent back using LAP. In this paper 
we assume the location of the base stations are fixed.  

query {  
 virus.count,  
 area=(10,10,12,12), 
 period=1.5,deadline=5,  
 base=(100,100) 
} 

• register_event{event, area, query} 

Register for an event. A query is triggered once an 
event occurs. For example, the following API call reg-
isters a virus_count query for a virus_found event. If 
any viruses are found in a rectangular area with coordi-
nates (0,0,100,100), returns the average density of the 
viruses of the 2×2 square area centered at the event 
location (Xevent,Yevent) every 1.5 sec. Every reading 
should reach the base station within an end-to-end 
deadline of 5 sec. 

register_event { 
virusFound(0,0,100,100), 
query {  

virus.count,  
area=(Xevent-1,Yevent-1,Xevent+1,Yevent+1), 
period=1.5, deadline=5, 
base=(100,100) 

}; 

A query or event is sent to every node in the specified 
area. Query results are sent back to the base station 
based on its location provided by the query or event 
registration. 

3.2. Location-Addressed Protocol 

LAP is a connectionless transport layer in the network 
stack. LAP is similar to UDP except that all messages 
are addressed by location instead of IP address. Three 
types of communication are supported by LAP: uni-
cast, area multicast, and area anycast.  

• Unicast delivers a message to a node that is closest 
to the destination location. Unicast can be used by 
sensors to send query results to base stations. 

• Area multicast delivers a message to every node in 
a specified area. Area multicast can be used to reg-
ister for an event or send a query to an area, for 
coordination among nodes in a local group. 

• Area anycast delivers a message to at least one 
node in a specified area. Area anycast can also be 
used for sending a query to a node in an area. The 
node can initiate group formation and coordination 
in that area. 

Since this paper is concerned with real-time issues in 
overload conditions, in the rest of this paper we focus 
on unicast from sensors to base stations because this 
form of communication contributes to most of the real-
time traffic in sensor networks.   

3.3. Geographic Forwarding 

Since communication destinations are identified by 
geographic location, we assume the routing layer is 
aware of physical geography. A router can determine 
the physical location of the destination relative to itself 
and forward the packet in the general direction of the 
destination. Geographic forwarding (GF) [16] has been 
proposed in earlier wireless literature and evaluated in 
traditional MANET environments. 

More precisely, GF makes a greedy decision to forward 
a packet to a neighbor if 1) it has the shortest geo-
graphic distance to the packet’s destination among all 
immediate neighbors; and 2) it is closer to the destina-
tion than the forwarding node. When such nodes do not 
exist, the GPSR protocol [16] can be used to route 
packets around the perimeter of the void region. The 
only state on each node maintained by GF and GPSR is 
a table of the locations of immediate neighbors. 
Because GF uses immediate neighborhood information 
to make localized routing decisions, it is highly scal-
able with regard to the number of nodes, network di-
ameter, and the rate of change in topology [16]. GF 
works best in sensor networks that usually have high 
node densities and support location-addressed commu-
nication. Location addressed communication means 
that GF can be used without a location directory ser-



 

vice, which introduces extra management and commu-
nication overhead. High node density causes two desir-
able properties of GF in sensor networks. First, the 
greedy forwarding algorithm described above has a 
high success probability in finding a good path from 
source to destination resulting in efficient communica-
tion. Second, the number of hops is approximately pro-
portional to the distance that a packet has to travel. 
Hence, the distance between a node and a packet’s des-
tination can serve as an indication of the packet’s hop 
count.  

3.4. Velocity Monotonic Scheduling 

A key component of real-time communication architec-
tures is the packet scheduling policy which determines 
the order in which incoming packets at a node are for-
warded to an outgoing link. In existing ad hoc net-
works, packets are typically forwarded in FCFS order. 
FCFS scheduling does not work well in real-time net-
works where packets have different end-to-end dead-
lines and distance constraints. Instead, competing 
packets should be prioritized based on their local ur-
gency. In the context of sensor networks, packet 
scheduling should be both deadline-aware and dis-
tance-aware. Deadline-aware means that a packet’s 
priority should relate to its deadline. The shorter the 
deadline, the higher the packet priority. Distance-aware 
means that a packet’s priority should relate to its dis-
tance from the destination. The longer the distance, the 
higher the packet priority.  

An example is shown in Figure 2. In scenario 1, both 
sensors A and B send periodic flows to a base station 
C. Packets from A and B compete at nodes D, E, and F 
because of possible collision of transmissions from B, 
F and D. They should also be prioritized in the net-
work-layer queues in node E.  Similarly, in scenario 2 
flows from A and B will compete at nodes E, F, G, and 
H. Assume that both flows share a same deadline in 
each graph, then A’s packets should have higher priori-
ties than B’s packets because A’s packets have to travel 
farther than packets from B, and therefore should move 
faster in the competing regions.  
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Figure 2 Scenarios of distance-aware scheduling  

Since packet priority should be decided based on both 
distance and deadlines, we propose Velocity Monotonic 
Scheduling (VMS). VMS assigns the priority of a 
packet based on its requested velocity. A packet with a 
higher requested velocity is assigned a higher priority. 
VMS improves the number of packets that meet their 
deadlines because it assigns the “right” priorities to 
packets based on their different urgencies on the cur-
rent hop. VMS also solves the fairness problem de-
scribed in [18] in sensor networks because packets that 
are far away from the base station will tend to have 
higher priorities when it competes against other packets 
that are closer to the destination. 

We investigate two priority assignment policies: Static 
Velocity Monotonic (SVM) and Dynamic Velocity 
Monotonic (DVM), depending on whether the re-
quested velocity of a packet is updated dynamically in 
intermediate nodes. 

3.4.1. Static Velocity Monotonic 

SVM computes a fixed requested velocity at the sender 
of each packet. Assume a packet is sent from a sender 
at (x0,y0) to a destination at (xd,yd), and has an end-to-
end deadline D sec, then SVM sets its requested veloc-
ity to: 

  V = dis(x0,y0,xd,yd)/D                    (1)  

where dis(x0,y0,xd,yd) is the geographic distance between 
(x0,y0) and (xd,yd). The requested velocity of a packet is 
fixed on each hop. 

3.4.2. Dynamic Velocity Monotonic 

DVM dynamically re-calculates the requested velocity 
of a packet upon its arrival at each intermediate node. 
Assume a packet arrives at a node at location (xi,yi); its 
destination is at (xd,yd); it has an end-to-end deadline D 
sec, and its elapsed time, i.e., the time it has been in the 
network, is Ti sec; its requested velocity Vi at (xi,yi) is 
set to: 

Vi = dis(xi,yi,xd,yd)/(D-Ti)                (2) 

At the sender node (x0,y0), the elapsed time T0=0 and 
the requested velocity is initialized to 
V=dis(x0,y0,xd,yd)/D. The requested velocity of a packet 
will be adjusted based on its actual progress (i.e., actual 
velocity). A packet’s requested velocity increases by 
re-applying eq. 2 at subsequent nodes if its previous 
progress towards to the destination is slower (e.g., due 
to a hot region) than its previous requested velocity. On 
the other hand, its requested velocity decreases if it 
moves faster than its previous requested velocity. This 



 

is so this packet can give way to other more urgent 
packets.  

Note that although clock synchronization simplifies its 
implementation, DVS can be implemented without 
clock synchronization. To do this, each packet contains 
a field as its elapse time counter. Each node increases 
the counter by the time the packet stays in it plus the 
transmission and propagation time.   

3.4.3. Priority Queue 

Each packet is assigned a priority based on its re-
quested velocity and queued at the network layer when 
there are multiple outstanding packets. Several options 
are available for implementing priority queues. One 
approach is to insert all packets into a single queue 
ordered by priority. When the queue us full, higher 
priority incoming packets overwrite lower priority 
ones. The benefit of this solution is that it accurately 
reflects the order of requested velocities, and allows all 
packets to share the same buffer regardless of their 
priority. The approach, however, requires implement-
ing a data structure whose insertion time, in the worst 
case, grows logarithmically in the number of packets.  

To bound the queue insertion overhead, another ap-
proach currently used in our simulation is to maintain 
multiple FIFO queues each corresponding to a fixed 
priority level. Each priority corresponds to a range of 
requested velocities. A packet is first mapped to a pri-
ority, and then inserted into the FIFO queue that corre-
sponds to its priority. This approach is more efficient 
because no ordering needs to be performed for every 
incoming packet. The per-packet overhead is logarith-
mic only in the number of priority levels, not the num-
ber packets. To further reduce overhead, after a packet 
has been inserted in a priority queue, its requested ve-
locity and priority is not updated based on eq. 2 until it 
reaches the next node.  

Assuming that packets that miss their deadlines are 
useless, priority queues actively drop packets that have 
missed their deadlines to avoid wasting bandwidth.  

3.5. MAC-layer prioritization 

Local prioritization at each individual node is not suffi-
cient in wireless networks because packets from differ-
ent senders can compete against each other for a shared 
radio communication channel. To enforce packet pri-
orities, MAC protocols should provide distributed pri-
oritization on packets from different nodes. Extensions 
(e.g., [1][15]) of the IEEE 802.11 wireless LAN proto-
col [18] have been investigated to provide distributed 
prioritization. Recently EDCF has been specified in the 

proposed 802.11e standard to provide different trans-
mission priorities [19].  

In this paper we implement two extensions proposed 
by Aad and Castelluccia [1]. We modified two compo-
nents of the standard 802.11 implementation: the initial 
wait time after the channel becomes idle, and the back-
off window increase function. These mechanisms are 
chosen because they introduce minimal overhead and 
can be ported to light-weight CSMA/CA protocols [23] 
that are more suitable to sensor networks than 802.11. 
We now briefly describe the mechanisms. The detailed 
description and analysis of these mechanisms are avail-
able in [1]. 

3.5.1. Initial Wait Time after Idle  

802.11 sets a DIFS counter once the communication 
channel has become idle. Before sending an RTS (Re-
quest To Send) packet, a node will wait a random pe-
riod of time between 0 and DIFS. To prioritize this 
process we set the DIFS parameter based on the packet 
priority:  

DIFS = BASE_DIFS * PRIORITY 

Packets with a higher priority (corresponding to a 
smaller PRIORITY value) on average choose a smaller 
waiting period. 

3.5.2. Backoff Increase Function  

802.11 doubles its backoff window, CW, to extend a 
node’s waiting period when a transmission collision 
occurs. We modified 802.11 to increase CW in accor-
dance with the packet priority1:  

CW=CW*(2+(PRIORITY-1)/MAX_PRIORITY)  

MAX_PRIORITY is the maximum value of priority 
(corresponding to the lowest priority). The backoff 
counter of a node with a pending lower priority packet 
increases faster than a node with a pending packet with 
a higher priority.  

The above two mechanisms give high priority packets 
high probability to get the channel in both the conten-
tion avoidance and contention phases.  

In summary, RAP integrates a set of light-weight pro-
tocols to satisfy the following key requirements of 
large-scale sensor networks. 

                                                        
1 The backoff function is slightly changed from the original 
extension to mitigate its stability problem observed in [1]. 



 

• RAP provides general query and event service 
APIs as a convenient high-level service abstraction 
suited for distributed micro-sensing applications.  

• RAP increases the number of packets meeting 
their end-to-end deadlines by prioritizing the 
transmission of contending packets based on their 
requested velocities.  

• RAP scales well in large-scale sensor networks 
because it is composed of efficient and localized 
protocols and algorithms at every layer. The only 
states GF maintains are the locations of immediate 
neighbors. VMS determines a packet’s priority 
only based on locally available information. No 
per-flow state is maintained inside the network.  

4. Experimentation 

We ran a set of simulation experiments to evaluate the 
aforementioned real-time packet scheduling and priori-
tization protocols on sensor networks for a biometric 
sensing application. We implemented GF, VMS, and 
the 802.11 extensions on the GloMoSim wireless net-
work simulator [4] developed by UCLA.  

4.1. Network configuration 

We tuned the network parameters in reference of the 
Berkeley motes [9], a state-of-the art network sensors. 
We generated a square region of 136×136 m2 divided 
into 100 13.6×13.6 m2 grids. 100 nodes were simulated 
with one node randomly placed in each grid.  

The other network parameters are listed as follows: 

• Radio communication radius: 30.5 m  

• Packet size: 32 - 160 B 

• Bandwidth: 200 kbps. Current version of MICA 
motes available to us supports a bandwidth of 
50kbps. Future versions are expected to have a 
higher capacity. Due to limitations of the Glo-
MoSim simulator, we had to send data flows on 
top of the UDP/IP stack that contribute to 28 B 
overhead. In a real implementation we expect to 
eliminate the UDP/IP headers. 

4.2. Application Workloads 

We simulate a bio-sensor application that monitors 
viruses in an area. Users can register for events and 
query bio-sensors, which generate periodic data flows 
to a base station. Data flows have different rate and 
timing requirements. We assume that a base-station 
sends two different queries: count and detail to various 
locations.  

Count: 

registerEvent { 
virusFound(0,0,136,136), 
query { 
 virus.count,  
 area=(Xevent-1,Yevent-1,Xevent+1,Yevent+1), 
 period=Pc, deadline=Dc 
 base = (134.07, 128.06) 
}; 

}; 

Detail: 

query {  
 detail,  
 area=(x-1,y-1,x+1,y+1), 

period=Pd, deadline=Dd 
  base=(134.07, 128.06) 

 }; 

A user registers a count query with a virusFound event 
in the whole 136×136 m2 squared area. A virusFound 
event is generated when a grid detects a specified virus 
at location (Xevent,Yevent). This event triggers a query 
virus_count, which periodically reports the density of 
the detected virus in the area (Xevent-1,Yevent-
1,Xevent+1,Yevent+1) to the base station.  

A user can also directly submit a detail query to get 
more detailed data collected at a location. Detail gener-
ates periodic flows that send detailed information about 
a grid to the base station for further analysis. While a 
large number of count flows may be generated (e.g., 
during a bio-attack), the user may only query the de-
tails of a small number of important grids. We assume 
that packets (called count packets) returned by count 
queries have longer deadlines than packets (called de-
tail packets) returned by detail queries. The sizes of 
count and detail packets are 32 B and 160B, respec-
tively.  

We simulate a scenario that correlated events (i.e., a 
bio-attack) result in two hot regions each covering ap-
proximately a square of 54.4×54.4 m2. A hot region 
locates at the southwest corner. The other hot region is 
close to the center of the region. The two hot regions 
are on a same diagonal to the base station to generate a 
worst-case congestion situation. Each hot region gener-
ates multiple flows to a base station on the northeast 
corner of the region. In addition, a small number of 
other flows are generated from other randomly picked 
locations. A total of 31 nodes send CBR flows repre-
senting count flows, with a subset of 15 of these nodes 
also sending CBR flows representing detail flows. All 
flows are started with a uniformly randomized time 
within a window of 5 sec to simulate synchronous 
events common in sensor networks.  



 

We varied the rates and deadlines between the count 
and detail flows to better understand the effect of these 
parameters on different protocols. The table below lists 
the configurations that we tested in our simulations.  

rate  (1/s) 
count : detail 

deadline (s) 
count : detail 

0.67 : 0.30 50 : 5 
0.76 : 0.35 25 : 5 
0.80 : 0.36 10 : 5 

The rates and number of flows were chosen such that 
the network is close to its breaking point where packets 
start to miss their deadlines. 

4.3. Implementation of Protocols 

Before we investigate packet scheduling algorithms, an 
important design decision in RAP is the routing proto-
col. Our investigations focus on two routing protocols, 
Dynamic Source Routing (DSR) [12] and GF [16]. 
DSR is an ad hoc routing protocol designed for tradi-
tional ID-based MANET. Previous performance stud-
ies [5] showed that DSR outperforms other major ID-
based routing protocols in term of packet delivery ratio. 
GF is a location-based routing protocol suitable for 
location-addressed communication. While DSR and 
GF are not new, they have not been previously studied 
in term of deadline miss ratio in sensor networks. We 
compare their deadline miss ratios in Section 4.4.  

At the packet scheduling layer we compare SVM and 
DVM against two baselines: FCFS and a deadline-
based scheduling algorithm that we call DS. DS assigns 
a fixed priority to packets based on their end-to-end 
deadlines. In our workload, all count packets are as-
signed priority 3 (the lowest), and all detail packets are 
assigned priority 1 (the highest). At the MAC layer, 
802.11 and its extensions were used in combination 
with other protocols. We now list the combination of 
protocols in the following table.  

 Routing Scheduling MAC 
DSR/FCFS DSR FCFS 802.11 
GF/FCFS GF FCFS 802.11 
GF/DS GF DS 802.11 extension 
GF/SVM GF SVM 802.11 extension 
GF/DVM GF DVM 802.11 extension 

The first column contains the acronyms that are used to 
represent the combinations in the same row. 

DS, SVM, and DVM actively dropped packets that 
already missed their deadlines, while DSR and GF did 
not actively drop packets to be consistent with original 
specifications. Only greedy forwarding is implemented 
for GF. We did not implement GPSR. The beacon pe-
riod of GF is 5 sec.  

The network-layer queues can hold a total of 300 pack-
ets for each configuration. DSR and GF had a single 
FIFO queue with 300 entries, while DS, SVM, and 
DVM each had three FIFO queues corresponding to 
different priorities. The mapping from a velocity to a 
priority is shown in the following table.  

Velocity Range (m/s) 
Priority SVM DVM 

1 (10, ∞) (40, ∞) 
2 (5, 10] (10, 40] 
3 (0, 5] (0, 10] 

The velocity ranges in SVM are chosen to balance the 
number of flows in each priority level. The velocity 
ranges in DVM initially assigned priority 2 or 3 to all 
flows. This allowed raising some packets’ priorities to 
priority 1 if they are delayed. 

Six repeated runs were made for each of the nine com-
binations of the rates and deadlines. The main perform-
ance metric is the deadline miss ratio, i.e., the percent-
age of generated packets that are received by the base 
station within their deadlines. Each data point in Fig-
ures 3-6 represents the mean miss ratio of six runs. The 
90% confidence interval is also shown for each mean.  
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Figure 3 Overall deadline miss ratio of DSR and GF 
with deadlines (5,10) 

4.4. Routing: DSR and GF 

First we compare the overall deadline miss ratio of 
DSR/FCFS and GF/FCFS (see Figure 3). DSR has a 
significantly higher miss ratio than GF. We found that 
DSR lost a large number of packets due to queue over-
flow, while GF lost no packets due to queue overflow. 
The high percentage of packet drop in DSR is caused 
by its aggressive route-caching. In DSR, each node 
caches overheard routes. When a node receives a route 
discovery packet from another node, it checks its route 
cache and informs the sender of the requested route if it 
is available in its route cache. In the hot regions in our 
network, only the first flow needs to flood the network 
to acquire a route to the base station. All the later flows 
from the same region will be informed of the existing 
route causing most packets from the hot region to go 



 

through the same route  (close to the diagonal line in 
our network). In overload conditions, nodes on the 
shared route ran out of queuing space and lost packets. 
This problem can be common in sensor networks be-
cause of their correlated traffic patterns. In such net-
works, related events (i.e., a bio-attack) can start a 
large number of flows from a same region almost syn-
chronously. GF does not have the overflow problem 
because it delivers a packet through a straight line from 
its source to the base station. Packets from different 
sensors are routed through different nodes because the 
source sensors have different directions toward the 
base station. This an important reason that GF is more 
suitable than DSR in sensor networks.  

4.5. Packet scheduling 

Now we compare different packet scheduling algo-
rithms. The overall deadline miss ratios for deadlines 
of (5,10) s are presented in Figure 4a. The overall 
deadline miss ratio of DSR/FCFS is not shown in this 
figure because it is significantly higher than all other 
protocols and cannot fit in the scale (the maximum 
miss ratio of 0.5) of the graph. Since packets close to 
the base station are more likely to meet their deadlines 
and tend to “dilute” the difference between different 
algorithms, we also present in Figure 4b the miss ratio 
of the subset of flows from the farther hot region at the 
southwest corner. 

From both figures, all prioritization-based packet 
scheduling (DS, SVM, and DVM) achieved miss ratios 
that were significantly lower than the protocols using 
FCFS. In particular GF/SVM achieved a significantly 
lower deadline miss ratio than all other protocols. As 
shown in Figure 4b, when the highest overall rate was 
66.6 packets/s, only 17.9±3.9% of all packets from the 
farther hot region missed their deadlines for GF/SVM, 
compared with a miss ratio of 77.6±1.7% for 
GF/FCFS, 46.0±0.6% for GF/DS. This result demon-
strates SVM’s advantage of considering both distance 
and deadlines in packet prioritization.  
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(a) Overall Deadline Miss Ratios 
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(b) Deadline Miss Ratios of Flows from the far corner 

Figure 4 Deadline miss ratio with deadlines (5,10) 

The miss ratios of all flows and the flows from the re-
mote hot regions with deadlines (5, 25) s and (5, 50) s 
are presented in Figure 5ab and Figure 6ab, respec-
tively. All velocity-based and deadline-based packet 
scheduling still significantly outperform GF and DSR 
with FCFS scheduling. Moreover, SVM consistently 
achieves the lowest miss ratio in both cases. The dif-
ference between SVM and DVM decreases as the dif-
ference between deadlines of the two types of flows is 
increased. DS and SVM perform almost identically 
when deadline is (5, 50) s. This conforms to our intui-
tion. While the distances from each sensor to the base 
station stays the same, the bigger differences between 
the deadlines of detail and count flows become a 
dominant factor in requested velocity.  
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(a) Overall Deadline Miss Ratios 
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(b) Deadline Miss Ratios of Flows from the far corner 

Figure 5 Deadline miss ratio with deadlines (5,25) 
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(b) Deadline Miss Ratios of Flows from the far corner 

Figure 6 Deadline miss ratio with deadlines (5,50) 
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Figure 7 Miss ratio vs distance between source and 
destination (Deadline: (5:10) s; Rates: (0.8, 0.36)/s) 

It is interesting to note that DVM did not perform as 
well as SVM. Although the implementation of only 
three priority levels reduced the flexibility of DVM, we 
found that it was not the cause of the unsatisfactory 
performance of DVM. Replacing the three priority 
queues with a single packet queue ordered by velocity 
had similar performance results in our additional ex-
periments (not included in this paper due to space limi-
tations). DVM’s performance may be caused by the 
particular workloads in our experiments that all far-
away flows travel through the same hot regions, and 
hence there is little need for priority adjustment in in-
termediate nodes. We plan to further investigate DVM 

in environments where flows suffer from different de-
grees of congestions. 

4.5.1. Distance fairness 

We find that SVM achieves better fairness to flows 
from sensors far away from the base station. This form 
of fairness is important to sensor networks because it 
affects how well sensor networks can scale. A sensor 
network cannot provide sufficient service if all remote 
sensors cannot report to the base station in time! We 
show the fairness by plotting the miss ratio of packets 
as a function of its sender’s distance from the base sta-
tion in a typical run with the highest rate in Figure 7. 
GF/FCFS significantly discriminates against remote 
sensors. Almost all packets that are from sensors more 
than 120 m away from the base station miss their dead-
lines. In contrast, SVM reduces the deadline miss ratio 
of remote sensors to about 30%. SVM is also fairer 
than DS and DVM that both achieved a miss ratio of 
about 60% for those packets (not shown due to space 
limitations). 

In summary, SVM consistently achieves lower dead-
line miss ratios than both FCFS and the deadline based 
scheduling policy in all experiments. The performance 
improvement of SVM is especially significant for data 
flows generated by sensors far away from their base 
station. Compared to FCFS and DS, SVM reduces the 
deadline miss ratio of far-away flows from 90.0% and 
46.0%, respectively, to only 17.9% with the maximum 
tested load. By providing fairer service to remote sen-
sors, SVM can scale significantly better than FCFS and 
DS in large sensor networks. 

5. Related Work 

There are significant research results on real-time 
communications on single-hop wired LANs (e.g., 
[24][25]), multi-hop wired LANs (e.g., [14]), ATM 
(e.g., [17][18]), and the Internet (e.g., [13][22][21]). A 
good survey about real-time network architecture for 
packet-switched network is [3]. However, there have 
been few published works on real-time multi-hop sen-
sor networks, which has significant different con-
straints from previous real-time networks.  

Directed diffusion [11] is a data-driven communication 
paradigm for sensor networks. Users can broadcast 
interests to sensor networks. Sensors whose data match 
an interest report their data to the node that posts the 
interest. Our event service is similar to the interests in 
directed diffusion. The difference is that RAP allows 
users to specify the deadlines of queries on events. 



 

RAP’s network protocol stack priorities the transmis-
sion of packets based on their requested velocities. In 
contrast, directed diffusion does not prioritize 
transmission. It does not directly support location-
addressed communication. 

There has been significant research on routing proto-
cols targeted at traditional MANET systems with a 
smaller scale than sensor networks. Broch et. al. [5] 
presented detailed simulation results of four representa-
tive routing protocols in small MANET with radio 
communication similar to wireless LAN cards. Their 
results showed that reactive routing protocols including 
DSR [12] and AODV [21] introduce less overhead 
packets and achieve higher data throughput. However, 
DSR  and AODV  flood the network to establish a 
route. This may introduce high overhead for large-scale 
sensor networks. Flooding can be partly avoided 
through aggressive caching of overheard routes on each 
node, but it can cause the queue overflow problem as 
described in Section 4.4. DSR writes the IDs of every 
node on the route to the packet header, which can cause 
significant overhead in sensor networks with many 
hops. Karp and Kung [16] presented geographic for-
warding protocols and demonstrated that they scale 
better than DSR in term of network diameters and 
moving speed.  

At the MAC layer Woo and Culler [23] proposed a 
MAC protocol with adaptive rate control to achieve 
fairness among nodes regardless of their distance from 
the base station in a sensor network. However, their 
MAC does not provide prioritization for packets with 
different velocities. Timing constraints are not consid-
ered in their protocol. 

Several prioritization and real-time architectures of 
wireless LANs have been proposed in the literature. In 
[2] Adamou et. al. presented a fair scheduling algo-
rithm on Wireless LAN. Choi and Shin [6] proposed a 
Time-Division Duplexed LAN architecture for both 
real-time and non-real time communication. These 
solutions are not designed for multi-hop networks. Ka-
nodia et. al. [15] proposed a MAC-layer prioritization 
mechanism for 802.11. Their solution depends on the 
RTS/CTS mechanism and requires all nodes to over-
hear to RTS/CTS even when they are not sending or 
receiving data. The overhearing requirement prevents 
nodes from sleeping, which can be vital for improving 
the power efficiency in sensor networks [23].  

Our work on VMS is inspired by coordinated multi-
hop scheduling [15] developed by Kanodia et. al. They 
proposed three priority index assignment policies for 
multi-hop wireless networks. The Time-To-Live (TTL) 
policy assigns priority to a packet based on its TTL 

counter, while each node decreases TTL by the time it 
spent in that node. The TTL-based priority can dy-
namically adapt packet priorities based on its progress. 
We note that TTL-based priority may not handle sce-
nario 2 in Figure 2 well because A and B’s packets 
may have a similar TTL despite the fact that they have 
different distances to travel after E. The fixed per-node 
allocation decreases the priority index on each node by 
a per-node constant. The uniform delay budget (UDB) 
allocation assigns a fixed priority index to a packet 
based on its end-to-end deadline divided by the end-to-
end hop count. UDB essentially utilizes per-hop veloc-
ity computed based on end-to-end hop count, while 
VMS is based on geographic velocity computed based 
on the geographic distance to the destination. UDB 
requires routing protocols to provide the end-to-end 
hop count for each flow at the cost of route discovery 
and maintenance overhead. UDB cannot work with GF, 
which does not provide hop count. In comparison, 
VMS does not require hop count and is a perfect match 
with GF.  

6. Conclusions 

Real-time communication is a critical service for future 
sensor networks to provide distributed micro-sensing in 
physical environments. We present RAP, a new real-
time communication architecture for large-scale sensor 
networks. RAP provides convenient, high-level query 
and event services for distributed micro-sensing appli-
cations. Novel location-addressed communication 
models are supported by a scalable and light-weight 
network stack. We exploit the notion of velocity in 
real-time communication protocols on sensor networks. 
Velocity reflects the local urgency of a packet by cap-
turing both key constraints in sensor networks, namely, 
the end-to-end deadline and the communication dis-
tance. We present Velocity-Monotonic Scheduling as a 
suitable scheduling policy to minimize deadline miss 
ratios in multi-hop sensor networks. Detailed simula-
tions of sensor network environments demonstrate that 
RAP significantly reduces both the end-to-end deadline 
miss ratio in the sensor network. In the future we will 
investigate the schedulability analysis and admission 
control algorithms for VMS in order to provide dead-
line guarantees. Security and reliability aspects of the 
protocols are also important research directions. We 
will develop coordination protocols in sensor networks 
and implement RAP on Berkeley motes [9]. 
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Abstract 
In this paper, we present a real-time communication 

protocol for sensor networks, called SPEED. The protocol 
provides three types of real-time communication services, 
namely, real-time unicast, real-time area-multicast and 
real-time area-anycast. SPEED is specifically tailored to be 
a stateless, localized algorithm with minimal control over-
head. End-to-end soft real-time communication is achieved 
by maintaining a desired delivery speed across the sensor 
network through a novel combination of feedback control 
and non-deterministic geographic forwarding. SPEED is a 
highly efficient and scalable protocol for sensor networks 
where the resources of each node are scarce.  Theoretical 
analysis, simulation experiments and a real implementation 
on Berkeley motes are provided to validate our claims.  

1. Introduction 
Many exciting results have been recently developed for 

large-scale sensor networks. These networks can form the 
basis for many types of smart environments such as smart 
hospitals, battlefields, earthquake response systems, and 
learning environments. While these potential applications 
remain diverse, one commonality they all share is the need 
for an efficient and robust routing protocol. 

The main function of sensor networks is data delivery. 
We distinguish three types of communication patterns asso-
ciated with the delivery of data in such networks. First, it is 
often the case that one part of a network detects some activ-
ity that needs to be reported to a remote base station. This 
type of communication is called unicast. Alternatively, a 
base station may issue a command or query to an area in the 
sensor networks. For example, it may ask all sensors in the 
region of a damaged nuclear plant to report radiation read-
ings, or command all lights in a given area to turn on. This 
type of communication motivates a different routing service 
where one end-point of the route may be an area rather than 
an individual node. We call this area-multicast. Finally, 
since sensors often measure highly redundant information, 
in some situations it may be sufficient to have any node in 
an area respond. We call a routing service that provides 
such capability, area-anycast. SPEED provides the afore-

mentioned three types of communication services. 
Since sensor networks deal with real world, it is often 

necessary for communication to meet real-time constraints. 
In surveillance systems, for example, communication de-
lays within sensing and actuating loops directly affect the 
quality of tracking. To date, few results exist for sensor 
networks that adequately address real-time requirements. In 
this paper we develop a protocol SPEED that supports soft 
real-time communication based on feedback control and 
stateless algorithms for large-scale sensor networks. We 
evaluate SPEED via simulation using GloMoSim [15] and 
compare it to five other ad hoc routing protocols: DSR [5], 
AODV [10], GF [13] and two scaled down versions of 
SPEED. The performance results show that SPEED 1) re-
duces the number of packets that miss their end-to-end 
deadlines, 2) reacts to transient congestion in the most sta-
ble manner, and 3) efficiently handles voids [6] with mini-
mal control overhead. We also implement SPEED on the 
Berkeley motes [4]. The results show that SPEED helps 
balance the traffic load to increase the system lifetime.  

2. State of the Art 
Several routing protocols have been developed for ad 

hoc wireless networks. Sensor networks can be regarded as 
a sub-category of such networks, but with a number of dif-
ferent requirements.  

 In sensor networks, location is more important than a 
specific node’s ID. For example, tracking applications only 
care where a target is located, not the ID of the reporting 
node. In sensor networks, such location-awareness is neces-
sary to make the sensor data meaningful. Therefore, it is 
natural to utilize location-aware routing. A set of location 
based routing algorithms have been proposed. Finn [2] pro-
posed a greedy geographic forwarding protocol with limited 
flooding to circumvent the voids inside the network. GPSR 
[6] by Karp and Kung use perimeter forwarding to get 
around voids. Geographic distance routing (GEDIR) [13] 
guarantees loop-free delivery in a collision-free network. 
LAR [7] by Young-Bae Ko improves the efficiency of the 
on-demand routing algorithms by restricting routing packet 
flooding in a specified “request zone.”  



 

SPEED also utilizes geographic location to make local-
ized routing decisions. The difference is that SPEED is de-
signed to handle congestion and provide a soft real-time 
communication service, which are not the main goals of 
previous location-based routing protocols. Moreover, 
SPEED provides an alternative solution to handle voids 
other than approaches based on planar graph traversal [6] 
and limited flooding [2]. 

Several real-time protocols have been proposed for 
sensor networks. SWAN [1] uses feedback information 
from the MAC layer to regulate the transmission rate of 
non-real-time TCP traffic in order to sustain real-time UDP 
traffic. RAP [9] uses velocity monotonic scheduling to pri-
oritize real-time traffic and enforces such prioritization 
through a differentiated MAC Layer. Woo and Culler [14] 
proposed an adaptive MAC layer rate control to achieve 
fairness among nodes with different distances to the base 
station. All of these algorithms work well by locally de-
grading a certain portion of the traffic. However, this kind 
of local MAC layer adaptation cannot handle long-term 
congestion where routing assistance is necessary to divert 
traffic away from any hotspot.  SPEED provides a combina-
tion of MAC layer and network layer adaptation that effec-
tively deals with such issues. To the best of our knowledge, 
no routing algorithm has been specifically designed to pro-
vide soft real-time guarantees for sensor networks. 

Reactive routing algorithms such as AODV [10] and 
DSR [5] maintain routing information for a small subset of 
possible destinations, namely those currently in use. If no 
route is available for a new destination, a route discovery 
process is invoked. Route discovery broadcasts can lead to 
significant delays in a sensor network with a large network 
diameter. This limitation makes on-demand algorithms less 
suitable for real-time applications. 

3. Design Goals 
Our design is inspired by the observation that unlike 

wired networks, where the delay is independent of the 
physical distance between the source and destination, in 
multi-hop wireless sensor networks, the end-to-end delay 
depends on not only single hop delay, but also on the dis-
tance a packet travels. In view of this, the key design goal 
of the SPEED algorithm is to support a soft real-time com-
munication service with a desired delivery speed across the 
sensor network, so that end-to-end delay is proportional to 
the distance between the source and destination. It should 
be noted that delivery speed refers to the approaching rate 
along a straight line from the source toward the destination. 
Unless the packet is routed exactly along that straight line, 
delivery speed is smaller than the actual speed of the packet 
in the network. For example, if the packet is routed in the 
opposite direction from the destination, its speed is negative. 
Our algorithm ensures that this condition never occurs. 

Upon this soft real-time delivery service, SPEED pro-
vides three types of real-time communication services, 

namely, real-time unicast, real-time area-multicast and real-
time area-anycast, for sensor networks. In doing so, SPEED 
satisfies the following design objectives.  

 
1. Stateless Architecture. The physical limitations of sen-

sor networks, such as large scale, high failure rate, and 
constrained memory capacity necessitate a stateless ap-
proach. SPEED only maintains immediate neighbor in-
formation. It doesn’t require a routing table as in DSDV 
[11] nor per-destination states as in AODV [10]. Thus, its 
memory requirements are minimal. 

2. Soft Real-Time. Sensor networks are commonly used to 
monitor and control the physical world. SPEED provides 
a uniform delivery speed across the sensor network to 
meet the requirement of real-time applications such as 
disaster and emergency surveillance in sensor networks.   

3. Minimum MAC Layer Support. SPEED doesn’t re-
quire real-time or QoS aware MAC support. The feed-
back control scheme employed in SPEED allows it to be 
compatible with all existing best effort MAC layers. 

4. QoS Routing and Congestion Management.  Most re-
active routing protocols can find routes that avoid net-
work hot spots during the route acquisition phase. Such 
protocols work well when traffic patterns don’t fluctuate 
during a session. However, these protocols (e.g. [5]) are 
less successful when congestion patterns change rapidly 
compared to the session lifetime. When a route becomes 
congested, such protocols either suffer a delay or initiate 
another round of route discovery. As a solution, SPEED 
uses a novel backpressure re-routing scheme to re-route 
packets around large-delay links with minimum control 
overhead. 

5. Traffic Load Balancing. In sensor networks, the band-
width and energy are scarce resources compared to a 
wired network. Because of this, it is valuable to utilize 
several simultaneous paths to carry packets from the 
source to the destination. SPEED uses non-deterministic 
forwarding to balance each flow among multiple concur-
rent routes. 

6. Localized Behavior. Pure localized algorithms are those 
in which any action invoked by a node should not affect 
the system as a whole. In algorithms such as AODV, 
DSR and TORA, this is not the case. In these protocols a 
node uses flooding to discover new paths. In sensor net-
works where thousands of nodes communicate with each 
other, broadcast storms may result in significant power 
consumption and possibly a network meltdown. To avoid 
that, all distributed operations in SPEED are localized to 
achieve high scalability. 

7. Void Avoidance. In some scenarios, pure greedy geo-
graphic forwarding may fail to find a greedy path to the 
destination, even when one actually exists. SPEED han-
dles the void the same way as it handles congested areas 
and guarantees that if there is a greedy route between the 
source and destination, it will discover it. 

 



 

Note, while SPEED does not use routing tables, 
SPEED does utilize location information to carry out rout-
ing. Because of this, we assume that each node is location-
aware.  

4. SPEED Protocol 
SPEED maintains a desired delivery speed across sen-

sor networks by both diverting traffic at the networking 
layer and locally regulating packets sent to the MAC layer. 
It consists of the following components:   

•  An API 
•  A neighbor beacon exchange scheme 
•  A delay estimation scheme 
•  The Stateless Non-deterministic Geographic For-

warding algorithm (SNGF) 
•  A Neighborhood Feedback Loop (NFL) 
•  Backpressure Rerouting  
•  Last mile processing 
 
As shown in Figure 1, SNGF is the routing module re-

sponsible for choosing the next hop candidate that can sup-
port the desired delivery speed. NFL and Backpressure 
Rerouting are two modules to reduce or divert traffic when 
congestion occurs, so that SNGF has available candidates to 
choose from. The last mile process is provided to support 
the three communication semantics mentioned before. De-
lay estimation is the mechanism by which a node deter-
mines whether or not congestion has occurred. And beacon 
exchange provides geographic location of the neighbors so 
that SNGF can do geographic based routing. The details of 
these components are discussed in the subsequent sections, 
respectively. 
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Figure 1. SPEED Protocol 

4.1. Application API and Packet Format 
The SPEED protocol provides four application-level 

API calls: 
•  AreaMulticastSend (position, radius, packet): This 

service identifies a destination area by its center 
position and radius. It sends a copy of the packet to 
every node inside the specified area with a speed 
above a certain desired value. 

•  AreaAnyCastSend (position, radius, packet): This 
service sends a copy of the packet to at least one 

node inside the specified area with a speed above a 
certain desired value. 

•  UnicastSend(Global_ID, packet): In this service 
the node identified by Global_ID will receive the 
packet with a speed above a certain desired value. 

•  SpeedReceive(): this primitive permits nodes to 
accept packets targeted to them.  

 
Though SPEED is a real-time protocol, we don’t use 

deadline as a parameter in our API. SPEED aims at provid-
ing a uniform packet delivery speed across the sensor net-
work, so that the end-to-end delay of a packet is 
proportional to the distance between the source and destina-
tion. With this service, real-time applications can estimate 
end-to-end delay before making admission decisions. Delay 
differentiation for different classes of packets is left as fu-
ture work. 

There is a single data packet format for the SPEED 
protocol, which contains the following major fields: 

•  PacketType: the type of communication: Area 
Multicast, AreaAnyCast or Unicast. 

•  Global_ID: only used in Unicast communication to 
identify a destination node. 

•  Destination Area: Describes a three-dimensional 
space with a center point and radius in which the 
packets are destined. 

•  TTL: Time To Live field is the hop limit used for 
last mile processing.  

•  Payload. 

4.2. Neighbor Beacon Exchange 
Similar to other geographic routing algorithms, every 

node in SPEED periodically broadcasts a beacon packet to 
its neighbors. This periodic beaconing is only used for ex-
changing location information between neighbors. We ar-
gue that the beaconing rate can be very low when nodes 
inside the sensor network are stationary or slow moving. 
Moreover, piggybacking [6] methods can also be exploited 
to reduce this beacon overhead. 

In addition to periodic beaconing, SPEED uses two 
types of on-demand beacons, namely a delay estimation 
beacon and a backpressure beacon, to quickly identify the 
traffic changes inside the network. The functionality of two 
beacons will be discussed in section 4.3 and 4.6, respec-
tively. As shown in the evaluation (section 5.4), our on-
demand beacon scheme introduces only a small overhead in 
exchange for a fast response to congestion. 

In SPEED, each node keeps a neighbor table to store 
information passed by the beaconing. Each entry inside the 
table has the following fields: (NeighborID, Position, 
SendToDelay, ExpireTime).  The ExpireTime is used to 
timeout this entry.  If a neighbor entry is not refreshed after 
a certain timeout, it will be removed from the neighbor ta-
ble. SendToDelay is a delay estimation to the neighbor 
node identified by the NeighborID field. The details of set-



 

ting this value are discussed in the next section. 

4.3. Delay Estimation 
We use single hop delay as the metric to approximate 

the load of a node. We notice that the delays experienced by 
broadcast packets and unicast packets are quite different 
due to different handling inside the MAC layer and that 
unicast packet delay is more appropriate for making routing 
decisions. In a scarce bandwidth environment, we cannot 
afford to use probing packets to estimate the single hop 
delay. Instead we use the data packets passing this node to 
perform this measurement. Delay is measured at the sender, 
which timestamps the packet entering the network output 
queue and calculates the round trip single hop delay for this 
packet when receiving the ACK. At the receiver side, the 
duration for processing an ACK is put into the ACK packet. 
The single-trip time is calculated by subtracting receiver 
side processing time from the round trip delay experienced 
by the sender. We compute the current delay estimation by 
combining the newly measured delay with previous delays 
via the exponential weighted moving average (EWMA) [8]. 
Propagation delay is ignored. We argue that this delay esti-
mation is a better metric than average queue size for repre-
senting the congestion level of the wireless network, 
because the shared media nature of the wireless network 
allows the network to be congested even if queue sizes are 
small. 

4.4. Stateless Non-deterministic Geographic For-
warding (SNGF) 

Before elaborating on SGNF, we introduce three defi-
nitions: 
•  The Neighbor Set of Node i: NSi is the set of nodes that 

are inside the radio range of node i. Note, we do not as-
sume that the communication radius is a perfect circle. 
SPEED works with irregular radio patterns.  
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Figure 2. NS and FS definitions 

•  The Forwarding Candidate Set of Node i: A set of 
nodes that belong to  NSi and are closer to the destina-
tion. Formally, FSi (Destination) = {node ∈  NSi  | L – 
L_next > 0} where L is the distance from node i to the 
destination and L_next is the distance from the next 
hop forwarding candidate to the destination. These 
nodes are inside the cross-hatched shaded area as 
shown in Figure 2. We can easily obtain FSi (Destina-
tion) by scanning the NS set of nodes once. 

It is worth noticing that the membership of the 
neighbor set only depends on the radio range, but the 
membership of the forwarding set also depends on 
destination area. 

•  Relay Speed. Relay speed is calculated by dividing the 
advance in distance from the next hop node j by the es-
timated delay to forward a packet to node j.   Formally, 

j
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Since in SPEED, nodes keep the Neighbor Set (NS), 
but don’t keep a routing table or flow information, the 
memory requirements are only proportional to the number 
of neighbors.  

Based on the destination of the packet and the current 
FS, the Stateless Non-deterministic Geographic Forwarding 
(SNGF) portion of our protocol routes the packets accord-
ing to the following rules: 
 
1. Packets are forwarded only to the nodes that belong to 

the FSi (Destination). If there is no node inside the FSi 

(Destination), packets are dropped and a backpressure 
beacon is issued to upstream nodes to prevent further 
drops (see 4.7). To reduce the chance of such drops, we 
deduce a lower bound of node density that can virtually 
eliminate these drops (appendix A).  

2.  SPEED divides the neighbor nodes inside FSi (Desti-
nation) into two groups. One group contains the nodes 
that have relay speeds larger than a certain desired 
speed Ssetpoint, the other contains the nodes that cannot 
sustain such desired speed. The Ssetpoint is a system pa-
rameter that depends on the communication capability 
of the nodes and desired traffic workload a sensor net-
work should support.  

3. The forwarding candidate is chosen from the first 
group, and the neighbor node with highest relay speed 
has a higher probability to be chosen as the forwarding 
node. In our approach, we use a discrete exponential 
distribution to trade off between load balancing and op-
timal path length. 

4. If there are no nodes belonging to the first group, a 
relay ratio is calculated based on the Neighborhood 
Feedback Loop (NFL), which is discussed in more de-
tail in section 4.5. Whether a packet drop will really 
happen depends on whether a randomly generated 
number between (0,1) is bigger than the relay ratio. In 
SPEED a packet is dropped only when no downstream 
node can guarantee the single hop speed set point Sset-

point and dropping packets must be peformed to reduce 
the congestion. Though one can consider buffering 
packets as an alternative to the dropping, however, we 
argue that under real-time and small memory con-
strains, dropping is often a better choice.   

   
SNGF provides two nice properties to help meet our design 
goals. First, since SNGF sends packets to the downstream 



 

node capable of maintaining the desired delivery speed, soft 
real-time end-to-end delivery is achieved with a theoretical 
delay bound: Delay Bound = Le2e/Ssetpoint, where Le2e is the 
distance between the source and destination. Ssetpoint is the 
uniform speed to be maintained across the sensor network. 
Second, SNGF can balance traffic and reduce congestion by 
dispersing packets into a large relay area. This load balanc-
ing is valuable in a sensor network where the density of 
nodes is high and the communication bandwidth is scarce 
and shared. Load balancing also balances the power con-
sumption inside the sensor networks to prevent some nodes 
from dying faster than others.  

SNGF provides MAC layer adaptation and reduces the 
congestion by locally dropping (or optionally buffering) 
packets. This adaptation is good enough to deal with tran-
sient overshoot inside the sensor networks. But if such con-
gestion remains for a relatively long time, network layer 
adaptation is desired to redirect traffic to a less congested 
area, which is discuss further in section 4.6. 

4.5. Neighborhood Feedback Loop (NFL) 
The Neighborhood Feedback Loop (NFL) is the key 

component in maintaining the single hop relay speed. The 
NFL is an effective approach to maintaining system per-
formance at a desired value. This has been shown in [12], 
where a low miss ratio of real-time tasks and a high utiliza-
tion of the computational nodes are simultaneously 
achieved. Here we want to maintain a single hop relay 
speed above a certain value Ssetpoint, a performance goal de-
sired by the system designer.   
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Figure 3. Neighborhood Feedback Loop (NFL) 

We deem it a miss when a packet delivered to a certain 
neighbor node has a relay speed less than Ssetpoint, or if there 
is a loss due to collision. The percentage of such misses is 
called this neighbor’s miss ratio. The responsibility of the 
NFL is to force the miss ratios of the neighbors to converge 
to a set point, namely zero. 

As shown in Figure 3, the MAC layer collects miss in-
formation and feeds it back to the Relay Ratio controller. 
The Relay Ratio controller calculates the relay ratio and 
feeds that into the SNGF where a drop or relay action is 
made. The Relay Ratio controller currently implemented is 
a multiple inputs single output (MISO) proportional con-
troller that takes the miss ratios of its neighbors as inputs 

and proportionally calculates the relay ratio as the output to 
the SNGF. Formally it is described by the following formu-
las. 
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 where ie  is the miss ratio of the neighbor  i inside the 

FS set, N is size of the FS set. u is the output (relay ratio) to 
SNGF. And K is the proportional gain. 

It should be noted that the Relay Ratio controller will 
be activated only when all nodes inside the forwarding set 
(FS) cannot maintain the desired single hop relay speed 
Ssetpoint and a drop is absolutely necessary to maintain the 
single hop delay.  Such a scheme ensures that re-routing has 
a higher priority than dropping. In other words, SPEED will 
not drop a packet as long as there is another path that can 
meet the delay requirements. 

By reducing the sending rate to the downstream nodes, 
the neighborhood feedback loop can maintain a single hop 
relay speed. However, this MAC layer adaptation can’t 
solve the hotspot problem, if the upstream nodes, which are 
unaware of the congestion, keep sending packets into this 
area. In this case, backpressure rerouting (network layer 
adaptation) is necessary to reduce the traffic injected into 
the congested area.   

4.6. Back-Pressure Rerouting 
Backpressure re-routing is naturally generated from the 

collaboration of neighbor feedback loop (NFL) routines as 
well as the stateless non-deterministic geographic forward-
ing (SNGF). To be more explicit, we introduce this scheme 
with an example (Figure 4). 
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Figure 4. Backpressure rerouting case one 

Suppose in the lower-right area, heavy traffic appears, 
which leads to a lower relay speed in nodes 9 and 10. 
Through the MAC layer feedback, node 5 will detect that 
nodes 9 and 10 are congested. Since SNGF will reduce the 
probability of selecting nodes 9 and 10 as forwarding can-
didates and route more packets to node 7, it will reduce the 
congestion around nodes 9 and 10. Since all neighbors of 9 
and 10 will react the same way as node 5, eventually nodes 
9 and 10 will be able to relay packets above the desired 
speed. 



 

A more severe case could occur when all the forward-
ing neighbors of node 5 are also congested as shown in 
Figure 5. 
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Figure 5. Backpressure rerouting case two 

In this case, the neighborhood feedback loop is acti-
vated to assist backpressure re-routing.  In node 5, a certain 
percent of packets will be dropped in order to reduce the 
traffic injected into the congested area. At the same time, an 
on-demand backpressure beacon is issued by node 5 with 
the following fields. 

(ID, Destination, AvgSendToDelay)  
AvgSendToDelay is the average SendToDelay of all 

nodes inside FSID(Destination). In our example, when the 
destination is at node 13, AvgSendToDelay is the average 
delay from node 5 to nodes 7, 9 and 10. 

When a neighbor receives the back-pressure beacon 
from node 5, it determines whether node 5 belongs to its 
FS(Destination). If node 5 does, this neighbor modifies the 
SendToDelay for node 5 according to the AvgSendToDelay. 
For example only node 3 will consider node 5 as a next hop 
forwarding candidate to the destination where node 13 re-
sides.  If node 5 is not in the FS(Destination), then this 
neighbor ignores the backpressure beacon. This backpres-
sure mechanism can reduce the chance of “false congestion 
indication”, to ensure that traffic from node 4 to node 6 will 
not be affected by the backpressure beacon.  

If, unfortunately, node 3 is in the same situation as 
node 5, further backpressure will be imposed on node 2. In 
the extreme case, the whole network is congested and the 
backpressure will proceed upstream until it reaches the 
source, where the source will quench the traffic flow to that 
destination. 

Backpressure rerouting is a network layer adaptation 
used by SPEED to reduce the congestion inside the network. 
In this case no packet needs to be sacrificed. Network layer 
adaptation has a higher priority than MAC layer adaptation 
used by SNGF and NFL. A drop via the feedback loop is 
only necessary when the situation becomes so congested 
and there is no alternative to maintaining a single hop speed 
other than dropping packets. 

4.7. Void Avoidance 
Greedy geographic based algorithms have many advan-

tages over the traditional MANET routing algorithms for 
real-time sensor network applications. They do not suffer 

route discovery delay and tend to choose the shortest path 
to the destination. Moreover without flooding, they have 
relatively low control packet overhead. Unfortunately, they 
also have a serious drawback. In many cases, they may fail 
to find a path even though one does exist. To overcome this, 
SPEED deals with a void the same way it deals with con-
gestion. As shown in the Figure 6, if there is no down-
stream node to relay packets from node 2 to node 5, node 2 
will send out a backpressure beacon containing fields: (ID, 
Destination, ∞). The upstream node 1 that needs node 2 to 
relay the packets to that destination will set the SendToDe-
lay for node 2 to infinity and stop sending packets to node 2. 
If node 3 doesn’t exist, further backpressure will occur until 
a new route is found. It should be admitted that our scheme 
of void avoidance isn’t guaranteed to find a path if there is 
one as in GPSR[6], but it is guaranteed to find a greedy 
path if one exists. To maintain real-time properties, we 
don’t allow backtracking to violate our desired speed set-
point. However, as we can see from the evaluation section 
5.6, such a simple scheme can significantly reduce packet 
loss due to voids in high-density sensor networks. 
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Figure 6. Void avoidance scheme 

4.8. Last Mile Process 
Since SPEED is targeted at sensor networks where the 

ID of a sensor node is not important, SPEED only cares 
about the location where sensor data is generated. 

The last mile process is so called because only when 
the packet enters into the destination area will such a func-
tion be activated. The SNGF module aforementioned con-
trols all previous packet relays.  

The last mile process provides two novel services that 
fit the scenario of sensor networks: Area-multicast and 
Area-anycast.  The area in this case is defined by a center-
point (x,y,z) and a radius, in essence a sphere. More com-
plex area definitions can be made without jeopardizing the 
design of this last mile process. 

Nodes can differentiate the packet type by the Packet-
Type field mentioned in section 4.1. If it’s an anycast 
packet, the nodes inside the destination area will deliver the 
packet to the transport layer without relaying it onward. If 
it’s a multicast packet, the nodes inside the destination area 
which first receive the packet coming from the outside of 
the destination area will set a TTL. This allows the packet 
to survive within the diameter of the destination area and be 
broadcast within a specified radius. Other nodes inside this 
destination area will keep a copy of the packet and re-
broadcast it. The nodes that are outside the destination area 
will just ignore it. The last mile process for unicast is nearly 



 

the same as multicast, except the node with a specified 
global_ID will deliver the packet to the transport layer. If 
the location directory service is precise, we can expect the 
additional flooding overhead for the unicast packets to be 
small. The current implementation of the last mile process 
is relatively simple. More efficient and robust techniques 
are desired for future research.  

5. Experimentation and Evaluation 
We simulate SPEED on GloMoSim [15], a scalable 

discrete-event simulator developed by UCLA. This soft-
ware provides a high fidelity simulation for wireless com-
munication with detailed propagation, radio and MAC 
layers. Table 1 describes the detailed setup for our simula-
tor. The communication parameters are mostly chosen in 
reference to the Berkeley mote specification.  

 
Routing AODV, DSR, GF, SPEED, 

SPEED-S, SPEED-T 
MAC Layer 802.11 ( Simplified DCF) 
Radio Layer RADIO-ACCNOISE 
Propagation model TWO-RAY 
Bandwidth 200Kb/s 
Payload size  32 Byte 
TERRAIN (200m, 200m)  
Node number 100 
Node placement  Uniform 
Radio Range 40m 

Table 1. Simulation settings 
In our evaluation, we compare the performance of six 

different routing algorithms: AODV [10], DSR [5], GF [13], 
SPEED, SPEED-S, SPEED-T.  

GF forwards a packet to the node that makes the most 
progress toward the destination. SPEED-S and SPEED-T 
are reduced versions of SPEED. SPEED-S replaces the 
SNGF with a MAX-SPEED routing algorithm that geo-
graphically forwards the packets to nodes that can provide a 
max single hop relay speed. SPEED-T replaces the SNGF 
with a MIN-DELAY routing algorithm that geographically 
forwards packets to nodes that have a minimum single hop 
delay. Both reduced versions have no backpressure rerout-
ing mechanisms.  

In our evaluation, we present the following set of re-
sults: 1) end-to-end delay under different congestion levels, 
2) miss ratio, 3) control overhead, 4) communication energy 
consumption, and 5) packet delivery ratio under different 
node densities. All experiments are repeated 16 times with 
different random seeds and different random node topolo-
gies. We also implement SPEED on the Berkeley motes [4]. 
The results obtained from this testbed show a load balance 
feature of SPEED protocol (see section 5.7). 

5.1. Sensor Network Traffic Pattern  
There are two typical traffic patterns in sensor net-

works: a base station pattern and a peer-to-peer pattern. The 

base station pattern is the most representative one inside 
sensor networks. For example, in surveillance systems, 
multiple sensors detect and report the location of an in-
truder to the control center. In tracking systems, a base sta-
tion issues multiple tracking commands to a group of 
pursuers. In a different respect, the peer-to-peer pattern is 
usually used for data aggregation and consensus in a small 
area where a team of nearby motes interact with each other. 
The end-to-end delay in the base station pattern is the major 
part of delay for the sensing-actuation loop, and is therefore, 
the focus of our evaluation. 

5.2. Congestion Avoidance  
In a sensor network, where node density is high and 

bandwidth is scarce, traffic hot spots are easily created. In 
turn, such hot spots may interfere with real-time guarantees 
of critical traffic in the network. In SPEED, We apply a 
combined network and MAC layer congestion control 
scheme to alleviate this problem. 

To test the congestion avoidance capabilities, we use a 
base station scenario, where 6 nodes, randomly chosen from 
the left side of the terrain, send periodic data to the base 
station at the middle of the right side of the terrain. The 
average hop count between the node and base station is 
about 8~9 hops. Each node generates 1 CBR flow with a 
rate of 1 packet/second. To create congestion, at time 80 
seconds, we create a flow between two randomly chosen 
nodes in the middle of the terrain. This flow then disappears 
at time 150 seconds into the run. This flow introduces a step 
change into the system, which is an abrupt change that 
stress-tests SPEED’s adaptation capabilities to reveal its 
transient-state response. In order to evaluate the congestion 
avoidance capability under different congestion levels, we 
increase the rate of this flow step by step from 0 to 100 
packets/second over several simulations 

Figure 7 and Figure 8 plot the end-to-end (E2E) delay 
for the six different routing algorithms. At each point, we 
average the E2E delays of all the packets from the 96 flows 
(16 runs with 6 flows each). The 90% confidence interval is 
within 2~15% of the mean, which is not plotted for the sake 
of legibility. 

Under the no or light congested situations, Figure 7 and 
Figure 8 show that all geographic based routing algorithms 
have short average end-to-end delay in comparison to 
AODV and DSR. There are several factors accounting for 
this outcome. First, the route acquisition phase in AODV 
and DSR leads to significant delays for the first few packets, 
while geographic based routing doesn’t suffer from this. 
We argue that without an initial delay cost, geographic 
based routing is more suitable for real-time applications like 
target tracking where the base station sends the actuation 
commands to the sensor group, which is dynamically 
changing as the target moves. In such a scenario, DSR and 
AODV need to perform route acquisition repeatedly in or-
der to track the target. Second, the route discovered through 



 

flooding and path reversal has relatively more hops than 
greedy geographic forwarding. The reason for even higher 
delay in AODV than DSR is that DSR implementation in-
tensively uses a route cache to reduce route discovery and 
maintenance cost. As shown in Figure 8, SPEED-T has 
higher delay than GF, SPEED-S and SPEED, because 
SPEED-T only uses hop delay to make routing decision and 
disregards the progress each hop makes, which leads to 
more hops to the destination in wireless multi-hop networks. 
Instead, under lightly congested situation, GF, SPEED-S 
and SPEED tend to forward a packet at each step as close to 
the destination as possible, thereby reducing the number of 
hops and the end-to-end delay.  
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Figure 7. E2E Delay Under Different Congestion 
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Figure 8. E2E Delay Under Different Congestion 

 
Under the heavy congested situations (Figure 7 and 

Figure 8), each routing algorithm responds differently. 
SPEED performs best. For example, SPEED reduces the 
average end-to-end delay by 30%~40% in the face of heavy 
congestion in comparison to the other algorithms consid-
ered. The key reasons for SPEED’s better performance are 
1) DSR, AODV and GF only respond to severe congestion, 
which leads to link failures (i.e., when multiple retransmis-
sions fail at the MAC layer). They are insensitive to long 
delays as long as no link failures occur. 2) DSR, AODV 
and GF routing decisions are not based on the link delays, 
and therefore may cause congestion at a particular receiver 
even though it has long delays. 3) DSR and AODV flood 
the network to rediscover a new route when the network is 
already congested. 4) SPEED-T and SPEED-S don’t pro-
vide traffic adaptation. When all downstream nodes are 
congested, SPEED-T and SPEED-S cannot reduce or redi-
rect the traffic to uncongested routes. 5) SPEED not only 

locally reduces the traffic through a combination of SNGF 
and Neighborhood Feedback loops in order to maintain the 
desired speed, but also diverts the traffic into a large area 
through its backpressure rerouting mechanism. This combi-
nation leads to lower end-to-end delay. 

5.3. E2E Deadline Miss Ratio 
The deadline miss ratio is the most important metric in 

soft real-time systems. We set the desired delivery speed  
Ssetpoint  to 1km/s, which leads to an end-to-end deadline of 
200 milliseconds. In the simulation, some packets are lost 
due to congestion or forced-drops. We also consider this 
situation as a deadline miss. The results shown in Figure 9 
and Figure 10 are the summary of 16 randomized runs. 
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Figure 9. MissRatio Under Different Congestion 
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Figure 10. MissRatio Under Different Congestion 
AODV and DSR don’t perform well in the face of con-

gestion because both algorithms flood the network in order 
to discover a new path when congestion leads to link failure. 
This flooding just serves to increase the congestion. GF 
only switches the route when there are link failures caused 
by heavy congestion. The routing decision is based solely 
on distance and does not consider delay.  SPEED-T only 
considers the single hop delay and doesn’t take distance 
(progress) into account, which leads to a longer route.  
SPEED-S provides no adaptation to the congestion and 
cannot prevent packets from entering the congestion area. 
Only SPEED tries to maintain a desired delivery speed 
through MAC and network layer adaptations, and therefore 
has a much less miss ratio than other algorithms.  Due to its 
transient behavior, SPEED still has about a 20% miss ratio 
when the network is heavily congested. Future work is 



 

needed to reduce the convergence time in order to improve 
the performance.  

Comparing Figure 9 and Figure 10, we argue that 
purely localized algorithms without flooding outperform 
other algorithms when traffic congestion increases. Gener-
ally, the less state information a routing algorithm depends 
on, the more robust it is in the face of packet loss and con-
gestion.  

5.4. Control Packet Comparison 
Except for AODV, all other routing algorithms studied 

use a relatively low number of control packets. Most con-
trol packets in DSR and AODV are used in route acquisi-
tion. Because AODV initiates route discovery (flooding) 
whenever a link breaks due to congestion, it requires a large 
number of control packets. DSR uses a route cache exten-
sively, so it can do route discovery and maintenance with a 
much lower cost than AODV. The only control packets 
used in GF, SPEED-S and SPEED-T (Figure 11) are peri-
odic beacons, whose number is constant at 750 under dif-
ferent congestion levels. In addition to periodic beacons, 
SPEED uses two types of on-demand beacons to notify 
neighbors of the congestion. This costs SPEED more con-
trol packets than the other three geographic based routing 
algorithms (Figure 11). 
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Figure 11. Control packet overhead comparison 

5.5. Energy Consumption 
Under energy constraints, it is vital for sensor nodes to 

minimize energy consumption in radio communication to 
extend the lifetime of sensor networks. From the results 
shown in Figure 12, we argue that geographic based routing 
tends to reduce the number of hops in the route, thus reduc-
ing the energy consumed for transmission. AODV performs 
the worst as a consequence of sending out many control 
packets during congestion. DSR has larger average hop 
counts and more control packets than other geographic base 
routing algorithms. SPEED-T only takes delay into account, 
which leads to longer routes. Figure 12 shows that SPEED 
has nearly the same power consumption as GF and SPEED-
S when the network is not congested. Under such situations, 
SPEED tends to choose the shortest route and does not re-
quire any on-demand beacons. Under heavy congestion, 
SPEED has slightly higher energy consumption than GF 

and SPEED-S, mainly because SPEED delivers more pack-
ets to the destination than the other protocols when heavily 
congested.  
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Figure 12. Energy Consumption for transmission 

5.6. Void Avoidance 
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Figure 13. Deliver ratio under different density 

 
This experiment tries to evaluate the end-to-end deliv-

ery ratio of all routing algorithms under different node den-
sities. To eliminate packet loss due to the congestion, we 
only use four flows with a rate of 0.5 packets/second, these 
flows go from the left side of the terrain to the base station 
at the right side of the terrain. To change the density of the 
network, instead of increasing the number of nodes in the 
terrain, we keep the number of nodes constant at 100, and 
increase the side length of the square terrain in steps of 50 
meters. It is no surprise that DSR performs best in the de-
livery ratio since it is a flooding based route discovery algo-
rithm. Theoretically, DSR should have 100% delivery ratio 
(Figure 13) as long as the network is not partitioned. All 
other geographic based algorithms have 100% delivery ra-
tio when the network has high density (>12 nodes / per ra-
dio range). However, when the network density is reduced 
below 9 nodes/ per radio circle, GF, SPEED-S and SPEED-
T degrade performance rapidly. Only SPEED can manage 
to deliver 95% of its packets to the destination. However, 
SPEED drops 5% of its packets, because those packets need 
backtracking in order reach the destination. If backtracking, 
those packets would have a negative delivery speed, which 



 

is not allowed by SPEED for the sake of maintaining the 
real-time properties. It should be pointed out that GPSR[6], 
another well known geographic based routing algorithm, 
permits backtracking and can achieve 100% delivery rate as 
long as the network is not partitioned. 

5.7. Implementation on Motes 
We have implemented the SPEED protocol on Berke-

ley motes platform with a code size of 6036 bytes (code is 
available at [3]). Three applications including data place-
ment, target tracking and CBR are built on top of SPEED. 
Due to space limitation, we only present partial results here. 
In the experiment, we use 25 motes to form a 5 by 5 grid. 
To evaluate the load balance capability of the SPEED, we 
send a CBR flow from node 24 to node 0 which is the base 
station. We collect the number of packets relayed by inter-
mediate motes (1~23) and compare this with the result ob-
tained from GF protocol which we also implemented on the 
motes.  

GF tends to relay packets via a fixed route which leads 
to unbalance traffic, for example, in Figure 14, node 14 
sends out 98 packets while node 13 doesn’t sent out any 
packets. SPEED uses non-deterministic forwarding, which 
can balance energy consumption. We argue that in sensor 
networks, balanced energy consumption can prevent some 
nodes from dying faster than others, therefore increasing 
the network lifetime.  
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Figure 14. Traffic Balance 

6. Conclusion 
Many excellent protocols have been developed for ad 

hoc networks. However, sensor networks have additional 
requirements that were not specifically addressed. These 
include real-time requirements and nodes which are se-
verely constrained in computing power, bandwidth, and 
memory. SPEED maintains a desired delivery speed across 
the network through a novel combination of feedback con-
trol and non-deterministic QoS-aware geographic forward-
ing. This combination of MAC and network layer 
adaptation improves the end-to-end delay and provides 
good response to congestion and voids. Our simulations on 
GloMoSim and implementation on Berkeley motes demon-
strate SPEED’s improved performance compared to DSR, 
AODV, GF, SPEED-S and SPEED-T. SPEED is a new 

protocol that meets the requirements of sensor networks in 
real-time situations.  
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Abstract— It is risky to implement a large-scale wireless sen-
sor system without predicating its behavior beforehand through
simulation, an indispensable step toward the final system. Since
in wireless simulation, over 90% simulation time is spent on
the characterization of the MAC layer behaviors, abstraction at
the MAC layer becomes the key to the scalability of wireless
sensor network simulations. In this work, we employ an abstract
simulation mode, established by online data collection, to describe
the MAC behaviors efficiently. Observing that the abstract sim-
ulation mode becomes inaccurate when network traffic changes
significantly, we adopt a hybrid approach. We switch between the
abstract simulation mode and full simulation mode in response
to the traffic changes. Statistics are collected online under full
simulation mode to update the abstract simulation mode to be
used. In evaluation, we demonstrate that our approach is 9 times
faster than the original simulation with a loss of accuracy less than
10% in the end-to-end delay and 1% in the number of messages
successfully transmitted across the network.

I. INTRODUCTION

With the advance of sensor network research, numerous
protocols have been proposed recently. Validation and analysis
of these protocols are very important for system designers to
make right decisions to meet application requirements. One
method available for validation and analysis is mathematical
modeling. Unfortunately work in mathematics is limited due
to the complex, dynamic, and unpredictable nature of these
systems as they scale to thousands of devices. One can also
explore new protocols for sensor networks directly with the
physical devices (e.g., mica2). Problems occur again with the
complexity and scale of these networks. The sensor devices
that exist today provide a limited subset of the functionality
and scale. Due to the practical limitations of mathematical
analysis or physical network implementations, simulation is an
important tool for researchers in this field, at least during the
initial stage of the system design. Aside from just providing a
means of representing models where it was previously impos-
sible or just not practical, simulation also allows fast evolution
of protocols without the significant effort of reworking a math-
ematical analysis or reloading code onto thousands of physical
motes. The need for simulators capable of modeling these large,
complex, and seemingly limitless networks grows every day.
Although many simulators have been built to date (ns-2 [8],
GloMoSim [20], SSF [18], SensorSim [16], TOSSIM [10],
SENSE [3], J-Sim [6], ATEMU [15], SENS [19], TOSSF [14]),

the scalability of these tools is not satisfactory. For example
ns-2, currently the most popular network simulator, suffers an
order of magnitude performance penalty by invoking the Tcl
interpreter during a simulation run and occupies approximately
gigabytes memory to simulate thousands of nodes. This limita-
tion in scalability is a problem as networks being tested grow
and simulators are left with the task of modeling the incredibly
complex behavior of these large systems.

One method of improving the scalability of network simula-
tors is through model abstraction. The goal of model abstraction
is to sufficiently reduce the complexity of a model, without
suffering (too great) a loss in accuracy. With this thought in
mind, our work is an attempt to study the feasibility of using
abstraction as a solution to the problem of scalability. Specifi-
cally, we are targeting to MAC layer abstraction, because based
on our empirical profiling results, over 90% simulation time is
spent on the characterization of the MAC layer behaviors.

The originality of our approach lies in three aspects: First,
to the best of our knowledge, all prior work on data collection
for abstraction occurs off-line prior to simulation. In contrast,
our abstraction is established on-line by analyzing the data
collected from a full simulation mode. This approach provides
a high fidelity than off-line static abstractions. Second, we
dynamically switch the granularity of the simulation based
on the feedback from the traffic rate monitor. This approach
embraces the accuracy gain from the detailed simulation and
speedup from high-level abstraction. Third, our approach is
independent of upper layer implementations. Different network
protocols and applications can run on top of our implementation
seamlessly. we demonstrate that our approach is 9 times faster
than the original simulation with a loss of accuracy less than
10% in the end-to-end delay and 1% in the number of messages
successfully transmitted across the network.

The rest of paper is organized as follows. In section II,
we discuss research to date that has pursued similar goals.
Specifically we look at different solutions to scalability and
identify the uniqueness of our solution. In section III we discuss
the rationale behind our abstraction and the basic ideas behind
our solution. Section IV provides detail on our implementation
within the GloMoSim framework and section V follows with
results and analysis. Section VI inspects the unresolved issues
that needs to be addressed in the future work. We conclude in
section VII.



II. STATE OF THE ART

In search of a solution to augmenting scalability in wireless
network simulators, we looked at prior work in two general
areas of network simulation research. The first, achieving
simulation scalability, gave us insight into prior strategy and
potential solutions to help guide us towards our ultimate attempt
at a MAC layer abstraction. The second, simulation validation,
helped us understand the important aspects and techniques to
validate our ultimate solution. Prior research in both of these
areas are discussed in this section.

A. Scalability

To solve the scalability problem, modern research on net-
work simulation has taken two major approaches: parallel sim-
ulation and simulation abstraction. The first, parallel simulation,
has been implemented in architectures such as DaSSF [18]and
GloMoSim [20] and has proven adequate in speeding up
simulations on a limited scale. [11], [13] and [20] discuss the
application and results of implementing parallel and distributed
simulation across several processes to achieve speedup. The
biggest advantage of parallel simulation is that speedup is
gained without sacrificing the accuracy and granularity of the
simulation. This research on parallel simulation environments
and techniques is complementary to our work.

The second approach, called model abstraction, is the focus
of our work. [1], [4] and [17] outline fundamental goals and
tradeoffs to consider when simulating a network layer abstrac-
tion. Additionally these papers provide important insights into
understanding the effects of model abstraction and testing for
possible simulator invalidation. [5] looks at two abstraction
techniques: centralized computation and abstract packet dis-
tribution. Centralized computation saves memory consumption
and time by centrally computing protocol states to reduce the
workload and complexity of performing these computations
for every simulated node. Abstract packet distribution avoids
link-by-link packet transmission by scheduling packets directly
at the receiving end. This second technique is similar to our
work in that it eliminates potentially unnecessary details during
packet transfer. In our work we implement a similar, but less
aggressive technique that results in a more detailed and hence
more accurate abstraction. Hybrid simulation, as implemented
in SensorSim [16], is another approach to achieving speedup
through abstraction. This approach utilized data collected from
a real system to apply statistical data to simulation models. Our
approach is different from this technique in the sense that we
use adaptive simulation granularity from fine detailed packet-
level simulation and apply it to coarse abstract-level simulation.
[1] uses a fluid-based approach to speedup simulation. In this
solution, speedup is achieved by coarsening the representation
of network traffic from a packet level granularity to a flow level
granularity where closely related packets are substituted with a
single packet. [12] abstracts details of an 802.11 MAC Protocol
by substituting probabilistic packet arrival data and statistical
packet arrival times to remove the details of the 802.11 MAC

protocol contention phase. This research most closely resembles
our own with the exception that data collection occurs off-line.
This limitation prevents researchers from applying statistical
data to situations that have not been previously encountered and
makes dynamic traffic patterns difficult to model. Our research
addresses this limitation by performing online data collection
by monitoring traffic patterns to determine when simulated
abstraction is appropriate.

B. Validation

Aside from the work designing and implementing our ab-
straction, we also studied model validation to better understand
the overall effect and validity of our research. Validation tests
such as the chi-square goodness of fit test [9] can be used
to test whether the simulated model reflects the real situation.
[7] and [4] discuss issues and techniques for model validation
and analysis. Although various methods and techniques are
proposed and discussed in these papers, our primary focus is
on comparing the simulated results of our abstraction with the
results of the high granularity simulation [12]. Since differ-
ent networking scenarios have different impacts on simulated
results, a limited set of case comparisons are not enough to
claim the validation of any model. Rigorous model validation,
specifically as it applies to abstraction, is left as an area for
future research.

III. METHODOLOGY OVERVIEW

Accurately modeling wireless networks on the scale of
hundreds of thousands of nodes has been and will remain
a challenging problem for research. Despite the effects of
Moore’s law it remains impractical to handle simulations of
large-scale networks over reasonable periods of simulation time
to collect precise experimental data.

A. Design Goals

The array of simulators developed to date provide varying
levels of detail, accuracy, scalability, modularity (flexibility),
etc. Unfortunately the more detailed a simulation becomes,
the less capable it is of scaling to large complex networks.
It is crucial to decide what level of detail can be sacrificed
in exchange for simulation speed and scalability. Since in the
wireless scenario, nearly 90 ∼ 95% of simulation time is spent
modeling details of the MAC and below, abstracting these layers
can provide a large speedup while preserving the accuracy
of upper-layer behavior. The higher level protocols are ideal
for our abstraction because they are not concerned with MAC
layer detail so long as the packet transmission delay remains
consistent with that of a detailed model’s behavior. More
specifically, this work attempts to solve the speedup problem
by abstracting out MAC layer implementation detail for the
MAC protocols (e.g.MACAW [2]) in GloMoSim [20]. While
the specific abstraction we implement is under GloMoSim, our
concept of MAC layer abstraction is generic and can be applied
across other simulators.
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The goals of our work are four fold. 1) Primarily we want
to increase the speed of the simulation, in turn increasing the
potential for scaling to very large network models. 2) We also
need to validate the results of our abstracted implementation
against a more detailed and correctly implemented simulator.
3) Slightly less important but along the lines of validation is the
need to fully understand the effects of our abstraction on the
model being simulated. The importance of understanding both
the positive and negative impacts of our abstraction allows us to
continue to refine our technique and potentially apply it to other
layers or on other MAC layer protocols in future research. 4)
Finally our fourth goal is to identify additional bottlenecks in
simulations in hopes of addressing these bottlenecks in future
work.

B. Model Assumptions

We assume that the current wireless simulators (e.g. Glo-
MoSim [20], ns-2 [8]), prior to our modifications, is a valid
representation of the MAC layer and therefore the baseline
simulation is used as a means of comparison. Although the
success of our abstraction does not hinge on a valid initial
implementation, we assume a valid model so that similar im-
plementations on other validated simulators can expect similar
results. For our design we also impose the assumption of
relatively consistent network traffic. This assumption is made
to ensure that enough time is spent abstracting MAC layer
behavior. We discuss the relaxation of this assumption later.
Currently our model assumes that the simulated network is
static or with a low mobility. With a high mobility, it is difficult
to characterize the dynamics of radio propagation and its effect
on our abstraction, so further investigation on high mobility is
left for future work.

C. Overview of Detailed MAC Layer Simulation

Before discussing specifically how we added abstraction
to the MAC layer simulation, it is important to understand
certain aspects of the MAC layer simulation. To illustrate
the simulation process, here we use GlmoSim [20], a typi-
cal discrete wireless simulator, as an example. We note this
paper is described in the context of GloMoSim, however
the design idea can be applied in other discrete simulators
as well. GloMoSim was developed as a modular library of
components that contribute to an extensible, robust, and dy-
namic simulator for wireless networks. By isolating nodes’
communication layers into independent modules, GloMoSim
allows the researcher to “plug and play”different protocols (i.e.
protocols that they develop and implement) without concern for
the inner workings of other architectural layers. To handle the
overall organization of the simulator, GloMoSim implements
a main module responsible for instantiating and organizing
nodes, scheduling messages between modules, and tracking
the exchange of messages within the simulation. The most
important responsibility of the main component is to invoke
calls to specific modules as appropriate to control the overall

sequential flow of events throughout the simulation. This flow
of control is handled by scheduling and passing messages
which represent events in the simulation. A message, as defined
by GloMoSim, has a multitude of purposes. For example,
a message used for simulating communication between the
network and radio layer not only encompasses the application
payload, but also contains any header information that previous
layers (application, transport, network, etc..) have attached to
this payload. For communication messages, this mimics the way
packets are packaged in the OSI seven-layer architecture. Aside
from their obvious use for communication, messages are used to
schedule node timeouts, handle mobility, or provide any form of
communication between modules during simulation. To better
understand the use of messages within GloMoSim we provide
a simplified example of a packet being sent into the simulated
environment. When node A’s network layer has a packet to
send over a single hop, the network layer schedules a message
(encompassing the packet and upper layers’ header information)
to the MAC layer. The simulator core stamps this message with
a time of delivery and returns to the main sequential flow in
the main module. When the simulation time for this message
arrives, the main module looks at its type and passes it to the
appropriate node’s MAC layer. Upon receiving the message, the
MAC layer further decodes the type of MAC layer message so
that it can be handled appropriately. In this situation, the MAC
layer recognizes that it is the beginning of a new exchange
to the network, so it initiates several more messages. These
messages are also scheduled to take place at specific simulation
times and are later handled by the main module when it
becomes appropriate. The subsequent message scheduled is a
notification of message propagation from the Radio layer. This
message results in every node within the simulator receiving the
propagated message and scheduling messages for overhearing,
responding when appropriate, backing off, etc. As you can see
from this significantly simplified example, due to the broadcast
nature of wireless communication, a packet being sent out into
the network involves the scheduling of two to possibly 20 or
more GloMoSim internal messages per simulated node. This
overhead in terms of simulation time escalates when a network
has hundreds of thousands of nodes.

D. Architectural Solution

To improve simulation scalability for this described archi-
tecture, we attempt to abstract a layer of the previously defined
GloMoSim architecture to reduce the number of messages
exchanged during a simulation. Due to the fact that many
sensor network simulations attempt to understand network,
transport, or even application layer behavior, our abstraction
argues that the details of how MAC layer message exchange
takes place are not quite important so long as the overall
transmission behavior of the model is maintained. Specifically
this allows us to abstract the MAC layer and therefore reduce
the MAC layer messages being modeled to speed up the overall
simulation time. As shown in Figure 1, our solution adds four
essential modules and one orthogonal module to the GloMoSim
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simulator. The four essential modules are a Data Collector
module, an Abstraction Model Builder, a Traffic Monitor and A
Mode Switcher. The orthogonal module is simply the addition
of data collection for model validation. To better understand
these changes, Figure 1 shows an architectural schematic of
how our changes fit into a simulator architecture.

 Controller Protocol stack

Traffic Monitor

Model Switcher

MAC / Radio

Simulation Model

MAC / Radio

Abstract model

Network layer

Transportation Layer

Application layer
E2E Performance

monitor

Model validation

Data Collector

Model builder

switch

Fig. 1. Architecture for MAC layer Abstraction

The description of this architecture is as follows.

• Data Collector: In Figure 1, the Data Collector module is
used to monitor and collect information on the detailed
and complete exchange of packets as specified in the
protocol. The Data Collector is actively collecting data
when simulator is in the Full Simulation Mode. During this
mode the simulator functions as previously implemented
by the GloMoSim developers. By collecting MAC layer
message data during the simulation, we attempt to use this
collected data to apply a statistical model that removes this
MAC layer message exchange.

• Model Builder: Upon switching to Abstract Simulation
Mode, the Model Builder utilizes information previously
collected by the Data Collector to determine an appli-
cable statistical model for our abstraction. Currently the
Model Builder implements a simple statistical history-
index model, described in section IV-B. Once a switch
is made, the Model Abstract Simulation Mode utilizes the
statistical model to abstract the message exchange with a
predicted delay and corresponding probability of success-
ful packet arrival at the receiving node. This abstraction
significantly reduces the simulation time.

• The Traffic Monitor and Mode Switcher: they are pro-
vided to actively monitor and respond to simulated traffic
flow during a simulation. These modules monitor packet
rates in the network and utilize a threshold-based method
of deciding when to switch from Full Simulation Mode to
Abstract Simulation Mode and back. The combined effort
of these modules is referred to as Toggling.

• Model Validation Module: The fifth module in our
implementation, data collection for model validation, is

implemented across the End-to-End Performance Monitor
and the Model Validation Unit. Currently our End-to-
End Performance Monitor collects statistics on end-to-
end message delay and the Model Validation unit has not
been fully implemented. The current solution is discussed
further in section IV-D and work with online Model
Validation and the addition of a feedback mechanism for
dynamic optimization of abstraction parameter is left for
future work.

It is important to note that our MAC layer abstraction subse-
quently abstracts the details of the radio layer for all packets.
This happens as a result of the packets no longer being sent
as a radio signal. Instead, packets are directly passed to the
receiving nodes’ routing layer avoiding both the MAC and radio
layer altogether.

E. Abstraction Parameters

The mode switch can be tuned by changing up to three
abstraction parameters. 1) The initial stride is the number of
packets that are monitored at the beginning of a simulation
during Simulation Mode. When this number of packets has been
simulated, the mode switches to Abstract Simulation Mode (on
figure 1 the switch position would be to the right). 2) The
heartbeat period controls the frequency of traffic monitoring.
The “packet arrival rate”is the rate at which (unicast) packets
are transmitted from the network layer to the MAC layer
for all simulated nodes. Each time a heartbeat is issued, we
compare the arrival rate in the time period that just finished
with the arrival rate in the previous time period. If (the absolute
value of) this ratio exceeds a threshold (our third abstraction
parameter), the packet arrival rate is considered fresh and we no
longer consider past data applicable to the current abstraction
and a switch back to full simulation mode is needed. The
abstraction parameters: (i) initial stride, (ii) heartbeat period
and (iii) threshold, are static during a simulation run and easily
modifiable. Intuitively, a longer initial stride, shorter heartbeat,
and smaller threshold result in a more accurate, and therefore
longer simulation. This tradeoff is discussed in section V-A.

IV. IMPLEMENTATION

Our initial approach to abstracting a MAC layer protocol
expose us to the design and code of various simulators. After
looking into ns-2 [8], GloMoSim [20], SSF [18], and the
TinyOs simulator [10], we eventually choose GloMoSim due
to its ease of understanding, relatively good performance, and
modularization of layers.

As stated before, our MAC layer abstraction toggles between
two different modes during a simulation. The Full Simulation
mode implements the detailed packet exchange as previously
implemented by GloMoSim. The only change to the previous
implementation is the collection of data to be used in the
Abstract Simulation Mode. The Abstract Simulation Mode
reduces the number of messages exchanged during simulation
and therefore has a vast impact on the overall simulation time.
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To switch between modes we implemented what we call a
Toggle feature. The final piece of our implementation involves
data collection for analyzing the effect of our abstraction on
end-to-end delay and packet loss for the models chosen. These
four components are described in detail below.

A. Data Collection

In Full Simulation mode the simulation runs exactly as it
had previously been implemented by the GloMoSim designers.
For the purposes of this paper we are going to assume that
this original design was correct and can therefore be used as
the baseline for our analysis. The only difference in Full Sim-
ulation mode is that we have inserted several data structures in
combination with a fair amount of logic to eavesdrop and collect
data for the detailed simulation as it runs. This eavesdropping
takes place in both the MAC layer, Radio layer. For example,
the main body of the simulation ruling MACAW protocol [2]
goes as follows : When the network layer has a packet to be
sent to its next hop, the MAC layer is notified of this packet
and a RTS is scheduled. At this point we collect the time in
which the RTS was initiated and the node in which the RTS
is destined and we set the sending nodes state as SENDING
RTS and the receiving nodes state as AWAITING RTS. From
here on the Data Collection component tracks the exchange of
packets between nodes, updates the node’s state accordingly,
and sets variables within the Data Collection structure that
records how long the exchange took and whether or not the
exchange was successful. Any collisions with other RTS, CTS,
Data packets or other noise are handled by the simulation and
recorded as appropriate. Finally when this MAC layer exchange
has completed the nodes state is reset and its collection data
index is updated as appropriate.

B. Model Abstraction

At some point during the Data Collection portion of our
simulation, the toggle feature of our implementation realizes
that enough data has been collected and it is time to switch to
abstraction. The implementation of the toggle feature follows
this description of the Abstract Simulation model. The Abstract
Simulation Mode is used to significantly reduce the number of
messages sent during the simulation and therefore its goal is
to reduce the overall simulation time. We do this by applying
the data collected during the Full Simulation mode to provide a
statistical approach to generalize data flow through the network.
This is possible under fairly regular traffic patterns or sending
intervals per node. An example application is a temperature
sensing application where nodes report temperature readings
to a base station every second. We statistically determine the
send times and whether or not a packet successfully arrives
by generating a random number in the range of the number
of data exchanges previously collected. Using this random
number, we index the data structure where this information
resides. If the index into our data structure points to a suc-
cessful exchange then we use the time of this exchange and

directly send our current packet to the network layer of the
receiver with a set delay appropriate to the time it would have
taken (statistically speaking) for this packet to arrive. This
time includes the radio transmission time, radio propagation
time, overhead time incurred during message exchange between
layers, and any back-off that occurred due to collisions in
the network. If our index points to a data packet that had
previously been dropped, we drop this packet accordingly.
These dropped packets statistically model packet loss in the
model. While our abstraction methodology is fairly simple, it
works for several reasons. Primarily we assume fairly constant
traffic which allows us to look at behavior from the past to
determine current behavior. Although this assumption seems
stringent, it is relaxed by applying strict monitoring of aggregate
packet rate by our toggle component which can be modified by
changing the abstraction parameters. As you will see, the worst
case scenario for our simulation is when the smooth traffic
assumption is relaxed and nodes sporadically send messages
changing the networks aggregate packet rate. In this scenario
our model realizes that the changing rate requires fresh data and
continues to toggle back to Full simulation mode with Data
Collection. When this happens the simulation runs as it had
prior to our implementation with the exception that we incur
the additional cost of data collection and therefore see slight
performance loss.

AbstractionData 
Collection

(initial state)

 Initialization stride simulation done
 Constant packet arrival rate

 Not enough data collected for a node
 Variable packet arrival rate 

Fig. 2. Phase Transition

C. Toggling Between Modes

The problem of switching between Full Simulation mode and
Abstract Simulation Mode is handled by a toggle component
that is responsible for monitoring traffic flow and data collec-
tion. The state transition diagram for our Toggling component is
shown in figure 2 and a visual representation of the Toggling be-
havior is provided in figure 3. Specifically the toggle component
functions as follows. While in Full Simulation mode the toggle
component monitors the total number of data packets collected.
When the total packets collected reaches some threshold, (the
abstraction parameter previously discussed) the toggle compo-
nent modifies a state parameter which tells the MAC layer to
use our Abstract Simulation Model as implemented.

Once the simulation is running in Abstract Simulation Mode,
the toggle component begins to monitor the aggregate packet
transfer rate provided by the network layer of every node in the
network. The heartbeat counter is used to periodically check
the aggregate rate of messages sent by comparing the total
number of messages sent between the current time and the
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last heartbeat with the total number of messages sent between
the two prior heartbeats. Because the time between heartbeats
remains constant this value provides a rate. At each heartbeat
these two rates are compared and if the difference between
them exceeds some threshold (one of the abstraction variables
previously mentioned) then the aggregate send behavior is
determined to have changed significantly enough to warrant
switching back to Full Simulation mode. Another case where
our mode switches from Abstract Simulation Mode to Full
Simulation Mode is when the model is in Abstract Simulation
Mode and a node for which we do not have enough statistical
data wants to send a packet. At this point we switch modes so
that statistics for that node can be appropriately collected. Note
that this deeply impacts the performance of the simulation as
all nodes switch to Full Simulation Mode simultaneously. In
our design we choose to implement the Toggling feature as
a network parameter (as apposed to a node parameter) since
nodes in abstraction do not send packets and as a result would
invalidate data collected for other nodes simultaneously. One
additional challenge we face in our implementation is when the
toggling mechanism is invoked during a packet exchange in Full
Simulation mode. Due to the complexity of a more thorough
solution, our current implementation simply drops the packet
in transit. For our simulation, these lost packets are rare and as
a result do not have significant impact on our results.

Fig. 3. A hybrid Approach with Toggling

D. End-to-End Data and Model Validation

The final modification to GloMoSim is building a mech-
anism to collect information for comparison and validation
purposes. GloMoSim provides information specific to each
layer implemented in the simulation but unfortunately this
information is not detailed enough to satisfy our needs. Our
modification involves an addition to a component of the simula-
tor that collects the end-to-end delay for all packets successfully
sent through the network. By collecting the end-to-end delay
for each packet between specific nodes, we are not only able
to get the average and standard deviation of the end-to-end
transfer time, but the node to node data loss (for our CBR
implementation) allowing us to ensure that the MAC layer
appropriately handles collisions and therefore congestion in the
network. Since the end-to-end delay statistics are a necessary

component for validating our abstraction, but are not necessary
for the abstraction itself, we take measure to ensure that this
additional code does not affect our speedup analysis. Fortu-
nately since this code is necessary for our comparison between
models, we implement these changes in both the original and
abstracted simulators to provide consistent results.

V. EVALUATION

In the evaluation, nodes in a sample network are uniformly
placed in a field of 1000m x 1000m, in which 10 CBR
flows between 30 nodes are transmitted during 900 seconds.
Because these flows have random start times (0 to 2 seconds),
random starting and end points (fixed for the duration of the
simulation), and random rates (2 to 1000 packets per second),
some parts of the network are more active than others and
the load on each node changes with time. By using several
CBR flows with randomness in their parameters, we create a
more general load for the network. To test the effects of our
abstracted simulator on the model previously described we run
the model several times with each simulated run taking place on
different architectures of the GloMoSim simulator. We maintain
a seed value of 1, allowing pseudo random numbers generated
during the simulation to be consistent between each architecture
simulated. The simulation times for the architectures described
below are compared in Figure 4.
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Fig. 4. Simulation Time under Different Runs

In a first run, we test the original GloMoSim architecture
and measure the overall simulation time 1 We use this value as
our reference time. For the remainder of our paper, we refer to
this and the subsequently described runs as run 1, run 2, etc.
In a second run, we use a modified version of the GloMoSim
architecture that includes end-to-end delay data collection for
all packets correctly transmitted at the application level. This
architecture is also addressed as the “original simulation”. In
a third run, we use our fully modified version of GloMoSim
with Toggling deactivated so that the simulator never enters
our Abstract Simulation Mode. This simulation is used to
determine the cost of online data collection. In a fourth run,
we use our fully modified version of GloMoSim with Toggling
and Data Collection deactivated and the simulator initially

1the simulations were run on a PC AMD Athlon 1.3 GHz with 768 MB of
memory.

6



set to Abstract Simulation Mode. This architecture provides
data on the maximum possible speedup. Finally in a fifth run
(run 5a and run 5b), we use our fully modified version of
GloMoSim as we have intended it to function with two different
thresholds. We gather end-to-end delays for all packets correctly
transmitted at the application level. We also call this run the
“abstracted run”.

A. Abstraction vs. implementation trade-off

To understand the effect of our abstraction on simulation
time, we have run the five architectures previously described to
obtain time comparisons for each architecture. As we can see
from Figure 4, if the overhead of the end-to-end delay collector
(run 2) remains low (2%), the overhead due to the data collector
(run 3) is relatively high (30%). Fortunately, our assumption
that most of the time spent in simulation is a result of MAC
and radio layer details proves to be true. If messages from these
layers were delivered directly from the network layer of a node
to the network layer of the receiving node, simulation time
would be 24 times faster. As a result, the overhead introduced
by our implementation can be counterbalanced by the speedup
incurred through abstraction. For our abstraction the simulation
(run 5b) was 9 times faster than the original simulation and
only 40% slower than the fastest possible run (run 4). This
speedup occurred with a loss of less than 10% accuracy in the
end-to-end delay and a 1% loss in the number of messages
successfully transmitted across the network.

B. Accuracy vs. time trade-off

We assess the accuracy of our abstraction by monitoring a
flow consisting of several hops through the simulated network.
We choose to use multiple hops due to the fact that it allots more
room for discrepancy between our simulated abstraction and
the original GloMoSim architecture. In addition to assessing
simulation times between architectures, we also run our model
over varied threshold values as previously described. In these
cases the initialization stride is 2000 packets and the heartbeat
period is 2 seconds with the threshold varied at 2% (case 5a)
and 5% (case 5b).

C. Threshold Comparison

Figure 5 shows us end-to-end delays, the number of mes-
sages that arrive along our chosen flow, and the overall simu-
lation time for both the original simulation and our abstracted
run (run 2, run 5a, run 5b). We can see that the end-to-end
delays viewed by the application layer help to validate our
abstraction (less than a 10% difference). From this figure we
can also see a tradeoff between end-to-end delay accuracy
and simulation time as a result of the different values for our
threshold parameter. This is the result of an increased threshold
allowing more variance in traffic rate prior to switching back
to Full Simulation mode. This greater threshold results in less
switching and therefore a slight decrease in accuracy with a
significant increase in speedup. Figure 6 and Figure 7 depict

this behavior by plotting end-to-end packet delay as a function
of the packet sent for both threshold values. The packet sent
can also be looked at as a time parameter for this figure.

0

20

40

60

80

100

120

End to end delay
(10^-7 second)

Number of messages
(hundreds of packets)

Simulation time (s)

Original

With abstraction (threshold = 0.02)

With abstraction (threshold = 0.05)
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Fig. 6. End-to-End Delay for Threshold = 0.02
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Fig. 7. End-to-End Delay for Threshold = 0.05

From these results we can see the importance of fine tuning
our three abstraction parameters. These parameters allow for
the adaptation of the simulator to more appropriately fit the
model in simulation. Although we currently modify these pa-
rameters off-line, this issue could be re-solved by profiling the
simulator or implementing an auto-profiling and auto-adaptation
mechanism to handle parameter modification online. To do this
the simulator would run an initial phase during which it tries
to find optimal parameter values. The simulator could then
change these parameters dynamically to adjust the quality of
the abstraction. Ultimately, the end user could provide a single
parameter (i.e. a value between 0 and 10) with 0 meaning
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optimize for speed and 10 meaning optimize for accuracy at
the expense of speed. This could be implemented using a
feedback control loop in the simulator with the speed and
accuracy references as inputs. Note this is a second level of
auto-adaptation as we already provide a mechanism for the
modified simulator to respond automatically to load variations.
Further discussion of online parameter optimization is left for
future work.

VI. FUTURE WORK

Due to space constraints, several directions remain both
unexplored and under explored. The following ideas and issues
are left for future work:

• In our implementation we have only tested/validated our
abstraction for small models implemented on MACA using
CBR (constant bit rate). For further validation and to test
the true success of our model we must continue to run
tests on larger, more complex, and more dynamic models
to better understand the effects of our abstraction.

• For our first Abstract Simulation Model we simply used
a random index into an array of collected data to deter-
mine send time and the probability of a successful data
exchange. This simple model abstracts data when traffic
flow remains fairly constant and switches to data collection
when traffic flow changes. The loss of speedup incurred
by switching back to data collection could be reduced by
applying a system identification model that more aptly
handles dynamic traffic flow in our abstraction.

• Automatic model validation is another area left open
for future work. In our implementation we used simple
mathematical validation and manual control of abstraction
parameters to determine the accuracy and effect of our
abstraction. It is conceivable that feedback control and
dynamic adjustments could be implemented to manipulate
the abstraction parameters and optimize speedup online.

• Finally, our first iteration involved extending the MACA
protocol as implemented by GloMoSim. Future work could
involve similar abstraction to other MAC layer protocols
such as 802.11 or MACAW to determine the extensibility
of our design.

VII. CONCLUSION

Research on protocols for wireless ad-hoc sensor networks
continue to reach new limits. To fully understand the impact of
these protocols researchers must be able to simulate networks
of hundreds of thousands to potentially millions of nodes.
A major problem of current wireless network simulators is
their inability to simulate networks of this scale. Research to
date has taken several approaches to solving this problem. In
this paper we present the novel design, implementation, and
results of an online algorithm to switch the simulator between
a Full Simulation Mode during which data are collected, and
an Abstract Simulation Mode, which uses the collected data
to abstract the simulator’s MAC layer. This innovative design

is implemented on the GloMoSim simulator to specifically
abstract the MACA protocol and can easily be ported to
work across other protocol layers on a variety of simulators.
Our design can be utilized to speed up future simulations
studying transport, network, or application layer protocols. In
the evaluation, we achieved 9X speedup at the cost of only 10%
loss in end-to-end delay accuracy combined with a negligible
difference in the number of messages correctly exchanged
through our abstraction. While these results are promising they
are by no means the limit of this design. Future work on
optimizing our design includes implementing alternate abstract
simulation models and extending our work to include mobility
and the more adequate handling of dynamic network behavior.
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Abstract. Navigation of mobile wireless sensor networks and fast target

acquisition without a map are two challenging problems in search and

rescue applications. In this paper, we propose and evaluate a novel Gra-

dient Driven method, called GraDrive. Our approach integrates per-node

prediction with global collaborative prediction to estimate the position of

a stationary target and to direct mobile nodes towards the target along

the shortest path. We demonstrate that a high accuracy in localization

can be achieved much faster than other random work models without

any assistance from stationary sensor networks. We evaluate our model

through a light-intensity matching experiment in MicaZ motes, which

indicates that our model works well in a wireless sensor network envi-

ronment. Through simulation, we demonstrate almost a 40% reduction

in the target acquisition time, compared to a random walk model, while

obtaining less than 2 unit error in target position estimation.

Key words: Wireless Sensor Network, Navigation, Localization, Prob-

abilistic Model, Rescue

1 Introduction

Wireless sensor networks have gained extensive attention in many applications
such as tracking, differentiated surveillance, and environment monitoring [1–3].
Moreover, the hybrid systems of mobile objects (e.g. Robots) and sensor net-
works create new frontiers for civilian and military applications, such as search
and rescue missions in which the background environments are inaccessible to
humans. A heterogeneous searching team consisting of robots and a wireless sen-
sor network has greater advantage, considering its distributed computation and
navigation capability achieved through the cooperation of embedded wireless
sensor networks.

Although the applications of mobile sensor networks keep diversifying, sev-
eral underlying capabilities remain fundamental and critical. In this work, we
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focus on the target acquisition – finding the locations of stationary targets us-
ing mobile sensor nodes. The challenging problem we address in this work is to

navigate a team of mobile sensor nodes toward the stationary targets fast and ac-

curately while consuming the least amount if energy and other resources. In this
emerging research arena, most research groups employed static wireless sensor
networks to navigate the mobile sensor nodes. Tan in [4] used distributed static
sensor networks to collect the data and execute local calculations to generate
a path for a mobile sensor network to move toward the goal. Although the in-
network calculation implemented in that project was quite efficient in creating
the shortest routing path, the additional requirement of a stationary distributed
sensor network sets a barrier for rescue applications, because of the high cost
to cover a large geographic area with a large number of sensors. Other research
groups [5] proposed gradient methods in which the mobile wireless sensor nodes
move toward the gradient direction assuming that targets carried the most inten-
sive strength of interested signals. However, in all of their implementations, the
assistance of a stationary wireless sensor network was assumed to be available in
generating a local signal distribution map. A probabilistic navigation algorithm
is presented in [6], where a discrete probability distribution of vertex is intro-
duced to point to the moving direction. This algorithm computes the utilities
for every state and then picks the actions that yield a path toward the goal with
maximum expected utility. The shortcoming of this method is that it requires
the arrival of a mobile sensor node to localize the target position and significant
communication overhead is introduced by the iteration process.

2 Contribution

In this paper, we propose to compensate those deficiencies by incorporating a
prediction model of real-time processes into a mobile sensor network sensing and
navigation architecture. We are interested in the mutually beneficial collabora-
tion of the algorithms described above but seek to reduce the costs and provide
faster target localization. The novelty of our approach is the seamless integration

of a per-node prediction model with a global prediction model. The per-node pre-
diction model guarantees that a mobile node can acquire the position of a target
alone, while the global prediction significantly reduces the navigation overhead
and time, if collaboration among the nodes is available. Specifically, the main
contributions of our prediction models are:

– Our model provides more meaningful description of individual sensor read-
ings in term of accuracy and confidence.

– Our model works with a single mobile sensor node as well as a swarm of
mobile sensor nodes. In the latter case, the sensor nodes have the ability to
share local information in order to draw a global picture, which helps each
sensor node to acquire the target along a significantly shorter path.

– The in-network prediction algorithm enables faster yet accurate target po-
sition acquisition: sensor nodes would be required to reach the target only
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when the model prediction is not accurate enough to satisfy the require-
ment with an acceptable confidence. This allows a significant reduction in
navigation energy.

The remainder of this paper is organized as follows. Section 3 defines the
assumptions. Section 4 overviews the design. In Section 5, we present the in-
network per-node prediction model. Section 6 describes target acquisition in the
context of global prediction and the corresponding mobile sensor node navigation
protocol. Section 7 presents empirical data obtained from the MICAZ platform
as well as simulation results. Finally, in Section 8, we present our conclusions
and future works.

3 ASSUMPTIONS

Our design is based on two assumptions: network connectivity and the self-
localization of mobile wireless sensors.

– Connectivity: First, wireless sensor nodes in the network are assumed to
be able to ensure connectivity. Individual mobile sensor nodes deployed in
large area is likely to lose connection to a central base station, if the routing
information is not updated. Therefore, it is desirable to maintain connections
across a team of mobile sensor nodes while minimizing power consumption
and allowing the sensor nodes to achieve their individual goals.

– Node Self-Localization: The second assumption hinges on the localization
availability for a mobile wireless sensor network. If a mobile sensor node en-
ters an unknown area, it must be able to specify its own location dynamically
without a map. This location can be obtained either through GPS such as
used in ZebraNet [7] and VigilNet [3]. It can also use a dynamic localization
scheme [8] that adjusts the estimated location of a node periodically based
on the recent observed motion.

4 OVERVIEW OF PREDICTION MODEL

The objective of our GraDrive target acquisition scheme is to predict the lo-
cation of stationary targets within allowable uncertainty (or a confidence level)
dictated by a rescue plan. To illustrate the design of GraDrive, we start our de-
scription with a rescue scenario shown in Fig. 1. Here we note that our method
is independent of this rescue application and can be applied in other scenarios
as well.

– Objective: The control center (base) disseminates a search objective to a
mobile sensor network with two parameters, error tolerances and confidence

level of the target, specifying the quality of target acquisition. For exam-
ple, the objective would be locating a target within 2 meters with at least
95% confidence. The tolerance levels for each mobile sensor nodes can vary
correspondingly in case different nodes are designed for different purposes.
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Fig. 1. The Architecture schematic of GraDrive

– Individual Prediction Model: Once the search objectives are received by
the mobile nodes, individual node decides their most efficient way to locate
the potential target with the requested confidence individually, using the
per-node prediction model. It starts to move toward the direction in which
it anticipates the fastest path to reach the confidence.

– Collaborative Prediction Model: In addition to its own plan and naviga-
tion, sensor nodes also report back to a base station, where all the individual
nodes’ readings and plans are collected and computed to create a global map
and an uncertainty area. If computation results show probability increase by
certain interval, e.g.5% to its previous state computation, the base station
will disseminate the global prediction value over the network so that each
sensor nodes in network can update their model. In other words, the predic-
tion result based on collaborative information overrules the results from the
individual prediction model.
As demonstrated in Fig. 2 from (A) to (D), the individual sensor node con-
tinuously predicts the target position with increasing probability and move
toward the target, the uncertainty area where the target is located shrinks
through collaboration among mobile sensor nodes. If collaborative proba-
bility calculated reaches the dictated objective, a success of rescue plan is
achieved. The position it reports is the exact target position specified. Com-
pared to other static sensor node navigation plans, the prediction results
computed by our model still provide considerably more information than
MobileRobot [6] and SafeRobot [9].

5 GRADRIVE MODEL DETAILS

In this section, we formally describe our per-node prediction model to estimate
the position of a stationary target with certain confidence. This per-node pre-
diction model forms the basis for global collaborative prediction described in
Section 6. We note even though we consider an unknown area with multiple
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Fig. 2. Collaborative Prediction Scheme of GraDrive

targets, the searching for separate targets is independent to each other as long
as the field (RSSI) generated by one target doesn’t overwhelm that generated
by others. Therefore in the remaining of paper, we focus on only single target
acquisition problem.

5.1 Prediction Problem Formulation

Conventionally, we begin with a value-prediction problem, which creates a Re-
ceived Signal Strength Indicator F (θ) over a parameter set θ. For example, if
θ = (d, t, v), RSSI is related to d, the distance between a mobile sensor node
and the target, t, the time of sampling, and v, the speed of mobile sensor nodes.
This model can be established by getting consecutive sensing readings (system
states) when a mobile sensor node moves. Typically, the number of parameters
in θ is much less than the number of states collected and changing one parameter
changes the estimated value of many states. To approximate our model appropri-
ately, we seek to minimize the mean squared error over some distribution, P , of
the inputs.There are generally far more states than components in θ. The flexi-
bility of the function estimator is thus a scarce resource. Better approximation at
some states can be gained generally only at the expense of worse approximation
at other states.
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5.2 Distance Prediction Model

In GraDrive, we extend the familiar one-dimensional normal probability den-
sity function known as Gaussian distribution to two variants multidimensional
distribution. The predicted distance from sensor nodes’ current position to pre-
dicted target position can be queried or estimated from the model. The mul-
tidimensional Gaussian distribution function over two attributes, trust interval
and RSSI, can be expressed as a function of two parameters: a 2-tuple vector
of means, µ, and a 2 × 2 matrix of covariances,Σ. Further, we assume the trust
interval set by a rescue team is independent of the RSSI received, which means
the trust interval of the predicted distance estimation Ti to the mean of historic
results µ doesn’t change dynamically along the searching process. The two di-
mensional distribution can be separated for description purposes. Without loss of
generality, it is assumed that the predicted distance d is disproportional to RSSI,
that can be expressed as d = r1/RSSI + r2, where r1 and r2 are two adaptive
parameters that can be determined before the searching process. We note here
other RSSI attenuation models can be used here as well without invaliding our
approach. We then use historical data or experience data to construct the mod-
els, providing r1 and r2 at each RSSI value appropriately. Besides offering the
predicted distance, a probability model associated the d is also constructed to
provide confidence of the prediction, e.g. given a predicted distance of 2 feet, the
confidence for this prediction is 95%. The models must be trained before it can
be used, a general limitation for probabilistic model. The accuracy of the model,
therefore, relies on the accuracy of data used to train it. Once the initial model is
constructed, each sensor nodes can query the predicted distance map from saving
model and come up with a confidence value. One distribution of the distance d
against the confidence p over one RSSI is a Gaussian distribution. Suppose that
rescue team have set a trust interval of Ti, given the distribution of distance over
one RSSI, we can get the points di that satisfied that P (di)−P (u) <= Ti. Here
we emphases that if the trust interval is too small, the amount of data needed
to train the model will increase exponentially.

5.3 Signal Strength Distribution Prediction Model

Besides obtaining the distance d information based on measured RSSI, we can
further refine the RSSI distribution Model. This distribution model can then
be used to navigate the mobile sensor network toward the target at a shortest
path. The central element in our approach is to construct a prediction model
that represents attributes as accurate as possible in a mobile sensor network.
As we discuss above, if the predicted RSSI distribution function depends on
parameters including distance d and confidence or probability p, the function
can be expressed as F (d, p) considering d and p’s distribution are independent.
If we do the Tylor expansion on function F , a polynomial function of attributes
d and p is achieved, shown as

F (d, p) = f(d0, d1, d2...)f(p) (1)
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where di is the function of distance variable d. To reduce the computation
energy consumption, only second order polynomial is considered in our case,
which offers a 3-tuple vector of D = [d0, d1, d2]:

d0 = c0

d1 = 1/(d + c1)
d2 = 1/(d2 + c2)

(2)

where c1, c2, c3 are constants used to avoid singularity when d = 0. Now we can
define our gradient distribution function into a simple format as:

F = D • A • p where A = [a0, a1, a2] (3)

Equation 3 is our probabilistic gradient distribution prediction function for
attributes of d and p. suppose that each sensor nodes observe the value of at-
tribute Dj to be dj , we now input sensing reading into a vector of Dj. Thus the
vector D is extended as a matrix.

If enough sensing samplings are provided, we can apply non-linear Least
Square Fitting to estimate the parameters A. For nonlinear least squares fitting
to our undetermined parameters, linear least squares fitting may be applied
iteratively to a literalized form of the function until convergence is achieved.
Since we can anticipate the power type of fit and have decided initial parameters
chosen for our models, the nonlinear fitting has good convergence properties.

In general, the computation of the matrix does cost a large amount of the
wireless nodes’ energy. The solution in GraDrive is to simplify the prediction
distribution function as above, given that prediction function computation can
be distributed over the network with collaboration of its neighbors or the data
to be delivered back to a base station where stronger computation ability and
energy are normally not limitations. If this is the case, the base station creates a
gradient distribution map globally using a weighted average method as a function
of probability and predicted distribution. This kind of global information is sent
back to each individual node involved in application.

6 TARGET LOCALIZATION USING THE

COLLABORATIVE PREDICTION MODEL

Based on the per-node prediction model, the mobile sensor nodes can infer the
position of target (x, y) and the associated confidence value p. This information
is then used to perform global predictions. Specifically, we propose to use a
probability-weighted average model for global collaborative prediction, due to
its high efficiency and low cost characteristics. The simple rational behind our
method is that the sensor nodes having a higher probability are much closer to
the intended target.

Generally, if the predicted target location provided by sensor nodes n1, n2, ..., nk,
are (x1, y1), (x2, y2), ..., (xk, yk) associated with probability value p1, p2, ...pk. The
estimated position of the target is given as:
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X =

k
P

i=1
pkxk

k
P

i=1
pk

Y =

k
P

i=1
pkyk

k
P

i=1
pk

(4)

6.1 Collaborative Navigation and Prediction Protocol

With per-node and global prediction models established, we are now ready to
describe how the sensor nodes navigate using these two models.

Initially, sensor nodes enter an intended region with certain moving speeds,
moving directions and trust intervals. It should be noted that different mobile
sensor nodes could have different moving speed or initial moving direction. After
the entrance, the mobile sensor nodes continue to detect the RSSI in its sensing
range. The detected RSSI readings are an important input for training the model
it is assigned initially. Thus they use a default navigation plan, which is to keep
moving forward unless they detect a smaller sensing reading. During the moving
process, nodes themselves perform per-node prediction calculation to construct
the local RSSI map as described in Section 5.3. Meanwhile, the sensor nodes
estimate their distance to the target position according to the sensing RSSI,
randomly pick one prediction within its trust interval. The predicted target
location information is forwarded back to a base station. To prevent excessive
energy consumption in communication, the frequency of updates can be specified
in advance. As long as the global picture is not available, individual sensor nodes
navigate according to the per-node prediction model. However, if the base station
notifies the sensor nodes that it has constructed a global RSSI distribution with
certain confidence, each sensor node will combine the information with its current
model together and change its direction toward the gradient direction. This
process will be repeated until the target position has been discovered locally or
at the base station within acceptable confidence.

6.2 Default Navigation Plan when Global Prediction Unavailable

If initially there is no global picture constructed by the base station with ac-
ceptable confidence, or if there is only one separated node in the network for
rescue plan, or if the network is partitioned or unable to deliver the data, the
mobile sensor nodes fall back to the per-node prediction model. Given its cur-
rent sensing reading, it compares with previous readings stored in memory at
each motion step. After getting a smaller sensing reading, it rotates 90 degrees
clockwise. The reason for that is that the target position is most likely located
perpendicularly to its previous moving direction.

7 EXPERIMENTS AND SIMULATION

7.1 Model Matching Experiment

In order to verify the feasibility of the proposed prediction model and parameter-
fitting algorithms, we have prototyped a light sensing system based on Berke-
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ley MICAZ modes. Even though it is stationary, the prediction model and
parameter-fitting algorithms can still be verified at the base station site which
can be transferred to individual sensor nodes and implemented. Light signal
strength is used as an example of RSSI to feed the model. One laptop equipped
with motherboard acts as the base station. A lamp works as a target and a series
of sensor nodes are deployed as shown in Fig. 3. The sensor nodes detect the
sensing reading and exchange the readings to their neighbors. The base station
calculates the parameters for the sensor nodes by using the least square fitting
method. Fig. 4 shows one set of data fitted by the prediction model. The distance
between two adjacent sensor nodes is equal and unified for matching purpose.
Since the received signal strength is not an accurate measurement, probability
approximation model comes into play. From the matching results, it is shown
that the least square method tries to reduce the deviation among the sensing
data collected. Other sets of data can also be collected and used to train the
model before it can be applied into the mobile sensor scenario.

Fig. 3. Model fitting experiment with light as source of signal and using Micaz nodes

in array to sense the signal strength

7.2 Simulation Setup

We have developed a program to verify the advantage of using our prediction
model to locate the target in a faster approach. In our simulation, a 200×200
m2 area is regarded as an unknown space with a target located at the center
and a distribution along the diameter is defined. Essentially, it would be any
random distribution that having a gradient toward the center. Each distance
unit is represented as the smallest unit that the mobile sensor nodes can travel
each time during simulation. The navigation algorithm is used to simulate the
mobility of objects. Initially, the mobile nodes are located at the edges of the
area. The initial direction is randomly picked by each mobile sensor node. If
some sensor nodes move outside the simulation region, they bounce their moving
direction back into simulation area. Under simulation, each mobile sensor node
moves at a constant speed in integer multiples of 1m/s. After each time unit (1
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second in our case), a node determines their next moving direction according to
our algorithm.
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Fig. 4. The predicted model with real sensing data

Fig. 5. Convergence time with node number for different models

7.3 Delay in Target Acquisition

We first experiment on comparing our algorithm (w/o global distribution calcu-
lation option) against Random Way Point Model. The simulation results (Fig.
5) suggest that even without a global distribution calculation mode turning on,
our default algorithm (rotating 90 degree counterclockwise) still provides 30%
faster estimation than the random way method. If global calculation mode is
on, then initially the sensor nodes still use default plan, but if the global signal
strength distribution is available, it moves faster than the default algorithm.
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Fig. 6. Convergence time with Node number under different required confidence level

7.4 Impact of the Confidence p

We also compare the impact of different required confidence level on the con-
vergence time as shown in Fig. 6. It is clear that if the required confidence level
goes beyond 90%, it will take much longer to simulate simply because it requires
at least 2 nodes to get very close to target position. It is reasonable to choose
a relative high confidence level e.g. 80% in order to balance accuracy and time
cost. 0
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7.5 Impact of the Target Speed

In Fig. 7, we further investigate the relationship between the moving speed of
sensor nodes and prediction accuracy of target location. The convergence time
correlated directly with moving speed of each sensor node since the average time
for sensor nodes to get closer to target is reduced. However, the accuracy of
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prediction gets worse if the speed increases because the minimum deviation for
the prediction is increased as well. Therefore the error continues to grow in the
prediction as node moves faster from its original location. In the situation of
high speed, accuracy error larger than 10 units is shown. To protect against
inaccuracies in the prediction model of mobile sensor nodes, a user must set a
limit for moving speed of sensor nodes.

8 CONCLUSION AND FUTURE WORK

In this paper we present a probabilistic prediction model for dynamic target
localization and evaluation of the localization algorithm. Our model does not
require any known map to determine the positions of potential targets. Also the
proposed gradient driven algorithm leads to a 40% reduction in time compared
to that of a random working model. The relationship between sensor density and
convergence time can be used as a reference of consideration for doing planning
of such a mobile sensor network. Even though the computation power could be
large, the error of the predicted target position can reach to almost zero and in
a short time (about only 47sec). As future work, we would like to implement our
algorithm on off-the-shelf hardware platforms. We would also need to design a
speed self-adjusting algorithm so that the sensor node has the ability to trade
off performance and cost.
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Abstract
Distributed soft real-time systems are becoming in-

creasingly unpredictable due to several important factors
such as the increasing use of commercial-off-the-shelf
components, the trend towards open systems, and the pro-
liferation of data-driven applications whose execution
parameters vary significantly with input data. Such sys-
tems are less amenable to traditional worst-case real-time
analysis. Instead, system-wide feedback control is needed
to meet performance requirements. In this paper, we ex-
tend our previous work on developing software control
algorithms based on a theory of feedback control to dis-
tributed systems. Our approach makes three important
contributions. First, it allows the designer for a distrib-
uted real-time application to specify the desired temporal
behavior of system adaptation, such as the speed of con-
vergence to desired performance upon load or resource
changes. This is in contrast to specifying only steady-state
metrics, e.g., deadline miss ratio. Second, unlike QoS op-
timization approaches, our solution meets performance
guarantees without accurate knowledge of task execution
parameters - a key advantage in an unpredictable envi-
ronment. Third, in contrast to ad hoc algorithms based on
intuition and testing, our solution has a basis in the theory
and practice of feedback control scheduling. Performance
evaluation reveals that the solution not only has excellent
steady state behavior, but also meets stability, overshoot,
and settling time requirements. We also show that the so-
lution outperforms several other algorithms available in
the literature.

1. Introduction
Many soft real-time systems such as smart spaces, fi-

nancial markets, processing audio and video, and the
world wide web are not amenable to traditional worst-case
real-time analysis. Most of these systems are distributed.
They operate in open environments where both load and
available resources are difficult to predict. Monitoring and
feedback control are needed to meet performance con-

straints. Several difficulties are observed in meeting per-
formance constraints in these systems. One main difficulty
lies in their data-dependent resource requirements, which
cannot be predicted without interpreting input data. For
example, the execution time of an information server (a
web or database server) heavily depends on the content of
requests, such as the particular web page requested. A
second major challenge is that these systems have highly
uncertain arrival workloads; it is not clear how many users
will request some resource in the www or how many users
might walk into a smart space. A third challenge involves
the complex interactions among many distributed sites,
often across an environment with poor or unpredictable
timing behavior. Consequently, developing certain types
of future real-time systems will involve techniques for
modeling the unpredictability of the environment, han-
dling imprecise or incomplete knowledge, reacting to
overload and unexpected failures (i.e., those not expressed
by design-time failure hypotheses), and achieving the re-
quired performance levels and temporal behavior.

We envision a trend in the theory of real-time com-
puting that aims at providing performance guarantees
without the requirement of fine-grained task execution
models such as those involving individual task execution
times. Instead, we shall see the emergence of coarse-
grained models that describe the aggregate behavior of the
system. Coarse-grained models are easier to obtain and
they need not be accurately computed. These models are
more appropriate for system analysis in the presence of
uncertainty regarding load and resources. In this paper, we
explore one such model based on difference equations.
Unlike the more familiar queuing-theory models of aggre-
gate behavior, difference equation models do not make
assumptions regarding the statistics of the load arrival
process. Thus, while both types of models describe queu-
ing dynamics, difference equation models are independent
of load assumptions and consequently more suitable for
systems where load statistics are difficult to obtain or
where the load does not follow a distribution that is easy
to handle analytically. The latter is the case, for example,
with web traffic, which cannot be modeled by a Poisson



distribution. Differential equation models include input
load as a measured variable. Hence, they are particularly
suitable for feedback control architectures in which input
load is measured at run-time.

In this paper, we show that our solution outperforms
several other algorithms available in the literature. Some
of our key performance results are the ability to adapt to
unpredictable environments and better transient and steady
state response. In addition to improvements in perform-
ance, our solution has a basis in the theory and practice of
feedback control scheduling. This is in contrast to the
more common ad hoc algorithms based on intuition and
testing where it is very difficult to characterize the aggre-
gate performance of the system and where major over-
loads and/or anomalous behavior can occur since the
algorithms are not developed to avoid these problems.

2. DFCS Framework Overview
Early research on real-time computing was concerned

with guaranteeing avoidance of undesirable effects such as
overload and deadline misses. Solutions were predicated
on knowing worst-case resource requirements a priori. In
contrast, in highly uncertain environments, the main con-
cern is to design adaptation capabilities that handle un-
certain effects dynamically and in an analytically
predictable manner. To address this issue, we propose a
framework called Distributed Feedback Control Real-time
Scheduling (DFCS). The framework is based on feedback
control that incrementally corrects system performance to
achieve its target in the absence of initial load and re-
source assumptions. One main performance metric of such
a system is the quality of performance-convergence to the
desired level. In our framework, the desired convergence
attributes may be specified and enforced using mecha-
nisms borrowed from control theory. These mechanisms
are very robust and have been applied successfully for
decades in physical process-control systems that are often
non-linear and subject to random external disturbances.
Before establishing our DFCS framework, we give an
overview of the software system being controlled and de-
scribe the feedback-control mechanism involved.

We assume that there are N computing nodes con-
nected via a network. Tasks arrive at nodes in unknown
patterns. Each task is served by a periodically invoked
schedulable entity (such as a thread) with each instance
having a soft deadline equal to its period. The periodicity
constraint is motivated by the requirements of real-time
applications such as process control and streaming media.
It is also motivated by recent trends in real-time operating
system design, such as temporal isolation of independent
applications. Note that temporal isolation is usually
achieved using operating system constructs such as capac-
ity reserves, hierarchical schedulers, and resource shares,
all of which rely on periodic scheduling in the kernel.

We abstract a typical adaptive system by two sets of

performance metrics. The primary set represents metrics
to be maintained at specified levels, for example, the op-
timal utilization of a server, or the desired altitude of an
airplane. The secondary set represents negotiable metrics
such as service quality. The objective of adaptation is to
incur minimum degradation in secondary metrics while
maintaining the primary metrics at their desired values. To
represent multiple levels of degradation in secondary met-
rics, we assume that each task has several service levels of
different quality. For example, a task can execute for
varying amounts of time with the quality of the result im-
proving with greater execution time.

The goal of our DFCS architecture is to maintain the
primary performance metrics around their targets. A key
intuition that affects the architecture of the feedback loops
is that the dynamics of a distributed system manifest
themselves on two different time-scales. Fast dynamics
are observed on individual nodes. These dynamics arise
from local load changes due to individual task arrivals and
terminations. Slower dynamics are observed globally on
the scale of the entire system. These dynamics arise from
changes in aggregate load distribution. Hence, our feed-
back architecture necessarily involves two sets of loops,
local and distributed ones, each tuned to the dynamics of
the corresponding scale.

Each node in the distributed system (Figure 1) has a
local feedback control system (LFC) and a distributed
feedback control system (DFC). The distributed feedback
controller is responsible for maintaining the appropriate
QoS balance between nodes. The local feedback controller
is responsible for tracking the global QoS set point set by
distributed controller and ensuring that tasks that are ad-
mitted to this node have a minimum miss ratio (MR) and
the node remains fully utilized. It is important to note that
these two types of controllers form the main parts of the
distributed scheduling in the system, but they are not the
entire algorithm. In this paper we develop the distributed
controller, rely on a local controller (developed earlier and
presented in a previous paper [10][11][12]), and then em-
bed these two controllers into the complete distributed
scheduling algorithm (see section 3.7). We test the com-
plete algorithm.

Now consider a few more details about the control-
lers’ structure. The distributed controller commands the
local controller via the QoS set point. The entire control
system of the local node becomes an actuator for the dis-
tributed controller to control the state of one local node.
The local controller manipulates its actuators in the LFC
to achieve the target QoS set point. While the framework
is general enough to accommodate different definitions of
QoS, in this paper, we let the primary performance metric
be the deadline miss ratio (MR). Since performance met-
rics of admitted tasks can be trivially satisfied if the ad-
mitted task set is empty, it is especially important to
quantify the loss of QoS due to task rejection to avoid
trivial solutions. For this reason, we use two different miss



ratio measurements, MR and inNode-MR. The former is
the global miss ratio of all submitted tasks (whether they
are admitted or rejected). The latter is the miss ratio of
admitted tasks only. The distributed controller is responsi-
ble for bounding the overall miss ratio, MR, of the system.
The local controller is responsible for controlling the in-
Node miss ratio of locally admitted tasks as dictated by
the distributed controller. These design choices lead to the
control system in Figure 1. Note that each of the local
controller and the distributed controller has two similar
parts, a miss ratio controller and a utilization controller.
The miss ratio controller is active during overload. The
utilization controller is active at underutilization when no
deadline misses are observed. Its purpose is to keep the
system sufficiently utilized. These are key parts of our
model developed in the next section. The LFC also has a
service level ratio controller (SLR) to address our secon-
dary metric.
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Figure 1: A Typical Node in DFCS.

Admission control (Fig. 1) is based on estimated CPU
utilization and the global service level set point and de-
cides to admit or reject tasks from the outside. If one task
is rejected, it will be offloaded to another node based on a
certain routing policy. Figure 1 also show a Reject Control
and Service Level Actuator (RCSL): To track the service
level set point from the DFC, the service level actuator
modifies the service level of tasks in the system to the
appropriate level, then the reject control actuator aborts
tasks or notifies AC to admit more if necessary. Finally,
the real-time system is the plant processing the request
from the users. We can plug various scheduling algorithms
into the RTS based on different requirements. Here, we
use EDF in our design.

3. DFCS Modeling and Design
The design of DFC control policies requires two

components: a task model and difference equations de-
scribing the dynamics of the DFC in underutilization and
overload situations, respectively. The design process pro-
ceeds as follows:

First, we specify the task model. Second, we specify
the desired dynamic behavior using both transient and
steady-state performance metrics. This step requires a
mapping from the performance metrics of adaptive real-
time systems to the dynamic response metrics of control
systems used in control theory. Third we establish a
mathematical model of the system for the purposes of
feedback control. We take a simple approach where our
model aggregates the overall performance of the system in
a single model. We show by our performance study that
this model works well, in spite of its simplicity. Finally,
based on the performance specifications and the system
model from steps 2 and 3, we apply the mathematical
techniques of control theory to design the controller that
gives analytic guarantees on the desired transient and
steady-state behavior at run-time. We map the resultant
controller to various nodes in the system depending on the
network structure being studied. This step is similar to the
process that a control engineer uses to design a controller
for a feedback-control system to achieve desired dynamic
responses.

3.1. Task Model
For each task Ti, there are N QoS service levels (N >

1). Task Ti running at Service Level q (0≤ q < N) has a
deadline Di[q] and an execution-time Ci[q] that is un-
known to the scheduler. The requested CPU utilization,
Ji(q) = Ci[q]/Di[q], of the task is a monotonically increas-
ing function of the service level q, which means that a
higher QoS will require more CPU utilization. Let the
average CPU utilization needed for a task set at level 0 be
Ub. Without loss of generality, the average CPU utilization
for a task set at level q is f(q)Ub, where f(q) is a polyno-
mial representing the Taylor’s series expansion of the re-
lation between CPU utilization and QoS level. Here we
use the first order approximation of this relation to define
average requested CPU utilization J(q) of a task set:

bUAqqJ )1()( +=
where q ∈ [ 0, MaxLevel] and MaxLevl = N−1.
We make use of this approximation in the rest of the

paper to derive the system model. Note that if this ap-
proximation is not appropriate, higher order ones can be
used. The design process remains the same.

3.2. System Specification and Metrics
To design adaptive systems, it is necessary to devise

specifications and performance metrics for the adaptation
process itself. Following the successful practice of the
control community in specifying and evaluating the per-
formance of control loops, we have proposed a series of
canonic benchmarks that test software adaptation capa-
bilities. These benchmarks generate a set of simple load
profiles adapted from control theory; namely, the step load
and the ramp load. The step load represents a worst-case
load variation: one that occurs in zero time. The ramp load



represents a more gradual variation that features a slower
rate of change. By experimenting with different rates of
change, it is possible to assess the convergence of an
adaptive system to the desired performance upon pertur-
bations caused by changes in the environment. Effects of
different “speeds” of environmental variation can be ana-
lyzed. If the rate of change of the environment is bounded,
this analysis can yield guarantees on convergence time
and worst-case performance deviation.

We measure system load in percentage of the system
capacity. The load corresponding to the full system capac-
ity is said to be 100%. An overload is a system load that is
higher than 100%. A load profile L(t) is the system load as
a function of time. In practice, this load is translated into
system-specific parameters for evaluation purposes. For
example, a 500% system load can be translated to the re-
quest rate of 8,000 request/sec in a specific web server
(assuming a fixed requested file type/size distribution).
We have shown in [10][12] that these load profiles can be
used as benchmarks in adaptive systems to provide a
common test-suite for quantifying and comparing the
speed of adaptation to load changes of different adaptive
systems.

Consider a time window [(k-1)W,kW], where W is
called the sampling period and k is called the sampling
instant. During this window, let M(k) be the number of
task instances that miss their deadline, let T(k) be the total
number of task instances, and let MR(k) be the miss ratio
M(k)/T(k). The following metrics are used to describe the
quality of adaptation:
• Overshoot Mo: the maximum amount by which M(k)

exceeds its reference value, expressed as a percentage
of the reference value.

• Settling time Ts: The time it takes the miss-ratio to en-
ter a steady state after a load change occurs.

• Steady-state error Es: It is the difference between M(k)
and its set point when no disturbance happens and after
system transients have decayed. It indicates the DFC’s
ability to regulate the controlled variable near the ref-
erence value in the long term.
Using these metrics, we can compare the effective-

ness of feedback-control to other adaptive real-time
scheduling policies. We can also specify the desired be-
havior of the adaptation process in terms of these metrics
to guide the control loop design. The critical part towards
the enforcement of these metrics is a good aggregate
model of the system. This is described in the next section.

3.3. DFCS Modeling
Let the utilization U(k) be the fraction of time the

CPU is busy in some sampling window k. Let S(k) be the
service level ratio defined as:
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Before applying control theory to design a controller
from specifications of adaptive behavior, it is necessary to
model the controlled DFCS mathematically. By this we
mean deriving the relation between utilization, service
level ratio and the resulting miss ratio. Equivalently, we
can relate utilization and service level ratio to the number
of missed deadlines, which is the approach we take be-
low. When the number of missed deadlines is known, the
miss ratio can be trivially obtained. In each time window

],)1[( kWWk − , CPU utilization is proportional to the
number of tasks that finish successfully. This relationship
can be modeled as:

)())()(()()( qJkMkTkckU ×−×= (1)

where c(k) is the percentage of the arrived tasks that finish
in the same sampling window. For example if c(k)=1, all
tasks arrive and finish in the same period. From the per-
spective of control theory, worst-case conditions for con-
vergence stability are those when system gain is
maximum, i.e., when the system is most sensitive to
changes in its inputs. The maximum gain condition corre-
sponds to c(k)=1, in which case equation (1) can be sim-
plified as:

)())()(()( qJkMkTkU ×−= (2)

From definitions of )(qJ in section 3.1 and )(kS above, we
can derive the following formula:

bUMaxLevelkSAqJ ×××+= ))(1()( (3)
Combining Equations (2) and (3), we get

bUMaxLevelkSAkMkTkU ×××+×−= ))(1())()(()( (4)
Two important subcases arise in modeling the system:
namely, overload and underutilization. They are modeled
separately in the two subsequent subsections, respectively.

3.4. System Dynamics at Overload
When the DFCS is overloaded and tasks begin to miss

their deadlines, there are two approaches to tackle the
situation: Admission control and QoS adjustment. Admis-
sion control reduces a node’s local miss-ratio by rejecting
incoming requests. QoS adjustment tries to accommodate
more tasks by degrading their service levels. In the DFCS
design, we deem task rejection the same as missing the
task’s deadline. Hence, we favor QoS adjustment to adjust
miss control. Here we get a difference equation that de-
scribes how QoS adjustment affects the number of misses
when the system is overloaded ( 0)( >kM ). From Equa-

tion (4), we obtain
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Since we assume EDF scheduling, when deadline
misses occur it must be that the CPU utilization U(k) is
100%. Substituting this in Equation (5) and obtaining its
differential, we get the linearized small-signal model of
the system:

T(k)S(k)GkM M ∆+∆×=∆ )( where )1()()( −−=∆ kMkMkM ,
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We use Equation (6) as the model for the purpose of con-
troller design in overload situations.

3.5. System Dynamics at Under Utilization
When DFC is underutilized, we model the number of

missed deadlines as zero. Hence, this is not an appropriate
measurement for control purposes. Instead, we switch to
utilization measurements. We can increase the QoS of the
task set when the utilization is low to improve our service
to the user. Here we obtain a difference equation that de-
scribes how QoS adjustment affects the CPU utilization
when the system is underutilized (U(k) <100%). We set
the number of misses M(k) = 0 in Equation (4). The re-
sulting equation is differentiated yielding the following
model:

)()()( kTGkSGkU tU ∆×+∆×=∆ (7)

where
bU UMaxLevelAkTG ×××−= )1((

bt UMaxLevelkSAG ××−×+= ))1(1( , )1()()( −−=∆ kUkUkU

3.6. DFC Loop Design
Having modeled the node dynamics, we now apply

control design methods to the distributed feedback control
loop. First, we define a set of performance specifications
we want to achieve. Based on our knowledge of the DFC
model and the performance specifications, we apply a
control design method called Root Locus to tune the dis-
tributed controller, which is the crucial part of the DFC.
Due to space limitations, we do not review local controller
design here, which has been intensely studied in our pre-
vious work [10][12].

3.6.1. Design of the Control Loop
In the distributed case, we want each node in the

DFCS to provide the same QoS to the user. This property
is often preferred in many distributed applications. For
example, in a web server farm, the QoS of each HTTP
request should be independent of where this request is
served in the farm. So the major goal of the distributed
controller is to calculate the QoS set point for the system,
based on the global miss number error EM(k)=MS − M(k)
and/or the global CPU utilization error EU(k)=US − U(k) as
shown above, the DFC can be modeled with two differ-
ence equations. One describes the relation between the
changes of the service level ratio and the changes of miss
number when the whole system is overloaded; the other
models the relation between the changes of the service
level ratio and the changes of CPU utilization when the
system is underutilized. Based on this knowledge, we de-
sign the distributed feedback control loop.

Because the external workload is not under our con-
trol, we deem ∆T(k) as the external disturbance. Let GU be
the gain from ∆S(z) to ∆U(z) when the system is underu-
tilized and GM be the gain from ∆S(z) to ∆U(z ) when sys-
tem is overloaded. We get:

)()1()()1()( kSGkMkMkMkM M ∆+−=∆+−= when M(k-1)>0 (8)

)()1()()1()( kSGkUkUkUkU U∆+−=∆+−= when U(k-1)<1 (9)

where MG and UG are defined in (6) (7), respectively.
We can now draw the block diagrams of the feedback

control system. When the system is overloaded, the dis-
tributed miss feedback control loop is invoked. It is shown
in Fig 2. The components inside the dotted rectangle de-
scribe the dynamics of the controlled process with input

S(z)∆ and output M(z) , where )(zC M is the miss con-

troller to be designed and SM is the miss set-point. Note
that while the output of this figure is the number of missed
deadlines, the miss ratio is simply that output divided by
the total number of tasks. Either metric can be used de-
pending on the chosen set point. More importantly, note
that while the controlled system gain does change by a
multiplicative factor when the metric used is miss ratio,
the overall loop gain remains the same. This is because the
designed controller gain in this case will be multiplied by
the inverse of that factor. With the above observation in
mind, the discussion below applies to both miss ratio and
miss number control.
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Fig. 2 Miss Feedback Control Loop
When the system is underutilized, we use the distrib-

uted utilization feedback control loop shown in Fig 3.
)(zCU is the CPU utilization controller to be designed and

SU is the CPU utilization set point.
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Fig. 3 CPU Utilization Feedback Control Loop
In z-transform notation we have:
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Here the gains GM and GU are assumed to be set at
some fixed values for nominal control design and analysis.
Because our system intrinsically has an integral part, it is
enough to use only a Proportional controller to design



)(zC M and )(zCU to guarantee the stability and zero steady
state error. A general form of the digital Proportional con-
troller in the time domain and z-domain is:

)()( kEKkS p=∆ (t-domain) PKzC =)( (z-domain) (12)

Here we denote MK as the proportional term for the

miss controller and UK for the utilization controller. These
values are substituted in Equations (10) and (11). Set-
ting MM KzC =)( and UM KzC =)( we get:
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3.6.2. Stability
According to control theory, system performance is

determined by the poles of the closed loop transfer func-
tion. From Equations (13) and (14), we get )1/(1 MM GK+
as the pole for )(zHM

and )1/(1 UU GK+ as the pole for

)(zHU , which are inside the unit cycle. Hence, for the
DFC system, stability is ensured.

3.6.3. Steady State Error
Based on the Final-Value Theorem, the steady state

values of )(kM and )(kU are:
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This result theoretically proves that the DFC system
can bring the miss number and CPU utilization to their set
point in steady state with zero error. It can also be verified
that for a constant external disturbance TT(k) ∆=∆ , this
asymptotic property still holds.

3.6.4. Settling time
Settling time can be determined by the poles inside

the unit cycle. The closer the pole is to the origin, the
shorter the settling time. Theoretically, we want

)1/(1 MM GK+ and )1/(1 UU GK+ to be as small as possible
to reduce settling time. However, there are limitations on
how large the gains MK and UK can be. For example when
system is in overload, if we reduce SLR too much, the
system will become underutilized. The limitation can be
described as a maximum rate of change:

)()( zEzM U≤∆ and )()( zEzU U≤∆ (15)
From the block diagram we know that

)()( zEGKzM MMM=∆ and )()( zEGKzU UUU=∆ . Thus,
the following should be satisfied:

1≤MM GK and 1≤UU GK (16)
While the previous sections establish the theoretic

foundation for DFC design, in reality GM and GU are time-
varying, and the proportional term of the distributed con-
troller is taken in (17) to deal with a worst case situation:
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If we let 1=MM GK and 1=UU GK , the poles of

)(zH m and )(zHU will be 0.5. According to control the-
ory, the settling time is determined by the distance of the
pole from the origin of the root locus plot. With radius of
0.5, the theoretical settling time is about 8 sampling peri-
ods, which guarantees the specification in Table 1. In the
experiment, based on the model, the calculated controller
settings are 0.82 and 1.22 for the miss and utilization con-
trollers, respectively.

3.6.5. Performance specification of DFC
As an example, here we assume the desired DFCS has

the performance specifications listed in table 1. The sam-
pling period is W = 1 sec. The transient and steady state
performance requirements are the following: (1) the miss
ratio and CPU utilization of DFCS should be stable after a
step load of 160%. (2) DFCS should settle down to steady
state within 10-sec. (3) Both the miss ratio and CPU utili-
zation of DFCS should remain at their set-point in the
steady state.

Load Profile SL(0,160%)
Sampling Period W 1 sec
Settle Time sT < 10 sec

Steady-state miss number sM < 1%T(k)

Steady-state CPU utilization >99%
Table 1. Performance Specification

3.7. Network Structures
In a distributed system, the interactions between

nodes must be considered. These interactions depend on
the logical network structure. We investigate two logical
network structures (hierarchical and neighborhood) and
design distributed real-time scheduling algorithms based
on each network structure. The neighborhood structure (a
mesh) has good scaling potential and hence is used for
comparison with other well-known distributed scheduling
algorithms. The hierarchical structure does not scale well,
although there are some situations where a hierarchy is
valuable.

Hierarchical feedback control scheduling (H-DFCS)
allows a large distributed systems to be broken down into
a multiple levels, as illustrated in Figure 4.A. By doing
so, only the information that is required to coordinate sub-
systems needs to be exchanged at higher levels. In the H-



DFCS system, any node that has sub-nodes can be consid-
ered a coordinator. The full scheduling algorithm for this
system operates every sampling period in the following
manner. Each node contains the LFC control system, with
the exception of the top node in the hierarchy. This node
contains the LFC control system along with the DFC con-
trol system. The top node will receive the MR and CPU
utilization averaged for the entire system and use this as
inputs to its distributed controller to determine the new
service level set point for the entire system.
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Figure 4 Network structures
Load balancing is achieved by migrating tasks be-

tween nodes through the network. Each node determines
the route by comparing the MR values from the its chil-
dren, parent and siblings. The MR values are weighted, to
describe the number of nodes that they represent. This
information is then used to assign a percentage to each
entry in the route table, specifying the ratio of the off-
loaded tasks to be sent along each route. In the hierarchi-
cal case that implements a binary tree, there are 4 possible
routes from any given node --- two to its two children, one
to its parent, and one to its sibling. Routes are unidirec-
tional, and are assigned only if the miss ratio of the other
node in question is lower than that of the current node.

In neighborhood feedback control scheduling (N-
DFCS) (Figure 4.B) every node contains both a local and
distributed controller. This means that a node shares its
state information with its direct neighbors and receives
state information from these same neighbors. This infor-
mation that is exchanged is averaged and used to deter-
mine the service-level set-point for the node as well as the
routes from the node. This prevents a node from being
isolated from other nodes, keeps information sharing to
local neighbors, and overall creates a more decentralized
scheduling system.

Basically, the DFCS is controlling the node based on
the state of the node as well as the state of its neighbor
nodes. One main difference between the neighborhood
solution and the hierarchical solution is that the former
works within individual subnets instead of the whole dis-
tributed system. The advantage here is that state informa-
tion is shared in a more decentralized manner.

4. Performance Evaluation
In the first part of our performance evaluation we

compare the performance of both hierarchical (HCLOSE )
and neighborhood (NCLOSE) feedback control scheduling
algorithms with two baseline algorithms: no cooperation
and neighborhood open loop.

No Cooperation: Nodes in the system do not interact in
any fashion. When a task arrives at a node even if it can-
not be scheduled at that node, it remains at that node. This
can be considered as a global open loop system without
any load balance support. Note: each node still uses local
feedback control, but there is no global feedback support.

Neighborhood Open Loop: Neighborhood Open Loop
(NOPEN) is a second baseline algorithm, in which a node
schedules a task using local feedback, if it can. If it cannot
be scheduled, it will select a neighbor with a lower miss
ratio. If more than one neighbor has a lower miss ratio, the
probability of one neighbor to be selected is proportional
to the miss ratio difference between the node and this
neighbor. Then the task is offloaded to the selected node.
If the task cannot be scheduled at the receiving node, it
will be again sent to another selected neighbor, until its
deadline expires. It can be considered as a global open
loop system with load balance support. The load balance
method used in NOPEN is the same one used in the feed-
back control algorithms so that performance gains are not
coming from different load balancing strategies, but from
the distributed controllers.

4.1. Experimental Setup
For the experiments, we set up 15 nodes as shown

previously in Figure 4 with the network delay modeled as
one fifth of the average task period. Each task has two
different service levels (best and half), which indicates its
CPU requirement. The system is initialized with 100 tasks.
This represents ~16% load if all tasks use their highest
(best) service level (it represents a ~8% if all task use half
of their service request). At time 200, a step load is ap-
plied with 1000 tasks, which represent ~160% load if all
tasks use their highest service level (80% if half). To test
the system reaction to unbalanced workloads, the extra
workload is applied uniformly to the first 8 nodes (0~7)
and the remaining 7 nodes (8~14) don’t accept any extra
workload directly from the outside. Of course they can
accept tasks offloaded by other busy nodes throughout the
network.
Workload Model

In our experiments, each task has just 2 different logi-
cal versions. A task is described by a tuple (P,WCETi,
BCETi ,EETi ,AETi ), where i is either 1 or 0 corresponding
to the higher or lower service levels, respectively. P is the
period (the deadline of each task instance equals its pe-
riod), WCET is the worst-case execution time, BCET is the
best-case execution time, EET is the estimated execution
time and AET is the average execution time.



a. No cooperation b. Neighborhood open loop

c. Hierarchical closed loop d. Neighborhood closed loop
Figure 6 Comparison with baseline algorithms using step workload

The actual execution time is computed as a uniform ran-
dom variable in the interval [AETi , WCETi] or [BCETi ,
AETi], depending on a random Bernoulli trial with prob-
ability (AETi-BCETi)/(WCETi-BCETi). The following
equations describe each tuple value as they are used in this
experiment:

)10,1(uniformBCETi =
5.0)( ×+= iii BCETWCETEET

)50,5(1 uniformWCETP ×=

ii BCETWCET ×= 4

01 2 WCETWCET ×=
ETFEETAET ii ×=

This workload model is a very general one. For ex-
ample, task execution times vary from 1 to 40 time units;
task periods vary from 20 to 2000 time units. Here ETF
is the execution time factor and can be tuned to vary the
accuracy of the estimation of the average execution time.
For example, an ETF of 1.0 means that the average exe-
cution time that is reported to the scheduler will be the
average execution time of the task. If the ETF is less
than 1.0, this means that the estimation is less than the
actual average execution time of the task. If the ETF is
greater than 1.0, then the estimation is greater than the
actual average execution time of the task. By varying this
factor we can determine how the system will react to a
pessimistic or optimistic estimation of the required execu-
tion time for the tasks in the system. It is important to note
that while the workload is described with a WCET , the
local and distributed controllers have no knowledge of
their values! In these experiments, all tests were run 20
times. However, the graphs represent the trace of single

run since it shows how the system acts over time. The
long term average for CPU utilization and miss ratio were
extremely tight (within 1% of the mean) using a 90% con-
fidence interval.

4.2. Performance Comparison
From the results shown in Figure 6, at time 200 all al-

gorithms react to the incoming step load very quickly,
because each node has its own local feedback control sys-
tem, which was previously shown to be very effective in
unpredictable situations [10][12]. But we can see that
without global feedback both baseline algorithms do not
perform well in terms of transient and steady state re-
sponse. For example, when the step load occurs at time
200, the miss ratio peaks at almost 60% in no cooperation
case (Figure 6.a), compared to only 40% for the other
three algorithms. Also, for the no cooperation system
while it does adapt to the step load, the local controllers do
not reach a zero miss ratio after the step load. This is be-
cause there is no load sharing between nodes and the tasks
have to be executed at the node where it was originally
sent. Furthermore, since the loads are not shared between
nodes, the CPU resource is not effectively utilized. For
example, as shown in Figure 6.a, it turns out that the aver-
age CPU utilization is relatively low (around 67%) even
when there is a non-zero miss rate (around 22%). The
second baseline, the neighborhood open loop, provides a
way to share load between nodes in the sense that the tasks



that cannot be scheduled will migrate to other nodes.
However, each node does not adjust its service level based
on the load of other nodes. The node with small number of
local tasks will set its service level relatively high, and
accept offloaded tasks from overloaded nodes until it
reaches 100% utilization. After that, without global feed-
back control, this node doesn’t lower its service level to
further accept offloaded tasks. As a result, although NO-
PEN exploits the computational power of all nodes, NO-
PEN can’t balance the service level between each node,
which leads to a higher miss rate (about 8% in Figure 6.b)
than found in the closed loop solutions (Figures 6.c and
6.d) where the miss ratio is between 0-1%. Also, the
graphs show that the reaction time to the sudden overload
(step load) is sluggish in the open loop case in that it takes
a relatively long time (about 12 sampling periods) for the
system to reach steady state. On the other hand, both
closed loop algorithms show satisfactory response in terms
of CPU utilization and miss ratio. After the step load at
time 200, the local closed loop controller adjusts its output
to reduce the miss ratio according to the difference be-
tween the actual miss ratio and the miss ratio set point.
The global closed loop controller adjusts the global serv-
ice level set point according to the busyness of the whole
system in the HCLOSE case and the busyness of the sub-
system in the NCLOSE case. Through the synergy be-
tween the local and distributed controllers, the miss ratio
drops to zero and the CPU utilization quickly approaches
100% to provide the best service to the tasks. Also, be-
cause of the global service level set point, the whole dis-
tributed system behaves as a single node to the user, which
is preferred in many practical applications.

The above experiments were performed with
1=ETF , which means the average execution time of each

task is the same as the estimated execution time. Of
course, the actual execution time of each task could vary
over time. In reality, it is usually difficult to get the accu-
rate estimation of the execution time because of the un-
certainty and unpredictability of the environment.
Therefore, we have also run the above comparisons for
different ETF values. The result further dramatizes the
performance difference between the global closed loop
case and the two baselines. For example if 25.1=ETF it
takes NOPEN about 40 sampling period to settle down,
but it only takes NCLOSE about 12 sampling periods. Due
to space limitations, we only provide the ETF=1 case here.
We will show the impact of imprecise execution time es-
timation (i.e., varying ETF) in the next section when com-
paring our solution to other algorithms in the literature.

In summary, these experiments demonstrate that feed-
back control scheduling is a feasible solution for distrib-
uted real-time systems. Compared with other baseline
algorithms, it can reach zero miss ratio at steady state,
effectively share the load between nodes, yield high CPU
utilization, and promptly react to load change.

5. Performance Evaluation with Previous
Known Algorithms
To further evaluate the performance of DFCS, we

compare NCLOSE with two other well-known scheduling
algorithms, QoS negotiation [1] and Dynamic QoS Man-
agement (DQM)[4]. We first present a brief summary of
these two algorithms.

QoS Negotiation: The task model in QoS negotiation
is similar to our current task model. A distributed system
is assumed in which tasks can arrive at any node. There
are several QoS levels for each task. These levels are
specified upon task arrival as alternative acceptable per-
formance levels for the task. Each QoS level has different
resource requirements and a corresponding benefit (called
reward) of executing the task at that QoS level. A node
can accept a task in which case a QoS contract is said to
be signed which promise to execute the task at one of its
specified QoS levels. Alternatively, the task may be re-
jected in which case no contract is signed. There is a pen-
alty if the task is rejected, and a different (higher) penalty
if the QoS contract is violated. The latter allows a node to
break the contract unilaterally and offer a compensation.
The overall objective of the service is to schedule the tasks
to yield a maximum global reward taking into account
rejection and QoS violation penalties. At each node, there
is a local scheduler, which uses a greedy hill-climbing
heuristic to schedule the tasks for maximum reward. The
heuristic upgrades the task with the largest reward differ-
ential between QoS levels when the system is underutil-
ized, and downgrades the task with the smallest reward
differential when the system is overloaded. Underutiliza-
tion is measured by idle time, while overload is measured
by deadline misses. When tasks execute at a level that is
lower than the maximum QoS level declared in their con-
tract, the system is said to have an unfulfilled potential
reward (UPR). A global scheduler runs periodically to
migrate tasks from nodes with high UPR to nodes with
low UPR to balance the load and gain higher global re-
ward. A hysteresis is used to prevent oscillations in the
load balancing processes. The hysteresis reflects the cost
of task migration.

Distributed Dynamic QoS Management: In DQM,
each task is associated with a different level of QoS and
there are benefits and estimated CPU utilizations for each
level. The aim of DQM is to adjust the QoS level of tasks
in order to reduce miss ratio and maintain high CPU utili-
zation. More specifically, in the situation of system over-
load (which is tested by the miss ratio, i.e., if the miss
ratio is high, then the system is overloaded), DQM will
lower the level of a task's QoS, which has the highest CPU
utilization/benefit. In the case of underutilization (which is
tested by the percentage of CPU idle cycles), DQM will
raise the level of a task's QoS, which has the lowest CPU
utilization/benefit. There are two thresholds associated
with the algorithm: one for miss ratio and the other for



a. QoS Negotiation( ETF=0.75) b. DQM( ETF=0.75) c. NCLOSE (ETF=0.75)

d. QoS Negotiation( ETF=1.00) e. DQM( ETF=1.00) f. NCLOSE (ETF=1.00)

g. QoS Negotiation( ETF=1.25) h. DQM( ETF=1.25) i. NCLOSE (ETF=1.25)

j. QoS Negotiation( ETF=1.50) k. DQM( ETF=1.50) l. NCLOSE (ETF=1.50)
Figure 7 System Performance Comparison



CPU utilization. Once the miss ratio is higher than the
threshold, the DQM will lower the service level. If the
CPU utilization is lower than the threshold, DQM will
increase the service level of the system. This is actually a
kind of heuristic feedback. The initial algorithm of DQM
was designed for a centralized system. To neutralize this
limitation, we optimally distributed the total incoming
load to N distributed DQM nodes. Because of the way we
distribute the load, each DQM node can act independently.
Experimental Setup

In most cases, the same experimental setup as that in
Section 4 is used. One important variation in this experi-
ment is to use different values of ETF to cover different
cases of execution time estimation. As we discussed be-
fore, it is usually difficult to provide an accurate estima-
tion of the actual execution time beforehand because of
many unknown factors. To make a more realistic compari-
son, the experiments have evaluated the performance with
different estimations:

timeExecutionEstimatedETFtimeExecutionAvg ×=.
In these experiments, we run the simulation for each

algorithm with ETF = 0.75, 1.00, 1.25 and 1.50, to cover
the cases of underestimation and overestimation. In the
experiment, all tests were run 20 times. However, the
graphs represent the trace of single run since it shows how
the system acts over time. The long term average for CPU
utilization and miss ratio were extremely tight (within 1%
of the mean) using a 90% confidence interval.

As shown in Figures 7.d and 7.f, QoS negotiation
outperforms NCLOSE by 10% when the estimation is
accurate. This should be the case because QoS negotiation
is a well-tuned algorithm under the assumption that task
execution time are known exactly. Note that its perform-
ance depends heavily on the accuracy of the estimation of
the execution time. In many real systems it is usually dif-
ficult to provide the accurate estimation beforehand.

When the actual execution time is overestimated
( 75.0=ETF in Figure 7.a), the QoS negotiation algo-
rithm makes conservative decisions, resulting in lower
CPU utilization (76%) and provides low average service
level (0.31), compared to 100% CPU utilization and 0.71
average service level of our NCLOSE algorithm
( 75.0=ETF in Fig 7.c).

When the actual execution time is underestimated
( 1>ETF ), the performance of QoS negotiation becomes
even worse. This is because the scheduling decision is
based on inaccurate estimations. In the underestimated
situation, the estimated execution time is less that the ac-
tual execution time. In that case, the scheduler makes poor
decisions by requiring less resource than actually needed
by the tasks, causing them to miss their deadlines. The
deadline miss ratio reaches 18% for ETF = 1.25 in Fig 7.g
and 28% for ETF = 1.50 in Fig 7.j, respectively. This is
mainly because the algorithm is an open loop algorithm
and hence it lacks the mechanism to dynamically adjust its

decision according to the actual outcome from the system.
The results also show several deficiencies of DQM.

DQM cannot effectively eliminate the error, (i.e., reaching
zero miss ratio error) at steady state (Fig 7.b, 7.e, 7.h,
7.k). The problem is that unlike the feedback control in
NCLOSE, there is no effective way for DQM to minimize
the miss ratio. DQM will lower the service level once the
miss ratio is higher than the threshold. One way to lower
the error is to choose a smaller threshold. The problem is
that if the threshold is very small, the system becomes
excessively sensitive to disturbances and becomes unsta-
ble. A similar problem exists with the CPU utilization
threshold. Furthermore, DQM cannot effectively handle
the step load and its reaction to the load change is slug-
gish. For example Figure 7.e, after 60 sampling periods, it
still has 8% miss ratio. Unlike feedback control, which can
output a larger control signal to eliminate the error more
quickly when the error is large, DQM responds to high
miss ratio according to the heuristic, i.e., lower the service
level with the highest CPU utilization/benefit. This leads
to the slow response, especially when the miss ratio is
high. When the estimation is inaccurate, the performance
of DQM is even worse, both in transient and steady-state
response. The source of these problems is that DQM is a
heuristic feedback control algorithm, which adjust the
system heuristically based on the output. Without a theo-
retical basis, such an approach can be inefficient and diffi-
cult to tune.

The results show that the feedback-control based ap-
proach is very effective. Although the scheduler depends
on the estimation to make a decision, the controller can
adapt to the inaccuracy of the estimation by monitoring
the actual output and adjusting the system according to the
difference between the set point and the actual output.
When the miss ratio is higher than the set point after the
step load, it can adjust service level and therefore reduce
the miss ratio. This is also true for the CPU utilization
control. This gives NCLOSE the advantage of working in
uncertain and unpredictable situations. Furthermore, as we
showed in Section 4, based on system modeling, we per-
formed systematic design based on control theory. Given
the performance specification such as steady-state error
and settling time in Table 1, we designed the controller
that satisfies the specification. Through this approach, we
have theoretically and experimentally proved the effec-
tiveness of our DFCS framework.

6. Related work
Recently, a new generation of adaptive architectures

has emerged. This architecture differs in two respects from
early adaptive approaches. First, the performance of the
adaptive system is modeled in some coarse-grained man-
ner that represents the relation between aggregate QoS and
aggregate resource consumption. This is as opposed to
fine-grained models that require knowledge of individual



task execution times. Second, feedback was used as a pri-
mary mechanism to adjust resource allocation in the ab-
sence of a priori knowledge of resource supply and
demand. This is in contrast to early optimization-based
QoS adaptation techniques that assumed accurate models
of application resource requirements. Examples of such
approaches include [4][7]. In [7], a transaction scheduler
called AED monitors the system deadline miss ratio and
adjusts task priorities to improve the performance of EDF
in overload. The DQM algorithm [4] features a feedback
mechanism that changes task QoS levels according to the
sampled CPU utilization or deadline misses. These algo-
rithms are based on heuristics rather than theoretical foun-
dations. A particularly interesting approach that belongs in
this category is one that uses feedback control theory as
the underlying analytical foundation for building feed-
back-based adaptive systems. This approach uses differ-
ence equations to model the aggregate behavior of the
system. These equations are then used to design feedback
loops with guaranteed properties on both steady state and
transient behavior such as speed of convergence. This
approach has been adopted by several researchers. For
example, Li and Nahrstedt presented a fuzzy-controller on
a sender node that dynamically adjusts the sending rate in
a distributed visual tracking system [9]. In [5], Buttazzo
et.al. presents an elastic task model for adaptive rate con-
trol. In [13] integrated control analysis is presented. Hollot
et. al. [8] presents control analysis of a congestion control
algorithm in Internet routers. In [7], Gandhi et. al. designs
a feedback controller to control the queue length of a Lo-
cus e-mail server. Eker [6] proposed to integrate on-line
CPU scheduling with control performance in embedded
control systems. Abdelzaher et. al. [2][3] developed a web
server architecture that guarantees desired server utiliza-
tion under HTTP 1.0. Lu et. al.[10] presented a new feed-
back architecture to provide relative and absolute delay
guarantees in HTTP 1.1 servers. In [11][12], feedback
control real-time scheduling algorithms are developed to
achieve deadline miss ratio guarantees in uni-processor
systems. This paper generalizes the control-theoretical
QoS-adaptation approach to distributed systems. Unlike
the above solutions that deal with a single controller on a
single node, we develop models and algorithms for a
group of decentralized controllers that controls the aggre-
gate performance of a distributed system (such as net-
worked embedded systems in smart spaces).

7. Conclusions
We have developed an effective distributed real-time

scheduling approach based on feedback control. We have
shown that the algorithm is stable and meets transient per-
formance requirements. The algorithm is based both on a
novel analytical model and employing standard feedback
control design techniques using that model. A perform-
ance evaluation study has demonstrated that the algorithm

outperforms both baselines and important previous algo-
rithms from the literature in uncertain environments.
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1 Introduction

As a key approach to achieve energy efficiency in sensor net-
works, sensing coverage has been studied extensively in the lit-
erature. Researchers have designed many coverage protocols
to provide various kinds of service guarantees on the network
lifetime, coverage ratio and detection delay. While the state-
of-the-art is encouraging, we believe there are some aspects
that need further investigation. First, currently different sens-
ing coverage algorithms focus on different service guarantees
(e.g., coverage vs. detection delay). Any single design is not
general enough to meet a wide range of sensing requirements
under different operating scenarios. Second, lifetime extension
in most algorithms is essentially achieved through coordination
among neighboring nodes. The local node density, therefore,
imposes a theoretical upper bound on the system lifetime. Such
a bound can be surpassed through global scheduling. However,
the overhead of global scheduling would increase significantly
if the coordination among the nodes goes beyond the boundary
of neighborhood.

To address these two issues simultaneously, in this abstract,
we propose a Unified Sensing Coverage Architecture, called
uSense, which features three novel ideas: Asymmetric Archi-
tecture, Generic Switching and Global Scheduling. We pro-
pose asymmetric architecture based on the conceptual separa-
tion of switching from scheduling. Switching is efficiently sup-
ported in sensor nodes, while scheduling is done in a separated
computational entity, where multiple scheduling algorithms are
supported. Such asymmetric architecture enables us to design
sophisticated coverage algorithms in an unconstrained design
space, represent such intelligence with a lightweight algorithm
implemented in sensor nodes and achieve a fast and efficient
change of coverage algorithms by disseminating only several
parameters. As far as we know, the proposed generic switch-
ing is the first generic and lightweight switching algorithm for
resource-limited sensor nodes. As an instance, we propose a
two-level global coverage algorithm, called uScan. At the first
level, coverage is scheduled to activate different portions of an
area. At the second level, sets of nodes are selected to cover
active portions. Interestingly, we show that it is possible to ob-
tain optimal set-cover results in linear time if the layout of areas
satisfies certain conditions. The global scheduling, which co-
ordinates nodes within a large area, could lead to significantly
better performance compared with localized solutions. Our ini-
tial evaluation results indicate that uSense is a promising ar-
chitecture to support flexible and efficient coverage in sensor
networks.

2 uSense Architecture

The uSense design consists of two parts as shown in Figure 1.
The switching algorithm is implemented in the sensor nodes,
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Fig. 1. Overview of uSense Architecture

which takes only two scheduling parameters as input: working
schedule bits: S - an infinite binary string in which 1 denotes the
active state and 0 denotes the inactive state, and switching rate:
R - defines the rate of toggling between states. The compu-
tational entity is responsible for generating the scheduling pa-
rameters. It takes the schedules decided by sensing coverage
algorithms and translates them into the parameters used by the
switching algorithm. In order to efficiently disseminate these
two parameters to the sensor nodes, we propose to express the
schedule bits, which is usually periodic and following a certain
pattern, in the form of regular expression. To further reduce
communication costs, we use a parameterized schedule, which
is a binary regular expression that changes with the node’s lo-
cation and enables us to disseminate the schedules through one
limited flooding instead of unicasting to every single node.

3 Global Scheduling Algorithms

Conceptually, uSense can support many existing coverage
algorithms. Due to its asymmetric architecture, it is especially
friendly to the global scheduling algorithms. Since a global
scheduling allows many more nodes to activate in turn rather
than the localized ones that only schedule the nodes within
neighborhood, it leads to a significant energy savings. In this
section, we describe a global scheduling algorithm called uS-
can, which is one of sensing coverage algorithms in Figure 1
that are supported by the uSense architecture.

The outputs of uScan are the scheduling bits S and switch-
ing rate R for individual nodes. uScan is a two-level schedule
algorithm, which works as follows: Suppose we provide sens-
ing coverage to a given area using uScan. First, uScan divides
the area into small regions, and decides the working schedules
for these regions. This level of scheduling is conceptually in-
dependent of the deployment of the nodes. At the second-level,
we assign nodes to cover the active regions at different time
intervals, using a set-cover technique. By combining the first-
level schedule and the set-cover assignment, we can decide the
schedule bits S for individual nodes.

1



Fig. 2. uSense System Setup
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3.1 Level I: Tile Scheduling

In uScan, we partition an area under surveillance into some
small regions of the same shape, a process called tessellation.
These small regions are called tiles, which can be regular trian-
gles, rectangles or regular hexagons in a 2-D space. The size of
tiles is set to be smaller than the minimum target size, so that a
target is detected as long as a portion of a tile is covered. As a
reminder, nodes within a sensor network only support a generic
switching algorithm, which has neither the concept of tiles nor
the partition information of the tiles. All the complex logic re-
sides in the computational entity. In this section, we discuss two
methods for the tile-level scheduling. They differ in the energy
consumption rate and the detection delay.

• Line Scan: Instead of trying to cover all tiles, we only
cover a column/row of tiles in a certain interval of time
during one round of scan. The covered columns/rows are
increasing or decreasing consecutively.

• Systolic Scan: Systolic Scan emulates the cardiac cycles
of a beating heart. Over the area under surveillance, we
sense the tiles from the inner layer to the outer layer con-
tinuously.

Both line scan and systolic scan specify only the set of tiles
need to be activated (covered) at a given point of time. The task
of covering each tile set is accomplished by the second-level
node scheduling, which is described in the next section.

3.2 Level II: Node Scheduling

Tile-level scheduling determines the set of active tiles TSi

at the time interval i. In this section, we describe how we can
translate a known tile schedule into a corresponding node sched-
ule bits S, which can be interpreted directly by a generic switch-
ing algorithm.

The main idea of our approach is to find the optimal set of
nodes which could cover all the tiles that need to be active at
time interval i. Before node scheduling, we first map physical
node coverage into the coverage bipartite graph according to
the coverage relationship. Then we divide node scheduling into
two steps. First, for a tile set T Si, we keep identifying 1-cover
set with minimal number of nodes, until the size of 1-cover set
is above a certain threshold. Secondly, we create schedules for
nodes such that each identified 1-cover set provides coverage to
T Si in a round-robin fashion.

The generic Minimum Set Cover problem has been proven
NP-Hard [1]. Fortunately, we find line scan coverage is a spe-
cial case of the generic set cover problem, because a node only
need to cover a continues segment of tiles. By mapping the
coverage bipartite graph into a directed acyclic graph with fol-
lowing rules:

1. Map N tiles in TSi into N vertex V = {v1, ...,vN} and add
one extra vertex vN+1.

2. If a node covers a set of tiles {Ti, ...,Ti+n}, we create n
directional edges (vi,v j) where v j = vi+1, ...,vi+n+1. Each
edge has a unit cost.

We reduce the tile set cover problem to the problem of find-
ing out the shortest paths from v1 to vN+1, with the overall run-
time of O(|V |)+ O(|E|).

We note that the proposed polynomial algorithm does not
apply to generic tile scheduling, where a tile set does not form
a continuous curve or where a node can cover multiple seg-
ments of a tile set simultaneously. In these cases, we adopt a
greedy set-cover method by choosing the node that covers the
most number of tiles first.

In order to support line scan or systolic scan in a 2-D space,
we need to identify cover sets for the whole area(not just for a
single tile set). Thus a node may need to cover multiple tile sets
T Si. To effectively handle the cases where we have to select
cover sets for multiple T S, we designed an algorithm that each
node maintains a counter SC which records how many times
it has been selected into a unique cover sets. While selecting
cover sets for each tile set T S, instead of solely consider the
number of nodes in the cover sets, the algorithm calculates the
minimum cover set among the nodes whose SC counter values
are as small as possible.

After obtaining cover sets for every tile set T Si, we build
the final schedule of node according to all the cover sets it’s be-
longed to, which can be executed directly by our generic switch-
ing algorithm.

4 Implementation and Evaluation

We have implemented a complete version of uSense on
Berkeley TinyOS/Mote platform, using 30 MicaZ motes as
shown in Figure 2. The results showed that uSense is a
lightweight and efficient architecture. To reveal the system per-
formance at scale, we have conducted some initial large scale
simulations with 10,000-node. Under full coverage mode, we
demonstrated that our global scheduling algorithms provide sig-
nificant energy savings over previous protocols such as Diff-
Surv [2] under metrics such as Half-life, Coverage Overtime
and Node Energy Consumption. In the future, we plan to inves-
tigate the performance under partial coverage mode at scale as
well, with additional metrics such as Detection Delay for Static
Targets and Worst-Case Breach (WCB) for Mobile Targets.
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Abstract— Since sensor nodes normally have limited re-
sources in terms of energy, bandwidth and computation capabil-
ity, efficiency is a key design goal in sensor network research.
As one of techniques to achieve efficiency, data aggregation
has been extensively investigated in recent literature. Previous
research on data aggregation has demonstrated its effectiveness
in reducing traffic, easing congestion and decreasing the energy
consumption. However few are actually designed for a real-
world application and implemented in a running system. This
paper describes our design and implementation of a physical
tracking system, using an aggressive data aggregation archi-
tecture as one of building blocks. This architecture can be
generally applied to other sensor systems, where communication
efficiency is a paramount concern and networking resources are
limited.1

I. INTRODUCTION

Traditional military surveillance systems, using long-
range cameras/radars, are effective in the open terrains where
direct line-of-sight is available. While in the urban areas and
forests, the effectiveness of these solutions is affected by the
obstacles such as tall buildings and trees. To address this
issue, the military starts to use wireless sensor networks as
an effective surveillance instrument to deal with the non-line-
of-sight (NLOS) situations, because that sensor nodes can be
deployed anywhere around an environment to provide ubiq-
uitous surveillance. Due to the stealthiness requirement of the
military surveillance systems, a tiny form factor is essential.
Consequently, sensor nodes have very limited resources,
suffering the bandwidth, energy and memory constraints that
limit the amount of information that could be transferred.
These factors are coupled with unpredictable traffic patterns
and dynamic network topologies, making the task of data
delivery for such networks difficult. Theoretically, for a given
energy budget available in the network, the total amount of
bits that can be transmitted is limited. It is desirable to have
the capability to deliver more information with the same
amount of bits over the air. It is often the case that the
data represented by these bits is redundant. For example, a
series of sensing readings with same values can be concisely
described by an average with a zero standard deviation. As

1This work was supported in part by the DAPRPA IXO offices under
the NEST project (grant number F336615-01-C-1905), the MURI award
N00014-01-1-0576 from ONR and NSF grant CCR-0098269.

one type of data aggregation techniques, this parameterized
description of the data distribution can effectively reduce the
amount of data transmitted. Since data aggregation can re-
duce transmissions while still distributing information about
the events of interests, it is deemed as a very effective resort
to balance the communication needs and energy constraints.

This paper addresses the research challenges related to
the data aggregation technique in real-time surveillance ap-
plications. We identify the fundamental tradeoffs that can
balance the performance within a three-dimensional design
space: namely the timeliness, the energy consumption and the
information availability. Ideally, we desire to deliver enough
information in real-time with minimal energy consumption.
Unfortunately, these performance goals are often at odds
with each other. For example, a swift delivery prevents a
node accumulating sufficient data for energy-efficient data
aggregation. It is an interesting research problem to identify
a performance surface within this three-dimensional space,
so that a system designer can make guided decisions to trade
off among the energy, time and data availability, according
to the application requirements and system configurations.

To demonstrate our approach to achieve this goal, we
employ a typical sensor tracking system, called VigilNet,
as a case study. We introduce the data aggregation architec-
ture designed, implemented and integrated in VigilNet and
identify the tradeoffs VigilNet provides. Since VigilNet is a
typical sensor network system, we believe our studies can
render insights for the system designers of similar systems.

The contribution of this work lies in the following aspects:
1) Unlike the previous approaches that mainly focus on the
simulation study, we demonstrate how various data aggrega-
tion techniques can be designed and implemented practically
in a real world application. 2) We reveal the impact of data
aggregation on the quality of surveillance, the timeliness and
the related overheads. Such an analysis can guide system
designers to flexibly change the system configurations in
order to accommodate various kinds of operation scenarios.
3) Compared with the solutions without data aggregation,
we demonstrate analytically that our approach significantly
reduces the amounts of energy consumed.



II. RELATED WORK

In this paper, we focus on the data aggregation techniques
applicable to the wireless sensor tracking systems. We divide
our discussion into two categories: data aggregation tech-
niques and sensor tracking systems in general.

A. Data Aggregation Approach

Data aggregation techniques have been widely used in
wireless sensor networks. In [13], Intanagonwiwat proposes
several basic forms of data aggregation methods, including
1) the Center at the Nearest Source method (CNS), where
the source nearest to the destination aggregates the data from
other nodes; 2) The shortest Path Trees (SPT) method, where
data aggregation happens at the intermediate nodes within
a shortest path tree rooted at the sink; and 3) the greedy
Incremental Trees (GIT) method, where an aggregation tree
is constructed by connecting each destination sequentially to
the existing tree via a shortest path. GIT assumes a com-
plete knowledge of global topology information; therefore
it provides more opportunities for data aggregation. TAG
provides a hierarchical data aggregation scheme at a data
collection phase. Using an acquisitional query processor for
data collection, TinyDB [17] optimizes the query process
to aggregate data with a low energy overhead. Directed
Diffusion [14], as a popular data-centric architecture for
data acquisition, can be augmented by aggregating data
along the reinforced paths from the sources to the sinks.
Another type of data aggregation techniques focuses on
the data placement of caching services. Bhattacharya et
al. [1] investigate the optimal placement of caches between
multiple sensor sources and sinks. These caches aggregate
the updates from the source nodes and distribute data to
leaf sink nodes with minimal requested rates. Since all
aforementioned approaches are designed for the systems with
no stringent time requirement, the designers of these systems
naturally treat the timeliness as a less important issue related
to the data aggregation. The closest research related to this
work is the AIDA protocol [8]. AIDA takes the timely
delivery of messages as well as the protocol overhead into
account to adaptively adjust aggregation strategies in accor-
dance with assessed traffic conditions and expected sensor
network requirements. Through simulations, it demonstrates
the feasibility to reduce the energy consumption and the
end-to-end communication delay simultaneously. Our work
presented here differs from aforementioned approaches in
several aspects: First, this work deals with the real-time issue
along with the data aggregation. Second, this work introduces
not only the usage of multiple aggregation techniques, but
also how these techniques can be intergraded within a tiered
architecture. Third, our work is not a simulation study.
Instead it is designed for a realistic tracking application with
a running implementation.

B. Research on Sensor-based Surveillance and Tracking

Traditional surveillance systems are widely used for
decades. Due to space constraints, we only name a few
directly related ones. The ASDE system [3] and Secure
Perimeter Area Network (SPAN) [4], normally use long-
range cameras/radars with a 360-degree view of an area as
the instruments for the detection. While these infrastructure
protection systems are effective, they are subject to several
limitations: First, they can not be emplaced swiftly without
infrastructure, which makes such system not suitable for
spontaneous military deployment in the remote areas. Sec-
ond, the large form factor of these systems makes them easily
detectable and evadable. Third, the number of surveillance
points is small, which makes systems vulnerable to attack.
To overcome these limitations, sensor networks is pursued
recently by [2], [10], [11], [20], [19] as a more efficient
mechanism to accomplish the remote unmanned surveillance
missions. Feng et al. [20] design a surveillance and tracking
system using a distributed Bayesian estimation technique.
Brook et al. [2] propose a distributed surveillance system
based on extended Kalman filter techniques. These solutions
provide very nice features to improve the surveillance per-
formance in one aspect or another, however ignoring other
performance goals. For example, some systems provide high
performance at cost of the system lifetime - a critical per-
formance metric for long-term surveillance. The difference
between our proposed work and aforementioned approaches
is that we adopt our solution in a multiple-dimensional design
space, where we consider not only the tracking performance,
communication efficiency through data aggregation, but also
the timeliness in delivery. This requires a balanced and
flexible system design. Another highlight of our approach is
the system implementation, which addresses many practical
issues hard to capture in the simulated tracking scenarios.

III. DATA AGGREGATION REQUIREMENTS IN VIGILNET

The VigilNet is an online surveillance system, which
consists of hundreds of tiny sensor nodes. These nodes
detect, track and classify incoming targets in a timely and
energy efficient manner. The final results are reported to
a remote back-end via a long-haul bandwidth-constrained
satellite links. In the current hardware platform, each node
is equipped with three types of sensors. Magnetic sensors
can detect the changes in the magnetic field caused by the
movement of ferrous objects. Motion sensors can detect the
changes in the infrared radiation caused by warm objects
such as personnel. The acoustic sensors detect sound waves.
Target signatures can be identified in VigilNet by sampling
aforementioned three sensors at the particular rates (e.g.
10bits data at 1000HZ from acoustic sensors). Suppose 100
sensors participate in a tracking process, VigilNet could
generate 1Mbit data in one second by using the acoustic
sensor alone. The total amount of data to be transmitted
multiplies with the number of hops over the network. Given
the fact that the current long-haul satellite link only provides
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Fig. 1. Four Tier Data Aggregation Architecture

a 1200bps data rate, VigilNet can only send approximately
1-bit aggregated data out of every 1,000 bits of raw sensor
readings generated from the network. This requires us to de-
sign an aggressive data aggregation architecture in VigilNet.

IV. FOUR-TIER DATA AGGREGATION ARCHITECTURE

Normally, data aggregation ratio for a given system is
simply the size of the original data divided by the size
of the aggregated data. Based on our experience, a single
data aggregation strategy is neither sufficient nor flexible to
achieve an aggressive a 1000:1 data aggregation ratio. If data
aggregation is only done at the node level, information could
be lost too early to be useful. If data aggregation is only
done at a central site, a sensor network spends too much
energy in transmitting the data and possibly suffers severe
network congestion and message losses. To balance energy
efficiency and data availability, we design and implement a
four-tier data aggregation architecture in VigilNet as shown
in figure 1.

1) The first layer (T1) is the raw data aggregation layer,
which takes the sensor readings form the individual
sensors and converts them to the detection confidences,
values between zero and one, indicating how confident
a detection algorithm of the individual sensor is about
the existence of the target. The data aggregation ratio
at this layer is largely determined by the slowest raw
sampling rate and the frequency in generating the
confidence values. VigilNet can achieve approximately
a 50 ∼ 100 : 1 ratio at this layer.

2) At the second layer (T2), a node takes the detection
confidence values from different sensors to form a
single classification vector, which indicates the target
type and the corresponding confidence values. With
three sensors, this layer achieves a 3:1 aggregation
ratio.

3) At the third layer (T3), all nodes that detect the same
target join the same logic group to track the target.
Each group is represented by a leader to maintain the
status of the target by aggregating all the reports from
the member nodes. The leader node aggregates not
only the location of reporting nodes as well as their
confidence vectors together. Periodically, the leader
node sends a report, consisting of a time stamp, an
aggregation location and a confidence vector, to the

base. The sensing density determines the aggregation
ratio. In the VigilNet case, we expect an aggregation
ratio between 3:1 and 10:1.

4) The fourth layer of aggregation (T4) happens at the
base. A base aggregates the individual reports form the
same logic group (a group that tracks the same target)
together to generate a final report which contains the
target type, bearing, speed and detection time-stamp.
The aggregation ratio in this layer is determined by the
tracking history length. Normally an aggregation ratio
between 2:1 and 10:1 can be achieved.

In the next several sections, we give more detail on each
layer, and provide the analysis that reflects the tradeoffs
between energy efficiency and other properties of the system
such as the timeliness.

V. T1: SENSOR-LEVEL DATA AGGREGATION

The sensor data is the raw input to the network’s computa-
tion work flow. It provides the foundation of the information
processing for tracking events in the network. Data aggrega-
tion at this layer should meet following requirements.

• Meet real-time constraints: Because the system deals
with transient events, such as fast-moving targets, in
the network, the sensor data needs to be processed in a
timely manner. If the processing latency is too long, a
target would move out of the sensing range before the
detection finishes

• Deal with a large volume of inputs: Endeavoring to
accomplish reliable, timely, and quality sensing and
tracking, a surveillance application often uses multiple
sensors and samples them at very high rates. As a result,
the combined sampling rate is high, especially, when
the acoustic sensing is employed, and the volume of
the sensor data input is large.

In the rest of this section, we first introduce different
types of sensors and sensor data in the VigilNet, then
discuss possible aggregation methods, and finally evaluate
the aggregation method used in this layer.

A. Sensors and sensor data

VigilNet uses the ExScal motes as sensor nodes. Based on
the Mica2 [5] mote design, the ExScal mote, shown in Fig. 2,
is designed by CrossBow Inc. and Ohio State University
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for large-scale surveillance WSNs [6]. The major difference
between the ExScal mote and the Berkeley Mica2 mote
is that the former integrates a magnetometer (Honeywell
HMC1052[12]), a microphone, and 4 PIR sensors on the
same circuit board as the processor’s.

Fig. 2. ExScal mote

Compared to sensors used in
other applications, such as the tem-
perature sensors (e.g., the Panasonic
ERTJ1VR103J thermistor used on
Mica sensor board) and light sen-
sors (e.g., the Clairex CL9P4L
photo sensor), the PIR sensors and
microphone on ExScal motes track
target signals with a relatively high
frequency. For example, the micro-
phone can potentially detect a wave-

form of 16KHz. This leads to a high degree of data availabil-
ity at the sensor layer. More specifically, we list the sensor
and the sensor data used in the following table.

TABLE I
SYSTEM PARAMETERS

Sensor Type Sampling rate Note
Magnetometer DC 32 8-bit POT 2-axis
PIR AC 50
Microphone AC 1000

B. Aggregation methods

We call the sensor reading at a specific time on a specific
sensor on a specific node a sample point. When a sensor
network starts operation, each sensor on each node in the
network produces a sequence of sample points. All the
sample points produced by the network form a set and we
call it the global sample set.

The global sample set is the complete information about
what happens in the network. If all the nodes report their
sample points to a base, the base can collect the global
sample set and perform computation with it. However, as
mentioned in Section 1, due to resource and energy limit,
we prefer to deliver same information with fewer bits.

Let’s first compute the amount of raw bits generated
on one sensor. They correspond to all the sample points
generated on one sensor. The magnetic sensor has two axes,
each sampling at 32Hz, and the ADC output has 10 bits
which are represented by two bytes in the software. Since
the ADC values are the relative readings to the reference,
one additional 8-bit potentiometer value is needed to record
the reference value. Therefore, it takes 24 bits to record one
sample point. In each second, 64 sample points are generated,
and are represented with 1,536 bits, or 192 bytes. Suppose a
sensor node keeps awake for one minute when some events
of interest happen. The total number of data for this event
is 92,160 bits, or 11,520 bytes. Similarly, we can compute
the data generated by the PIR sensor has 48,000 bits, or

6,000 bytes, and the acoustic sensor generates 960,000 bits,
or 120,000 bytes. In total, one event generates 1,100,160 bits,
or 137,520 bytes.

As we can see, even one event generates a relatively large
volume of sensor data. One potential method of aggregate
the sensor data is to merge identical data and send out a
“summary”. However, with noise existing, the ADC seldom
generates identical data even with a constant input. Hence,
such merging is not effective.

Another way is to compute the differences between con-
secutive sample points, and record the difference, which is
usually in a smaller range and can be represented by fewer
bits. This leads to, virtually, a compression scheme. To assess
the effectiveness of such compression, we use compression
tools on PC to compress the sensor data, and examine the
compression ratio. Experiments reveal that the compression
ratio on DC signals by using gzip 1.3.3 is 100:37, and
100:31 with bzip2 1.0.2. Hence, even for DC signals, which
is a simpler case, on a high-power platform with plenty of
resources, the performance of the aggregation using such a
method can hardly be satisfactory – it reduces approximately
2/3 of the data, but the remaining volume is still too large for
sensor networks. Obviously, there are three key limitations
for us to employ a traditional compression techniques: First,
the transportation of 1/3 of the global sample set consumes
an exorbitant amount of energy; Second, sensor nodes do
not sufficient memory to accomplish these compression
operations. Third, the latency to collecting and compressing
these sample points is too long for a system that must react
to the events in real-time.

Therefore, to enhance aggregation’s performance to the
level we desired, we design and implement a semantics
based aggregation. By analyzing sensor data to retrieve its
semantics, we achieves a highly efficient aggregation, as we
will discuss next.

C. Evaluation of the semantic based aggregation

The reason for collecting sensor data is to form tracking
knowledge. Hence, the semantics of the sensor data is the
probability of the existence of specific targets. The VigilNet
detects four types of targets. Hence, we use a 4-element vec-
tor (BV, SV, PF, PS), called confidence vector, to represent
the semantics of the sensor data.

In the confidence vector, the elements BV , SV , PF and
PS correspond to the four types of targets – big vehicle,
small vehicle, person with ferrous objects, and person. The
numeric value of these elements are the relative probability
of the existence of a target being of the specific type. By
using sensor level sensing and classification algorithms, we
transform sensor data into confidence vectors [7].

The tracking report rate is a configurable parameter in the
VigilNet. Suppose this rate is 2 reports per second, which
is a common setting in some deployed systems. We can
evaluate the aggregation performance of such a semantics
based approach. Each element of the confidence vector is
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represented by one byte, hence the confidence vector contains
4 bytes. In each second, at most two (zero in case of no even
detection) confidence vectors are needed for two tracking
reports. Hence, aggregation ratio for the magnetometer is
25:1, for the PIR sensor is 25:2, and for the acoustic sensor
is 250:1. Overall, the aggregation ratio for all the sensors is
100:1. Obviously, the semantics based aggregation is highly
efficient.

VI. T2: NODE-LEVEL DATA AGGREGATION

Each sensor node has four PIR sensors, one magnetometer
with two axes, and one microphone. The node performs fur-
ther aggregation after collecting confidence vectors from the
sensors. It computes the averages of the sensors’ confidence
vectors and form a single node-level confidence vector.

Because the three types of sensors form their own con-
fidence vectors per type, the input of the node-level sens-
ing and classification module are three confidence vectors.
Hence, the aggregation ratio is 3:1. Combined with the 100:1
aggregation ratio accomplished at the sensor level, the overall
node-level aggregation ratio is 300:1.

A. Delay/Energy Analysis w/wo aggregation

To retrieve semantics from sensor data and aggregate
sensor level confidence vectors, the sensing algorithms and
the node-level classification module need to buffer sensor
data for a period of time and then perform their specific
processing. This introduces delay into the network. Hence,
we need to examine the length of the latency and verify that
they are within a reasonable limit.

The delay introduced by the magnetometer is minimal –
it buffers only one sample point and updates the confidence
vector for each sample point. Hence, there is no delay
introduce except for the mandatory sampling interval, which
is about 16 milliseconds. Similarly, the PIR sensor introduces
little delay because it buffers only a very small set of sample
points. The delay introduced is still at the millisecond level.
The acoustic sensor, however, buffers sensing data for about
1.2 seconds for processing. Hence, it introduces a latency of
1.2 seconds plus the sampling interval which is negligible
in this case. Overall, the latency for accomplishing the best
sensing and detection result is the maximum of the three
sensors’ latencies, i.e., 1.2 seconds.

The benefit, on the other hand, is obvious – with an ag-
gregation ratio of 300:1, we reduces 99.67% of the commu-
nication payload. Though the semantics retrieval consumes
CPU time and energy, it is a known fact that communication
imposes orders of magnitude more energy overhead than
computation in a sensor device. Hence, our estimation of
energy saving due to data aggregation is still close to 99%.

VII. GROUP-LEVEL DATA AGGREGATION

After forming node-level detection results, VigilNet starts
to estimate the current position of the tracked target as well

as uniquely and identically represent the target in a logical
space. Estimation of target positions is usually done by
calculating the weighted average of the locations of nodes
reporting detections, using their individual detection confi-
dence values as weights. However, there is a design decision
to be made on when and where to conduct such calculations.
Representation of targets, as a traditional topic in target
tracking, has been widely addressed by either centralized or
distributed temporal and spatial correlation algorithms. Our
system borrows the distributed group management algorithm
from EnviroSuite [15], an programming middleware for
tracking and monitoring applications in sensor networks. In
the following subsections, we describe in more detail the
group aggregation algorithm used in the system and provide
a theoretical analysis of how it trades off among information
quality, delay and energy consumption.

A. Description of Group Based Data Aggregation

As stated above, tracking of a target consists of two
main parts: position estimation and target representation.
A simple way to tackle these problems would be to send
the detection results and locations of individual nodes that
detect targets to a centralized base station. Based on these
received node positions [9], [18] , the base is able to estimate
current positions of targets, and assign and maintain unique
and consistent identities for targets by running temporal and
spatial correlation algorithms. However, such a centralized
scheme is inefficient both in energy and latency. It incurs
excessive power consumption due to communicating multi-
ple reports to a centralized base and may unduly increase
latency, especially when targets are far away from the base.
In addition, this centralized scheme can easily propagate the
false alarms occurred in one part of the network to the base,
which could overwhelm the base when the false alarm rate
is high.

To avoid these limitations, we adopted a lightweight,
distributed solution proposed in our previous work Enviro-
Suite [15]. Different from centralized solutions, EnviroSuite
chooses to process data at or near the location where a target
is detected, and sends only aggregates to the base for further
processing. Specifically, EnviroSuite contains a set of group
management algorithms to 1) instantiate globally addressable
objects for targets as their logical representatives, 2)maintain
a unique mapping between objects and targets, 3) guarantee
the consistency of the mapping despite of target movements,
and 4)suppress the false alarms locally.

Original EnviroSuite is completely dynamic, where nodes
in the vicinity of a target is dynamically organized into one
group, in which, a leader node is dynamically elected to host
a corresponding object for the target. Though the dynamics
of EnviroSuite enhances its robustness to failures including
both message loss and node failures, it suffers a prolonged
delay due to the long latency during the leader election,
which is undesirable. To address this issue, our system uses
a more static version of EnviroSuite, called Lightweight
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EnviroSuite [16], where groups are still dynamically formed
while leaders are pre-elected in an initialization phase.

The following part explains Lightweight EnviroSuite in
more details through a step-by-step description. Note that
to be concise, we review only features relevant to this
paper. Concrete descriptions of detailed algorithms on leader
election and object maintenance can be found in [16]. In
the initialization phase, a subset of nodes are elected to
be potential leaders with the guarantee that they provide
100% sensing coverage. Later on in the tracking phase,
when a target gets detected by local nodes, these nodes
immediately report their locations and detection results to
their corresponding potential leaders (A potential leader L

is claimed to be one of node’s potential leaders if and only
if L is within 2 times sensing range from that node). These
reports are kept by the potential leaders until one of them
have collected enough reports and is sensing the target.
This potential leader then becomes a real leader, estimates
the current position of the target and sends an aggregate
report (containing position estimation as well as aggregated
confidence vectors) to the base. Upon the reception of the
aggregate report, other potential leaders drop their collected
data and start over from the beginning again.

B. Delay/Energy Analysis w/wo Aggregation

To aggregate, the leader running EnviroSuite waits for
enough reports from members. A configurable parameter
DOA (Degree of Aggregation) is introduced to measure
whether there are enough member reports. All potential
leaders withhold their aggregate reports to the base until the
number of collected member reports reaches DOA.

Intuitively it is expected that setting DOA to a very
small value (e.g., 1) would minimize delays, which, however,
is proved incorrect in a realistic, noisy environment the
system operates on. Field experiments reveal that in such
an environment, false positives of individual nodes are so
frequent that, without filtering, excessive traffics between
these nodes and the base tend to congest the network and
impose large latency to other traffics that contain meaningful
data. Therefore, it is critical to use a big DOA to filter out the
false alarms of individual nodes, which not only improves
the quality of information but also has positive affects on
latency. Besides, energy consumption is also reduced due
to less traffic towards the base. On the other hand, setting
DOA to a high value (e.g., 5) is not desirable either, since a
high DOA inevitably introduces longer delay. A DOA value
higher than the number of nodes within a sensing range
should be avoid, otherwise no report will be generated by
the leader node. These tradeoffs between information quality,
energy consumption and latency require that DOA has to be
carefully chosen to satisfy these various aspects of design
requirements. Analytical models on energy consumption and
group aggregation delay as functions of DOA are built below
to provide guidelines for system designers.
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Fig. 3. The Detection Area

1) Energy Gain with Data Aggregation: It is extremely
challenging to analyze realistic systems complicated by
various factors, e.g., sensing range, target motion model,
and node density. However, a rough approximation can be
derived by making several simplified assumptions, including
circular sensing range (Rs), straight target trajectory with
velocity Vt, and uniformly distributed nodes with density
d. This approximation gives us some insight on the system
performance in general.

Assuming that a target enters the monitored field and
moves for time duration Tt as shown in Figure 3, we
compares energy consumption with/without aggregation as
below. Since all the node that can detect the target are located
within the gray rectangle or semi-circle as shown in Figure 3,
the total number of reporting nodes is:

d(πR2
s
/2 + 2RsVtTt) (1)

Without group-level aggregation, each node directly sends
its detection result to the base, where the expected energy
consumption without aggregation(Ewo aggr) is:

Ewo aggr = d(πR2
s
/2 + 2RsVtTt)En̄ (2)

where E represents the energy consumed to send a one-hop
message and n̄ represents the average hop count between
these detection nodes and the base.

With aggregation, each node sends its detection result
only locally and, for every DOA detection nodes, there is
an aggregate report sent to the base. Therefore, the expected
energy consumption with aggregation (Ew aggr) becomes:

Ew aggr = d(πR2
s
/2 + 2RsVtTt)E +

d(πR2
s
/2 + 2RsVtTt)

DOA
E(n̄− 1) (3)

Based on these equations, the percentage of conserved
energy (P ) due to group aggregation can be calculated as:

P = 1−
Ew aggr

Ewo aggr

= 1−
1

n̄
−

1

DOA
(4)

when n̄ ≥ 2 and DOA ≥ 2. These equations reveal the
relation between energy consumption and DOA. As an ex-
ample, when DOA is set to be 3 and the base is 3 hops away
on average, group-level aggregation consumes approximately
33% less energy compared with the no-aggregation scheme.
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2) Delay Introduced by Aggregation: This section ana-
lyzes how tracking report latency is affected by DOA set-
tings. Figure 4 depicts the movement of a target during time
period Tt. The white circular and grey circular represent,
respectively, the detection area of the target before and after
the movement. Nodes located in the diagonally lined area are
new detectors of the target and send out member reports for
aggregation during this time period, assuming that they have
a common potential leader. Let’s assume that an aggregate
report has been sent out just before the depicted movement,
which means that a new aggregate report is not to be sent
until the number of reports sent by these new detectors
reaches DOA. Therefore, we have the expected delay caused
by group-level aggregation Tg:

Tg =
DOA

2RsVtd
(5)

This equation shows quantitatively the tradeoffs between
delay and DOA (indication of information quality). To be
more concrete, Figure 5 illustrates different group aggre-
gation delays for varied target velocities and DOA values
(setting sensing range to be 10 m and node density to be 1
per 100 m2).
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Fig. 5. Group aggregation delays for varied DOA values and target
velocities

We note here that as one part of the tier-architecture,
the group-level aggregation is not simply another method
to further reduce energy consumption. With the inputs from
multiple nodes, the group-level aggregation can eliminate the
false alarms due to the faulty nodes and improve data quality,
which can not be achieved by the node-level aggregation.

VIII. T4: BASE-LEVEL DATA AGGREGATION

After receiving the reports from individual leader nodes,
the base needs to aggregate the information further, an
operation to serve three main objectives:

• Flow control: The long-haul link to the remote back-end
could be the bottle neck of the system. A base is re-
quired to address the bandwidth mismatch between the
sensor network output and the long-haul link capability.
This is more likely to happen when the system tracks
multiple objects simultaneously.

• Filtering: A base needs to prevent sending the duplicate
reports as well as the false alarms to the back-end. To
filter out the false alarms, a system needs to correlate the
spatiotemporal properties of consecutive reports. Since
the base is the only place in the network that has the
complete global knowledge of a tracked target, it is at
a better position than in-network nodes to filter out the
system-wide false alarms.

• Consolidated View: End users is more interested in a
consolidated view of the tracked targets instead of the
individual sensing reports from the sensor network. Al-
though the group-level aggregation does provide some
persistent information such as object ID, it is not
effective to keep a long trace history of a target through
a sequence of hand-over operations among the leader
nodes. To improve the efficiency, a base should be used
to create a consolidated view instead.

A. Description of Base-Level Data Aggregation

The base bridges the system back-end and the sensor
network. Its aggregation functionalities can be summarized
as follows. First, the base takes the input from the in-network
group leaders, and creates logical targets according to the
spatiotemporal correlations of the input reports. Second,
according to the information of the logic targets, the base
filters out duplicate reports, messages with long delays,
and false alarms, and provides flow control to match the
bandwidth of the upstream link. Third, the base makes use of
the incoming messages to provide extra information for the
logic targets, such as target velocity and target classification
information.

More specifically, when the base received a detection
report from a certain location, it tries to associate the report
with the closest logical target created recently. If the distance
from the location of the report to that of the logical target
exceeds a predefined threshold, a new logic target is created
for the report. If the distance is below the threshold, the
report is added into the history of the logical target and
the location of the logical target is updated according to
the report. An exception is that if the location of the report
is the same as one of the last few locations in the history,
the report is dropped as a duplicate report. A logical target
expires after a certain amount of time if there has been no
new report that is added into its history. By this approach
the reports are categorized into logical targets based on
their spatiotemporal correlations. When the base creates
a new logical target, it needs to differentiate valid target
reports from false alarms. This is done by accumulating

7
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Fig. 6. Velocity Calculation from Reported Locations

spatiotemporal correlated reports up to a certain length before
confirming the detection.

Another value that the base-level aggregation adds into the
system is velocity calculation for the logical target. Since
each message from the network includes a location and a
time-stamp, we can use the locations and time-stamps in the
logical target’s history to infer the velocity of the target. We
use a standard linear regression procedure to calculate the
velocity. The formula for calculation of the x-axis component
of the velocity is

vx =

∑

N

i=1(xi − x̄)(ti − t̄)
∑

N

i=1(ti − t̄)2
(6)

in which xi is the x component of the ith location, and ti is
the ith time-stamp. The x component of the latest location is
denoted by x1, and that of the one right before it is x2, etc. N

denotes the number of reports and time-stamps used for the
calculation. The vy calculation is similar to the Equation 6.
As shown in Figure 6, vy is the slope of the fitting straight
line (the thick dashed line shown in Figure 6(b) ).

To deal with the bandwidth limit to the system back-
end, a flow rate parameter is set during the initial phase of
the network operation. The flow rate parameter can be used
to calculate the minimum interval between two consecutive
reports of a logical target from the base: Dbase = 1/Nr,

in which N is the maximum allowable logical targets in
the system and r is the flow rate. Obviously, the worst
case delay introduced by the base-level aggregation is Dbase.
Supposing the reporting rate of each leader node is R, the
aggregation ratio at the base is NR/r. We note that a naive
solution is to do flow control at the group-level by setting the
reporting rate of each leader node to r/N and the base relays
every report to the back-end. In this naive design, a system
could save more energy, however less data is available to
create a consolidated target view. For example, the velocity
estimation becomes less accurate and less fresh with fewer
reports.

In summary, the base-level aggregation is essential and
can not be replaced or eliminated by the aggregation at other
layers, because of its ability to correlate the system-wide
reports and resolve the flow rate mismatch between a sensor
network and the link to back-end system.

IX. CONCLUSION

In this paper, we describe a multi-tier data aggregation
architecture for target tracking applications. Due to space

constraints, we omit the evaluation on this architecture.
Details on its performance can be found at [10]. Since
sensing data has different semantics at different layers, the
pure in-network aggregation leads to low data availability
for the high-level aggregation, while the pure centralized ag-
gregation leads to excessive energy consumption. In contrast,
the architecture proposed in the work can flexibly achieve the
balance between energy, timeliness and data availability.
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Abstract
Sensor networks have recently emerged as a new paradigm for

distributed sensing and actuation. This paper describes funda-
mental performance trade-offs in sensor networks and the utility of
simple feedback control mechanisms for distributed performance
optimization. A data communication and aggregation framework
is presented that manipulates the degree of data aggregation to
maintain specified acceptable latency bounds on data delivery while
attempting to minimize energy consumption. An analytic model is
constructed to describe the relationships between timeliness, en-
ergy, and the degree of aggregation, as well as to quantify con-
straints that stem from real-time requirements. Feedback control
is used to adapt the degree of data aggregation dynamically in
response to network load conditions while meeting application
deadlines. The results illustrate the usefulness of feedback con-
trol in the sensor network domain.

1. Introduction

The work reported in this paper is motivated by the rapid emer-
gence of sensor networks [4] as a new paradigm for writing dis-
tributed applications. These networks are composed of a large
number of small wireless sensor devices, each equipped with lim-
ited processing, communication, and storage capacity. Sensor net-
works are especially useful in applications involving a poorly ac-
cessible, dangerous, or unfriendly environment, where it is diffi-
cult to provide a fixed monitoring infrastructure. Instead, a myriad
of wireless sensor devices can be deployed (e.g., by air-dropping
from a UAV) for remote monitoring and surveillance purposes.
Such air-dropped networks are called ad hoc sensor networks to
distinguish them from other types of sensor networks where nodes
are laid out in some fixed predetermined pattern. Ad hoc wire-
less sensor networks present the most challenge to the research
community due to their inherent lack of structure. Example ap-
plications include habitat monitoring, defense, border control, and

∗The work reported in this paper was supported in part by the
National Science Foundation under grants CCR-0093144, ANI-01
05873, EHS-0208769, and MURI N00014-01-1-0576.

emergency response systems.

This paper introduces fundamental research challenges presented
by ad hoc wireless sensor networks from a feedback control per-
spective. These challenges lie in optimally reconciling the fun-
damental performance trade-offs that underlie network operation.
Hence, the purpose of feedback control in this paper is not to con-
trol the dynamics of an external environment, but rather to con-
trol network performance itself. At a high level, performance of
a sensor network can be viewed as a point in a three-dimensional
space. These dimensions are (i) timeliness, (ii) energy consump-
tion, and (iii) information output. It is desired to minimize energy
consumption and maximize information output while maintaining
timeliness. These requirements are mutually at odds; communicat-
ing more information takes more time and consumes more energy.

The nature of the trade-off among the basic sensor network per-
formance requirements depends on current network input, which
is the amount of sensory data infused into the network. For ex-
ample, at low network load, timeliness can be easily achieved to-
gether with the other requirements. However, at a higher load, a
decision has to be made between timeliness of delivery and the
amount of deliverable information. Feedback control loops are
needed to trade-off these performance requirements dynamically
in a distributed fashion in response to current network conditions,
essentially solving a distributed constrained optimization problem.
This paper describes an instance of such a feedback control archi-
tecture, and derives some results in real-time computing that help
quantify the constraints imposed on optimization.

The performance trade-offs mentioned above are fundamen-
tally inherent to ad hoc sensor networks because they invariably
arise from the main goal of such networks, namely the collection
of sensory data. The most important output of a sensor network is
the information it provides to external observers. One of the most
limited resources in an ad hoc network is battery capacity. This
is partly because advances in battery capacity have developed at a
slower rate than advances in processing and communication band-
width. Moreover, since the network is typically deployed in re-
mote or harsh environments, changing batteries is quite expensive
if not infeasible. Hence, maximizing battery lifetime by conserv-
ing energy is a predominant concern.

Omni-directional communication is the most energy-consuming
operation in a sensor network due to the high degree of signal at-
tenuation and the multipath phenomena that occur when wireless
sensors are placed on the ground. Directional communication re-
mains a big challenge since it requires sensors to know to a high
degree of accuracy both their own position and orientation, as well
as that of their neighbors. The fundamentally high cost of com-



munication results in an important trade-off between the amount
of information that the network delivers and its lifetime. A good
compromise to conserve battery capacity is to perform appropri-
ate aggregation on collected data to reduce the amount of network
communication without much reduction in the information deliv-
ered.

Timeliness of delivery is a fundamental performance concern
in sensor networks because such networks must react to external
phenomena in real-time. An unbounded delay in the loop is un-
acceptable. From an application’s perspective, discovering an in-
truding target too late is not useful for producing an effective re-
sponse. Timeliness is generally at odds with energy consumption.
If it is possible to delay delivery until more data can be aggregated,
overhead can be saved and delivery energy can be reduced. While
limited aggregation (or batching) may actually improve the over-
all timeliness by reducing total traffic, additional aggregation will
impair timing performance due the introduced aggregation delay.
The break-even point depends on the amount of data currently gen-
erated, which is a dynamic quantity that depends on activities in
the environment. The timeliness-energy trade-off therefore opens
a realm of opportunity for feedback control research in the sensor
network domain.

An important consideration in the design of a feedback per-
formance control framework for sensor networks is to quantify
the fundamental constraints within which each sensor node op-
erates to solve the global performance optimization problem. In
the three-dimensional trade-off space introduced earlier, the basic
constraints are on energy, time, and information content. To ad-
dress the timing constraint, in this paper, we describe important
recent results in real-time computing theory that quantify the abil-
ity of the network to communicate data in real-time. We relate
global timing requirements to the local amount of traffic that can
be processed by each node.

As a specific instance of performance control in sensor net-
works, this paper describes a data communication and aggrega-
tion framework that manipulates the degree of data aggregation
to maintain specified acceptable latency bounds on data delivery
while attempting to minimize energy consumption. An analytic
model is constructed to describe the relationships between timeli-
ness, energy, and the degree of aggregation, as well as to quantify
constraints that stem from real-time requirements. Feedback con-
trol is used to adapt the degree of data aggregation dynamically
in response to network load conditions while meeting application
deadlines.

The rest of this paper is organized as follows. Section 2 de-
scribes the problem statement and the general architecture of our
service, which is based on two types of data aggregation; lossy
and lossless. Section 3 derives an expression for real-time sys-
tem capacity that quantifies the amount of information that can be
delivered through the network by the deadlines. This bound is a
fundamental design constraint that must be enforced by the feed-
back control architecture. Section 4 investigates feedback control
of lossy aggregation. It describes the conditions under which sys-
tem capacity is maximized, and describes a feedback scheme that
optimizes capacity subject to time constraints by adjusting the de-
gree of aggregation. Section 5 describes local optimization using
feedback control of lossless aggregation. Section 6 presents a brief

performance evaluation. The paper concludes with final observa-
tions and open questions in Section 7.

2. Problem Statement and Architecture

We consider a real-time sensor network where sensory measure-
ments should be delivered to their destinations within specified
time constraints. Data is divided into multiple classes. Each class
is associated with a bound on delivery time. For example, mo-
tion sensor measurements might have to be delivered within 3 sec-
onds to allow real-time tracking of moving targets. In contrast,
temperature measurements could be delivered within 30 seconds,
since they exhibit slower dynamics. It is desired to deliver all data
at the minimum energy cost while satisfying all time constraints.
Since the environment is dynamic, the amount of data generated
at any time is unpredictable and can vary considerably from time
to time. We assume that some sensors report their measurements
periodically at all times, while others become active only when
triggered by environmental events. For example, flurries of activ-
ity in the monitored environment may generate a burst of motion
sensor readings. These sensors will be silent when the environ-
ment is quiescent. Since the network load is dynamic, overload
may occur which can significantly increase communication delay,
possibly making it infeasible to deliver data in time. A feedback
mechanism is needed to control network delay such that time con-
straints are met.

The main actuator “knob” that can be manipulated in our sys-
tem is the degree of data aggregation. In contention-based Medium
Access Control (MAC) communication protocols, packing data
into larger units reduces the chances of packet collisions, hence
reducing energy expenditure and improving delay.1 Two different
types of aggregation are possible; namely, lossless aggregation and
lossy aggregation. Lossless aggregation refers to concatenating in-
dividual data items into larger packets, thus amortizing per-packet
protocol overhead. In this case, no data is lost. The approach
is especially effective in sensor networks where individual sensor
readings are small in size, leaving much room for concatenation.
Another type of overhead that can be amortized is the local hand-
shake performed ahead of per-hop data transmission to reserve the
channel. This handshake is common to contention-based wireless
MAC protocols such as 802.11.

Lossless aggregation is effective if the load on the system is
not excessive. If the total communication load approaches system
capacity, the amount of communicated data must be forcibly re-
duced. We call the latter case, lossy aggregation. This technique is
also useful for energy saving, even when the system is not heavily
loaded. The best example of lossy aggregation is the averaging
of sensor values. Averaging is a natural choice in many applica-
tions. For example, a user may need to know only of the average
temperature in a region, as opposed the individual readings of all
sensors. Similarly, it may be enough to report only the average
estimated location of a target, as opposed to the exact locations
of all triggered motion sensors. Lossy aggregation can be either
spatial or temporal. In the former, data is averaged from multiple
sensors, while in the latter, data from the same sensor is averaged

1Due to the difficulty in synchronizing clocks across all nodes in a
sensor network, slot-based communication protocols are less prac-
tical than contention-based ones.



over time. Both spatial and temporal aggregation incur additional
delay waiting for all needed data items to arrive before aggregation
is performed.

The service described in this paper adaptively determines the
type and amount of aggregation required such that time constraints
are met. To maximize information output, lossless aggregation
is performed as long as the workload is less than system capac-
ity. Lossy aggregation is invoked only when capacity is exceeded.
Two separate control loops are used to determine the amount of
aggregation to be applied of each type. Note that, in applications
where some degree of lossy aggregation is appropriate even at low
load, a lower limit can be imposed on the lossy aggregation con-
troller output. This limit ensures that the desired degree of aggre-
gation is always carried out, even when the system is not over-
loaded.

A key to the correct operation of the system is to quantify sys-
tem capacity, such that the correct type of aggregation is used in
accordance with load conditions. This quantification is described
below, followed by a description of both the lossless and lossy ag-
gregation feedback loops.

3. Real-Time Capacity

The first function of the control system is to decide on the type of
aggregation performed (lossy or lossless), depending on whether
the network is overloaded or not. In this section, we define a notion
of network capacity that is relevant to real-time applications, and
relate satisfaction of end-to-end time guarantees to the local state
of individual nodes.

3.1 Capacity Definition

Traditional notions of network capacity [2] quantify the amount of
information that can be transmitted through the network concur-
rently at any point in time. In wireless networks, this amount is
usually expressed as a product of bytes and meters (called byte-
meters) since more data can be transmitted less distance or vice
versa. These definitions have no notion of delivery latency and are
therefore less suitable for applications where data that arrive after
their deadline expiration have little or no value.

In this paper, we define a new notion of capacity we call, real-
time capacity, denoted CRT . Real-time capacity refers to the to-
tal byte-meters that can be delivered by their deadlines. To make
the capacity expressions independent of the details of the work-
load (such as the deadline values themselves), we are interested
in a normalized capacity expression that quantifies the total byte-
meters that can be delivered for per unit of requested latency. It
is expected that a network can have a larger byte-meter capacity
if deadlines are larger, which makes the aforementioned (normal-
ized) notion of real-time capacity more meaningful.

To illustrate the notion of real-time capacity, consider a net-
work with two data flows, A, and B. Flow A must transfer 1000
bytes a distance of 50 meters (i.e., a total of 50, 000 byte-meters)
within 200 seconds. It is said to have a real-time capacity re-
quirement of 50, 000/200 = 250 byte-meters/second. Flow B

must transfer 300 bytes a distance of 700 meters within 100 sec-
onds. Its capacity requirement is thus 300 ∗ 700/100 = 2100

byte-meters/second. Hence, the total real-time capacity needed is
2100 + 250 = 2350 byte-meters/second. Below, we establish an
approximate capacity bound that quantifies the ability of the net-
work to transfer data in time. In particular, all flows meet their
deadlines as long as their collective capacity requirements do not
exceed the derived capacity bound. This bound will be used to de-
termine whether or not a system is overloaded for the purposes of
applying the corresponding data aggregation technique.

3.2 Capacity Derivation and Sampling Rate

Consider a sensor network of n nodes with multiple data sources
and a single data sink. The sink could be a monitoring workstation,
or a relay that sends the collected data to a user. Packets traverse
the network concurrently, each following a multihop path from
some source to the sink. Each packet Ti has an arrival time Ai

defined as the time at which the sending application injects the
packet into the outgoing communication queue of its source node.
The packet must be delivered to its destination no later than time
Ai + Di, where Di is called the relative deadline of Ti. Different
packets may generally have different deadlines. We call packets
that have arrived but whose delivery deadlines have not expired in-
transit packets. Each packet Ti has an average transmission time
Ci that is proportional to its length. Any single path through the
network can be thought of as a data pipeline of N stages, where N

is the number of hops along the path. In a prior publication [1], we
have shown that data traversing a pipeline will meet its end-to-end
deadline as long as the following condition holds:

N�
j=1

Uj(1 − Uj/2)

1 − Uj

< α (1)

where Uj = �
i
Ci/Di over all packets Ti in transit through node

j. This quantity is called the synthetic utilization of node j. The
parameter α depends on the scheduling policy used to order out-
going packet transmissions on the link, as discussed in [1]. The
bound was derived for nodes with dedicated links. Since, in the
case of contention-based protocols, the link is shared with neigh-
boring nodes, the average packet transmission time, Ci must ac-
count for this sharing. In particular, with m neighbors, on average,
only 1/m of link bandwidth can be used by any one node when all
nodes are sending. Hence, the average packet transmission time is
correspondingly increased m times to account for channel sharing.
This is reflected in the values of Uj used in Equation (1). Next, we
derive the real-time capacity bound in the presence of lossless ag-
gregation. We use that bound to determine the sensor sampling
rate that can be supported during normal operation.

Consider the case where aggregation is lossless. If all traffic
congregates on one sink, in the absence of lossy aggregation, the
total schedulable traffic generated by all sources is exactly the traf-
fic that can be consumed by that sink. Moreover, at steady state,
the sum of synthetic utilizations on all hops some fixed distance
j from the sink is no larger than the total synthetic utilization
at the sink. This is because the total flow of packets crossing a
given perimeter cannot exceed what the destination sees, as shown
in Figure 1. Observe that, assuming uniform node density, the
number of nodes on a perimeter of radius j (hops) away from the
destination increases approximately linearly with j. Hence, the



average per-node synthetic utilization decreases linearly with dis-
tance from the destination. Assuming the synthetic utilization at
the destination is U , and renumbering the hops in ascending order
from destination to sources, Uj is proportional to U/j. Thus, from
Equation (1):

N�
j=1

U/j(1 − U/2j)

1 − U/j
< α (2)

Sink

j

Figure 1. The single sink case

The above equation can be solved for U as a function of the
average number of hops N . The equation can be rewritten as:

U

2

N�
j=1

1

j − U
+

U

2

N�
j=1

1

j
< α (3)

Since, U < 1 (which can be derived from Equation (1)), for large
j, 1

j−U
is approximately equal to 1

j
, and we know that � N

j=1 1/j

is approximately log N . Thus:

U < α/logN (4)

Remember that, by definition, U = �
i
Ci/Di over all in-transit

packets through a node. Since multiplying the packet transmission
time, Ci, by the channel transmission speed, Wn, yields packet
size, multiplying both sides of the above equation by Wn estab-
lishes the average number of bytes that can be transmitted by an
average node for each unit of time of the relative deadline. Sum-
ming that quantity over the whole network is what defines its real-
time capacity (in byte-hops per second). Thus:

CRT = Wn

�
j

Uj (5)

Since the aggregate synthetic utilization over all nodes distance j

from the destination is upper bounded by that at the destination
(as explained above) we can sum up the total network capacity by
cutting the network into N concentric circles, where N is of the
order of the average path length. The traffic through each circle is

not less than that at the destination. The total real-time capacity
is therefore bounded by WnUN . Observe that network diameter
is generally proportional to network area. Hence, assuming a uni-
form density network of n nodes, if N is a constant fraction of the
diameter, then N is O(

√
n). Assuming that the MAC layer uses

an actual transmission rate of W , and that node density is such
that on average h nodes typically lie within the range of any one
receiver, we can approximately state that Wn = W/h. Hence:

CRT =
αNW

hlogN
(6)

or:

CRT = O(

√
n

log
√

n
)
W

h
(7)

The above expression can be used to set the sampling rate R of
periodic sensors. If the size of a single sample is s bytes, its latency
constraint is D seconds, and the average sensor distance from the
sink is N hops, the real-time capacity requirement of the sensor is
sRN/D. Summing up the requirements of all sensors, one must
satisfy that the total is less than CRT (given by Equation 6) for
the end-to-end time constraints to be satisfied. This imposes a
constraint on the maximum sampling rate, R.

Having chosen a sampling rate for periodic sensors, we pro-
ceed to the next step of the design problem. In this step, we focus
on sensors that are triggered aperiodically by events in the environ-
ment. The traffic from such sensors is added to that of the periodic
sensors, which may cause system overload when the environment
becomes highly dynamic. Lossy aggregation must therefore be
performed to maintain timeliness while maximizing information
throughput.

4. Control of Lossy Aggregation
When the amount of data generated by the combination of periodic
and aperiodic sensors exceeds system capacity, the lossy aggrega-
tion feedback loop is activated. The controller of this loop attempts
to balance timeliness and information delivered. Its set point can
be tuned for better timeliness at the expense of increased aggrega-
tion (i.e., more information loss) or lower information loss at the
expense of looser timing performance. In particular, the system
designer specifies the maximum data path length N for which no
deadline misses may occur. The feedback loop must control the
degree of aggregation such that information throughput is maxi-
mized subject to the above requirement. In the following we derive
the local conditions that lead to maximization of global informa-
tion throughput. We then describe how these conditions are used
to design the lossy aggregation feedback loop and compute its per-
node set points.

When lossy aggregation is used, the sum of synthetic utiliza-
tions of all data sources may exceed that of the sink, since more
raw data may be generated than is delivered to the sink. It is de-
sired to devise an aggregation scheme that maximizes total real-
time capacity, which is proportional to Wn �

j
Uj across all nodes



in the system, as stated in Equation (5). From the symmetry of
the aforementioned summation, as well as the symmetry of the
schedulability condition given by Equation (1), the solution that
maximizes capacity must be symmetric with respect to synthetic
utilization. In other words, Uj must be equal at all nodes. This
is called a load-balanced network. Since we require that time
constraints be met only for paths of length N or less, it is enough
to focus on that path length. In a load-balanced network, from
Equation (1), the synthetic utilization U of each single node on a
communication path of length N must satisfy:

U(1 − U/2)

1 − U
< α/N (8)

Solving for U , we get:

U < 1 +
α

N
− � 1 + (

α

N
)2 (9)

From Equation (5), the capacity of the network is nUWn byte-
hops per unit of relative deadline. Hence, in the optimal case of
a load-balanced network, the real-time capacity of the sensor net-
work, denoted CRT , is bounded by:

CRT < n(1 +
α

N
− � 1 + (

α

N
)2 )Wn (10)

Some interesting observations are apparent. First, rewriting 1 +
α/N as � 1 + 2α/N + (α/N)2, observe that when N is large,
the term (α/N)2 can be neglected leading to:

CRT < n( � 1 +
2α

N
− 1)Wn (11)

We know from series expansion that for a small x, the term
√

1 + x

is approximately equal to 1 + x/2. Hence, substituting for the
square root in Equation (11) when N is large, and recalling that
Wn = W/h, we get:

CRT <
nα

Nh
W (12)

If path length N is of the order of the square root of the area of
the network, which in turn is of the order of the number of nodes,
then:

CRT = O(
√

n)
W

h
(13)

To maximize real-time information throughput such that the
above capacity bound is approached, the local controller at each
node attempts to keep its synthetic utilization at the value indicated
in the right hand side of inequality 9. Hence, the controller set
point, Udesired, is:

Udesired = 1 +
α

N
− � 1 + (

α

N
)2 (14)

Choosing a larger N will reduce the utilization, thereby increasing
the amount of lossy aggregation. A smaller N will reduce infor-
mation loss, but increase deadline misses along longer paths. The
instantaneous synthetic utilization of a node is Uinst = �

i
Ci/Di,

carried out over all outgoing packets. As explained in [1], this
value is increased by Ci/Di when a new packet, Ti, arrives. It
is decreased by Ci/Di only at the delivery deadline of the packet
(and is set to zero when the link is idle). Each node maintains an
exponential moving average Uavg(k) of instantaneous synthetic
utilization. This moving average is updated periodically at the
controller’s sampling interval. The control error e(k) in the k

th

sampling interval is defined as e(k) = Udesired − Uavg . This
error drives an integral regulator of gain KI whose output m de-
termines the degree of lossy aggregation required, where:

δm = KI(Udesired − Uavg) (15)

More specifically, m specifies the ratio of the number of pack-
ets after and before aggregation. For example m = 0.66 indicates
that each 3 incoming packets must be aggregated into 2 (by aver-
aging a pair), where 2/3 = 0.66. A field in each packet’s header
keeps track of the number of original raw data items the packet’s
aggregated value reflects. This allows correct weights to be used
when averaging the content of two packets.

Since aggregation can only reduce the number of packets, the
maximum value of controller output m is 1, indicating that no ag-
gregation is needed. Observe that when the system is underloaded
(Uavg < Udesired), the controller eventually saturates at m = 1.
Anti-windup is then invoked, thus opening the lossy aggregation
control loop. Hence, only lossless aggregation is performed in an
underloaded system.

Note that the instantaneous synthetic utilization of the system
is proportional to m. Hence, the controlled process has a constant
gain. If all data deadlines are the same, that gain is unity. The only
dynamics in the loop are those that arise from the low-pass filter
(i.e., exponential moving averaging) and the controller. The filter
is essential to smooth bursts.

5. Control of Lossless Aggregation
When the system operates in the non-overloaded regime, only loss-
less aggregation is performed to optimize energy consumption and
reduce delay. An architecture for application-independent data
aggregation is described in [3]. In that regime, a feedback loop
measures the average delay incurred to transmit a packet (which
includes the contention delay on the wireless medium). This mea-
surement is then used to adapt the degree of lossless data aggre-
gation, called Naggr . When a particular degree of aggregation is
indicated, packets are not forwarded to the network device until the
corresponding number of them (i.e., at least Naggr) are present in
the queue.

The default degree of aggregation Naggr is 1, which occurs at



low load. In this case, packets are delivered to the network device
for transmission as soon as the device is ready. Note that if more
than one packet have accumulated in the queue while the network
device was busy, they will be aggregated and sent together. As
network traffic builds up and contention delays increase, the feed-
back loop adjusts the aggregation level, Naggr, to allow a greater
minimum degree of aggregation. When the network device is free,
packets are sent only as long as at least Naggr of them are present.

Next, we derive a model for data aggregation that will be used
to tune our feedback loop. The control loop operates periodically
at some appropriately chosen interval, T , measuring the current
MAC-layer delay D(k) and adjusting the degree of aggregation,
Naggr(k), accordingly. Let the k

th sampling interval of the con-
trol loop be [(k−1)T, kT ). The delay sensor produces its reading,
D(k), at the end of each interval. This reading represents the av-
erage MAC-layer delay of all packets transmitted in that last sam-
pling interval. The average delay a packet experiences before its
transmission is complete is:

D(k) = Dmin + Dcollide (16)

where Dmin is the minimum delay experienced when no colli-
sions occur (which is primarily the packet tranmission delay plus
some system overhead), and Dcollide is the average additional de-
lay incurred due to collisions.

Assume that a total of M(k) packets were present in interval
k in the combined queues of all nodes sharing the same neighbor-
hood, where only one node can transmit at a time. Given a degree
of aggregation, Naggr(k − 1), set at the beginning of that inter-
val, at most M(k)/Naggr(k − 1) data units will be transmitted
on the medium. This is only an approximation, because different
nodes may have different Naggr(k − 1) values. However, since
those nodes share the same medium with the same level of con-
gestion, it is likely that their Naggr(k − 1) will be close. Since
the probability of collisions grows linearly with the number of
data units available for transmission, the expected number of col-
lisions grows with M(k)/Naggr(k− 1). Furthermore, since most
contention-based MAC-layers exhibit exponential back-off upon a
collision, the average contention delay, Dcollide, grows exponen-
tially with the number of collisions. Hence:

D(k) = Dmin + Ae
bM(k)/Naggr(k−1) (17)

where A and b are constants. This is clearly a non-linear system.
We linearize the system by computing its derivative with respect
to the manipulated variable (in this case, Naggr(k − 1)), which
yields the small deviation model:

dD(k)

dNaggr(k − 1)
= −A

M(k)

Naggr(k − 1)2
e

bM(k)/Naggr(k−1) (18)

Hence, if the degree of aggregation is changed by δNaggr(k) =
Naggr(k) − Naggr(k − 1), and assuming a constant workload
M(k + 1) = M(k) = M), it is predicted that:

D(k+1) = D(k)−A
M

Naggr(k − 1)2
e

bM/Naggr(k−1)
δNaggr(k)

(19)

The system model contains a nonlinear integral term. A propor-
tional controller can therefore be used to stabilize the system and
eliminate steady state error. The gain of the proportional controller
can be made dynamic to compensate for part of the system nonlin-
earity. The controller we use is thus given by:

δNaggr(k) = PNaggr(k − 1)2e(k) (20)

where e(k) = D(k) − Ddesired, and P is controller gain.

6. Experimental Evaluation

We simulate our architecture in GloMoSim [5], a scalable discrete-
event simulator developed at UCLA. This software provides a high
fidelity simulation for wireless communication with detailed prop-
agation, radio, MAC, and network layer components. In our exper-
iments, the communication parameters are chosen in accordance
with Berkeley Telos mote specifications, the latest hardware plat-
form on which sensor network research systems are currently de-
ployed for testing.

We evaluate two types of data aggregation techniques discussed
in previous sections, namely lossless and lossy aggregation, and
compare them with a non-aggregation scheme. During the sim-
ulation, we adopt a typical many-to-one traffic pattern, where 10
source nodes send out CBR (Constant Bit Rate) flows to a single
sink with average hop length 4 - 6 hops. The end-to-end deadline
used in the experiment is 200 ms. To investigate the effectiveness
of data aggregation in the presence of congestion, we incremen-
tally increase the sending rate of 10 flows from 1.5 to 3.7 pack-
ets/second per flow. Experiments are repeated 30 runs with differ-
ent seeds such that the 95% confidence intervals are within 2 - 5%
of the mean.

Figure 2 demonstrates that both lossless and lossy aggregation
can dramatically reduce average packet end-to-end delay in com-
parison with the non-aggregation scheme when the traffic becomes
heavy, thanks to the fact that aggregation techniques can control
the amount of information delivered in response to the timeliness
requirements.

When the amount of information generated exceeds the real-
time capacity, the lossy aggregation demonstrates its excellent ca-
pability of achieving low end-to-end deadline miss ratio by aggre-
gating a small percentage of packets together. As shown in Fig-
ure 4, miss ratios for the lossy aggregation scheme under different
traffic loads are always below 10%, while the lossless aggrega-
tion scheme, which doesn’t take real-time capacity into account,
suffers a high miss ratio penalty when traffic exceeds real-time ca-
pacity of the network.

We note that the lossy aggregation does not achieve this excel-
lent performance for free. As shown in Figure 5, it has a non-zero
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lossy ratio2 in heavy traffic in exchange for excellent timeliness
shown in Figure 4.

In addition, as shown Figure 3, both lossless and lossy aggre-
gations can achieve energy conservation by reducing the number
of control messages and the number of retransmissions in the pres-
ence of congestion.

7. Conclusions and Future Work

In this paper, we demonstrated the application of control theory
to resolve fundamental performance trade-offs in sensor networks.
Fundamental limits were presented on real-time network capacity.
These limits where then used to derive sensor sampling rates and
set points of control loops. Two different mechanisms for data ag-
gregation were presented whose combined effect is to maximize
information throughput while maintaining timing constraints and
reducing protocol overhead. There are several outstanding issues
that the authors hope to address in future interdisciplinary col-
laborations. For example, how to model non-linearities peculiar
to sensor networks? How can these nonlinearities be accounted
for in control? How efficient are adaptive control and robust con-
trol techniques in dealing with parameter variation and load uncer-
tainty? What other actuators can be applied in addition to aggrega-
tion? What is the effect of routing policies? Examples, theoretical

2Lossy ratio is the percentage of packets that are aggregated with
information loss
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foundations, experimental evidence, and practical experience are
needed in applying feedback performance control to sensor net-
works. This is an important focus of our research group at the
present time.
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Abstract

Data distribution in embedded real-time sensor networks re-
quires new protocols and programming environments that
achieve time-sensitive message delivery and provide useful ab-
stractions to the application programmer. Attainment of these
goals requires changes to multiple layers of the communica-
tion protocol stack. In this paper, we review a protocol suite
developed by the authors for data communication in embed-
ded sensor networks. It takes into account time constraints and
exports attribute-based connections that are tightly integrated
with properties of the monitored environment. A programming
language is described that allows external physical objects to
be represented as first class abstractions in the computing sys-
tem. The language facilitates writing monitoring applications.
The system was implemented on a prototypical sensor network
based on MICA motes.

Keywords: sensor networks, programming paradigms, track-
ing, QoS, distributed systems.

1 Introduction

Ad hoc wireless sensor networks, made possible by advances in
communication technology and hardware miniaturization [11],
raise the need for a new suite of communication protocols and
new programming abstractions for distributed deeply embed-
ded computing. Such sensor networks are especially useful
when an inhospitable, poorly accessible, or delicate environ-
ment prevents the installation of needed computing infrastruc-
ture. An example could be the site of a natural disaster or a
target behind enemy lines. Instead, myriads of tiny computa-
tionally equipped wireless sensor devices may be dropped to
form an ad hoc network that operates autonomously to monitor
its surroundings, react to distributed events, or alert appropriate
authorities when specific activities are observed.

�The work reported in this paper was supported in part by the National Sci-
ence Foundation under grants CCR-02-05327 and CCR-00-92945, by DARPA
under grant F33615-01-C-1905, and by MURI under grant N00014-01-1-0576.

Sensor networks offer new challenges both from the per-
spective of building communication protocols and from the
perspective of developing appropriate programming models.
These challenges arise due to their large scale, autonomous
operation, massively parallel interactions with a spatially dis-
tributed physical environment, and a more stringent set of re-
source constraints.

Communication protocols for sensor networks must provide
real-time assurances. While ensuring proper timing behavior
of systems has been a topic of real-time research for decades,
sensor network applications offer physicalspacein addition to
time, as a new dimension for interaction with the environment.
Hence, while traditional real-time computing research has been
concerned with meeting time constraints, a new branch of the-
ory is needed to analyze systems that interact with the their
surroundings both in real time and in the real dimensions of
physical space. For example, in a network that tracks vehicles
through the sensor field, the application must collect sensory
measurements in real-time from the actual changing locale in
which the vehicle is detected. Message communication must
therefore be sensitive to both time and distance constraints,
which may depend on external factors such as the physical
speed of the monitored vehicle. In this paper, we describe a
protocol suite in which both time and distance constraints are
addressed.

A new programming paradigm is needed to facilitate the
task of sensor network application development. Due to the
large scale of sensor networks, programmers should not have
to concern themselves with low-level abstractions and func-
tions such as creating and destroying individual connections
between pairs of nodes. Instead, the programming environ-
ment must offer a conceptual view in which global tasks can
be defined in an abstract manner, leaving it for the underlying
system to translate them into computational and communica-
tion activities on individual sensor nodes. This paper reports
on the design of a programming system developed on top of
our communication protocol suite, which provides the required
high-level abstractions. The language allows external events in
the environment to be represented as objects in the computing



system facilitating the monitoring of such events by the appli-
cation. The reported architecture is a part of an ongoing re-
search effort on developing a sensor network virtual machine
for future distributed deeply embedded applications.

The rest of this paper is organized as follows. In Section 2,
we describe a protocol suite that takes into account time and
space constraints, and exports a useful transport-layer abstrac-
tion in which logical communication end-points can be asso-
ciated with tracked objects in the external environment. Sec-
tion 3 describes a new programming model for sensor networks
which builds upon the aforementioned transport protocol to el-
evate environmental objects into first class programming ab-
stractions. Related work is summarized in Section 4. The paper
concludes with Section 5 which describes some of the remain-
ing challenges and directions for future research.

2 A Protocol Suite for Sensor Networks

Communication protocols in sensor networks are the funda-
mental cornerstone that glues distributed applications together.
The deeply embedded nature of sensor networks presents some
of the most interesting challenges in the design of their com-
munication protocols. New research topics span all protocol
stack layers, primarily motivated by a tighter interaction be-
tween the network and its physical environment. At the MAC
layer, new protocols are needed that enforce message priori-
ties consistently with time and distance constraints that arise
from environmental interactions [22]. Awareness of the phys-
ical environment must also be incorporated into the network
layer. For example, location should be an essential attribute
of addressable networked objects [15]. Location-assisted rout-
ing protocols such as LAR [19] and DREAM [4], as well as
location services [21] have been described for ad hoc wireless
networks. More generally, routing algorithms are needed in
which destinations are described implicitly by their environ-
mental attributes. For example, directed diffusion [18, 14] and
the intentional naming system [3] provide addressing and rout-
ing based on data interests. A fundamental rethinking of basic
protocols is required at the transport layer as well. Individ-
ual socket-style connections between nodes are too low-level
to be a useful abstraction for the programmer. They must be re-
placed with higher-level alternatives that are more suitable for
the main purpose of sensor networks, namely monitoring the
external surroundings in which they are embedded.

This section describes our answer to the challenge of in-
corporating environmental awareness into the design of sensor
network communication protocols. Our protocol stack features
two important contributions. First, it implements new real-time
message scheduling algorithms in which both time and physi-
cal distance requirements are observed. Second, it exports a
transport-layer address space that associates unique network
addresses with external environmental objects. The new ad-
dresses serve as connection end-points, thereby raising the level
of connection abstraction to entities of direct interest to the ap-

plication. The layers of our protocol stack are described in the
following subsections.

2.1 Real-Time Distance-Aware Scheduling

Message communication in sensor networks must occur in
bounded time, for example to prevent delivery of stale data on
the status of detected events or intruders. In general, a sensor
network may simultaneously carry multiple messages of dif-
ferent urgency, communicated among destinations that are dif-
ferent distances apart. The network has the responsibility of
ordering these messages on the communication medium in a
way that respects both time and distance constraints.

A protocol that achieves this goal in our architecture is
called RAP [22]. It supports a notion of packet velocity and
implements velocity monotonic scheduling (VMS) as the de-
fault packet scheduling policy on the wireless medium. Ob-
serve that for a desired end-to-end latency bound to be met,
an in-transit packet must approach its destination at an aver-
age velocity given by the ratio of the total distance to be tra-
versed to the requested end-to-end latency bound. RAP pri-
oritizes messages by their required velocity such that higher
velocities imply higher priorities. Two flavors of this algorithm
are implemented. The first, calledstatic velocity-monotonic
scheduling, computes packet priority at the source and keeps
it fixed thereafter regardless of the actual rate of progress of
the packet towards the destination. The second, calleddynamic
velocity-monotonic scheduling, adjusts packet priorityen route
based on the remaining time and the remaining distance to des-
tination. Hence, a packet’s priority will increase if it suffers
higher delays on its path and decrease if it is ahead of schedule.

To achieve consistent prioritization in the wireless network,
not only do we need priority queues at nodes, but also a MAC
layer that resolves contention on the wireless medium in a man-
ner consistent with message priorities. We adopt a scheme
similar to [1] to prioritize access to the wireless medium.
The scheme is based on modifying two 802.11 parameters,
namely the DIFS counter and the backoff window, such they
are priority-aware. The DIFS counter determines the maximum
time a node waits, after the communication channel becomes
idle, prior to transmitting an RTS packet. The actual waiting
time is randomly chosen between 0 and DIFS. An approximate
prioritization effect is achieved by letting the DIFS value de-
pend on the priority of the outgoing packet at the head of the
transmission queue. A larger value is given to packets of lower
priority. Hence, more urgent packets tend to contend on the
medium more aggressively. The back-off window of 802.11
increases the maximum waiting time when collisions occur.
To give preferential treatment to higher priority packets, we
make this increase dependent on the priority of the head of the
queue. A higher increase is incurred for packets of lower pri-
ority. Hence, collisions tend to be resolved in favor of higher-
priority packets.

A detailed performance evaluation of this scheme can be



found in [22]. It is shown that velocity-monotonic schedul-
ing substantially increases the fraction of packets that meet
their deadlines taking into consideration distance constraints.
More accurate schemes for medium access prioritization re-
main an open research topic. An interesting related topic is
that of schedulability analysis of velocity-monotonic schedul-
ing. Ideally, such an analysis should allow a source node to
determine whether a particular desired velocity is attainable
between a source-destination pair given current network con-
ditions. While an analytic expression for velocity feasibility is
still an open problem, in the following, we describe a feedback-
based technique that enforces velocity constraints dynamically
by applying back-pressure to slow down the sources when such
constraints are violated.

2.2 Enforcement of Velocity Constraints

Consider a network that supports multiple predefined veloci-
ties. An application can choose a velocity level for each mes-
sage. The network guarantees that the chosen message velocity
is observed with a very high probability as long as the mes-
sage is accepted from the application. A network-layer proto-
col with the above property, called SPEED [13], has recently
been developed by the authors. The protocol defines the veloc-
ity of an in-transit message as the rate of decrease of its straight-
line distance to its final destination. Hence, for example, if the
message is forwarded away from the destination, its velocity at
that hop is negative.

The main idea of SPEED is as follows. Each nodei in
the sensor network maintains a neighborhood table that enu-
merates the set of its one-hop neighbors. For each neighbor,
j, and each priority level,P , the node keeps a history of the
average recently recorded local packet delay,Dij(P ). Delay
Dij(P ) is defined as the average time that a packet of prior-
ity P spends on the local hopi before it is successfully for-
warded to the next-hop neighborj. Given a packet with some
velocity constraint,V , nodei determines the subset of all its
neighbors that are closer to the packet’s destination. IfLij is
the distance by which neighborj is closer to the destination
thani, the velocity constraint of the packet is satisfied at node
i if there exists some priority levelP and neighborj such that
Lij=Dij(P ) � V . The packet is forwarded to one such neigh-
bor non-deterministically. If the condition is satisfied at mul-
tiple priority levels, the lowest priority level is chosen. If no
neighbor satisfies the velocity constraint, we say that a local
deadline miss occurs.

A table at nodei keeps track of the number of local dead-
line misses observed for each velocity levelV . This table is
exchanged between neighboring nodes. Nodes use this infor-
mation in their forwarding decisions to favor more appropri-
ate downstream hops among all options that satisfy the veloc-
ity constraint of a given packet. No messages are forwarded
in the direction of nodes with a high miss-ratio. The mecha-
nism exerts back-pressure on nodes upstream from congested

areas. Congestion increases the local miss-ratio in its vicin-
ity, preventing messages from being forwarded in that direc-
tion. Messages that cannot be forwarded are dropped thus in-
creasing the local miss-ratio upstream. The effect percolates
towards the source until a node is found with an alternative
(non-congested) path towards the destination, or the source is
reached and informed to slow down. The mentioned scheme
is therefore effective in exerting congestion control and per-
forming packet rerouting that guarantee the satisfaction of all
velocity constraints in the network at steady state [13]. The pro-
tocol is of great value to real-time applications where different
latency bounds must be associated with messages of different
priority.

2.3 Entity-Aware Transport

Although RAP and SPEED allow velocity constraints to be
met, the abstractions provided by them are too low-level for
application programmers. We develop a transport layer whose
main responsibility is to elevate the degree of abstraction to a
level suitable for the application. In particular, we propose a
transport layer in which connection end-points are directly as-
sociated with events in the physical environment. Events rep-
resent continuous external activities, such as the passage of a
vehicle or the progress of a fire, which is precisely what an
application might be interested in. By virtue of this layer, the
programmer can describe events of interest and logically as-
sign “virtual hosts” to them. Such hosts export communication
ports and execute programs at the locations of the correspond-
ing events. The programmer is isolated from the details of how
these hosts and ports are implemented. When an external event
(e.g., a vehicle) moves, the corresponding virtual host migrates
with it transparently to the programmer.

We call the virtual host associated with an external event of
interest anentity. Sensor nodes that can sense the event are
called entity members. Members elect anentity leaderthat
uniquely represents the entity and manages its state. Hence,
an entity appears indivisible to the rest of the network. The fact
that it is composed of multiple nodes with a changing member-
ship is abstracted away.

When the external event moves outside the sensing horizon
of the current entity leader, the leader hands-off leadership to
another member. Connection state is handed off as well al-
lowing communication with the entity to remain uninterrupted.
To ensure unique representation of external events within the
computational environment, a unique entity must be associated
with each event. The transport protocol meets this constraint
by announcing the existence of the entity to nearby nodes that
cannot yet sense the event. These announcements are sent pe-
riodically by the entity leader and are calledheartbeats. Nodes
that hear a heartbeat but cannot sense the event are calledentity
followers. They are said to be within theawareness horizon
of the named entity. Upon receiving a heartbeat, such nodes
set anentity timeout timer. Upon timer expiration, their sta-
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Figure 1. Node state transition diagram

tus as followers expires. The timer is reset to zero every time
a new heartbeat is received. When the event enters the sens-
ing horizon of a follower node, the node becomes a member of
the entity it is following. If the node is not a follower, it recog-
nizes that a new entity must be created. The node sets a random
timer upon expiration of which it claims leadership of the new
entity. If it receives a leadership claim message from another
node prior to timer expiration, it clears the timer and becomes
an entity member. The algorithm ensures that a newly sensed
event is represented by a single entity and that current events
do not spawn spurious entities as they move from one location
to another. Figure 1 depicts the node state transition diagram
between follower, member, and leader states, as well as the free
state in which a node is not cognizant of any entities.

An evaluation of this architecture reveals that entity unique-
ness is maintained as long as the target event moves in the envi-
ronment at a speed slower than half the nodes’ communication
radius per second [7]. For example, if sensor nodes can com-
municate within a 200 meter radius, the transport layer can cor-
rectly maintain endpoints attached to targets that move as fast
as 100 m/s (i.e., 360 km/hr). The combination of this transport
layer and the guaranteed velocity protocols described earlier
provides invaluable support to real-time applications. For ex-
ample, communication regarding moving targets can be made
to proceed in the network at a velocity that depends on target
velocity itself. Hence, positions of faster targets, for example,
can be reported quicker than those of slower ones. To the au-
thors’ knowledge no other protocols in sensor networks have
explicitly addressed message timing constraints.

3 A Sensor-Network Programming Model

The transport layer described above gives rise to a program-
ming model that elevates tracked activities in the physical en-
vironment into first class programming abstractions. In this
model, the application developer specifies events to be moni-
tored. The system automatically detects such events and instan-
tiates a so calledcontextevery time an instance of an event is
detected in the environment. From the programmer’s perspec-
tive, the application is composed of a dynamic set of contexts,
each representing a particular event. Objects can be attached

to contexts. These objects will logically execute in the locale
of the monitored event. Contexts have unique identifiers called
context labels. Objects attached to a context can be addressed
using the context label and object name. They can communi-
cate remotely by remote method invocation. The programmer’s
view of the application is depicted in Figure 2.

Sensor Network Abstraction Layer

Aggreg.
State

Aggreg.
State

Sensing CAR Sensing FIRE
GroupGroup

Context type: CAR
Context Label: Car02 Context Label: Fire01

Vehicle
Tracking
Objects

Fire

Objects
Tracking

Context type: FIRE

Figure 2. Programming model

A context label around some event,e, is completely defined
by two elements, namely (i) the functionsensee() which spec-
ifies an environmental condition that spawns the context label,
and (ii) the functionstatee() which describes the environmen-
tal state to be encapsulated in the context label. The former
function, for example, might dictate that a label is to be cre-
ated if magnetic distortion (e.g., the presence of a vehicle) is
sensed. The state function returns a set of aggregate variables,
each computed using outputs of at leastNe nodes for which
sensee() was true in the lastLe time units. We callNe and
Le the critical mass and freshness constraints, respectively. For
example, to obtain the approximate position of a vehicle we
may definestatee() to be the average coordinates of at least
5 nodes that have sensed the vehicle within the last 2 seconds.
We define environmental tracking of evente as the process of
maintaining the state of this event subject to given freshness
and critical mass constraints.

Syntactically, an application consists of a list of context dec-
larations, each specifying an activation conditionsensee(), a
set of state variablesstatee(), and a list of attached objects.
An example declaration is shown in Figure 3. The example
defines a context of typetracker, specifies its activation condi-
tion, sensee(), as an appropriate magnetometer reading (pre-
sumably caused by a nearby vehicle), and definesstatee() as
the averagelocation of the tracked target. It specifies that
location must represent the average of at least 2 sensor read-
ings measured no earlier than 1 second ago. The attached ob-
ject is invoked periodically to report the current location of the
vehicle to a virtual base station object. It passes the originating



(1) begin contexttracker
(2) activation: MAGNETOMETER == ON
(3) location : avg (position)mass=2, freshness=1s
(4) begin objectreporter
(5) invocation: PERIOD(0.5s)
(6) reportfunction()f
(7) BaseStation.reportLocation (self:label, location);
(8) g
(9) end
(10) end context

Figure 3. Sample code

context label as the identity of the reported vehicle. If there are
several vehicles in the field, multiple reporter objects will be
automatically instantiated. The programmer does not need to
worry about instantiating these objects. Object execution and
maintenance of aggregate state occurs automatically. Details
of the underlying communication, group membership manage-
ment, leader handoff, and mobility are handled transparently.
Hence, the programmer’s interaction with the sensor network
is significantly simplified.

We have described real-time communication protocols and
programming abstractions motivated by a tighter interaction
between sensor networks and their physical environment. Our
architecture might be a first step towards a comprehensive vi-
sion for next-generation programming systems supporting fu-
ture real-time deeply embedded distributed sensor network ap-
plications.

4 Related Work

Classical distributed programming paradigms and middleware
such as CORBA [27], group communication (e.g., ISIS [5]),
remote procedure calls (RPC [6]), and distributed shared mem-
ory (e.g., MUNIN [9]) share in common the fact that their pro-
gramming abstractions exist in a logical space that does not
represent or interact with objects and activities in the physi-
cal world. Their main goal is to abstract distributed commu-
nication rather than facilitate distributed sensory interactions
with an external physical environment. In contrast, sensor
network applications call for a paradigm that revolves around
“environmentally-inspired” abstractions aimed at simplifying
the coding of interactions with the physical world that arise in
distributed deeply embedded systems.

The work reported in this paper is closely related to sev-
eral recent projects, such as Cricket [23], Sentient Comput-
ing [2] and Cooltown [10], which propose high-level paradigms
in which an embedded distributed computing system is able to
share humans’ perceptions of the physical world. These sys-
tems allow the location of entities in the external environment
to be tracked. One major difference is that they assume co-
operative users who, for example, can wear beaconing devices

that interact with location services in the infrastructure for the
purposes of localization and tracking [23, 2]. Our interest, in
contrast, is in situations where no cooperation is assumed from
the tracked entity.

In the absence of cooperation, several research efforts pro-
posed alternative addressing schemes that do not rely on hav-
ing destinations with specific identities, but rather contact sen-
sor nodes in the vicinity of a phenomenon of interest based on
the attributes of data they sense. For example, DataSpace [17]
exports abstractions of physical volumes addressable by their
locations. Similarly, directed diffusion [18, 14] and the inten-
tional naming system [3] provide addressing and routing based
on data interests [18, 14]. Attributed-based naming is also re-
lated to the notion of content-addressable networks [24] pro-
posed for an Internet environment, which allows queries to be
routed depending on the requested content rather than on the
identity of the target machine. We adopt context labels; a form
of attribute-based naming. In our architecture, however, con-
text labels areactive elements. Not only do they provide a
mechanism foraddressingnodes that sense specific environ-
mental conditions, but also they canhost context-specific com-
putationthat tracks a target in the environment.

Recent research on system software for sensor networks
has seen the introduction of distributed virtual machines de-
signed to provide convenient high-level abstractions to appli-
cation programmers, while implementing low-level distributed
protocols transparently in an efficient manner [26]. This ap-
proach is taken in MagnetOS [12], which exports the illusion
of a single Java virtual machine on top of a distributed sensor
network. The application programmer writes a single Java pro-
gram. The run-time system is responsible for code partition-
ing, placement, and automatic migration such that total energy
consumption is minimized. Mat´e [20] is another example of a
virtual machine developed for sensor networks. It implements
its own bytecode interpreter, built on top of TinyOS [16].

A somewhat different approach of providing high-level pro-
gramming abstractions is to view the sensor network as a
distributed database, in which sensors produce series of data
values and signal processing functions generate abstract data
types. The database management engine replaces the virtual
machine in that it accepts a query language that allows appli-
cations to perform arbitrarily complex monitoring functions.
This approach is implemented in the COUGAR sensor network
database [8]. A middleware implementation of the same gen-
eral abstraction is also found in SINA [25], a sensor informa-
tion networking architecture that abstracts the sensor network
into a collection of distributed objects.

Our system is different in that it is geared for real-time en-
vironmental tracking. To the authors’ knowledge, we describe
the first programming language for sensor networks that explic-
itly facilitates the coding of tracking applications, and the first
sensor network communication protocols that conider real-time
constraints. These novel abstractions and underlying mecha-



nisms are well-suited for monitoring targets that move in the
physical world. They can therefore have a major impact on
application development for sensor networks.

5 Conclusions

This paper reviewed a new protocol suite and programming
system for sensor network applications, that may considerably
improve real-time behavior and reduce the development cost
of deeply embedded systems. This reduction comes from off-
loading from the application developer the details of manag-
ing low-level abstractions. Future work of the authors will
involve refinement of the real-time protocols and the environ-
mental tracking problem such that more precise semantics and
failure models are achieved. With such refinements we hope to
build a predictable sensor network “virtual machine” that ex-
ports timely, reliable behavior and well-defined semantics, im-
plemented on the unreliable, unpredictable, and resource con-
strained hardware and communication infrastructure typical of
sensor networks. Such a virtual machine would hide the com-
plexity of sensor network programming from the application
developer, making a new more robust and more dynamic realm
of sensor network applications attaintable to impact future de-
fense, surveillance, habitat monitoring, and disaster manage-
ment systems.
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Abstract

Battlefield surveillance often involves a high element of risk

for military operators. Hence, it is very important for the mili-

tary to execute unmanned surveillance by using large-scale wire-

less sensor systems. This invited paper summarizes the archi-

tecture of the VigilNet system – a long-term real-time networked

sensor system for military surveillance. Specifically, we review

the design of several major subsystems within VigilNet includ-

ing sensing and classification, localization, tracking, networking,

power management, reconfiguration, graphic user interface, and

the debugging subsystem. High-level programming abstractions

are also presented. This is a balanced design to achieve real-

time response, high confidence detection, accurate tracking and

energy efficiency simultaneously.

1. INTRODUCTION

Recently, many efforts have been undertaken to support new

military applications by using large-scale wireless sensor networks.

Unmanned real-time surveillance is one of the most promising ap-

plications. By combining the computation, sensing, actuation and

wireless networking together, large-scale sensor networks have

several advantages over many other distributed systems. First,

sensor networks can be quickly deployed in an infrastructure-free

environment, which is highly desired in military operations. Sec-

ond, the redundancy introduced by a large-scale dense deploy-

ment makes a sensor system robust to node failures, which is

critical in a hostile environment. Third, massively distributed in-

network data processing allows exploration of new techniques for

detection and classification, not posible with only a small number

of devices. Along with these advantages, however, several chal-

lenges arise. The constrained resources in wireless sensor nodes,

such as limited memory, power, processing, and communication

bandwidth, impose problems previous research did not need to

address. To realize the vision of wireless surveillance systems,

many research efforts have been published that address challeng-

ing problems concerning networking [14], self-organization [4],

energy-conservation [27, 30] and tracking [16] in this type of sys-

tems. However, most existing efforts address individual protocols

or subproblems in the design space. Few systems actually pro-

vide a complete architecture and a running implementation tested

in outdoor environments. The VigilNet project is, therefore, dis-

tinguished in this aspect. It is a large-scale sensor network sys-

tem which has been successfully designed, built, demonstrated

and delivered to the military for realistic deployment. To accom-

plish different mission objectives, the VigilNet system consists

of 40,000 lines of code, supporting multiple existing mote plat-

forms including MICA2DOT, MICA2, and XSM. To accommo-

date various mission requirements, VigilNet is dynamically re-

configurable and reprogrammable. For example, we can flexibly

explore trade-offs between surveillance quality parameters and

network lifetime by adjusting various system parameters online.

The remainder of this paper is organized as follows: Section 2

discusses the related work. Section 3 presents the overarching

architecture of VigilNet and the details of individual subsystems.

We list several lessons learned from our experience in Section 4

and conclude the paper in Section 5.

2. RELATED WORK

Middleware services form the basis of sensor network sys-

tems. Localization is a key service to identify the locations from

where sensor readings are obtained. Two categories of local-

ization have been proposed: range-based schemes [22, 24] and

range-free schemes [2, 11]. The former category uses absolute

point-to-point distance estimates (range) or angle estimates to lo-

calize nodes; The latter makes no assumptions about the availabil-

ity of such information. Time synchronization is another critical

middleware service. The reference broadcast scheme (RBS) pro-

posed in [7] maintains information about the phase and frequency

of each pair of clocks in the neighborhood of a node. While

RBS achieves a precision of about 1 µs, the message overhead

in maintaining the neighborhood information is high and may not

be energy-efficient in large-scale systems. Maroti [21] synchro-

nizes the network through limited flooding with timestamp values

reassigned at intermediate nodes immediately prior to transmis-

sion. This scheme reduces the synchronization error introduced

by uncertainty due to MAC contention. Our VigilNet system uses

a variation of this approach. In addition, power management is

employed to ensure network longevity. Other important proto-
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cols developed for modern sensor network hardware [5, 6] in-

clude medium access control [23, 31], sensing coverage [27, 30],

energy aware routing [29], data aggregation [20, 10], topology

management [4] and energy-aware applications [12, 26, 28].

With the assistance of various middleware services, several

outdoor sensor network systems have recently been built. The

Great Duck Island Project [26] explores long-term habitat moni-

toring in remote environments. ZebraNet [15] focuses on wildlife

tracking in Africa. The Extreme Scaling project [6] investigates

scalability issues in surveillance systems. The shooter localiza-

tion system [8] combines precise time synchronization with accu-

rate acoustic sensing to localize positions of snipers. The Wisden

system [28] monitors the health of building structures by con-

tinuously retrieving structural response data. To complement the

aforementioned efforts, VigilNet aims at building a practical mil-

itary surveillance system, which can survive in harsh and hostile

environments for a long period of time, and exhibit a high de-

tection, classification and tracking performance. These require-

ments necessitate the design of unique solutions to various sens-

ing, communication, and tracking problems [9, 17, 18, 19, 25, 32]

and call for seamless integration of the resulting middleware com-

ponents [12].

3. VIGILNET ARCHITECTURE

The VigilNet system has a layered architecture as shown in

Figure 1. This architecture provides an end-to-end solution for

supporting military surveillance applications. As an overview,

this paper focuses on the design of individual components of this

system, but omits the details of system implementation and per-

formance evaluation. Such details can be found in other publica-

tions by the authors [9, 12, 17, 18, 19, 25, 32]

3.1 Sensing Subsystem

Sensing is the basis for any surveillance system. The VigilNet

sensing subsystem implements detection and classification of tar-

gets using continuous online sensor calibration (to a changing en-

vironment) and frequency filters to determine critical target fea-

tures. These filters extract the target signatures from a specific

spectrum band, eliminating the burden of applying a computation-

intensive Fast Fourier Transform. The sensing subsystem con-

tains three detection algorithms for the magnetic sensor, acoustic

sensor and passive infrared sensor (PIR), respectively.

• The magnetic sensor detection algorithm computes two mov-

ing averages of most recent magnetic readings. The slower

moving average, with more weight on previous readings,

establishes a baseline to follow the thermal drift noise caused

by the changing temperature during the day. The faster

moving average, with more weights on the current read-

ing, detects the swift change in magnetic filed caused by

ferrous targets. To make a detection decision, the differ-

ence between the two moving average values is compared

to a dynamic threshold, which is established during the cal-

ibration phase.

• The acoustic sensor detection algorithm uses a lightweight

power-based approach. It first computes a moving aver-

age of multiple recent acoustic readings, then establishes an

auto-adapting acoustic threshold by calculating a moving

standard deviation of readings over a certain time window.

If an acoustic reading is larger than the sum of the moving

average and its corresponding moving standard deviation,

we consider it is a crossover. If the number of crossovers

exceeds a certain threshold during a unit of time, this algo-

rithm signals a detection to the upper layer components.

• The passive infrared sensor is designed to sense changes

in thermal radiation that are indicative of motion. When

there is no movement, the thermal reading is stable and

does not trigger detections. If an object is moving in front

of a PIR sensor, this object causes a thermal disturbance,

triggering the PIR. Most moving objects, such as shaking

leaves, rain drops, and vehicles, can trigger the PIR sen-

sor. However, different thermal signatures generate trig-

ger events with different frequencies. Low frequency de-

tections (< 2Hz) are normally triggered by wind-induced

motion and other slow moving objects. On the other hand,

fast-moving targets such as vehicles generate signals with a

much higher frequency. Therefore, it is sufficient to design

a high pass ARMA filter to filter out the frequency com-

ponents lower than 2Hz. Similar to other detection algo-

rithms, this threshold is dynamically adaptated to accom-

modate the changing environment. For example, thermal

noise is much higher in a hot and humid environment than

that in a dry and cool one. In fact, thermal and humidity

variations over the course of a day can significantly change

threshold values.

Due to the space constraints, we do not detail the specific im-

plementation of each sensing algorithm. More information on this

subsystem can be found in [9].

3.2 Context-Awareness Subsystem

Sensed data is meaningful only when it is interpreted along

with the context in which it is obtained. For example, a temper-

ature reading is useless, if we don’t know where and when such

value is measured. The Context-Awareness subsystem comprises

lower-level context detection components such as time synchro-

nization and localization. These components form the basis for

implementing other subsystems, such as the tracking subsystem.

Localization ensures that each node is aware of its location, so

that we can determine the location of detected targets. Time syn-

chronization is responsible for synchronizing the local clocks of

nodes with the clock of the base station, so that every node in the

network has a consistent global view of time. Combining time

synchronization and localization, we are able to estimate the ve-

locity of targets.

2
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Figure 1: The VigilNet System Architecture

In the VigilNet system, we adopt a variation of the time syn-

chronzation protocol developed by Maroti [21] and we design

and implement a walking GPS solution [25], which assigns nodes

their location at the time they are deployed. We are currently in-

vestigating realistic implementations of more dynamic localiza-

tion schemes such as those described in [11].

3.3 Tracking and Classification Subsystem

When a target is detected by a set of nearby nodes, the track-

ing component creates a group. All nodes that detect the same

event join the same group. The main contribution of the track-

ing component is to ensure the uniqueness (one-to-one mapping

of external events to logical groups) and consistent identification

(immutability of the mapping function) of targets, as long as tar-

gets are far enough apart from each other or have different signa-

tures. When targets are very near each other and process an iden-

tical signature, we provide a disambiguation mechanism based on

their path-histories. More information on this subsystem can be

found in [1] and [18].

3.4 Networking Subsystem

After VigilNet collects detection information about incoming

targets through the tracking and classification subsystem, it needs

to deliver detection reports back to the control center through a

multi-hop network. The networking subsystem consists of three

major components: a link symmetry detection service, a robust

diffusion service and a radio-based wakeup service. Low power

radio components, such as Chipcon CC1000 used by MICA2 [5],

exhibit very irregular communication patterns. To address this

problem, we design a Link Symmetry Detection (LSD) module to

reduce the impact of radio irregularity on upper layer protocols.

The main idea of the LSD module is to build a symmetric overlay

on top of the anisotropic radio layer, so that those protocols whose

correctness depends on the link symmetry can be used without

modification. More details on this solution can be found in [32].

The robust diffusion service utilizes a well-known path-reversal

technique [14]. Basically, a base node disseminates tree construc-

tion requests to the rest of the network with a running hop-count

initialized to zero. Requests are flooded outwards with hop-count

incremented at every intermediate hop. After receiving tree con-

struction requests, nodes establish multiple reverse paths towards

the sending node. As a result, a multi-parent diffusion tree is con-

structed with the base node residing at the root. The Radio-based

Wakeup service is designed to ensure end-to-end data delivery

even intermediate nodes are in the dormant state (due to power

management). To support the illusion of on-demand wakeup, a

dormant node wakes up and checks radio activity periodically

(e.g., for five milliseconds every several hundred milliseconds).

If no radio activity is detected, this node goes back to sleep. Oth-

erwise, it remains active to receive and relay messages. If an

active node wants to wake up all neighboring nodes, it only needs

to send out a message with a long enough preamble to last longer

than the checking period of the dormant nodes.

3.5 Graphic User Interface and Control Subsystem

The networking subsystem delivers the reports to one or more

command and control centers, where the Graphic User Interface
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and Control subsystem is located. This subsystem provides three

major functionalities. First, it accepts the reports from the sen-

sor field and displays such information graphically to the mission

operators. Second, it allows the mission operators to disseminate

the system configurations through the reconfiguration subsystem.

Third, based on the initial detections from the sensor field, it

makes final decisions on whether to wake up more advanced sen-

sors. These advanced sensors not only classify the type of targets

but also differentiate the model of the targets. Since they are ex-

tremely power consuming, they are normally turned off and only

used when awakened by initial detections coming from the sensor

field.

3.6 The Power Management Subsystem

One of the key design objectives of the VigilNet system is to

increase the system lifetime to 3 ∼ 6 months in realistic deploy-

ment. Due to the small form factor and low-cost requirements,

sensor devices such as XSM motes [6] are equipped with lim-

ited power sources (e.g., two AA batteries). The normal lifetime

for such a sensor node is about 4 days if it remains active all

the time. To bridge such a gap, we add a power management

subsystem. Among all the middleware services, the tripwire ser-

vice, sentry selection, duty cycle scheduling and wakeup service

form the basis for the power management subsystem. We orga-

nize them into a multi-dimensional architecture. At the top level,

we use the tripwire service to divide the sensor field into multi-

ple sections, called tripwire sections. A tripwire section can be

scheduled either into an active or a dormant state at a given point

of time. When a tripwire section is dormant, all nodes within

this section are in a deep-sleep state to conserve energy. When

a tripwire section is active, we apply a second-level sentry ser-

vice within this section. The basic idea of the sentry service is to

select only a subset of nodes, which we define as sentries, to be

in charge of surveillance. Other nodes, defined as non-sentries,

can be put into a deep-sleep state to conserve energy. Rotation is

periodically done among all nodes, selecting the nodes with more

remaining energy as sentries. At a third-level, since a target can

normally be sensed for a non-negligible period of time, it is not

necessary to turn sentry nodes on all the time. We can schedule

a sentry node in and out of sleep state to conserve energy. The

sleep/awake schedule of a sentry node can be either independent

of other nodes or coordinated with that of others in order to further

reduce the detection delay and increase the detection probability.

More information on nodes’ duty cycle scheduling can be found

at [3].

3.7 The Reconfiguration Subsystem

The VigilNet system is designed to accommodate different

node densities, network topologies, sensing and communication

capabilities and different mission objectives. Therefore, it is im-

portant to design an architecture that is flexible enough to accom-

modate various system scenarios. The reconfiguration subsystem

addresses this issue through two major components: a multi-hop

reconfiguration module and a multi-hop reprogramming module.

The reconfiguration module allows fast parameter tuning through

a data dissemination service, which supports limited flooding.

Data fragmentation and defragmentation are supported in the re-

configuration subsystem to allow various sizes of the system pa-

rameters. The reprogramming module provides a high level of

flexibility by reprogramming the nodes. More information on re-

programming can be found at [13].

3.8 The Debugging Subsystem

Debugging and tuning event-driven sensor network applica-

tions such as VigilNet are of great difficulty for the following rea-

sons: (i) big discrepancies exist between simulations and empiri-

cal results due to various practical issues (e.g., radio and sensing

irregularity) not captured in simulators, which makes them less

accurate; (ii) In-field tests of the system require walking or driv-

ing through the field to generate events of interest actively, which

makes in-field tests extremely costly. To address this issue, we

add a debugging subsystem called EnviroLog [19] into VigilNet.

EnviroLog logs environmental events into non-volatile storage on

the motes (e.g., the 512 KB external flash memory) with time-

stamps. These events can then be replayed in their original time

sequence on demand. EnviroLog reduces experimental overhead

by eliminating the need to physically re-generate events of in-

terest hundreds of times for debugging or parameter tuning pur-

poses. It also facilitates comparisons between different evaluated

protocols.

3.9 The Programming Interface

The programming interface is an extension of our prior work

on EnviroSuite [18]. It adopts an object-based programming model

that combines logical objects and physical elements in the exter-

nal environment into the same object space. EnviroSuite differs

from traditional object-oriented languages in that its objects may

be representatives of physical environmental elements. Enviro-

Suite makes such objects the basic computation, communication

and actuation unit, as opposed to individual nodes. Thus, it hides

implementation details such as individual node activities and in-

teractions among nodes from developers. Using language prim-

itives provided by EnviroSuite, developers of tracking or moni-

toring applications simply can specify object creation conditions

(sensory signatures of targets), object attributes (monitored ag-

gregate properties of targets), and object methods (desired com-

putation, communication or actuation in the vicinity of targets).

Such specifications can be translated by an EnviroSuite compiler

into real applications that are directly executable on motes. When

defined object conditions are met, dynamic object instances are

automatically created by the run-time system of EnviroSuite to

collect object attributes and execute object methods. Such in-

stances float across the network following the targets they repre-

sent, and are destroyed when the targets disappear or move out of

the network.
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3.10 System Work Flow

To avoid interference among different operations, VigilNet em-

ploys a multiple-phase work flow. The transition between phases

is time-driven, as shown in Figure 2. Phases I through VII com-

prise the initialization process which normally takes about several

minutes. In Phase I, the reconfiguration subsystem initializes the

whole network with a set of parameters. In Phase II, the context-

awareness subsystem synchronizes all nodes in the field with the

master clock at the base, followed by the localization process in

Phase III. In Phase IV and V, the networking subsystem estab-

lishes a robust diffusion tree for end-to-end data delivery. Phase

VI invokes the power management subsystem to activate tripwire

sections and select a subset of the nodes as sentries. The system

layout, sentry distribution and network topology are reported to

the graphic user interface and control subsystem in Phase VII.

After that, the nodes enter into the main phase VIII– the surveil-

lance phase. In this phase, nodes enable the power management

subsystem in absence of significant events, and activate the track-

ing subsystem once a target enters into the area of interest.
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Figure 2: Phase Transition and Rotation

4. LESSONS LEARNED

We obtained valuable lessons during the process of building

the VigilNet system. We share them here to assist similar efforts

in other application domains.

1. False Alarm Reduction: False alarms introduce unnec-

essary energy consumption and inappropriate reactions. To

deal with transient false alarms caused by distortion of sens-

ing readings, one can use a simple exponential weighted

moving average (EWMA). To address false alarms caused

by slow-changing environments, one needs to use adap-

tive detection thresholds. To address persistent false alarms

due to errors in a single sensor device, one can utilize in-

network aggregation of inputs from a group of nodes to de-

tect such an anomaly. In the worst case, when multiple per-

sistent false alarms are generated simultaneously, one can

filter out such false alarms by analyzing spatial and tempo-

ral correlations among the consecutive reports at the base

station. More information on false alarm reduction can be

found at [9].

2. Communication Reliability: Communication reliability

is affected by link quality. Poor link quality can be ad-

dressed by retransmissions, however with a very high over-

head. With high link redundancy in a dense sensor network,

it is beneficial to carefully select high quality links for data

delivery than to use FEC/ARQ techniques to improve trans-

mission reliability over poor radio links. To select high

quality links, one can use the link symmetry detection ser-

vice we developed [32] for the VigilNet system. Moreover,

it is beneficial to provide reliability selectively according

to the semantics of the payload. Application-level mecha-

nisms are appropriate to achieve such differentiation.

3. Energy Bottleneck: Although the radio power draw is

very high, the amortized power draw from communication

is actually very low in a surveillance system, due to its very

low duty cycle. In contrast, we need to monitor the envi-

ronment continuously to ensure detection. Accordingly, the

amortized power draw for sensing is much higher than that

of communication. Therefore, the most effective way to

conserve energy is to reduce sensing redundancy (turn off a

subset of nodes) in the absence of significant events and to

activate nodes on-demand. In addition, a promising direc-

tion is to utilize hardware-driven wakeup functions to sig-

nificantly reduce energy consumption during surveillance.

4. Other Lessons: Debugging and performance tuning in dis-

tributed sensor networks are extremely time consuming,

especially during field tests. It is critical to have appro-

priate built-in system support for these functions, such as

the reconfiguration subsystem and the debugging subsys-

tem [19]. Second, in addition to the hardware and software,

the mechanical design is very important to ensure good sys-

tem performance. For example, enclosure design can sig-

nificantly affect the sensitivity of senor nodes. Third, since

the sensor nodes fail at a much higher rate in hostile out-

door environments, self-healing should be supported by ev-

ery protocol integrated into the system.

5. CONCLUSIONS

This paper presents the design, implementation and evaluation

of VigilNet – an integrated sensor system for long-term surveil-

lance. We describe the functionalities of different subsystems

within VigilNet. From our experience, we believe that surveil-

lance using wireless sensor networks is a very promising direc-

tion. It has a lot of advantages such as fast ad hoc deployment,

fine-grained robust sensing and tracking, low-power consump-

tion, and low cost. VigilNet presents a proof that viable surveil-

lance systems can be implemented and successfully deployed on

current motes hardware.
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Abstract—
Sensor localization has become an essential requirement for re-

alistic applications over Wireless Sensor Networks (WSNs). Ra-
dio propagation irregularity and the stringent constraint on hard-
ware cost, however, make localization in WSNs very challenging.
Range-free localizations are more appealing for range-based ones,
since it does not depend on received signal strength to estimate
distance and thus needs simple and cheap hardware only. In this
paper, we propose a ring-overlapping, range-free approach us-
ing Ring Overlapping based on Comparison of Received Signal
Strength Indicator (ROCRSSI). Simulation results have verified
the high estimation accuracy achieved with ROCRSSI.

Key Words—
Range-Free Localization, Wireless Sensor Networks

I. INTRODUCTION AND BACKGROUND

Wireless Sensor Networks(WSNs) become the current hot
spot of networking area and have been used for various appli-
cations, such as habitant monitoring, environment monitoring,
and target tracking. Location information plays a crucial role
in understanding the application context in WSNs [5] [6], and
many localization algorithms for WSNs have been proposed to
provide per-node location information. They can be divided
into two categories: ranged-based methods [1] [3] and ranged-
free methods [2] [7] [4]. Range-based localization depends on
the assumption that the absolute distance between a sender and
a receiver can be estimated by received signal strength or by the
time-of-flight of communication signal from the sender to the
receiver. The accuracy of such estimation, however, is subject
to the transmission medium and surrounding environment and
usually relies on complex hardware [8]. In contrast, range-free
localization never tries to estimate the absolute point-to-point
distance based on received signal strength. As such, the design
of hardware can be greatly simplified, making rang-free local-
ization very appealing for WSNs.

In this paper, we propose another range-free localization
approach, Ring Overlapping based on Comparison of Re-
ceived Signal Strength Indicator (ROCRSSI), that uses ring-
overlapping to estimate nodes’ location. This approach has
the following prominent features. First, it does not require
sensor nodes to send out control messages, and the commu-
nication cost is light and on anchor nodes only. Second, ring-
overlapping, compared to triangle-overlapping in APIT [4] that
is demonstrated to perform best for randomly deployed WSNs
among existing range-free localization approaches, generates

small intersection area and results in more accurate location
estimation. Finally, the proposed ring-overlapping method is
robust under irregular radio propagation patterns.

II. RING OVERLAPPING BASED ON COMPARISON OF
RECEIVED SIGNAL STRENGTH INDICATOR (ROCRSSI)

A. Introduction of ROCRSSI

The motivation of ROCRSSI is to get accurate estimation and
reduce communication overhead with small number of anchors.
Anchors, which is generally required to deploy with sensor
nodes by most of range-free localization methods [2] [7] [4], are
those nodes who know their locations and usually have larger
transmission power than normal sensor nodes. The general idea
of ROCRSSI is that each sensor node uses a series of overlap-
ping rings to narrow down the possible area in which it resides.
As the example shown in Fig. 1(b), if S can determine that its
distance to A is larger than the distance between A and B, but
less than the distance between A and C, it can conclude that it
falls within the ring center at A with the inner radius equal to the
distance between A and B and the outer radius equal to the dis-
tance between A and C. Similarly, S can figure out another ring
centered at anchor B, and a circle centered at anchor C. Then
it calculates the intersection area of these rings (or circles) and
takes the gravity of this area as its estimated location.

The rings can be generated by comparison of the signal
strength a sensor node receives from a specific anchor and the
signal strength other anchors receive from the same anchor. For
example, in Fig. 1(a), assume that

�
, � , and � are three anchor

nodes and � is a sensor node. Assume that anchor
�

sends out
beacon messages and the signal strength received by anchor � ,
anchor � , and sensor � is � � � � 
 � , � � � � 
 � , and � � � � 
 �
respectively. If � � � � 
 � � � � � � 
 � � � � � � 
 � , then � is
likely to fall within the shadowed ring area if anchor B, anchor
C, and node S are roughly in the same direction from anchor A.
Since ROCRSSI does not try to map the received signal strength
to absolute point-to-point distance, it belongs to range-free lo-
calization approaches. Notably, ROCRSSI only compares the
relative strength of RSSI and does not depend on absolute RSSI
values.

The correctness of ROCRSSI is based on the assumption that
in a certain range of direction, with the increase of distance be-
tween a sender and a receiver, the signal strength at the receiver
decreases monotonically. This assumption is usually true for
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Fig. 1. Examples of ROCRSSI

realistic sensor networks [4]. If omni-directional antennas are
used in a homogeneous environment, we can assume isotropic
radio attenuation model and ROCRSSI can get the best esti-
mation accuracy. Note that although ROCRSSI depends on the
homogeneity of radio transmission in a large range of direction,
the estimated location errors by ROCRSSI are generally small
even under circumstances with very irregular radio propagation.
Briefly, this is because we introduce extra constraints on usable
RSSI information. The detailed reasons will be illustrated in
Section II-D.

ROCRSSI works in a purely distributed fashion. In RO-
CRSSI, the received signal strength from a certain anchor, say
anchor

�
, can be measured by neighbouring nodes (anchors

and sensors) that fall within the radio transmission range of an-
chor

�
. All neighbouring anchors will broadcast the measured

signal strength from anchor
�

. In this way, each sensor node
will be able to collect enough information to generate a series
of overlapping rings that it believes itself falls within. Note that
only anchor nodes are required to send out control messages.

The ROCRSSI algorithm can be broken into two phases:
RSSI propagation and location estimation, which are described
in detail in the sequel.

B. RSSI Propagation
At initial period, each anchor broadcasts a specific number

of beacon messages. During this period, each of its neighbour-
ing anchors and sensors will constantly sample received signal
strength. At the end of this period (for example, the number
of broadcast beacon messages in each anchor have reached a
predefined number), all neighbouring anchors and sensors will
calculate the mean of the measured signal strength. For a sen-
sor node, it will store the mean value for later use. For an an-
chor node, it will broadcast a RSSI message, including the mean
value of the measured signal strength, its own ID, the ID of the
reference anchor (the one who has been measured), and its own
location information. Any sensor node that receives the RSSI
message will record the related information.

C. Location Estimation
When sensor node S obtains enough information after the ini-

tial RSSI propagation stage, it can make use of the information
to calculate its own location. The pseudo-code of the algorithm
is shown in Fig. 2. The basic idea is to generate a series of
rings, each of which S believes itself falls within. S calculates
the intersection area of these rings, and takes the gravity of the
final intersection area as its estimated location.

// Assume that sensor node S wants to calculate its location
// Input:
// Sn denotes the set of neighbouring anchors of sensor S.
// SA denotes the set of neighbouring anchors of anchor A,
// where A is one of neighbouring anchors of sensor S.
// RRSIAB denotes the signal strength recorded from node A to node B.
Process LocationEstimation( )
{

RingSet R = {};
While(Sn has more elements){

step 1: Anchor A= Sn.nextElements();
step 2: Split SA into two parts: SA1 and SA2, such that

each element I in SA1 has larger RRSIAI than RRSIAS and
each element J in SA2 has smaller RRSIAJ than RRSIAS.

step 3: if ((SA == null) or (SA2==null)) goto step 1.
J = the element with the largest value in SA2;
d2 = distance between J and A;
if (SA1 ==null) { d1 = d2;}

else {
I = the element with the smallest value in SA1;

d1 = distance between I and A;
}

Generate a ring r centered at A with inner radius d1 and outer radius d2;
R = R + {r}; // insert r into R.

}
step 4: Calculate the intersection area of all rings in R;
step 5: return {the gravity of this intersection area};

}

Fig. 2. Algorithm for Location Estimation

Fig. 3. Grid scan algorithm alleviates the influence of wrong rings

Note that in the algorithm, if the set � � or the set � � � is
empty, then no ring will be generated. If the set � � 	 is empty
but the set � � � is not, only one circle is generated. If both sets

� � 	 and � � � are not empty, � will generate a ring.
In step 4, a grid-scan algorithm [4] is used to calculate the

gravity of the intersection area. In this algorithm, the whole ter-
rain is divided into small pieces of grids. Each grid maintains a
counter which is initialized to 0. Every time a ring is generated
by comparison of signal strength, the counter values associated
with the grids within the ring are increased. Once all possible
rings are calculated, we scan the whole grid array to find the
area with the maximum counter value, then take this area as the
final intersection area and calculate its gravity. It is easy to see
that the size of the grids determines the possible smallest granu-
larity of location error. Small grids are thus preferred but small
grids need more calculation time.

D. Handling Radio Irregularity

According to the measurement results over real sensor de-
vices, radio propagation is usually not homogenous in all direc-
tions [9], that is, different directions have different radio atten-
uation rates. So a good localization algorithm should accom-
modate radio irregularity by not assuming isotropic path losses.
ROCRSSI does not exclude generating wrong rings and thus
makes incorrect estimation because of the irregularity of radio
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propagation. Nevertheless, the grid-scan algorithm that sensor
nodes use to calculate the gravity of intersection area helps re-
duce the influence of wrong rings. As mentioned before, grid-
scan algorithm takes the area consisting of grids with maximum
counter as the final intersection area. In Fig. 3, suppose more
than half of the rings generated by RSSI comparison are cor-
rect, and the intersection area of all correct rings is the gray
area labeled as A. The gravity of area A will be taken finally as
the estimated location of the sensor, because even if all wrong
rings have no intersections with area A and even if all wrong
rings happen to overlap at one place, the counter value associ-
ated with the grids at that (wrong) place must be smaller than
that of grids in area A. As a result, wrong rings will not be taken
into consideration in the location calculation.

If there are some wrong rings overlap with area A, such as
the wrong ring � � in Fig. 3, then the final intersection area may
not contain the sensor node. But the final intersection area is a
subset of area A and is thus within the area A. Since the size
of area A is usually small if the number of audible anchors is
large enough, the gravity of the final intersection area will be
very close to the real location of the sensor. As such, even if
ROCRSSI may generate some wrong rings, it can still yield
fairly accurate location estimation.

III. SIMULATION RESULTS AND ANALYSIS

In our simulation, we assume all the sensor nodes have the
same maximal sensor radio transmission range R. Notably, R
is used for normalization only. All distances including error
estimation are normalized by R to ensure generally applicable
results. Sensor nodes and anchor nodes are randomly deployed
within a square area with each edge of length 10R. For each
simulation scenario, ten runs with different random seeds were
executed and the results were averaged. We define the loca-
tion estimation error as the Euclidian distance between the real
location of a node and its estimated location. We use average
location error as the metric to evaluate the accuracy of loca-
tion estimation. It is defined as the mean of location estimation
errors collected over all determined sensor nodes in ten runs.

We implement three localization methods, ROCRSSI, APIT,
an improved version of APIT, denoted as APIT+. APIT+ differs
from APIT in that when a triangle is added, only those grid
points within maximum range of all heard anchors are added.
This method will improve the performance of APIT in the face
of radio irregularity with extra checking for each grid point. In
order to compare the performance of different methods under
radio irregularity, we extend the DOI model in [4] so that it can
calculate the possible received signal strength at any specific
point within the maximal radio range of a sender. DOI value
is used to adjust the degree of radio irregularity and large DOI
values represent large variation of radio irregularity.

Fig. 4 demonstrates that ROCRSSI always outperforms APIT
and APIT+ in terms of average estimation error, no matter
whether the radio propagation is regular or irregular. This is
because the intersection of rings usually has smaller size than
the intersection of triangles. A simple example can be found
in 1(b), where it is easy to see that the size of the shadowed
ring intersection area is smaller than the size of � ABC (if we
assume that S falls within � ABC).
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Fig. 4. The approximate comparison of APIT and ROCRSSI

IV. CONCLUSION AND FUTURE WORK

Range-free localization presents a promising solution for the
localization problem in WSNs. This paper proposes a RO-
CRSSI method which achieves more accurate location estima-
tion than existing high performance APIT method. The RO-
CRSSI method has the following nice features:

1) It does not require sensor nodes to send out control mes-
sages and thus poses very little overhead on sensor nodes.

2) It generates small intersection area and results in accurate
location estimation.

3) It is robust under irregular radio propagation patterns.
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Abstract— This paper describes the design of RESTORE,
which is a framework for providing in-network event correla tion
and storage service for sensor environments. RESTORE uses a
data-centric approach in which it partitions a sensor network into
zones and maps every event to a zone. The sensor nodes in a zone
make use of their cooperative storage resources and redundancy
to improve information availability and energy efficiency. RE-
STORE is useful for temporarily buffering information in se nsor
environments that have intermittent connectivity to a basestation.
RESTORE may also be used as the underlying framework for
an event notification service that publishes events directly from a
sensor network to the subscribers. The contributions of this paper
include a) an event taxonomy for correlating sensor events within
the network, and b) mechanisms to organize information using
the collaborative resources, in order to enable real-time event
correlation within a sensor network. We also present preliminary
simulation results that examine how the collaboration within a
zone in RESTORE impacts the energy consumption, information
availability, and message overhead.

I. I NTRODUCTION

Wireless sensor networks are primarily large-scale, de-
centralized information systems. An information system for
sensors needs to have the ability to store the stream of
observations generated locally by the sensors and more im-
portantly, correlate the raw observations from different parts
of the network to generate events that are meaningful to the
end users. There have been several efforts to correlate the
information gathered by the deployed sensors and generate
higher-level inferences in the context of different applications,
such as surveillance [1], environmental monitoring [2], [3],
and structural health monitoring [4]. However, in a majority of
these efforts, the storage and correlation of sensor information
is performed at the edge of the network in more powerful
devices that serve as base stations. This approach is certainly
the most viable option when the devices in the network
are primitive and the infrastructure allows easy and uninter-
rupted access to the powerful edge devices. However, recent
technological advances are making it possible to integrate
multi-modal sensing capabilities, resulting in network devices
that are smarter and capable of fine-grained classification.
Should this technological trend continue, performing event
correlation and storage within the sensor network should bean
increasingly viable option and benefit several applications. In
this paper, we motivate the need for an in-network service that

buffers the observations from the sensors for a limited period
of time and uses that as a basis for correlating events within
the network. We also present an architecture that makes use
of the inherent redundancy and collaborative nature of sensor
networks to realize such a service.

A. The Case for In-Network Correlation and Storage

The use of external base stations for storage and correlation
has some drawbacks. Unlike the tiny sensor devices that can be
left unattended in remote environments, the base stations are
often more power-consuming and less unobtrusive. Leaving
these base stations unattended in remote sites may not be a
feasible option, especially in harsh and unfriendly environ-
ments where stealthiness is important, such as in battlefield
surveillance applications. This problem can be addressed by
using long-range relays to transmit the sensor observations to
remote base stations. However, this long-range communication
may not always be reliable. End-to-end connectivity may
be intermittent or periodic and may be disrupted due to
several factors, such as the weather. Moreover, such long-range
communication may be more vulnerable to interception.

A better alternative in such environments, where commu-
nication may be disrupted, is to buffer the observations of
the sensors within the sensor network for limited periods of
time and correlate the observations within the network. Event
notifications generated as a result of the correlation can then
be directly delivered to the end subscribers. The data stored
in the network may also be uploaded in batches, whenever
the base stations are connected. Such an approach reduces the
dependence on external base stations and minimizes the use of
long-range communication. Recent efforts, such as the Zigbee
gateway working group [5], delay-tolerant architectures [6],
and TinyREST [7] are addressing the interoperability issues
involved in integrating the sensor networks more closely with
the Internet and traditional networks. We think that an in-
network event correlation and storage service would vastly
improve the utility of sensor networks and provide impetus
and motivation for such efforts that attempt to bridge the gap
between sensor networks and traditional networks.

Sensor networks are typically perceived as challenged en-
vironments [6]. So a valid question is whether the deployed
sensor devices are capable of realizing an in-network storage



and correlation service. Recent technological trends havebeen
encouraging in this regard. If the sensor devices are low-end
devices, like motes, each of which has a storage capacity
of only 512 KB [8], building an in-network storage scheme
will require cooperative caching schemes. However, if the
motes are deployed along with devices that have larger storage
capacity, such as PDAs and Stargate processors [9], then
such a heterogeneous collection of devices would make it
increasingly feasible to provide long-term, in-network storage.

In order to implement an in-network event correlation
service, the nodes in the network should at the minimum
be able to order events in space and time. Mote-like devices
possess this ability and this allows them to perform simple
correlations pertaining to a single object, such as tracking the
motion of a single car with the help of magnetic sensors. How-
ever, if multiple cars of identical size appear in the network
concurrently and their trajectories intersect, this basicability
is insufficient to distinguish between the different objects. To
perform event correlation within the network in such scenarios,
we would need nodes with the ability to perform finer-grained
classification. Recent advances in nodes with multi-modal
sensing is promising in this regard. For example, the integrated
RFID-sensor systems from SkyeTek [10] combine a MicaDot
node [11] with an RFID reader. This combination of sensors
and RFID provides access to a richer source of data and
allows different instances of the same kind of event to be
distinguished, making it possible to perform more fine-grained
event correlation within the network.

B. Overview of RESTORE

In this paper, we describe an in-network event-correlation
and storage service for sensor networks, called RESTORE.
The design principle behind RESTORE is that no single node
in a zone has enough resources to store and correlate informa-
tion about all the events in the network. So RESTORE makes
use of the inherent redundancy and cooperative resources of
a sensor network to store and correlate events within the
network. RESTORE organizes the nodes in the sensor network
into zones. Each zone is responsible for storing information
about one or more events. A zone functions like a cooperative
cache and is the smallest unit of collaborative storage in
the sensor network. Each zone has a storage manager that
is responsible for coordinating the storage and event corre-
lation within its zone. Zone members collaborate to achieve
energy efficiency and fault tolerance. The two main goals of
RESTORE are the following:

Real-time event correlation: RESTORE enables a sensor
network to publish event notifications directly to the sub-
scribers, without any intermediate processing at base stations.
In many applications, the subscribers may be interested in be-
ing notified about composite events instead of every individual
event. The cooperative resources of the members within a zone
can be used to record observations from sensors across the
network in a decentralized manner to form a more composite
view of the events in the network. As new observations arrive,
they can be correlated with relevant portions of the stored data

in real-time. While the correlation happens as new data arrives,
the event notifications are generated according to the frequency
and specifications of the subscribers.

Short-term, reliable storage: RESTORE not only mini-
mizes the need for long-range communication, it also provides
reliability. In environments where connectivity to an external
persistent storage is intermittent, if the observations are di-
rectly transmitted to the base station and are lost in the process
due to unreliable channels, the base station may not be able
to generate some event notifications. In such an environment,
RESTORE enables a sensor network to store information and
correlate events within the network. If the event notifications
to the subscribers are lost, they can be retransmitted, because
the observations used to generate the notifications are stored
in the network for a period of time. Whenever a base station
is available, the individual zone managers can upload the
stored data from their zones and reclaim the storage resources.
RESTORE also allows the stored data to be uploaded to mobile
base stations, which is useful for applications, such as, wildlife
tracking[12].

The RESTORE architecture described in this paper assumes
a network consisting of homogeneous low-end devices, like
the motes. However, if nodes with more powerful storage
capabilities, such as PDAs, are also present, RESTORE would
take advantage of such nodes by favoring them as storage
managers. RESTORE also takes advantage of RFID-enabled
objects, if they are present, and uses the tags to distinguish
between different instances of an object and perform fine-
grained event correlation.

The rest of the paper is organized as follows. In Section II,
we describe the use of an in-network correlation and storage
service for a few application scenarios. In Section III, we
discuss the architecture of RESTORE and describe how it
partitions the network into zones, in order to provide energy-
efficient storage. In Section IV, we present an event taxonomy
and describe how RESTORE uses the zones to store and cor-
relate information for events characterized by this taxonomy.
In Section V, we present preliminary performance results. In
Section VI, we compare RESTORE with other sensor network
storage schemes. In Section VII, we present our conclusions.

II. A PPLICATIONS

We now illustrate the use of an in-network event correlation
and storage service, like RESTORE, in some typical sensor
applications.

• Consider an application that makes use of integrated
RFID-sensor nodes in parking meters to monitor parking
violations. Most vehicles these days have RFID-based
toll tags or license plates. The sensors keep track of
the parking duration and the RFID reader identifies the
vehicle. The sensor nodes are grouped into regions and
collectively store the violations in that region. The stored
data can be logged to an external persistent storage either
periodically or when the number of violations in a region
exceeds a certain threshold. Alternatively, a cop can drive
around with a PDA and retrieve the stored data from



Fig. 1. Zone partitioning in RESTORE

the wireless sensors. Reliable storage is important here,
because loss of data results in improper law enforcement
and loss of revenue. The in-network event correlation
triggers an event whenever the number of violations in a
region exceeds a certain threshold.

• Consider an application that makes use of sensors to
monitor the behavior of autistic patients. These patients
usually follow a very regular pattern and caregivers need
to be notified only when the behavior on a particular
day does not match the pattern. An in-network store can
be used to record the behavior of the patients daily. As
new sensor observations arrive each day, they can be
correlated with the stored data and if there is a significant
deviation in the behavior of a patient on any day, the in-
network correlation service triggers an event notification.

• Whenever new sensor network protocols are developed,
they often need to be debugged and evaluated exper-
imentally through an actual deployment. This usually
involves collecting statistics from the sensor network over
a period of time and performing an offline analysis of the
observations. During this phase, the sensors are typically
deployed in isolated environments where it may not be
possible to provide continuous access to base stations
for the entire experimental period. In such a scenario, it
would be convenient to eliminate the use of base stations
by using an in-network store to collect the statistics at
runtime. The data collected can then be uploaded to a
base station at the conclusion of the experimental period.

III. D ESCRIPTION OFRESTORE ARCHITECTURE

The RESTORE architecture needs to support in-network
storage and correlation of events in a timely manner. One
way to achieve this is to allow the nodes that have observed
an event to store the information locally and then retrieve
the information from all the nodes that have observed the
same event during the correlation process. However, such a
dispersed storage of information makes the retrieval process
more complex and increases the time for correlation. Instead,
our goal in designing RESTORE is to enable local decision
making based on a global view of an event. In order to
achieve this, RESTORE logically partitions a sensor network
into storage zones as shown in Figure 1. RESTORE follows
a data-centric approach in which it maps every network event
to a zone. The zone to which an event is mapped becomes
the primary storage zone (PSZ) for that event. Members
of that zone cooperatively use their resources to store and

correlate information gathered by sensors across the network
about that event. One of the nodes in each zone serves as
the zone manager. The zone managers serve as the primary
storage managers (PSM) in their zone. They are responsible
for deciding how to store and correlate information within
their zone by making use of the cooperative resources of
their zone members to achieve energy efficiency and increased
availability.

Thus, the design of RESTORE must address two main
issues: a) a mechanism for partitioning a sensor network into
zones, and b) mechanisms for utilizing the collective resources
of a zone for in-network storage and event correlation. In
order to address these issues, RESTORE makes the following
assumptions about the nodes in the network. RESTORE as-
sumes that all of the sensor nodes know their location relative
to each other with some degree of accuracy. In this paper, we
assume that all sensing nodes have the same sensing range,
although this can be relaxed when multiple types of sensors are
involved. RESTORE assumes that the communication range of
a node is at least twice its sensing range. This ensures that if
managers are chosen in such a way that there is at least one
manager in every sensing radius, then adjacent managers will
be within communication range of each other. RESTORE also
assumes that the sensor network is reasonably dense and has
a fairly uniform distribution of nodes. We now describe how
RESTORE partitions a sensor network into storage zones. In
the next section, we describe how these zones are used for
in-network event correlation and storage.

The goals of the partitioning algorithm in RESTORE are as
follows. The basic goal is to split the sensor network into
disjoint zones in which each zone member is within one-
hop communication radius from its manager. There is a zone
manager within every sensing radius. Since zone managers are
always awake, this helps to provide sensing coverage for the
entire network. Every zone must be reachable from every other
zone in the network, so that reports about an event detected
by a zone can be routed to the PSZ for that event. This is
done by allowing all of the zone managers in RESTORE to
form a communication backbone for the entire network. A
zone in RESTORE is identified by its manager and whenever
the members of a zone detect an event, the zone manager uses
the identities (locations) of the managers to find the mapping
between an event and its PSZ. Hence, every zone manager
needs to know the identities of all the other zone managers in
the network.

Several clustering and partitioning algorithms have been
proposed for sensor networks and some of them follow the
minimum dominating set approach to minimize the number
of partitions by maximizing the size of each partition (for e.g.
[13]). Such an approach primarily attempts to minimize energy
consumption and maximize coverage. However, RESTORE
uses the partitions to store information about a certain number
of distinct events (N ) and provide a minimum degree of
information availability (A) for each event. The zone size,
which we define as the number of nodes in a zone, is a
tradeoff between the parametersN and A. Maximizing the
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size of each zone helps to store more information about an
event and improves the information availability for the event.
However, it reduces the number of distinct events that can be
stored in the network. RESTORE regards bothN and A as
application-specific inputs. The parameter,A determines the
minimum number of nodes that need to be present in each
zone. We now describe a way to partition the network into
storage zones, in order to meet the goals stated above. Figure 2
shows the phases involved in the partitioning process and the
messages transmitted in each phase.

A. Neighbor Discovery

The sensor nodes in RESTORE organize themselves into
zones based on their locality. In order to do this, the sensor
nodes first discover their neighbors by propagating discovery
beacons that contain the sender’s location, residual energy,
storage capacity, and local clock value. In addition to neighbor
discovery, these beacons help the nodes to synchronize their
local clocks. Each node broadcasts its discovery beacon locally
within its sensing range. We omit the details of how the dis-
covery beacons are propagated through the network, because
there are well-known mechanisms to do this (for e.g., [1]).

At the end of the discovery process, every sensor node
conceptually has its own zone. Its potential zone members
are the nodes within its sensing range that are recorded in
its local neighborhood table. In a high density network, some
of the nodes may be included in multiple neighboring zones.
Hence, the next step is to select a subset of the nodes as zone
managers and ensure with a high probability that every node
in the network joins the zone of exactly one of the selected
managers1.

B. Manager Selection

The decision to become a manager is taken locally by each
node by first computing the eligibility value (EV) for each of
the nodes in its neighborhood table. In RESTORE, we use
the information that a node receives from its neighbors during
the neighbor discovery phase to compute the eligibility value.

1On account of the unreliability of the underlying communication channels,
we can only provide probabilistic guarantees for the zone membership.

The EV of a nodem in a temporary zonez defined by its
neighborhood table is denoted asEVm(z) and is defined by
Equation 1.Pm(t) is the probability that a nodem that remains
awake during the entire intervalt will not fail at the end of
the interval, wheret is the time interval before the managers
are rotated again. Here, we primarily consider failure due to
power drain. SoPm(t) is determined by the residual energy of
the nodem. Sm is the storage capacity of nodem anddmi is
the Euclidean distance between nodesm andi, both of which
are members of the temporary zonez.

EVm(z) =
Pm(t) ∗ Sm
∑

i∈z
dmi

(1)

A node nominates itself as a zone manager if a) its temporary
zonez has at least the minimum number of nodes required
to meet the availabilityA, defined earlier, and b) it has the
highest eligibility value among its potential zone members.
The first criterion favors the creation of zones that have enough
members for storing information. The second criterion favors
nodes that have higher residual energy, storage capacity, and
that are closer to their zone members as zone managers. Since
a zone manager remains awake all the time and consumes
energy, choosing a manager node that has higher residual
energy is preferable. A zone manager needs to communicate
with its zone members in order to store information and the
zone members, in turn, need to communicate the information
they have stored to their zone manager during event corre-
lation. In order to reduce the energy spent in this two-way
communication, it is preferable to choose zone managers that
are closer to most of their zone members. Finally, in the case
of heterogeneous networks, choosing nodes that have higher
storage capacity as zone managers helps reduce the frequency
of communication with the zone members.

A node that nominates itself as a zone manager advertises
its nomination by locally broadcasting a zone recruit message.
The recruit message lists the nodes in the manager’s neighbor-
hood table as potential zone members. A node listens to these
recruitments for a certain period of time and records a) all
the nodes that have nominated themselves as managers in its
neighborhood, and b) all those managers that have recruited
it as their zone member. The recruitment message serves two
purposes. First, it allows the non-manager nodes to decide
which zone they should join. Second, a manager node can
snoop on the recruit messages broadcast in its neighborhood
and build its list of neighboring managers. The next step in
zone partitioning is to ensure that the zones are disjoint by
allowing every non-managerial node to join only one of the
zones in which it has been recruited.

C. Zone Formation

After listening to the recruitment messages for a certain
period of time, a node is in one of four states: it may have
been recruited as a zone member in a single zone, multiple
zones, none of the zones, or it may have nominated itself as
a manager.



If a non-manager has been recruited by only a single
manager, then it simply acknowledges by sending that manager
a zone join message. A non-manager node that has heard
recruitment messages from multiple managers, joins the zone
of the manager that has recruited the least number of nodes
and whose recruitment message had good signal strength.
The former criterion tries to distribute the availability across
the zones, while the latter tries to ensure good connectivity
between a manager and its zone members. The manager
nodes snoop on the zone join messages broadcast in their
neighborhood and eliminate their potential zone members that
have joined other zones. Nodes that have been recruited in
multiple zones can serve as bridge nodes between two zones.
If a manager does not receive enough join responses to meet
the minimum availability requirement mentioned earlier in
Section III, then the zone members can regroup and join an
appropriate adjacent zone. Alternatively, the manager canmeet
the required degree of availability by soliciting nodes from
nearby zones that have more zone members than required.

At the end of the above two-phase message exchange in
which the recruitment messages are acknowledged by join
messages, every node in the network is either a zone manager
or is a non-managerial member of a single zone. This two-
phase exchange also ensures that the communication between
a zone manager and its members does not suffer from asym-
metric effects [14]. A manager uses the knowledge of its zone
members and their residual energies to provide energy-efficient
storage, as we now describe.

D. Power Management

Every manager assigns a rank to each of its zone members
based on their residual energy. The rank of a member in a
zone determines its sleep schedule. Nodes with lower residual
energy are assigned higher ranks and sleep for a longer
duration of time. Thus the zone members form a hierarchy. A
manager broadcasts the ranks to its zone members in a zone
confirmation message. This message confirms the membership
of a node in a zone and allows the zone members to begin
their power management schedule according to their ranks.
In addition, since a manager broadcasts this message in its
communication range, it allows all the managers to finalize
their list of neighboring managers.

Finally, in order to route messages from zones that detect
an event (source) to the primary storage zone corresponding
to that event (sink), every zone needs to be reachable from
every other zone. This can be done by creating a common
communication backbone that connects all the zone managers
(for e.g., as done in [1]).

In order to balance the energy load, the zone managers need
to be rotated. This can be done whenever the data stored in the
zones is flushed or when the data is uploaded to a base station
that becomes accessible to the sensor network. During each
rotation, the phase transition process depicted in Figure 2is
repeated. This process also helps the nodes to resynchronize
their local clocks. If the duration between successive rotations
is too long, the zone members can synchronize their local

clocks with their zone manager’s clock periodically, in order
to ensure that the clock skew is bounded.

IV. I N-NETWORK EVENT CORRELATION AND STORAGE

In this section, we describe how the resources within a zone
can be collectively used to store and correlate events that occur
across the network. When the nodes in a zone detect an event,
they send the information they collect to their zone manager.
The manager uses a hash function to map the event to its
primary storage zone (PSZ) and routes the information it has
collected to the PSZ for that event. If the event is mobile,
this process is repeated by each zone that detects the event,
as the event propagates through the network. The primary
storage manager (PSM) receives reports about the event from
different zones and uses the resources of its zone members to
store and correlate information pertaining to the event in real-
time. The information stored in the zones can be retrieved
by connecting a base station to some point in the network.
The zone managers form a spanning tree to connect to the
base station on demand and upload the information from their
respective zones. We now describe the mapping process, in-
network event correlation, and organization of information
within a storage zone.

A. Mapping Events to Zones

RESTORE maps every event to a storage zone using a
hash function. Since a storage zone is represented by its zone
manager, the hash function effectively maps an event to one of
the zone managers. RESTORE can be used with any suitable
hash function. For example, if nodes are identified by their
geographic coordinates, then a geographic hashing scheme
[15] may be used. In order to map an event or object to a zone,
RESTORE makes use of a unique identity for each object.
This identification may be obtained from RFID tags, wherever
tagging is possible, or from application-specific signatures
gathered from other types of sensors. While RESTORE does
not focus on how the identification is obtained, the type of
identification influences the granularity of the mapping. For
example, if all the vehicles have RFID tags that allow different
brands of the same type of vehicle to be distinguished, then
it is possible for RESTORE to assign a different zone to
keep track of the traffic statistics of each brand of car along
a highway. However, if such fine-grained distinction is not
possible, then RESTORE has to resort to a coarser level of
mapping, such as that induced by the vehicle size. In such
a case, all car-related statistics would be stored in one zone,
truck-related statistics would be in another zone, and SUV-
related statistics would be in a third zone.

B. Real-time Event Correlation in a Zone

Many of the sensor-based information can be correlated and
notifications generated using simple operators, such as max,
min, average, and sum. Such simple operations are well within
the capability of low-end sensor nodes, such as motes, which
makes it possible to carry out event correlation within the
network. Table I presents a taxonomy of some of the events



TABLE I

EVENT TAXONOMY

Static Mobile
Single scope temperature monitoring, WSN debugging, parking violations tracking small vehicles, patient behavior
Adjacent scope energy monitoring in a building floor tracking large trucks
Diffuse scope fire, pipeline cracks, chemical spills

that we can correlate using RESTORE. Each row in the table
classifies events based on their scope during their lifetimewith
respect to a zone in RESTORE, while the columns classify
events based on their mobility with respect to the zones. In
RESTORE, static events are observed by the same zone or
set of zones for their entire lifetime, while mobile events are
observed by different zones at different points in time. We
now explain this taxonomy with examples.

Single Scope:Each instance of a single-scoped event occurs
only in a single zone at any given time. As a result, a PSZ
for a single-scoped event receives reports about each individual
instance of the event from at most one zone at any given time.

A single-scoped event may be static, in which case the scope
of the event is confined to the same zone for the lifetime of the
event. An example of a static, single zonal event is a group of
sensors monitoring the temperature in their vicinity. Another
example is the sensor network debugging application listedin
Section II, in which groups of sensors collect statistics locally
for later introspection. Monitoring the parking violations in
different zones, which was also described in Section II, is also
a static, single-scoped event. Each occurrence of a parking
violation is reported by only one zone at any instant of time.
Different instances of parking violations may be detected at
the same time or at different times in multiple zones. However,
the violations that are detected within a zone neither propagate
to other zones, nor are they typically related to the violations
reported by other zones. Hence, the events in this case are
static and have single scope. In the case of static, single-
scoped events, the PSM can sequentially order the information
it receives from the zones based on time.

Single-scoped events may also be mobile, in which case
we assume that they typically follow continuous trajectories.
So the event is tracked by adjacent zones over a continuous
period of time. Tracking the movement of a normal-sized car
or tracking human motion are examples of mobile, single-
scoped events. As the event moves across the zones, only one
of the zones detects and reports the event to the PSZ at any
given instant of time. In this case, the PSM can sequentially
order the information it receives from the zones based on
space and time, because the reports from adjacent zones have
different timestamps.

Adjacent Scope:Events with adjacent scope always span
multiple adjacent zones at the same time. As a result, the
PSZ for an adjacent-scoped event receives concurrent reports
about each individual instance of the event from different,but
adjacent zones. In the case of adjacent, multi-zonal events,
the PSM has to correlate the reports from adjacent zones to
infer that they relate to the same instance of the event and
not to distinct, single-scoped events. This can be enabled by
ordering the reports from the zones based on space, time, or
a fine-grained identity of the object, if that is available.

Adjacent, multi-zonal events may be static, in which case
the same set of adjacent zones report the event throughout
the duration of the event. Monitoring the energy consumption
in a building floor with multiple rooms, wherein every room
provides the zonal perspective is an example of a static,
adjacent-scoped event.

Adjacent, multi-zonal events may be mobile, in which case
the PSM receives reports from different sets of adjacent zones
at different intervals of time. Tracking the movement of a large
truck that spans multiple zones is an example of a mobile,
adjacent-scoped event.

Diffuse Scope: Diffuse events differ from single and
adjacent-scoped events in that their scope varies with time. An
instance of a diffuse event may initially be reported by a single
zone, thereby making it a single-scoped event. Alternatively,
different instances of the event may be reported by different
single zones. However, the event may propagate in time to
other adjacent zones and extend its scope from being a single-
scoped event to becoming an adjacent, multi-zonal event.
Similarly, an event that begins as an adjacent-scoped multi-
zonal event may fragment over time to multiple, single-scoped
events. Chemical spills, fire, cracks along a pipeline, and
seismic activity along the fault lines in an earthquake prone
area are examples of diffuse events. In this case, the PSM
receives reports from different zones that may or may not be
adjacent as the event progresses. Moreover, these reports may
be concurrent or distributed in time. Due to the time-varying
pattern of information, the PSM needs to store and correlate
the information to determine if the reports are causally related.

C. Information Organization in a Zone

When a primary storage zone for an event receives the
observations from the zones across the network or from its
own zone members (in the case of static, single zonal events),
the primary storage manager has to decide how to use the
cooperative resources within its zone to store the information
so as to enable real-time correlation. We now present some
ways in which information can be organized within a zone for
the event taxonomy presented in Table I. Each primary storage
manager in the network chooses the organization depending
on the event that is mapped to its zone.

Temporal Ordering: A PSM can use the resources of its
zone members to store information related to an event in
temporal order of the occurrence of the event. This scheme
assumes that the clock skew in the sensor observations is
bounded within an acceptable threshold. In this scheme, every
zone member stores information related to an event over a
specific time interval. A zone member needs to be awakened
only when its corresponding time interval is active. RESTORE
uses this organization for most static events. For instance,
in the temperature monitoring application, the PSM uses a



different zone member to store the temperature observations
reported by the sensors during each 24-hour period. Similarly,
images of driving violations captured at different intervals
by camera sensors at a traffic intersection are temporally
partitioned across the nodes in a zone. In each case, temporal
ordering allows new observations to be easily correlated, as
and when they arrive, with past events that have been stored.
This can then be used to publish notifications about time-based
events, as illustrated by the following examples:

• the average temperature in the boiler room for the past
1 hour has been greater than 90 degrees. (single scope,
static)

• the building occupancy reported by different offices on
the 5th floor of an office building has been less than 10%
for the past 1 hour. (adjacent scope, static)

Spatial Ordering: Information in a PSZ can be ordered
spatially, based on the zone that reported the event. RESTORE
uses this approach for some mobile events. For example, when
a PSM receives reports about the presence of a vehicle either
from a single zone or concurrently from multiple zones, it
uses the resources of different zone members to store the
reports received from different zones. The information within
the same zone member is ordered temporally. The PSM needs
to awaken a zone member only when the incoming report is
from a spatial region associated with that zone member. This
organization may be used to correlate events within the same
zone temporally or to causally relate events across adjacent
zones and publish events of interest, as illustrated by the
following examples:

• in a surveillance scenario, notify an abnormal activity
when more than 10 enemy tanks are detected to be
advancing towards a target. (adjacent scope, mobile)

• publish an alert when at least 5 different snipers have
been detected in a region in the last hour and they are at
most 10 meters from each other. (single scope, mobile)

Identity-based Ordering: Whenever it is possible to dis-
tinguish between different instances of the same event, for
example using RFID or other means, the storage managers in
RESTORE store information related to different instances in
different zone members. Information stored in the same zone
member may be ordered spatially or temporally. When new
reports arrive, only the zone member that is associated with
that particular instance of the event needs to be awakened.
For example, in the application for monitoring the behavior
of autistic patients in a facility, the storage manager stores the
sensor observations related to each patient in a different zone
member. Within the same zone member, the information is
temporally ordered. When new observations about a patient
arrive, the storage manager awakens the appropriate zone
member and correlates the new readings with the stored data.
This correlation can be used to generate a notification, if there
is a deviation in the behavioral pattern or if there is an absence
of an event for a patient at the expected interval of time.

Multi-resolution Storage: The storage managers can use
the hierarchical organization of their zone members to store
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Fig. 3. Variation of energy consumption with zone size

information at different resolutions. For example, in the WSN
debugging application, some parameters are measured more
frequently than others. The more frequently reported observa-
tions may be stored in zone members that are lower ranked and
hence, wake up more frequently, while higher-ranked nodes
that wake up less often may be used to store the parameters
that are measured less frequently.

Replication: When information needs to be stored reliably,
the PSM can replicate information across the nodes in its zone.
Replication can be combined with any of the above schemes
to provide reliability. For example, replication is usefulin
the case of the parking violation application, where loss of
information results in loss of revenue. It is also useful in some
surveillance applications, where it is hard to reconstructthe
events when some critical piece of information is lost. The
PSM can either fully replicate the information across all ofits
zone members or choose the degree of replication depending
on the required reliability. The PSM can replicate information
in an energy-efficient manner by choosing the zone members
having the same ranks as replicas. Since these members have
the same sleep schedules, the PSM can download information
to all of them simultaneously when they wake up. Thus, nodes
that have the same ranks store consistent information.

While replication within a zone provides fault tolerance
for independent failures occurring within a zone, it does not
handle the case of spatially correlated failures in which a
subset of the zone members may fail simultaneously (for e.g.
when a truck runs over a section of motes). One way to handle
such correlated failures is to use a buddy zone approach in
which each event is mapped to a pair of spatially distributed
zones. Both of the buddies store the same information. The
buddy zone approach trades energy for increased reliability.
We have currently not implemented this scheme in RESTORE,
because we do not consider spatially correlated failures.

V. PERFORMANCEEVALUATION

The collaborative schemes in RESTORE impact the energy
consumption, information availability, and message overhead.
We have evaluated these parameters for the replication scheme
described in Section IV-C, using a simulator program that we
have written. In our experiments, we randomly distributed
10,000 nodes within a 100,000 m2 rectangular area. We
repeated each experiment 30 times with different random
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Fig. 4. Variation of information availability with zone size

number seeds. In this section, we present the results of our
experiments.

A. Energy Consumption

In this section, we study the impact of the zone size on
the average energy consumption within the network. The zone
size is defined as the number of nodes within a zone. To
provide sufficient coverage, a zone manager is always active
until the next rotation. To ensure reliability, we use the power
management scheme in RESTORE to ensure that at least one
of the member nodes, in addition to the zone manager, is
active at any instant of time. Figure 3 shows that with a larger
zone, more energy can be saved by turning off more zone
members. For example, when the zone size increases from
5 to 25, we see that the energy consumption in RESTORE
reduces by nearly 60%. In addition, Figure 3 shows that the
power management scheme in RESTORE achieves significant
energy efficiency and reduces the energy consumption by as
much as 90% when the zone size is 25, compared to a scheme
without power management.

B. Information Availability

In addition to providing energy efficiency, one of the design
goals of RESTORE is to improve information availability
within the sensor network. Figure 4 shows how the availability
varies for different zone sizes and node failure percentages,
when information is stored among the zone members using
the full replication scheme. We assume that failure of a sensor
node occurs due to power loss or an independent hardware
fault. The y-axis plots the RESTORE-probability, which is
the probability to restore information within a zone in the
presence of failures, and is therefore a measure of information
availability. It is trivial to conclude that if the percentage
of node failures is zero, then RESTORE guarantees that
information is always available, regardless of the zone size.
However, when the percentage of node failures increases, a
relatively large zone size is needed to restore the events with
a very high probability. A larger zone size provides greater
redundancy and thereby, increases the chances of complete
recovery of the stored information. For example, Figure 4
shows that to achieve over 99.9% availability for a failure
percentage of 10% and 50%, RESTORE would need a zone
size of 7 and 15, respectively.
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Fig. 5. Variation of message overhead with zone size

C. Message Overhead

In our final experiment, we study the impact of the zone size
on the message overhead within the network. We specifically
consider the message overhead involved in updating the zone
member replicas about an event. Figure 5 shows that the
overhead increases approximately linearly with the zone size.
The reason for the increase is that as the size of a zone
increases, there is more variation in the ranks of the zone
members. This in turn results in more differentiation among
their sleep schedules, as described in Section III-D. Such a
differentiated schedule provides higher reliability by increas-
ing the likelihood that at least one zone member, in additionto
the manager will be awake at any given time. However, since
different replicas awake at different times, the cost of updating
the replicas also increases with the zone size. Thus, Figure4
and Figure 5 reveal a tradeoff between information availability
and message overhead. A higher availability is achieved at the
cost of incurring higher message overhead.

VI. RELATED WORK

We now compare and contrast RESTORE with some of
the related efforts that have addressed the issue of data stor-
age within sensor networks. The cluster-based collaborative
storage mechanism presented in [16] organizes the network
into clusters in order to store data. It primarily targets ap-
plications that do not need to access the in-network data
in real-time. However, there is no description of how data
is stored within each cluster. In contrast, RESTORE uses
different mechanisms to organize data within each zone and in
addition, uses this data to correlate events within the network
in real-time. The data-centric storage (DCS) scheme [15]
stores data by mapping the sensor data to a node in the network
using geographic hashing. It focuses more on optimizing
the routing of queries to the appropriate storage node in
the network, by taking advantage of the routing features of
GPSR. RESTORE is complimentary to this scheme in that
it focuses more on using the cooperative resources within
a sensor network to provide an effective in-network storage
mechanism. Geographic hashing is one of many ways in which
an event can be mapped to a storage zone in RESTORE.
However, if nodes are identified by means other than their
locations, then other hashing techniques may be employed



in RESTORE. Moreover, RESTORE does not depend on a
specific routing scheme, such as GPSR. In the multi-resolution
storage mechanism [17], nodes at different hierarchical levels
store information at different levels of resolution. Everynode
has detailed information about the local events, but has only
a compressed view of the events witnessed by the nodes that
are below it in the hierarchy. This hierarchical organization
can be used to optimize query routing. In addition to multi-
resolution storage scheme, RESTORE uses other schemes,
such as temporal ordering, spatial ordering, and replication
to organize information using the collaborative resourcesof
its zone members.

VII. C ONCLUSIONS

RESTORE is an overall framework that takes advantage
of the collaboration among the sensor nodes to provide
in-network event correlation and storage service for sensor
networks. RESTORE uses a divide and conquer approach
in which it partitions the network into zones, in order to
store and correlate information related to multiple events.
RESTORE can be used to buffer data over a limited period
of time in sensor environments with intermittent connectivity
to persistent storage. It can also be used as a basis for
a publish-subscribe system involving sensor networks and
subscribers on traditional networks. The zone partitioning and
collaboration mechanism in RESTORE is a tradeoff between
different parameters, such as energy consumption, information
availability, message overhead, and the number of distinct
types of events that can be stored in the network. We have
presented some initial results that show how the zone parti-
tioning scheme influences those parameters when information
is replicated across a zone. As part of future work, we plan
to implement RESTORE using sensor nodes and conduct a
more detailed study of how the above parameters influence the
performance of RESTORE for the different storage schemes
presented in Section IV-C.
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