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Foreword 

 It has long been recognized that visceral signals play an important role for understanding brain 

and behavior, with theories linking the brain’s registering of visceral input with emotions, self and 

consciousness (Christoff et al., 2011; Craig, 2002; Critchley and Harrison, 2013). However, while many 

studies have investigated the functional role of brain-visceral interactions by focusing on the heart or 

respiratory system, empirical studies investigating the electrical activity of the gastrointestinal system 

remain scarce. Gastrointestinal organs such as the stomach generate their own intrinsic activity which 

is constantly sent to the brain, reaching a broad network of subcortical and cortical regions through 

multiple pathways (Azzalini et al., 2019). More specifically, the stomach produces a slow rhythmic 

pattern of electrical activity (~0.05 Hz) that sets the pace for gastric contractions during digestion, but 

this rhythm is generated at all times, even during fasting. The gastric rhythm can be measured 

noninvasively by the Electrogastrogram (EGG). Previous work has shown that an extended network of 

brain regions is coupled to the phase of the gastric rhythm at rest (Rebollo et al., 2018). Moreover, 

gastric phase modulates the amplitude of the brain alpha rhythm (Richter et al., 2017), a rhythm that 

indexes arousal and cortical excitability and underlies fluctuations in perceptual performance (Jensen 

and Mazaheri, 2010; Mathewson et al., 2011). 

 The goal of this thesis was to study the coupling of the gastric rhythm with the amplitude of 

cortical alpha oscillations and its functional consequences for behavior. The hypothesis of my PhD was 

that there is a slow fluctuation in cortical excitability driven by the gastric rhythm that has an impact on 

fluctuations in perception. In order to tackle this question, there were two methodological challenges. 

The first was to obtain good quality EGG recordings in healthy human participants. So far, this recording 

method has mostly been used in the clinical literature, with a lack of standardized recording and analysis 

procedures to extract a regular gastric rhythm. The aim of my first project therefore was to improve the 

standardization of this method and to develop a preprocessing and analysis procedure (article I, Wolpert, 

Rebollo & Tallon-Baudry, Psychophysiology, 2020). The second methodological challenge was to 

quantify the statistical relationship between the gastric phase and behavioral outcome. With a simulation 

approach, I evaluated different statistical tests and procedures for estimating coupling between the phase 

of an oscillation and behavioral events, to answer how such a link could be optimally detected (article 

II, Wolpert & Tallon-Baudry, NeuroImage, in press). 

In order to test the hypothesis that the phase of the gastric rhythm is coupled to brain alpha 

oscillations and thereby influences fluctuations in perception, we designed an experiment to target 

fluctuations in perceptual performance, and simultaneously measured the gastric rhythm and 

Magnetoencephalography (MEG) in 30 healthy human participants. We analyzed whether the 

probability to perceive the near-threshold target stimulus was modulated by the gastric rhythm by testing 

whether hits and misses cluster at different potions of the gastric phase. However, we found no effect of 

gastric phase on hits vs. misses. In a more exploratory analysis, we found that gastric phase significantly 
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modulated alpha power in a large cluster spanning parieto-occipital and more anterior regions, showing 

for the first time that gastric phase modulates alpha power also when participants are actively engaged 

in a task. We then correlated the strength of coupling in the cluster with individual performance across 

task blocks, to assess whether individual gastric-alpha coupling explains interindividual variability in 

performance. However, no link with hit rate or reaction time was found. The methodology and results 

of this experimental work will be presented in chapter 8. 

During my thesis, I also had the opportunity to contribute to an article (appendix, Rebollo, 

Wolpert & Tallon-Baudry, Current Opinion in Biomedical Engineering, 2021) reviewing current 

knowledge on gastric-brain coupling and future avenues for testing hypotheses about gastric-brain 

functions. 

 Before presenting the methodology and experimental work, I will review the anatomy of the 

stomach and its intrinsic nervous system, as well as its intrinsic pacemaker activity which can be 

measured by the EGG (chapter 1). In chapter 2, I will describe the potential anatomical pathways 

relaying gastric signals to the central nervous system, and focus on the subcortical and cortical structures 

receiving gastric afferents. In chapter 3, I review the work demonstrating that the gastric rhythm 

influences spontaneous brain dynamics, and notably modulates brain alpha power. Finally, in order to 

reveal the potential behavioral consequences of this influence, I describe the functional role of 

spontaneous cortical activity, with a focus on the alpha rhythm and its influence on visual perception 

(chapter 4). 
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1. Anatomy and physiology of the stomach 

1.1. Overview of the gastrointestinal tract 

 The gastrointestinal (GI) tract is the body’s largest and most vulnerable surface to the outside 

world (Furness et al., 2013). Its function is to digest and absorb ingested food. The GI tract is a long 

tubular muscle separated by muscular sphincters and includes the oral cavity, esophagus, stomach, small 

and large intestines and the rectum (Figure 1). Each of these organs serves different functions: In the 

mouth food is chewed and mixed with saliva, while the esophagus conveys solids and liquids to the 

stomach using peristaltic waves. The stomach stores food, mixes it with secretions and grinds it into 

particles that can be emptied into the duodenum, the first section of the small intestine, where most of 

the nutrients and minerals are absorbed. Liquids become absorbed in the large intestine (colon), where 

remaining waste material is stored and expelled as feces. 

A peculiarity of the GI system is that it its functioning is controlled by an intrinsic nervous 

system, the enteric nervous system, which can be seen as a third branch of the autonomic nervous 

system, next to the sympathetic and parasympathetic system. Digestive function is also regulated by 

extrinsic innervations: First, signals from the upper GI tract are sent to the 10th cranial nerve, the vagus 

nerve, which in turn sends descending projections controlling GI functioning. These vagal pathways 

form an important part of the parasympathetic system. Second, visceral information is projected to 

neurons in the spinal cord, which in turn have descending projections to the GI tract. These spinal 

pathways are part of the sympathetic system. In addition to intrinsic and extrinsic innervation, the 

stomach and other organs of the GI tract contain a specialized type of cell, called the Interstitial Cells 

of Cajal, which act as electrical pacemaker for the contraction of smooth muscles and are at the interface 

between the enteric and the rest of the autonomic nervous system. 

In the following, I will focus on the stomach, beginning with its general anatomy and a 

description of the layers of the gut wall and their innervations. I will then describe how stomach 

rhythmicity is achieved through pacemaker activity. Next, I will review in more detail how gut 

functioning is regulated by the autonomic and enteric nervous system. In the final section, I will describe 

how the stomach electrical activity can be measured non-invasively. 
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1.2. The stomach and its innervation 

  The stomach is a crescent-shaped hollow organ in the upper part of the abdomen, between the 

left dome of the diaphragm and the transverse colon (Fritsch and Kühnel, 2008). Its exact shape and 

position varies from human to human and as a function of extension due to the ingestion of food. It 

consists of the following parts (Figure 2A): The cardia is the funnel-shaped entrance to the stomach 

where contents from the esophagus enter the stomach. The fundus is the highest point of the stomach 

and in upright position contains swallowed air. The body or corpus makes up the largest part of the 

stomach, which is continuous into the (pyloric) antrum. Finally, a muscle ring called the pylorus empties 

content into the duodenum. The stomach is classically divided into a proximal and a distal part (Cannon, 

1898), divided by the lesser and greater curvature. The proximal part consists of the fundus and upper 

third of the corpus, while the distal part consists of the rest of the corpus, the antrum and the pylorus. 

While the proximal region acts as a reservoir and generates pressure to drive liquid emptying, the distal 

part is responsible for the trituration and grinding of solids (Kelly, 1980; Rayner et al., 2012). 

 

Figure 1: The gastrointestinal tract and 

its innervation. The gastrointestinal 

tract consists of different organs 

separated by sphincters. The enteric 

nervous system contains motoneurons 

and interneurons (blue), sensory 

neurons (purple), as well as neurons 

(red) that project directly to the central 

nervous system (yellow). The GI tract 

sends sensory information to and is 

innervated by the central nervous 

system through vagal 

(parasympathetic) and spinal 

(sympathetic) pathways. (Note that the 

pelvic pathway was recently suggested 

to be part of the sympathetic nervous 

system (Espinosa-Medina et al., 2016)). 

From Furness, 2012. 
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Figure 2: Stomach anatomy, the stomach wall and its innervation. A: Anatomical regions of the 

stomach, with the main division into fundus, corpus and antrum. B: The different layers of the gastric 

wall. C:  The Interstitial Cells of Cajal (ICC, blue) are the generators of the gastric rhythm. They lay in 

the stomach wall, between and within the circular and longitudinal muscle layers. The electrical activity 

of the pacemaker is passed through the entire ICC network and is also passively conducted into coupled 

muscle cells. ICCs make synapse-like contact with vagal sensory neurons (Powley et al., 2008), 

presented in green, that can detect mechanical changes in smooth muscles. Adapted from Koch & Stern, 

2004. 

 

 As the rest of the intestinal canal, the wall of the stomach consists of the mucosa, submucosa, 

smooth muscle layers (muscularis externa), a thin subserosal layer and the serosa (Figure 2B). The 

mucosa is the innermost layer which surrounds the gastric lumen (the space inside the gut), which is 

formed by a layer of epithelial tissue and an underlying thin layer of smooth muscles (muscularis 

mucosae) (Figure 3). It functions as a barrier to protect the stomach from acid and enzymes produced 

for digestion, and senses the rich milieu inside the lumen. It is highly folded, which allows the stomach 

to extend, and consists of millions of fingerlike protrusions called villi and indentations called gastric 

pits or crypts. Connected to these pits are the gastric glands, which produce digestive enzymes and 

digestive acidic juice, as well as secretions protecting the stomach itself from the highly acidic 

environment. Below this is the submucosa, attaching the gastric mucosa to the muscular layers. The 
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smooth muscles consists of three muscular layers controlling gut peristalsis: a longitudinal and a circular 

muscle layer, as well as an additional oblique layer inside the circular layer, which is specific to the 

stomach and which allows more refined control of motility patterns (Birmingham, 1898; Christensen 

and Torres, 1975; Fritsch and Kühnel, 2008). 

  

 

The muscularis externa contains the myenteric (Auerbach’s) plexus, a network of ganglia 

forming part of the enteric nervous system and which run throughout the entire GI tract, in between the 

circular and longitudinal muscle layer (Shahrestani and Das, 2020). The intestines contain an additional 

submucosal plexus which is involved in sensing and absorbing luminal contents (Brehmer et al., 2010). 

The myenteric plexus carries sympathetic and parasympathetic fibers to the smooth muscle layers and 

contains the bodies of enteric motor neurons controlling digestive motility. These neurons are linked to 

smooth muscle cells through the so-called Interstitial Cells of Cajal (ICCs – Figure 2C). These special 

cells, which themselves have neuron-like properties (Klüppel et al., 1998), not only mediate neural 

signals but also act as the intrinsic pacemakers that generate and propagate slow pacemaker currents that 

form the basis of the gastric rhythm (more in section 1.3). ICCs additionally act as transducers of inputs 

from motor neurons and stretch receptors (Hirst and Edwards, 2006; Sanders et al., 2006, 2014). 

 The myenteric plexus also includes mechanically and chemically sensitive receptors which 

provide afferent input to interneurons in the enteric nervous system. Two types of mechanoreceptive 

vagal sensory neurons (Figure 2C) have been characterized (Powley and Phillips, 2011): intramuscular 

arrays and intraganglionic laminar endings. Intramuscular arrays are mostly distributed in major 

sphincters of the gut and in the stomach wall (Wang and Powley, 2000), where they are grouped in 

arborized structures running along the smooth muscles (like ICCs). They make synapse-like contact 

Figure 3: The layers of the intestinal wall 

and its innervation. The inner layer, 

surrounding the lumen, is the mucosa, 

which forms filaments (vili) and 

indentations (gastric pits). Gut peristalsis is 

controlled by the circular and longitudinal 

muscle layer. The myenteric plexus is 

located between the circular and 

longitudinal muscle layers, and the 

submucosal plexus between the circular 

muscle layer and the mucosa. From Rao 

and Gershon, 2016. 



15 

 

with ICCs, smooth muscles and enteric neurons (Powley et al., 2008). Functionally, they operate as 

stretch detectors reporting the stretch of length of muscle in the gut wall, similar to muscle spindle 

organs (Powley and Phillips, 2011). In contrast, intraganglionic laminar endings are distributed 

homogenously throughout the GI tract, with denser concentrations of endings in the gastric corpus 

(Wang and Powley, 2000), and act as tension receptors (Berthoud and Neuhuber, 2000; Powley et al., 

2016). 

 

1.3. Pacemaker activity and stomach rhythmicity 

 The entire GI tract generates its own electrical rhythmicity through ICCs, which can also be 

found in the kidney, bladder, urinary and reproductive tract, where their function is less clear (Sanders 

et al., 2014). There are two types of ICCs: Myenteric ICCs, located between the circular and longitudinal 

muscle layer, and intramuscular ICCs, located within the muscular layers. Intramuscular ICCs are also 

involved in the transduction of inputs from enteric motor neurons (Hirst and Edwards, 2006; Sanders et 

al., 2006, 2014). ICCs spontaneously depolarize and repolarize through calcium currents and thereby 

generate a slow rhythm with a peak frequency of ~0.05 Hz in humans (1 cycle every 20 seconds), 

called the gastric rhythm. By forming gap junctions with other ICCs and adjacent smooth muscle cells, 

ICCs conduct the slow waves through the ICC network as well as to electrically coupled smooth muscle 

cells. This pacemaker activity is autonomous: ICCs keep generating the gastric rhythm even when 

completely disconnected from the CNS (Suzuki et al., 1986). It is also continuous, as it is generated at 

all times, even in the absence of contractions (Bozler, 1945). During fasting (also called the preprandial 

period), ICCs depolarize smooth muscles close to the threshold for generating contractions. During 

digestion (also called the postprandial period), the additional input from excitatory enteric motor 

neurons and vagal efferent neurons triggers contractions of smooth muscles (Chang et al., 2003; Sanders 

et al., 2014). The pacesetter potentials are thus much stronger during digestion than fasting, which is 

expressed in higher amplitude in cutaneous recordings (Koch and Stern, 2004). Despite the ICCs’ 

autonomous activity, proper stomach functioning is also dependent on input from the central nervous 

system. In support of this notion, vagotomy results in reduced gastric contractions (Andrews et al., 

1980). It also follows that the phase of the gastric rhythm is mostly driven by ICCs, while the amplitude 

is a combination of currents generated in ICCs, enteric motor neurons and smooth muscles. 

 In serosal recordings, the gastric rhythm is observed as sharp potentials (Figure 4). Two types 

of activity can be observed (Sanmiguel et al., 1998). Electrical control activity reflects periodic 

depolarization of smooth muscle cells and can occur in the absence of contractions. Electrical response 

activity comes in the form of plateau potentials or spikes/ripples superimposed on the electrical control 

activity and is associated with contractions. In contrast, in cutaneous recordings, the slow wave is visible 

as a smooth sinusoidal shape, which is due to the filtering and integrating properties of the abdominal 
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wall and the superposition of slow waves generated simultaneously at many sites (Koch and Stern, 

2004). 

 

Figure 4: Slow wave propagation. A: Stomach during fasting. With serosal electrodes, the gastric 

rhythm is observed as sharp potentials (“electrical control activity”) originating from the pacemaker 

area and propagating in a proximal to distal gradient. In cutaneous electrodes (top), the gastric rhythm 

appears in sinusoidal shape with a cycle length around 3 cycles per minute (cpm), i.e., ~20 seconds. B: 

Stomach in the postprandial (fed) state. During muscular contractions, ripples become superimposed 

on the slow waves in serosal recordings, resulting in what is called “electrical response activity”. The 

amplitude of the cutaneous 3 cpm waves is increased. From Koch and Stern, 2004. 

 

 It has long been assumed that the stomach contains a “dominant pacemaker” area, in the greater 

curvature of the mid/upper corpus, entraining slow waves at other sites (Hinder and Kelly, 1977; Kelly 

et al., 1969; Koch and Stern, 2004; O’Grady et al., 2010; Riezzo et al., 2013). Accordingly, ICCs at the 

pacemaker region generate regular discharges of slow waves, thereby depolarizing the ICC network, 

which causes an active spread of slow waves in a proximal to distal direction. The rapid circumferential 

conduction of slow waves triggers rings of contractions migrating along the stomach (Koch and Stern, 

2004). Moreover, the propagation of rings of pacesetter potentials occurs with a frequency gradient, 

with a high velocity and amplitude at the pacemaker region, slower velocity and lower amplitude in the 

lower corpus, and a transition back to faster and larger slow waves in the antrum (Hinder and Kelly, 

1977; Kelly et al., 1969; Koch and Stern, 2004; O’Grady et al., 2010; Riezzo et al., 2013). Note though 

that the existence of both a dominant pacemaker and a frequency gradient has been questioned by a few 

authors (Rhee et al., 2011; Sanders, 2019). 
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1.4. Gut regulation by the autonomic and enteric nervous system 

 The GI tract differs from the other peripheral organs in that it has its own intrinsic nervous 

system, the enteric nervous system (ENS) (Furness et al., 2014). Due to its high degree of anatomical 

complexity and functional autonomy, it is sometimes called the “second brain”. It regulates and 

coordinates the many complex tasks of the GI system, including GI motility, secretory mechanisms, 

sensory processes, mucosal maintenance, immunological defense, local blood flow and interactions with 

gut microbiota (Rao and Gershon, 2016). It consists in a complex network of neurons organized in 

thousands of small ganglia, with the majority located in the myenteric and submucosal plexus. This 

network is organized in microcircuits, with interneurons and intrinsic primary afferent neurons. The 

ENS in humans contains between 200 and 600 million neurons (Furness et al., 2014), which is more 

neurons than all other peripheral ganglia together, and the millions of enteric sensory neurons outnumber 

the vagal and spinal afferents even when taken together (Grundy, 2002). Enteric sensory neurons (also 

called intrinsic primary afferent neurons, Figure 5, middle) located in the gut mucosa are sensitive to 

changes in chemical contents of the gut lumen, movements of the mucosa and contractions of intestinal 

muscles. They respond to these signals to initiate local reflexes on motility, secretion and blood flow. 

Different types of enteric motoneurons control muscle movements, secretions, and vasodilation. They 

receive excitatory inputs from descending interneurons and act directly on smooth muscles and 

indirectly via the ICC network. All of these neurons make the ENS capable to function autonomously, 

controlling GI behavior independently of input from the brain or spinal cord (Bayliss and Starling, 1899; 

Furness et al., 2014; Gershon, 2010). Nevertheless, spinal and vagal innervations play an important a 

role in GI regulation, each including ascending sensory and descending motor innervations. 

The main afferent pathway from the abdominal cavity to the brain is the vagus pathway, as part 

of the parasympathetic system (Figure 5, left). It provides sensory and motor innervation for the upper 

GI tract (from esophagus to the upper colon) (Forsythe et al., 2014) and carries tonic information not 

only about the GI tract but also the heart, lungs and liver to the brain. In the GI tract, the mechanical and 

chemical state of the gut is sensed by different types of vagal afferent nerve endings, intraganglionic 

laminar endings and intramuscular arrays. Their signals help to regulate functions such as control of 

appetite and satiety, gastric volume, contractile activity and acid secretion (Forsythe et al., 2014). 

The GI innervation by sympathetic neurons emerges from cell bodies of spinal afferent 

neurons located in dorsal root ganglia in the thoracolumbar segments of the spinal cord (Figure 5, right). 

Spinal afferent endings encode the contraction and distension of the gut wall, and provide nociceptive 

information (Brookes et al., 2013). A high proportion of afferent endings is also located around arterioles 

in the gut wall. 
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Figure 5: Schema of enteric sensory neurons and vagal and spinal innervation with ascending 

projections. Left: Vagal primary afferent neurons terminating in the submucosa and myenteric plexus 

carry information about the mechanical and chemical state of the gut to the nodose ganglion and from 

there to the brain stem. Middle: Intrinsic innervation by enteric sensory neurons (intrinsic primary 

afferent neurons) senses chemical and stretch related information to initiate local reflexes. Right: The 

cell bodies of spinal afferent neurons are located in the dorsal root ganglion (DRG) and terminate in 

the mucosa and myenteric plexus to sense the contractile state of the stomach, as well as nociceptive 

information. From the dorsal root ganglion, they project to several laminae of the spinal cord. From 

Grundy, 2002. 

 

The vagal and spinal branch also carry descending signals from the brain and spinal cord to the 

stomach. Classically, the spinal sympathetic pathway has been associated with initiating “fight or flight” 

responses, while the parasympathetic system has been more associated with “rest and digest” responses 

(Cannon, 1930), although this is a gross simplification. Of note, around 80% of the vagal fibers are 

afferent, indicating that the brain is more of a listener than sender of vagal information (Agostoni et al., 

1957). In contrast to the parasympathetic system, the ratio between sympathetic efferents and afferents 

is closer to 50:50 (Foley, 1948; Leek, 1972). The interaction and relative contributions of these different 

systems still remains to be completely understood. The more detailed descending influences of vagal 

and spinal centers will be reviewed in section 2.2. 
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 In sum, even though the GI tract contains its own nervous system that functions autonomously 

to a high extent, it does not work as a closed system. Vagal and spinal routes continuously carry sensory 

information about the mechanical and chemical state of the gut to the brain and spinal cord, which in 

turn send descending commands to regulate GI functioning. 

 

1.5. Measuring the gastric rhythm: electrogastrography 

 The gastric rhythm can be measured noninvasively by means of cutaneous electrodes placed on 

the abdomen, recording a signal called the electrogastrogram (EGG) (Figure 6A). An example of a 

raw trace where the gastric rhythm is visible to the naked eye is shown in Figure 6B. The gastric cycle 

appears as waves of around 20 seconds duration, with respiratory and cardiac cycles superimposed. The 

power spectrum of EGG recordings in healthy human participants exhibits a peak around 0.05 Hz or 

three cycles per minute, i.e. one cycle every 20 seconds (Figure 6C), which is distinct from the spectral 

signatures of respiration and the cardiac rhythm (Figure 6D). 

 

 

Figure 6: The electrogastrogram. A: Example recording setup from the group with cutaneous 

electrodes places on the left abdomen, with seven active electrodes, one reference and one ground 

electrode (over the right shoulder in an MEG setup – not visualized here). B: Example of a raw time 

course in one channel. The gastric rhythm is visible as slow waves around 20 seconds, superimposed 

by the much faster respiratory (around 3-5 seconds) and cardiac cycles (around 1 second). C: Power 

spectrum of each of the seven recording electrodes. A clear peak is visible around 0.05 Hz. Peak 
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frequency is indicated by a star on the channel with the highest power (black line). D: Power spectrum 

for the larger frequency range, where the spectral signatures of the respiratory (around 0.3 Hz) and 

cardiac rhythms (around 1.5 Hz) are visible. From Wolpert et al., 2020. 

 

EGG signals can be described by several parameters. First, the peak frequency in healthy human 

participants varies between 0.033 and 0.066 Hz (or 2-4 cycles per minute), which is labeled the 

normogastric frequency range (Yin and Chen, 2013) (Note however that the definition of the frequency 

range varies depending on authors (Chang, 2005; Parkman et al., 2003).) The frequency of the cutaneous 

EGG is a reflection of the gastric basal rhythm, as confirmed by simultaneous invasive and cutaneous 

EGG recordings (Brown et al., 1975; Chen et al., 1994; Coleski and Hasler, 2004; Familoni et al., 1987; 

Hamilton et al., 1986; Lin et al., 2000; Mintchev et al., 1993). The amplitude of the cutaneous EGG is 

more difficult to relate to gastric physiology. Generally, it likely reflects a combination of both ICCs 

and smooth muscle contractions. The relative contribution of the two is hard to disentangle since the 

signature of smooth muscle contractions visible in invasive recordings, i.e. sharp ripples, are filtered out 

in cutaneous recordings (Verhagen et al., 1999). Moreover, how electrical signals of gastric origin are 

combined in surface recordings still remains to be fully resolved (Cheng et al., 2013; Du et al., 2010). 

The amplitude of the gastric rhythm notably depends on the fast vs. fed state of the participant, with 

increases in amplitude observed in healthy participants after the intake of a meal (Riezzo et al., 2013). 

As an approximation, one can consider that in the fed state the amplitude is more driven by the smooth 

muscle contractions that accompany digestion, while in the fasted state, the surface EGG corresponds 

more closely to ICC activity, even though still some contractions may occur (O’Grady et al., 2010; 

Sanders et al., 2014). 

The EGG has been first described in the 1920s (Alvarez, 1922; Tumpeer and Blitsten, 1926), 

with rekindled interest linked to computerized analysis in the 1990s (Koch and Stern, 2004). As an 

attractive method also due to its cheap and non-invasive nature, it has since mostly been used to 

characterize gastric motility problems and been related to different clinical conditions. For example, 

faster EGG rhythms (tachygastria) are observed in patients with nausea (Geldof et al., 1989) or 

depression (Ruhland et al., 2008). Additionally, pioneering psychophysiological studies have tried to 

relate changes in EGG amplitude and frequency to stress, emotions and some cognitive tasks, albeit with 

often mixed or inconsistent results (Baldaro et al., 1990, 1996, 2001; Davis et al., 1969; Ercolani et al., 

1982, 1989; Holzl et al., 1979; Lin et al., 2007; Riezzo et al., 1996; Vianna et al., 2006; Walker and 

Sandman, 1977). 

 A challenge for electrogastrography is that in contrast to other methods such as 

electroencephalography or electrocardiography, clear and standardized recording and analysis 

procedures are lacking. Especially, this method has so far mostly been used to quantify abnormalities, 
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while less attention has been paid to healthy participants. This lack of standardization makes the 

comparison between studies difficult and may explain at least partly the discrepancies between 

psychophysiological studies. For example, there is a large variability in the number and placement of 

electrodes used, raising the question which electrode setting is optimal to detect the gastric rhythm. 

Moreover, while for methods such as electroencephalography (EEG), standard procedures are available 

to detect artifacted data segments, there is no consensus on what represents a “clean” recording in EGG. 

One of the aims for my thesis was therefore to improve the standardization by formulating 

guidelines on recording the EGG in healthy participants, and to develop a semi-automatic analysis 

pipeline for identifying a regular gastric rhythm. 
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2. Ascending and descending pathways of gut signals 

 The aim of this thesis is to investigate the role of the gastric rhythm for brain and behavior. For 

this, knowing the anatomical pathways and cortical and subcortical structures receiving gastric input is 

essential. In this chapter, I will first review the ascending vagal and spinal pathway and then present in 

more detail the nuclei with descending control. I will then focus on the different visceral centers 

receiving visceral afferents, going from neuromodulatory centers and subcortical structures to higher 

cortical levels. As a note of caution, much about the anatomical pathways between stomach and brain is 

still to be determined. The anatomical projections described here are mostly drawn from anatomical 

tracing and electrophysiological studies in mice, rats, cats and monkeys. While an argument can be made 

that visceral pathways are probably ancient and conserved through evolution, differences between 

species have been reported (Bishop, 1932; Pritchard et al., 2000; Shipley and Sanders, 1982). Moreover, 

there are only very few stomach-specific anatomical tracing studies in animals. Finally, determining the 

organ-specific projections, or the relative contributions of the vagal and spinal input, becomes more 

difficult the higher the level. Despite these limitations, anatomy suggests that gastric input reaches a 

wide array of subcortical and cortical structures that are in charge of homeostasis, i.e. the sensing and 

regulation of the internal milieu, but also are involved in function such as arousal, emotion, decision 

making, perception, memory and reward. 

2.1. The vagal and spinal ascending pathway 

An overview of the ascending pathways and central projections of visceral signals can be found 

in Figure 7. Visceral inputs reach the brain via vagal and spinal pathways (Figure 7A). Vagal afferent 

fibers with cell bodies in the nodose ganglion terminate in the nucleus tractus solitarius (NTS), located 

dorsally within the caudal medulla oblongata and containing several subnuclei. The NTS is a major site 

of convergence of inputs from many homeostatic systems within the body (Critchley and Harrison, 

2013), and there is evidence that it has a loose viscerotopic organization (Altschuler et al., 1989). NTS 

has long been considered a pure sensory relay center, but it is now clear that it plays a key role in many 

integrative processes. It is here that most GI reflexes are initiated, due to projections to the dorsal nucleus 

of the vagus, the efferent motor branch of the parasympathetic system. Next, spinal visceral afferents 

project to the dorsal horns of the spinal cord, with the spino-thalamic tract projecting mostly to the 

thalamus without passing through brainstem relays, with some additional projections to the parabrachial 

nucleus. 

The parabrachial nucleus is an oval-shaped group of neurons at the junction of the pons and 

midbrain, containing several subnuclei (Pritchard et al., 2000; Saper, 2002). It is here that vagal inputs 

from the NTS and spinal inputs from the spinothalamic pathway converge. It is involved in taste 

processing and taste aversion learning (Pritchard et al., 2000), and it also mediates a “liking” response 

to pleasurable stimuli like food (Berridge and Kringelbach, 2015). A further function is fluid 

homeostasis (Pritchard et al., 2000), and it is a relay station in pain pathways (Ren and Dubner, 2008), 
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responding to noxious stimuli (Palmiter, 2018; Pritchard et al., 2000). It also plays a role in wakefulness 

and arousal (Fuller et al., 2011). Parabrachial neurons transmit taste, temperature, respiratory signals, 

satiety, thirst, salt-appetite and glucose level signals (Palmiter, 2018). It is likely that the parabrachial 

nucleus is involved in GI motility, although no direct evidence for this is available (Gillis et al., 2011). 

 

Figure 7: A: Schematic representation of the vagal (green) and spinal (blue) ascending pathway. Vagal 

neurons innervating the gut travel to the nodose ganglion and project to the nucleus of the solitary tract 

(NTS) and from there to the parabrachial nucleus (PBN). Spinal afferent inputs with cell bodies in the 

dorsal root ganglia enter the spinal cord at the lamina I and synapse mainly onto neurons in laminae I, 

VI and VII of the spinal cord. From there they project to the thalamus (THA) bypassing the brainstem, 

with some additional projections to the PBN. Own figure, inspired by Chavan et al., 2017. B: Overview 

of projection sites of vagal and spinal afferents from the gastrointestinal tract. Visceral afferents target 

the major relays in the brainstem (purple), the nucleus of the solitary tract (NTS) and parabrachial 

nucleus. PBN projects to neuromodulation nuclei (blue), including the raphe nucleus (RN), locus 

coeruleus (LC) and substantia nigra (SN). The NTS and PBN also project to subcortical structures (red). 

The spinothalamic route goes to the thalamus (Th), which in turn projects to cortical regions (yellow). 

Abbreviations: Amy, amygdala; Cer, cerebellum; CM, cingulate motor regions; Hc, hippocampus; Hyp, 

hypothalamus; Ins, insula; LC, locus coeruleus; NTS, nucleus of the solitary tract; PBN, parabrachial 

nucleus; RN, raphe nucleus; SI, primary somatosensory; SII, secondary somatosensory; SN, substantia 
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nigra; St, striatum; Th, thalamus; vmPFC, ventromedial prefrontal cortex. Modified from Azzalini et 

al., 2019. 

 

From the parabrachial nucleus, vagal and spinal projections target the main neuromodulatory 

centers, including the serotonergic dorsal raphe nucleus, the noradrenergic locus coeruleus and the 

dopaminergic substantia nigra and ventral tegmental area (Figure 7B, blue). The parabrachial nucleus 

also connects the viscera with subcortical structures involved in autonomic regulation, including the 

striatum, hypothalamus, amygdala, hippocampus and cerebellum (Figure 7B, red), and parabrachial 

outputs also target a set of thalamic nuclei. Next, the spinothalamic pathway reaches the thalamus 

without passing through brainstem relays. From the thalamus, numerous cortical areas receive direct 

visceral inputs, including the primary and somatosensory cortex, insula, ventro-medial prefrontal cortex, 

cingulate motor regions and the occipital cortex (Figure 7B, yellow). 

 

2.2. Descending vagal and spinal projections 

2.2.1. Vagal control by the dorsal motor nucleus of the vagus 

 GI functioning is regulated by both vagal/parasympathetic and spinal/sympathetic centers. The 

parasympathetic motor supply of the stomach is provided by the dorsal motor nucleus of the vagus 

(DMV) and the nucleus ambiguus (Furness et al., 2014). Some parts of the stomach receive 

parasympathetic innervation from the DMV and additionally the nucleus ambiguus (e.g. the cardia), 

while others receive innervation only from the DMV (e.g. the antrum and pylorus) (Gillis et al., 2011). 

The functional relevance of these differences is unclear but probably related to the different functions 

of the stomach regions. 

 The DMV is the most important center for parasympathetic control of gastric activity. It is a 

paired structure in the dorsal caudal medulla adjacent to the central canal, area postrema and the nucleus 

of the solitary tract (Travagli et al., 2006). Its majority of nerves are cholinergic. The DMV is mainly 

involved in modulations of gastric contractions, control of gastric acid secretion, gastric accommodation 

and relaxation. Besides the stomach, it also innervates the esophagus, pancreas, kidney and small 

intestine (Hornby and Wade, 2011). It is not rigidly viscerotopically organized, but in medio-lateral 

columns spanning its rostro-caudal extent (Travagli et al., 2006). It is also segregated by functions, with 

descending vagal pathways responsible for gastric contractions vs. relaxations being localized in 

different DMV regions. Moreover, it contains a site-specific organization, with different DMV regions 

innervating different parts of the stomach (Okumura and Namiki, 1990). DMV receives input from the 

nucleus of the solitary tract, which plays a major role in shaping the vagal efferent output. 
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 Tracing studies in rats (Berthoud, 1996; Berthoud et al., 1991; Holst et al., 1997; Kressel et al., 

1994; Zheng and Berthoud, 2000) and the guinea pig (Schemann and Grundy, 1992) showed that the 

stomach receives a particularly dense innervation from the DMV, with at least two thirds or up to 100% 

of enteric neurons receiving input from pre-enteric vagal neurons. In comparison, the esophagus and 

small intestine seem to receive much less input (Holst et al., 1997; Neuhuber et al., 1998). Moreover, it 

has been found that the DMV neurons that innervate different parts of the stomach (as well as other 

organs) have different morphologies, which are associated with different response properties (Fogel et 

al., 1996). DMV neurons make excitatory synapses onto enteric motor neurons in the myenteric plexus 

of the stomach (Travagli et al., 2006). In cats, these projections have been found to have both an 

excitatory and inhibitory effect on ICCs and smooth muscles, depending on the DMV region (Pagani 

et al., 1985). These influences seem to be selective to the GI tract since they were not accompanied by 

changes in heart rate or arterial pressure. After vagotomy, gastric distension causes weaker phasic 

contractions in ferrets (Andrews and Scratcherd, 1980). Recently, it has been shown for the first time 

that the non-invasive stimulation of the vagus nerve in humans reduces gastric frequency (Teckentrup 

et al., 2020).  

2.2.2. Sympathetic efferents – the interomediolateral cell column 

 Although the parasympathetic control is functionally dominant, there are also sympathetic 

descending visceral projections. The sympathetic efferent nuclei are located in the intermediolateral cell 

column, a columnar grouping of cells in the lateral horn of the spinal gray between the first thoracic 

spinal segment (T1) and the third lumbar segment (L3) (Furness, 2006; Powley, 2013 – Figure 8). The 

intermediolateral cell column displays a rostral-to-caudal viscerotopic organization and its neurons are 

mostly cholinergic. From there, they project to ganglia outside of the spine. There are two different 

ganglia receiving separate input from the intermediolateral cell column and projecting directly to the 

viscera (Gillis et al., 2011). The paravertebral ganglia run lateral and adjacent to the spinal cord from 

the neck to the sacrum (Figure 8). Their main functions are vasoconstriction and liquid balance. The 

prevertebral ganglia pass through the paravertebral ganglion without relays and are located in the 

thoracic wall. They are mainly involved in vasoconstriction, motility and secretion (Furness, 2006).  
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 Spinal neurons have different effects on GI motility: On the one hand, they can have a general 

inhibitory effect on gastric motility, which is based on inhibition of the excitatory vagal cholinergic 

input to the enteric plexus (Travagli et al., 2006). On the other hand, the spinal efferents can stimulate 

stomach contractions via serotonin (Sveshnikov et al., 2012). Accordingly, stimulation of the 

sympathetic centers of the spinal cord can either have a stimulatory or inhibitory effect on stomach 

contractions (Semba and Mizonishi, 1978; Smirnov and Lychkova, 2003; Tsuchiya et al., 1974). Other 

functions of spinal efferents include the constriction of muscular sphincters to regulate transit across GI 

organs (Furness, 2012) and control of liquid balance, including peptide secretion in the mucosa (Racké 

et al., 1996) and blood flow to different parts of the GI tract (Holzer, 2006). 

 

2.3. Neuromodulatory centers 

 Through the parabrachial nucleus, visceral signals might reach the main neuromodulatory 

centers: The serotoninergic dorsal raphe nucleus, the noradrenergic locus coeruleus and the 

dopaminergic substantia nigra (Coizet et al., 2010; Pritchard et al., 2000; Saper and Loewy, 1980). Since 

these systems have important consequences for behavior, I will here briefly review their anatomy and 

functions. 

Figure 8: The intermediolateral cell column 

(IML) and its projections. Sympathetic 

preganglionic neurons are located in the 

different nuclei of the IML, located the lateral 

horn of the spinal gray. Form there they 

project to either paravertebral ganglia or 

prevertebral ganglia. Fibers going to the 

prevertebral ganglion pass through the 

paravertebral ganglion without relays. 

Ganglia directly project to the visceral targets. 

From Powley, 2013. 
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Figure 9: Overview of neuromodulatory pathways with their nuclei and projections to brain regions. 

Adapted from O’Callaghan et al., 2021. 

 

 The raphe nuclei are embedded within the reticular formation, a region in the brainstem where 

grey and white matter mixes together (Figure 9A). The reticular formation consists of a network of 

specialized nuclei. The nucleus raphe magnus, dorsal and median nuclei represent the three largest raphe 

nuclei. While the nucleus raphe magnus is part of the analgesia system, the dorsal and median raphe 

nuclei provide the main source of serotonin to the brain (Hornung, 2003). The serotonergic system 

innervates the thalamus, striatum, amygdala, cerebellum and most cortical regions. It has effects on 

almost all CNS functions, including mood, anxiety, stress, aggression, feeding and cognition (Olivier, 

2015). Notably, it plays a role in the sleep-wake cycle (Monti, 2010, 2011), with serotonin being 

necessary to obtain and maintain sleep, while promoting cortical responsiveness during waking (Portas 

et al., 2000). 

 The locus coeruleus (LC) is located in the pons (Figure 9B) and provides the major source of 

norepinephrine in the brain (Samuels and Szabadi, 2008). It has extensive projections to all brain 

regions except the basal ganglia, and also sends descending projections to the spinal cord and autonomic 



28 

 

nuclei, suppressing afferents from the spinothalamic tract. The norepinephrine system largely overlaps 

with the serotonin system, the two systems in fact depending on each other (Sara, 2009). Functionally, 

norepinephrine stimulates cortical and behavioral arousal, and modulates many other functions like 

attention, motivation, reward, learning, memory and decision making (Jones, 2020). For example, LC 

neurons are activated in response to many arousal-related contexts such as sleep-wake transitions (Carter 

et al., 2010), novel stimuli (Hervé-Minvielle and Sara, 1995), and shifts in perception (Aston-Jones and 

Cohen, 2005), which in turn are associated with changes in pupil diameter, suggesting a tight link 

between arousal, pupil and norepinephrine levels (Einhäuser et al., 2008; Kloosterman et al., 2015; 

Larsen and Waters, 2018). Norepinephrine has also a specific effect on sensory pathways, with an 

involvement in signal/background noise ratio, gating and sharpening of tuning to preferred stimuli (Sara, 

2009). Moreover, the LC sends projections to the cholinergic basal forebrain (Figure 9C) (Berntson et 

al., 2003), which plays an important role in sustained attention (Bentley et al., 2003; Sarter et al., 2001). 

Although it is unclear if the cholinergic system receives also direct modulation by visceral signals, 

chemical stimulation of the parabrachial nucleus induces modulations in arousal through projections to 

the basal forebrain (Qiu et al., 2016). 

 There is evidence for visceral input to modulate LC activity, arousal and the sleep-wake 

cycle. For example, distension and electrical stimulation of the small intestine in cats induces sleep 

onset, EEG synchronization and increases slow wave duration (Juhász and Kukorelli, 1973; Kukorelli 

and Juhász, 1976, 1977). In rats, distention of the stomach, colon, rectum and bladder activates 

norepinephrine neurons in the locus coeruleus and hippocampus and thus increases arousal (Elam et al., 

1986; Saito et al., 2002). The reason for these apparently contradictory findings between small intestine 

vs. stomach or colon distension are unknown. Moreover, links between visceral signals and arousal have 

also been demonstrated for the cardiovascular system, with stimulation or distention of the carotid sinus 

inducing sleep, increasing slow waves and reducing cortical activity in cats, dogs and monkeys 

(Bonvallet et al., 1954; Koch, 1932), mediated by reductions in LC activity (Persson and Svensson, 

1981). 

 The dopaminergic pathways emanate from the Substantia Nigra and the Ventral Tegmental 

Area (Figure 9D) and send most dense innervations to the striatum, hypothalamus and prefrontal cortex 

(Alcaro et al., 2007). This system is associated with processes including rewarding stimuli, motivated 

behavior, maintenance of working memory and emotion regulation (Bissonette and Roesch, 2016; 

Cools, 2019; Palmiter, 2018). Recently, the role of gastric vagal afferents on the dopaminergic pathway 

and reward behavior has been strikingly demonstrated in mice (Han et al., 2018): Optogenetic activation 

of vagal sensory neurons specifically innervating the stomach activated the parabrachial nucleus and 

induced dopamine-release from the substantia nigra. During stimulation, rats exhibited self-stimulation 

and conditioned place and flavor preferences. 
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 In conclusion, the central functions of neuromodulatory systems include the regulation of 

arousal and the sleep-wake cycle, as well as the maintenance of sustained attention and 

responsiveness during wakefulness. This suggests that over parabrachial projections, gastric input 

might have an influence on arousal. This aspect was of particular interest for my thesis, and I will 

come back to it later. 

 

2.4. Regions involved in homeostasis and affective or food-related behavior 

 Input from the parabrachial nucleus and NTS reaches a number of subcortical regions from the 

limbic system and the cerebellum. These regions perform many different functions that could be broadly 

summarized to be related to homeostasis, affective regulation, as well as food-related behavior, often 

working in tight coordination. 

The hypothalamus is a small structure consisting of a group of subnuclei ventral to the 

thalamus. It has an important role in homeostasis, involved in thermoregulation, control of blood 

pressure, energy maintenance, control of food intake, circadian rhythms, stress and reproduction 

(Blevins and Baskin, 2010; Saper et al., 2005). It also adjusts emotional behavior, especially defensive 

reactions to affective threat (Fuchs et al., 1985). It receives input from the NTS, parabrachial nucleus, 

retina, ventricles and regions from the limbic system (including amygdala, hippocampus, prefrontal and 

cingulate cortices) (Barbas et al., 2003; Blevins and Baskin, 2010; Ongür et al., 1998). In turn, the 

hypothalamus sends projections to the pituary gland (Ju et al., 1986), most regions of the limbic system 

as well as brainstem and spinal autonomic nuclei (Barbas et al., 2003). Notably, it projects to NTS and 

the dorsal motor nucleus of the vagus (Blessing et al., 1982; van der Kooy et al., 1984; Rogers et al., 

1980). Stimulation of the paraventricular nucleus of the hypothalamus inhibits gastrointestinal motility 

(Sakaguchi and Ohtake, 1985), probably due to an activation of inhibitory vagal fibers in the dorsal 

motor nucleus of the vagus (Gillis et al., 2011). 

 The amygdala is an almond-shaped structure with at least 12 subnuclei located deep in the 

medial temporal lobe, and is part of the limbic system. It regulates behaviors associated with affective 

state, including fight or flight responses, social and reproductive behaviors, and controls acquisition, 

recall and consolidation of implicit emotional learning. The amygdala receives input from all senses and 

has bidirectional connections with the parabrachial nucleus, NTS and hypothalamus (Hardaway et al., 

2019; McDougall et al., 2017; Palmiter, 2018; Saper, 2002, 2002). This circuitry has an important role 

for taste memory formation (Miranda et al., 2002), regulation of consumption and reward to highly 

palatable food (Hardaway et al., 2019), as well as conditioned taste aversion (Yamamoto et al., 1994).  

 The hippocampus is a bilateral curled structure in the medial temporal lobe, and part of the 

limbic system. It is associated with consolidation from short- to long-term memory and spatial 

navigation. It receives input from the NTS, not directly but via a multisynaptic pathway, probably over 
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relays in LC and medial septum (Castle et al., 2005). There is evidence that hormonal signaling from 

stomach to hippocampus affects food intake, memory and anxiety-like behavior (Carlini et al., 2004; 

Kanoski and Grill, 2017), and hippocampus responds to colorectal distension in rats (Saito et al., 2002). 

Recently, it was demonstrated that a vagal gut-brain pathway regulates non-food related, hippocampus 

dependent memory function, with vagotomy impairing episodic and spatial memory (Suarez et al., 

2018). 

2.5. Thalamus 

 I will now come back to the thalamus to review the precise nuclei receiving visceral input. The 

thalamus is the largest structure in the diencephalon and is composed of a bilateral collection of 

subnuclei. It is the cerebral “entrance portal” for most sensory input, regulating consciousness, sleep 

and alertness. The thalamus also constitutes a main viscerosensory relay with input from both a direct 

spinothalamic pathway and an NTS-spinal-parabrachial pathway. Spinal and vagal afferents are already 

combined in the parabrachial nucleus, and further convergence takes place in the thalamus. 

 Of the different subnuclei, some receive signals from specific organs (e.g. retina), while others 

receive input from multiple viscera and somatic inputs, and still others receive input from other cortical 

areas (Apkarian, 2007). The specific thalamic nuclei identified as receiving visceral input are mostly 

drawn from the pain literature (Coen et al., 2012). There are two main nuclei that together form the main 

relay for vagal and spinal viscerosensory information: the ventroposterior medial nucleus (VPM) and 

the ventroposterior lateral nucleus (VPL) (Craig, 2002; Critchley and Harrison, 2013). VPM receives 

vagal input from the NTS as well as vagal and spinal input from the parabrachial nucleus (Craig, 2002). 

It projects further to insula and primary somatosensory cortex, and displays a viscerotopic organization 

(Coen et al., 2012). VPL receives input from the spinothalamic pathway (Craig, 2002; Craig et al., 1994), 

and mostly projects to primary somatosensory cortex (Coen et al., 2012). In contrast to VPM, VPL does 

not have a viscerotopic organization, and most of its neurons respond to both visceral and cutaneous 

stimuli (Coen et al., 2012). 

 Surprisingly, massive input from the parabrachial nucleus has also been reported for the lateral 

geniculate nucleus, the thalamic relay station in the visual pathway (Erişir et al., 1997a; Uhlrich et al., 

1988), even constituting half of the input for this nucleus (Erişir et al., 1997b). Guillery and Sherman, 

2002, stated that “based on numbers, one might conclude that the lateral geniculate nucleus relayed 

information to the cortex from parabrachial inputs”. Functionally, stimulation of the parabrachial 

nucleus has been shown to affect responses in the lateral geniculate nucleus to visual stimuli in cats (Lu 

et al., 1993). Parabrachial projections have also been mentioned for the auditory medial geniculate 

nucleus, but not analyzed in detail (Uhlrich et al., 1988). The projections to the lateral geniculate 

nucleus, as an entrance to the visual pathway, are of particular relevance for my thesis, and I will 

come back to this aspect later. 
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2.6. Cortical structures 

 In the following, I will review the anatomy and function of some of the most prominent cortical 

structures that are known to receive visceral projections. As mentioned above, there are still many 

unknowns concerning the ascending anatomical pathways for gastric signals, and this is especially true 

for the cortical projections. Distinguishing the contributions of specific organs becomes very difficult. 

One method to identify cortical regions responding to gastric sensations in humans is the artificial 

distension of the stomach by an inflatable balloon while performing PET or fMRI scans (Ladabaum et 

al., 2001, 2007; Lu et al., 2004; van Oudenhove et al., 2009, 2009; Wang et al., 2008). Such studies have 

also been performed for other organs such as the colon (Hamaguchi et al., 2004) or esophagus (Yang et 

al., 2006). Of note, this procedure is highly uncomfortable for the participant, although some studies try 

to control for different levels of pain or felt intensity (Ladabaum et al., 2001; Lu et al., 2004; van 

Oudenhove et al., 2009). Nevertheless, the results of these studies tend to converge with anatomical 

pathways described in animals. Another question relates to how visceral signals are organized in the 

cortex. While viscerotopy is found in some brainstem and thalamic nuclei as well as in the insula 

(Cechetto and Saper, 1987), it is not clear for all brain regions visceral signals are equally represented 

in this manner, and how visceral information is integrated with somatic information. Also note that the 

structures reviewed here represent a non-exhaustive list. 

2.6.1. Insula 

 The insula is a pair of lobules located deep within the lateral sulcus. It is a richly connected hub, 

with interconnections with limbic, as well as visual, auditory, olfactory and somatosensory structures. 

In rodents and monkeys, the insula receives visceral afferents through different thalamic nuclei (Craig, 

2002; Evrard, 2018, 2019): First, afferents from the ventroposterior medial nucleus of the thalamus reach 

the anterior dorsal and ventral insula. Additionally, a direct vagal pathway from the nucleus of the 

solitary tract to the insula was reported in macaque monkeys (Strigo and Craig, 2016). Next, afferents 

form the spinothalamic pathway are relayed to the ventromedial nucleus of the thalamus and reach dorsal 

posterior regions. Given these pathways exist in rodents and monkeys, they are likely to exist in humans 

as well. 

 In the rat, the insula displays a viscerotopic organization (Cechetto and Saper, 1987), with 

gastric and taste-receptive neurons located in the anterior dorsal and ventral regions, and cardiac and 

respiratory neurons located in posterior dorsal regions. In monkeys and humans, the posterior insula also 

contains motor representations of the face, arm and foot (Evrard, 2018, 2019; Glasser et al., 2016) 

(Figure 10). 
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Figure 10: Map of the insula in macaque monkeys (Evrard, 2019). Color-coded flat map of the insula 

showing its possible functional organization. Vagal and spinal afferents from the nucleus of the solitary 

tract reach the insula via the ventromedial nucleus of the thalamus (VMb and VMpo, respectively). The 

insula displays a somatotopic organization, from posterior (foot-to-head, red) to mid (orofacial cavity, 

pink) to anterior (viscera, blue). 

 

The insula controls visceral activity through direct and indirect pathways, via connections to the 

parabrachial nucleus and periaqueductal gray (Evrard, 2019) as well as to the amygdala and cingulate 

cortex (Deen et al., 2011; Dum et al., 2016). A recent study injected a rabies virus into the rat stomach 

to identify cortical areas that influence parasympathetic and sympathetic control of the stomach 

(Levinthal and Strick, 2020). They found that parasympathetically activated neurons project from the 

rostral insula and medial prefrontal cortex to the stomach via a multisynaptic pathway, while 

sympathetic output to the stomach originated from a different network involving somatosensory and 

motor regions. The authors suggested that different aspects of regulation of stomach activity might be 

based on different cortical networks, with the insula being linked to interception and emotion, and the 

other network more involved in motor control. However, the precise role for the insula in gastric motility 

still needs to be established. Evidence for the role in motility in humans is provided by the finding that 
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stimulation of the insula generates both gastric sensations and motility changes (Penfield and Faulk, 

1955). 

 The insula is hypothesized to be involved in a wide array of processes linked to interoception, 

emotional embodiment and subjective feeling states (Craig, 2002). As a major hub for visceral signals, 

it also participates in gustation, regulation of food intake and pain processing. Also since it contains a 

viscerotopic map, it has even been presented as “the” primary visceral cortex (Saper, 2002), although 

whether it represents the main entry point of visceral signals or only one of several is a matter of debate 

(Azzalini et al., 2019). However, it is not a pure visceral center, but many different cognitive, affective 

and regulatory functions converge in the insula (Chang et al., 2013; Nomi et al., 2018). It is also viewed 

as playing an important role in processing of salient stimuli, forming a “saliency network” with anterior 

cingulate cortex (Menon and Uddin, 2010). The insula has been divided into several subregions based 

on functional and cytoarchitectonic considerations, although precise divisions vary. For example (Deen 

et al., 2011), the mid-posterior insula, which is connected with primary and secondary somatomotor 

cortices, has been linked to sensorimotor processing, while the dorsal anterior insula, connected with 

frontal, anterior cingulate cortex and parietal regions, is involved in cognitive control. The ventral 

anterior insula is connected to limbic regions and mainly involved in affective processes, reward and 

saliency. It is unclear how these subdivisions relate to the function of the insula in visceral monitoring. 

In primates, visceral representations have been suspected to be located more in the anterior portion of 

the insula (Evrard, 2019, Figure 10). In humans, gastric and cardiac responses to disgust are linked to 

activations of the anterior insula (Harrison et al., 2010), and the right anterior insula is activated during 

gastric distension (Mayer et al., 2009). The anterior insula has also been prominently linked to conscious 

interoceptive awareness of visceral signals (Berntson and Khalsa, 2021; Critchley et al., 2004). Indeed, 

it is one of the few regions that co-varies with subjective reports. However, the anterior insula is 

activated by many different functions, and in particular these activations might be accounted for by the 

role of the anterior insula in saliency detection, which might actually be closely intertwined with its 

visceral role (Azzalini et al., 2019).  

 In sum, even though the insula seems to have an important role in the representation and control 

of visceral activity, many open questions remain. For example, the precise anatomical pathways for 

gastric-insula projections in humans remain to be determined. Moreover, it is unclear how the role of 

the insula in viscerosensation is integrated with other insular functions such as saliency, or how it relates 

to other cortical regions receiving gastric input. 

2.6.2. Somatosensory cortex 

 The somatosensory cortices are involved in processing of somatic sensation, such as touch, 

proprioception, nociception, and temperature. They consist of the primary (SI) and secondary (SII) 

somatosensory cortex, located in the postcentral gyrus and parietal operculum respectively. As famously 
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observed by Penfield, SI represents different body parts (trunk, leg, arms, feet, …) in a homunculus-like 

manner, with different body districts being mapped in different regions of the cortex (Penfield and 

Boldrey, 1937). 

The somatosensory and motor cortices receive input from the ventroposterior medial and 

ventroposterior lateral nucleus of the thalamus. Compared to somatic information, the visceral 

representations in the somatosensory cortex have received little attention. Studies in the 50’s showed 

that SI and SII respond to spinal nerve stimulation in dogs, cats and rabbits (Amassian, 1951; Downman, 

1951). Likewise, vagal stimulation has been found to elicit responses in SI in cats and rats, probably 

reflecting a mixture between somatic and visceral afferents (Ito, 2002; Ito and Craig, 2003). It has 

recently been demonstrated that SI and the motor cortex in rats possess a kidney representation in the 

trunk/feet area (Levinthal and Strick, 2012). 

Recently, a study by Cao et al., 2019 stimulated the stomach specifically to investigate which 

cortical areas respond to gastric stimulation. They applied stimulation on the forestomach in rats (Figure 

11A) in alternating periods of 30 seconds stimulation vs. rest. During stimulation periods, stimulation 

was delivered in ON/OFF patterns with a frequency of 0.2, 0.4 or 0.8 Hz. Simultaneously, they acquired 

single-echo and multi-echo fMRI which enabled them to detect fMRI activity at higher frequency 

beyond 0.2 Hz. They then applied independent component analysis to identify spatially independent 

functional networks where the temporal fluctuation of each network followed a response pattern at the 

same frequency as the gastric stimulation. As a result, the somatosensory cortex was robustly activated 

by stimulations at all three frequencies (Figure 11B). They went on to record local field potentials from 

the primary somatosensory cortex in five animals while applying the same gastric stimuli.  Periodically 

modulated gastric stimuli induced periodically occurring transient neural responses in primary 

somatosensory cortex (Figure 11C). 

 

Figure 11: Primary somatosensory cortex responds to gastric stimulation in rats (Cao et al., 2019). A: 

The authors stimulated the rat forestomach in alternating periods of 30 second stimulus vs. rest. Within 

stimulus periods, pulsed stimulation was applied in an ON/OFF sequence following a 0.2, 0.4 or 0.8 

frequency. B: Average independent component time series for the primary somatosensory cortex and 
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corresponding topography, for the example of a 0.2 Hz stimulation. fMRI BOLD responses were 

modulated by the frequency-specific gastric stimulation. C: Local field potential responses at the 

somatosensory cortex site representing the forelimb. Gray backgrounds indicate the period of the 

stimulus ON period. The periodically modulated gastric stimuli induced periodically occurring transient 

neural responses in S1. The inset shows the evoked local field potential response during a single ON 

period, with gray curves representing the response for individual animals and the dark curve the grand 

average. 

 

It is highly likely that the somatosensory cortex receives intestinal inputs also in humans. For 

example, SI and SII are also among the regions responding to gastric distension in humans (Geeraerts 

et al., 2011; Van Oudenhove et al., 2008). The somatosensory cortex also shows heartbeat-evoked 

responses, suggesting a representation also for the heart (Azzalini et al., 2019; Kern et al., 2013). 

Concerning descending influences, the recent study by Levinthal and Strick, 2020, using virus 

tracing in rat models, for the first time provided direct evidence that the primary somatosensory cortex, 

together with primary and secondary motor cortex, exerts descending control over sympathetic output 

to the stomach (Figure 12). Moreover, primary somatosensory cortex (as well as primary motor cortex) 

was found to contain a viscerotopic map of a stomach and kidney representation, embedded within the 

somatopic organization. 

 

 

2.6.3. Cingulate motor regions 

The cingulate motor regions reside within the cingulate sulcus in the medial wall. The cingulate 

cortex receives spinothalamic input in monkeys as has been suggested by anatomical tracing studies 

(Dum et al., 2009), and it also responds to gastric stimulation in rats (Cao et al., 2019). 

Figure 12: Cortical regions for 

autonomic control of the stomach. 

Primary somatosensory cortex (S1), 

together with the primary (M1) and 

secondary motor cortex (M2) influence 

sympathetic (red) output to the stomach, 

while insula (IN) and medial prefrontal 

cortex (mPFC) influence parasympathetic 

control. From Levinthal and Strick, 2020. 
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First described in monkeys, the cingulate motor regions are involved in movement selection, 

preparation and execution (Dum and Strick, 1991; Hutchins et al., 1988). Recently, by asking human 

participants to move different body parts (eyes, tongue, hands and feets) during an fMRI scan, it has 

been demonstrated that they contain body maps representing different body parts (Amiez and Petrides, 

2014).  The cingulate motor regions receive input from limbic structures and the medial prefrontal cortex 

that represent motivation and internal state (Bates and Goldman-Rakic, 1993), and in turn project to SI 

and SII, other motor structures and the spinal cord (Dum and Strick, 1991; Morecraft and Van Hoesen, 

1992). Additionally, together with other cortical motor structures, they influence the sympathetic adrenal 

medulla (Dum et al., 2016), a pair of glands located superior to the kidneys which has an important role 

in “fight or flight” or stress responses by releasing different products such as adrenaline or noradrenaline 

into the blood stream. The cingulate motor areas in the monkey project directly to the primary motor 

cortex, which influences sympathetic control over the stomach (Levinthal and Strick, 2020, Figure 12). 

It is still unresolved whether the cingulate motor regions contain a viscerotopic map, or how the 

representation of visceral signals relates to the organization into body maps. 

2.6.4. Anterior cingulate and ventromedial prefrontal cortex 

 Two further cortical structures that receive visceral afferents and represent important control 

centers of autonomic function are the anterior cingulate cortex (ACC) and ventromedial prefrontal 

cortex (vmPFC). 

The cingulate cortex is located in the medial wall of the cerebral hemispheres. The ACC receives 

input from the parabrachial nucleus stemming from the NTS and spinal cord, and in turn projects to 

visceral autonomic nuclei including the intermediolateral cell column and lateral hypothalamus (Vogt 

and Derbyshire, 2009). While the ACC is known to play a role in cardiac regulation, little is known 

whether and how it is related to control of gastric functioning. The ACC is among the regions activated 

by gastric distension in humans (Ladabaum et al., 2001). The vmPFC receives visceral information from 

the NTS-parabrachial pathway, hypothalamus and amygdala. It is an important center where input from 

different modalities (olfactory, guastatory/visceral, visual and somatic) are represented together, most 

likely with a role for feeding (Price, 1999). Like for the ACC, little is known how it processes 

specifically gastric information. van Oudenhove et al., 2009, reported vmPFC to be deactivated by 

gastric distension. 

Apart from their role in autonomic control, ACC and vmPFC are both involved in affective 

processing. ACC has been linked to interoceptive visceral awareness, which is thought to underlie 

subjective experience of feelings (Critchley et al., 2004; Pollatos et al., 2007). vmPFC has been linked 

to emotions, decision-making and self-referential processes (Fossati et al., 2003; Paulus and Frank, 

2003). It also forms part of a set of brain regions called the default mode network (see later section), 

which is involved in different functions related to the self (Qin and Northoff, 2011). Intriguing 
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interactions between the vmPFC’s visceral and self-referential roles have been demonstrated in the 

group, with vmPFC responses to heartbeats predicting visual detection (Park et al., 2014), the self-

relatedness of spontaneous thoughts (Babo-Rebelo et al., 2016a, 2016b) and preference-based decision 

making (Azzalini et al., 2020). 

2.6.5. Occipital cortex 

 Given the massive input from the parabrachial nucleus reaching the lateral geniculate 

nucleus, the main thalamic relay station in the visual pathway (Erişir et al., 1997a, 1997b), it is 

tempting to speculate that visceral signals reach the visual cortex. Indeed, several results support to 

this possibility. For example, in cats, neurons in visual cortices are modulated by the rhythm of the small 

intestine during non-REM sleep (Pigarev et al., 2013). More recently, it has been demonstrated that the 

occipital cortex responds to stomach stimulation in rats (Cao et al., 2019, Figure 13A). The authors 

suggest two possible interpretations for the occipital activations. First, they might be linked to foraging 

or eating behaviors that involve multiple sensory modalities. Second, they might be driven by changes 

in cortical arousal, which might be based on the vagal and spinal afferents to the raphe nuclei and locus 

coeruleus complex. 

In humans, the occipital area is also among the most reported regions activated by gastric 

distension. For instance, Ladabaum et al., 2001, found that distal stomach distension at high and painful 

stimulation intensities activates occipital cortex (Figure 13B), while Lu et al., 2004 applied gastric 

fundus distension and found that regions of the occipital cortex were activated at both non-painful and 

painful distension intensities. In contrast, van Oudenhove et al., 2009 found that gastric fundus 

distension (eliciting sensations that varied from weak to marked) deactivated occipital regions (Figure 

13C). The reason for this discrepancy is unknown. It might be that the inconsistent responses (i.e., 

activation vs. deactivation) are due to differences in the specific portions of the stomach targeted, as 

well as differences in stimulation strength or experimental settings. With regards to the functional 

interpretation of deactivations, Oudenhove et al. suggest that deactivations of sensory regions as the 

occipital cortex might reflect a shift from exteroceptive to interoceptive processing, prioritizing 

sensations from the viscera and filtering out resources from other sensory modalities to adjust for a 

potential internal threat. Potentially in line with that idea, the occipital cortex also shows decreased 

activation when participants pay attention to their heartbeats (Critchley et al., 2004). 
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Figure 13: The occipital cortex responds to stomach stimulation in rats and in humans. A: In the study 

of Cao et al., 2019 (cf. Figure 11), the visual cortex in rats is among the regions where BOLD responses 

are modulated by gastric stimulation (here at a frequency of 0.2 Hz). B: Ladabaum et al., 2001, applied 

distension of the distal stomach in humans, varying stomach distension from low (10 mmHg, top row) 

to higher, painful intensities (lower rows). At the higher distension activities, the occipital cortex was 

among the regions with significant activation. C: Regions with significant deactivations during (painful) 

gastric fundus distension in the study of Oudenhove et al., 2009. 

 

A recent study tried to identify neural responses to gastric sensations by applying a non-painful 

and minimally invasive form of gastric stimulation in humans (Mayeli et al., 2021). Participants 

swallowed a small vibrating capsule and were asked to attend to their stomach sensations while a 

sequence of stimulations was delivered. Vibrating stimulations induced evoked responses in midline 

parieto-occipital electrodes around 300-600 ms following vibration of the capsule. Although the authors 

did not identify the cerebral sources of this “gastric evoked potential”, this study further supports the 

hypothesis that gastric sensation might be processed in posterior brain structures including occipital 

cortex. Recently, coupling was identified in humans between gastric phase and BOLD fluctuations or 

MEG power in the alpha band (Rebollo et al., 2018; Richter et al., 2017), which will be detailed in 

section 3. 

In sum, even though direct anatomical evidence in humans is so far missing, there are 

multiple lines of evidence that support the surprising possibility that the occipital cortex receives 
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gastric input. Based on the parabrachial projection to neuromodulatory systems, one could 

speculate that the occipital activations reflect changes in arousal. This raises the compelling 

question why visual regions respond to gastric input. Could it be that visceral signals have an 

influence on processing of visual information? 

 

2.7. Conclusion 

 In summary, despite the many unknowns, anatomy suggests that visceral signals reach a broad 

network of subcortical and cortical regions over multiple pathways. Some regions contain body maps, 

and for some of those (insula, somatosensory cortex) it is known that also internal organs are represented 

in a viscerotopic manner. The target areas support a variety of different functions including homeostasis, 

feeding behavior, affective behavior, control of gastric motility and conscious visceral interoception, 

and first studies provide evidence that gastric signals can have a role for non-food related cognition such 

as motivation, reward, decision making and memory (Han et al., 2018; Suarez et al., 2018). In addition, 

gastric signals might reach neuromodulatory centers that regulate many functions such as cortical and 

behavioral arousal. Moreover, the surprising projections to the occipital cortex also raise the 

possibility that visceral input interacts with processing of sensory input from other modalities. 

 So far, the many gaps in our understanding of the nature and roles of visceral input reaching the 

brain raises numerous questions: For example, how does the constant stream of gastrointestinal inputs 

to the brain interact with spontaneous brain activity? How can one probe non-invasively which regions 

interact with the gastric rhythm in humans? What is the functional role of the gastric input potentially 

reaching non-food related regions such as the occipital cortex? 
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3. The gastric rhythm constrains spontaneous brain dynamics in humans 

 Direct evidence for gastric input reaching the brain is so far scarce in humans. Studies have 

shown that numerous cortical areas respond to gastric distension, but these suffer from the limitation 

that gastric distension represents an artificial manipulation that is stressful and often painful for the 

participant. Moreover, it does not respond to the question how the gastric activity fluctuations interact 

with the dynamics of resting brain activity, in contrast to activity evoked by phasic stimulation. In this 

chapter, I will show that gastric activity acts as a pacemaker that shapes the organization of spontaneous 

cortical activity in humans. 

 Evidence that spontaneous brain activity is linked to intestinal signals comes from the study of 

Hashimoto et al., 2015. They simultaneously recorded fMRI and the electrical rhythm of the intestine 

in 18 fasted subjects during rest, using a technique called “electrointestinography”, which is analogous 

to the electrogastrogram but covering lower locations. They correlated power fluctuations between 

intestinal signals (0.14-0.21 Hz) and the BOLD signal and found significant correlations in the right 

dorsal anterior insula, right middle insula and cerebellum. They also found correlations in a lower 

frequency band (0.008-0.05 Hz) which might include some signals from the stomach, but did not 

properly investigate the stomach-specific frequency band. 

 The first study to investigate coupling between spontaneous cortical activity and the stomach in 

humans was carried out in the team of Catherine Tallon-Baudry (Richter et al., 2017). An important 

organizing principle in the brain is phase-amplitude coupling, where the power of a faster oscillation 

varies with the phase of the slower oscillation (Figure 14). Here, they asked if this principle also exists 

across different bodily organs, i.e. whether the phase of the gastric rhythm influences the power of 

spontaneous cortical oscillations. 

 

Figure 14: Phase-amplitude-coupling. Top row: A fast oscillation that varies in its amplitude (yellow 

line) over time. Bottom row: A slower oscillation, with its instantaneous phase in degrees, represented 
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by the green line. The amplitude of the faster oscillation is higher at certain phases of the slower 

oscillation (in this case at 0°). 

 

 For this, they acquired simultaneous MEG and electrogastrogram recordings in seventeen 

healthy human participants at rest with eyes open. They applied a metric called Modulation Index (MI) 

to quantify the dependency of brain oscillatory power on gastric phase and compared obtained MI values 

with estimated chance level using a cluster-based procedure. Significant gastric-brain coupling in the 

alpha range at 10 and 11 Hz was observed in two bilateral parieto-occipital clusters with an extension 

over right fronto-temporal sensors (Figure 15A). In the significant clusters, gastric phase accounted for 

8% of the variance of alpha amplitude. The modulation of alpha power by EGG phase came in different 

profiles between participants (Figure 15B), involving 1:1 but also higher coupling modes. 

 

Figure 15: The gastric slow wave is coupled with brain alpha oscillations. A: Statistical maps of gastric-

alpha coupling at the MEG scalp level. Significant coupling occurred at 10 and 11 Hz, in the two clusters 

indicated by black outlines and saturated colors. B: Examples for profiles of phase-amplitude coupling, 

in the participant with the largest (left), median (middle) and the smallest (right) MI. The dashed black 

line is a cosine fit that emphasizes the coupling pattern between alpha power and gastric phase. Richter 

et al., 2017. 
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 The sources of these cluster were localized in the parieto-occipital sulcus and calcarine fissure, 

as well as in the right anterior insula (Figure 16A, B). By using transfer entropy, a measure of 

directionality of information transfer, they went on to show that this effect goes predominantly from the 

stomach to the brain (Figure 16C). In sum, this study was the first to show that the slow rhythm of 

the stomach acts as an external pacemaker that influences the temporal structure of spontaneous 

brain dynamics. While these results seem intriguing, it is so far the only study investigating 

coupling between the stomach and brain oscillations, with data acquired during the resting state, 

leaving it open whether this coupling is specific to the resting state or also exists during active task 

performance. One aim for my thesis was to replicate the gastric-alpha coupling in an independent 

study, in both resting state and task recordings. 

 

 

Figure 16: Source localization and directionality of gastric-alpha coupling. A: An anterior cluster was 

centered on the right anterior insula (AI) and inferior frontal gyrus (IFG). B: A posterior cluster consist 

of the parieto-occipital sulcus (POS) and calcarine fissure (CF) bilaterally. C: Tranfer entropy of phase-

amplitude coupling in the anterior (top) and posterior (bottom) cluster. The interaction between 

stomach brain is greater in the stomach-to-brain direction for both clusters. Richter et al., 2017. 
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 Next, an experiment carried out by my former colleague, Ignacio Rebollo, revealed that 

spontaneous BOLD activity in a network of brain regions is phase-synchronized to the gastric rhythm 

(Rebollo et al., 2018). They simultaneously recorded fMRI and EGG in 30 human participants at rest 

with eyes open. They then quantified the degree of phase synchrony between the EGG signal and BOLD 

time series filtered around gastric frequency. Regions with significant phase synchrony comprised the 

right primary somatosensory cortex, bilateral secondary somatosensory cortices, medial wall motor 

regions, extrastriate body area, posterior cingulate sulcus, dorsal precuneus, occipital cortex, 

retrosplenial cortex and superior parieto-occipital sulcus (Figure 17A). Further analyses revealed that 

different nodes of the gastric network were coupled to gastric phase with different phase delays of 

several seconds, indicating a precise temporal sequence of activations within each gastric cycle, which 

explains why this network could not previously be detected with standard correlation methods with 

instantaneous connectivity. There was no significant link with gender, body mass index or trait anxiety 

scores. 

 

Figure 17: The gastric network identified by Rebollo et al., 2018. A: Regions significantly phase 

synchronized to the gastric rhythm comprise right primary somatosensory cortex (SIr), bilateral 

secondary somatosensory cortex (SII), superior parieto-occipital sulcus (sPOS), extrastriate body area 

(EBA), medial wall motor regions (MWM), posterior cingulate sulcus (pCS), dorsal precuneus (dPrec), 

retrosplenial cortex (RSC), dorsal (dOCC) and ventral occipital cortex (vOcc). B: Gastric-BOLD 

coupling regions (orange) overlap with the cluster of gastric-alpha coupling found in Richter et al. 

(green outline). 



44 

 

 

 Functionally, the gastric network included regions containing body maps as well as regions 

playing a role in mapping the external space in bodily coordinates. However, coupling was also present 

in the parietal-occipital sulcus, where Richter et al., 2017 had found significant coupling with the MEG 

alpha rhythm (Figure 17B) and which is assumed to be the generator of the alpha rhythm. The gastric 

network also partially overlapped with autonomic networks. For example, 30% of the network was 

related to heart rate variability in high and low frequencies, which represent parasympathetic and a 

mixture of sympathetic and parasympathetic outputs, respectively. Further, 17% of the gastric network 

overlapped with regions correlating with pupil diameter. In sum, this study demonstrated that the 

synchronization of the gastric rhythm with the brain at rest forms a coherent network with delayed 

connectivity. 

 More recently, a study was undertaken in an independent group where concurrent resting state 

fMRI and EGG were acquired in a single participant in twenty-two sessions of 15 minutes over a span 

of seven weeks (Choe et al., 2021). The authors identified canonical resting state networks (RSNs) and 

computed phase locking between each RSN and gastric phase. They found that a cerebellar network, a 

dorsal somatosensory-motor network and the default mode network were significantly phase-locked 

with the gastric rhythm. The dorsal somatosensory-motor network included the primary somatosensory 

cortex and medial wall motor regions, two of the nodes reported by Rebollo et al., while the default 

mode network was centered on the precuneus, which was also a node of the gastric network reported by 

Rebollo et al. This study demonstrated the reproducibility of gastric brain-coupling within a single 

participant. 

 To conclude, these studies show that the gastric rhythm indeed constrains spontaneous 

fluctuations of brain activity, including in occipital regions, confirming studies using gastric 

distension or stimulation. This opens another question: What is the functional role of this coupling 

between the gastric rhythm and resting cortical activity? 
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4. The functional role of spontaneous brain fluctuations 

 In the previous chapter, I explained how the gastric rhythm modulates spontaneous fluctuations 

in brain activity, specifically the amplitude of occipital alpha oscillations. One of the central aims of my 

thesis is to investigate the potential functional consequences of this stomach-brain coupling. In the 

following, I will thus review the role of spontaneous brain activity, with a particular focus on alpha 

oscillations. We will see that behavioral performance in psychophysical tasks fluctuates on temporal 

time scales consistent with variability in endogenous brain activity. This makes slow fluctuations in 

performance an interesting candidate for a potential link with the gastric rhythm. 

4.1. Spontaneous brain activity – more than noise 

 Spontaneous brain activity, or also called “ongoing”, “endogenous” or “resting”, is the neuronal 

activity generated in the absence of any external stimulation (Chaumon and Busch, 2014). It has long 

been treated as “noise” or baseline of brain activity (Anderson et al., 2000), against which task-related 

changes were contrasted, and interpreted as “activation” or “deactivation” (Laufs et al., 2003a). Brain 

energy consumption is huge, accounting for around 20% of the total body’s energy expenditure. 

Spontaneous brain activity uses most of this energy, while task-related activity requires an additional 

energy of only 5% (Fox and Raichle, 2007; Raichle, 2009; Raichle et al., 2001). Fluctuations of brain 

activity have been observed in a wide range of temporal and spatial scales and methods, ranging from 

single neuron firing rate (Noda and Adey, 1970; Softky and Koch, 1993) or membrane potentials 

(Holcman and Tsodyks, 2006), through voltage sensitive dye imaging (Kenet et al., 2003) to 

electroencephalographic (EEG) recordings (Palva and Palva, 2012) and slow fluctuations in 

hemodynamic signals as measured by fMRI (Fox and Raichle, 2007). Spontaneous activity is indeed not 

random but highly structured. For example, spontaneous population activity in the primary visual cortex 

is organized in temporal-spatial patterns that resemble the orientation maps evoked during processing 

of sensory features (Arieli et al., 1996; Kenet et al., 2003). It thus seems that spontaneous cortical activity 

replays processes which are evoked during sensory input. It has been suggested that this replay 

represents an “internal memory of external causal dynamics” (Sadaghiani and Kleinschmidt, 2013) or 

statistically optimal representations of the environment (Berkes et al., 2011). 

4.2. The spatial structure of spontaneous brain activity 

 An example for the functional consequences of spontaneous brain activity at a larger temporal-

spatial scale comes from the study of Biswal et al., 1995. Using functional magnetic resonance imaging 

(fMRI), the authors identified regions that were activated during a finger-tapping task in humans. They 

then identified the voxels whose blood-oxygenation-level-dependent (BOLD) time series correlated 

with the seed region of the finger representation. Strikingly, they observed that the regions active during 

the motor task exhibited coherent fluctuations in spontaneous BOLD signals, forming a coherent 

network during rest. This was what would later be labeled the “somato-motor network”. This landmark 

discovery paved the way for many subsequent studies of resting state fMRI that identified further 
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networks showing correlations of spontaneous activity, which are called “resting state networks” (for 

review, see Beckmann et al., 2005; Fox and Raichle, 2007). 

 Two widely distributed networks have been identified this way (Fox et al., 2005): The default 

mode network (DMN) and the task positive network. The DMN corresponds to set of brain regions that 

become deactivated during stimulation or goal-directed behavior, while showing elevated blood flow 

during rest (Greicius et al., 2003; Raichle et al., 2001; Shulman et al., 1997). It consists of a set of regions 

including the core ‘hubs’ posterior cingulate cortex and the temporoparietal junction. Functionally, the 

DMN has been associated with stimulus independent thoughts and introspective, self-referential 

processes (McGuire et al., 1996; Qin and Northoff, 2011). It has been especially linked with 

mindwandering, i.e., spontaneous thoughts not related to the current task (Christoff et al., 2009). It has 

also been found to be active in relation to imagining future scenarios or remembering the past (Addis et 

al., 2007), and when taking the perspective of others (Saxe and Kanwisher, 2003). 

 “Task positive network” is a collective term for regions or networks of regions that exhibit 

consistent activations during cognitively demanding tasks, including dorsal anterior cingulate cortex, 

dorsolateral and ventrolateral prefrontal cortex, intraparietal sulcus and lateral parietal cortex (Fox et 

al., 2005). The task positive regions have been shown to be anticorrelated to the DMN (Fox et al., 2005). 

They are variably divided into different subsystems, with the number of networks depending on the 

methods used and the definition depending on the theoretical framework of the authors. These 

subsystems include a cingulo-opercular network, which is involved in task set maintenance and tonic 

alertness (Dosenbach et al., 2006; Sadaghiani and D’Esposito, 2015), a fronto-parietal network, 

associated with more phasic aspects of attention (Dosenbach et al., 2007), a dorsal attention network, 

related to top-down orienting of attention (Fox et al., 2006), and a ventral attention network, linked with 

bottom-up orienting to salient stimuli (Fox et al., 2006). 

 In addition, several sensory networks have been identified, including a visual (Yeo et al., 2011) 

and auditory network (Cordes et al., 2000; Koyama et al., 2010). 

 In sum, spontaneous fluctuations in brain activity are organized in well-defined neural networks, 

which have functional significance (Romei et al., 2008). 
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4.3. Spontaneous activity in electrophysiological recordings 

 A lot of attention in the study of spontaneous brain activity has thus been drawn to the spatial 

organization of BOLD signal fluctuations into coherent networks. However, the limitation of measuring 

hemodynamic signals is that only permits the tracking of slow neural activity modulations, and not the 

neural dynamics at a faster time scale (Sadaghiani et al., 2010). 

 In electrophysiological recordings, spontaneous neural activity is characterized by oscillations, 

which are visible in both local field potentials measured from invasive electrodes, as well as in surface 

recordings (EEG, MEG) (Peelle and Davis, 2012). Oscillations reflect rhythmic changes in the degree 

of synchronization in a population of neurons (Varela et al., 2001), which in turn are associated with 

cyclical variations in neural excitability (Bartley and Bishop, 1932; Bishop, 1932; Buzsáki, 2006), in a 

wide range of temporal and spatial scales (Buzsáki and Draguhn, 2004). The raw EEG/MEG signal 

contains oscillations at many different frequencies, infraslow (< 1 Hz) rhythms coexisting with fast 

transient oscillations up to 500 Hz or greater, often in the same network. Frequency spectra of raw 

electrophysiological recordings reveal a 1/fα type power law distribution (i.e., the average power of 

oscillations is inversely proportional to their frequency), both in humans (Buzsáki and Draguhn, 2004; 

Linkenkaer-Hansen et al., 2001; Monto et al., 2008) and monkeys (Leopold et al., 2003) (Figure 18). 

However, also discrete peaks reflecting oscillatory activity in specific bands are visible, notably around 

10 Hz (Sadaghiani et al., 2010). Oscillations are divided into canonical frequency bands, including delta 

(1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-24 Hz) and gamma (24-80 Hz) (note though that the 

precise definition varies).  

 

 Oscillations are characterized not only by their frequency, but also their phase and amplitude 

(Hanslmayr et al., 2011). The phase reflects the current position in the oscillatory cycle. As oscillations 

reflect the alternation between relatively depolarized vs. hyperpolarized states, phase has since long 

been assumed to index different moments of excitability (Bishop, 1932; Buzsáki and Draguhn, 2004; 

Klimesch et al., 2007; Lakatos et al., 2008), with the efficiency of the processing of an incoming stimulus 

depending on the moment of the oscillation when it arrives (Figure 19). 

Figure 18: 1/f power spectrum in an 

electrophysiological recording. Plotted are the 

individual power spectra (grey) and the mean power 

spectrum (black) from an EEG channel in double-

logarithmic coordinates. Power of oscillations is 

inversely proportional to their frequency. However, 

also a clear peak centered at 10 Hz is visible, reflecting 

the alpha rhythm (8-12 Hz). From Monto et al., 2008. 
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Figure 19: Ongoing oscillatory activity reflects cortical excitability. Stimuli (red squares) may arrive 

at different moments relative to an ongoing brain oscillation (blue). The phase (vertical dashed lines) 

of their arrival determines how efficiently sensory stimuli are processed. Adapted from Peelle and Davis, 

2012. 

 

 While phase reflects the temporally fine grained windows of excitability, fluctuations in 

amplitude, which is dependent on the total number of active neurons and the level of synchronization 

(Hanslmayr et al., 2011), occur on a much slower time scale. Growing evidence suggests that these 

slower fluctuations in amplitude may be the neurophysiological basis for the resting state networks 

observed in fMRI (Goldman et al., 2002; Laufs et al., 2003b, 2006; Moosmann et al., 2003). 

 Oscillations in different frequency bands have been linked to many perceptual and cognitive 

functions, a full review of which is outside the scope of this thesis (e.g., Fries, 2015; Linkenkaer-Hansen 

et al., 2004; Tallon-Baudry and Bertrand, 1999; Thut and Miniussi, 2009; Varela et al., 2001; Ward, 

2003; Womelsdorf et al., 2006). Given that previous work from the group showed that the gastric rhythm 

is coupled to spontaneous alpha oscillations in the 10-11 Hz range, I will here focus on the role of the 

brain alpha rhythm. 

4.3.1. The brain alpha rhythm 

 The alpha rhythm (8-12 Hz) is the dominant oscillation in the human brain. In 

electroencephalographic or magnetoencephalographic recordings at rest, it shows a waxing and waning 

in amplitude. It became was the first rhythm described in humans when Berger in the 1920s discovered 

it in the electroencephalographic trace (Berger, 1929). Alpha oscillations are distributed throughout the 

cortex (Lopes da Silva, 1991; for review see Palva and Palva, 2012), but the largest amplitude is 

observed in parietal-occipital areas (Johnson et al., 2010; Salmelin and Hari, 1994), with the source most 

likely being located in the parieto-occipital sulcus (Zhigalov and Jensen, 2020). Over the somatosensory 
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cortex, oscillations in the lower alpha frequency range are labeled the “mu rhythm” due to their different 

waveforms and functional properties (Tiihonen et al., 1989). 

Functionally, the alpha rhythm is modulated by the level of attention paid to the visual 

environment, increasing with loss of attentional focus and being largest during eye closure (Mathewson 

et al., 2011). It typically decreases in sensory tasks compared to rest (Haegens et al., 2011), while 

increasing during internal tasks like mental arithmetic (Palva et al., 2005; Ray and Cole, 1985) or mental 

imagery (Cooper et al., 2003). For this reason, alpha has long been assumed to reflect cortical idling: 

EEG synchronization within the alpha band would reflect the deactivation of a cortical area which is not 

needed for processing sensory information or creating a motor output, and which would thus be in an 

idling state (Pfurtscheller et al., 1996). In this framework, alpha activity would thus index the general 

level of arousal (Mathewson et al., 2011). The idling hypothesis was challenged by studies reporting 

task-related increases in alpha. For example, alpha increases in retention tasks where subjects have to 

hold an item in mind and withhold their response until a probe is presented, and correlates positively 

with increasing working memory load (Busch and Herrmann, 2003; Cooper et al., 2003; Jensen et al., 

2002, 2002; Schack and Klimesch, 2002). This suggests that alpha does not merely reflect an idling state 

but has an active role in perception and cognitive processes (Lange et al., 2014). 

Several accounts proposed that increased alpha power reflects a general inhibitory or attention 

mechanism (Jensen and Mazaheri, 2010; Klimesch et al., 2007; Thut et al., 2006). Jensen and Mazaheri, 

2010, in their “gating by inhibition hypothesis”, suggested that alpha band oscillations reflect the routing 

of information from one task-relevant region to the other, while blocking information flow between 

regions not relevant for the task (Figure 20). Alpha power would thus modulate the excitability of task-

relevant cortical regions, thereby “gating” which content reaches awareness. From this perspective, 

strong alpha activity during internal tasks does not reflect cortical idling but rather the active inhibition 

of sensory processing to avoid interference by distracting signals (Mathewson et al., 2010). Indeed, 

successful suppression of distractor stimuli, indexed by increased alpha power, predicts working 

memory performance (Sauseng et al., 2009). Alpha amplitude is also modulated by attention in a 

spatially selective way: In spatial cueing paradigms, alpha power typically decreases in the occipital 

cortex contralateral to the attended location while decreasing in the ipsilateral site processing the 

unattended location (Rihs et al., 2007; Worden et al., 2000), with the strength of this asymmetrical 

modulation being linked to performance (Kelly et al., 2009). Similarly, when a cue indicates whether an 

upcoming stimulus will be presented in the visual or auditory modality, alpha activity decreases in the 

region relevant for the modality-specific stimulus while increasing in the other (Mazaheri et al., 2014). 

From the view of the inhibition hypothesis, this attentional mechanism is seen as a suppression of task-

irrelevant regions and de-inhibition of task-relevant areas (Klimesch et al., 2007; Palva and Palva, 2007). 
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 Alpha amplitude does not only change during experimental manipulation like the direction of 

attentional focus, but also fluctuates spontaneously (Pfurtscheller, 1976). Indeed, the attentional 

modulation of alpha power is small compared to the spontaneous variations in alpha power (around 10% 

of baseline level – Palva and Palva, 2007). Moreover, Linkenkaer-Hansen et al., 2001, analyzing EEG 

and MEG recordings at rest, observed that the alpha amplitude envelope showed significant 

autocorrelations in multiple time scales up to more than 100 seconds. 

The sources of these spontaneous fluctuations in alpha amplitude are not clear yet. One 

argument that has been proposed is that they arise from fundamental mechanisms intrinsic to the brain. 

For example, the scale-free dynamics have been argued to arise form self-organized neural network 

dynamics (Linkenkaer-Hansen et al., 2001). Spontaneous alpha amplitude changes might also be 

attributed to occasional drowsiness or levels of (in)attention (Romei et al., 2008). However, as 

supported by Richter et al., 2017, and as an important idea for my thesis, the slow fluctuations of 

alpha activity might be partly driven by an external pacemaker, the gastric rhythm. 

 

 

 

 

 

 

Figure 20: The gating by inhibition 

hypothesis. In this situation, information is 

supposed to be sent from node a to node b but 

not from node a to node c. According to the 

principle of gating by inhibition, node c is 

actively suppressed, reflected by large 

oscillations in the alpha band. This gates the 

information flow from a to b while functionally 

inhibiting node c. From Jensen and Mazaheri, 

2010. 
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4.4. Spontaneous neural activity is linked to behavioral variability and arousal 

In the previous sections, I reviewed the spatial and temporal structure of spontaneous 

fluctuations in neural activity. We saw that spontaneous neural activity is highly organized, far from 

being random noise. In the next sections, I am going to review how these spontaneous dynamics are 

linked to task performance, particularly trial-to-trial variability in perception. I will specially focus on 

the alpha rhythm that is coupled to the gastric rhythm, in order to explore the potential functional 

consequences of the coupling. I will then describe that perceptual performance exhibits dynamics which 

are driven by infraslow fluctuations consistent with the frequency of the gastric rhythm. Finally, I will 

come back to arousal, a concept mentioned in the previous sections, to argue that it might represent an 

intriguing link between the fluctuations in performance, the brain alpha rhythm, and gastric input. 

4.4.1. Spontaneous brain activity relates to behavioral variability 

A central program for neuroscientific studies is to explain perceptual variability, which 

pertains to fluctuations in behavioral responses across repeated presentations of the same stimulus 

(Wyart and Tallon-Baudry, 2009). For example, in vision research, when an identical near-threshold 

stimulus is presented to a subject, it is sometimes perceived and sometimes not. Why is it that the percept 

changes despite identical physical input? To answer this question, studies classically focused on stimulus 

processing itself, i.e., by analyzing the task-evoked activity associated with detected vs. undetected 

targets (e.g., Cul et al., 2007; Fahrenfort et al., 2007; Sergent et al., 2005). However, there is mounting 

evidence that the brain’s state before the presentation of a stimulus influences its perceptual outcome. 

For example, several studies investigated the role of ongoing hemodynamic signals in sensory 

regions. Higher prestimulus BOLD activity in early visual areas (V1) predicts improved target detection 

(Ress et al., 2000; Schölvinck et al., 2012; Wohlschläger et al., 2016), while prestimulus BOLD activity 

in auditory cortex predicts auditory target detection (Sadaghiani et al., 2009). Moreover, ongoing BOLD 

fluctuations in motion-selective areas like MT predict motion perception (Hesselmann et al., 2008a, 

2008b; Sapir et al., 2005), and fluctuations in face-selective areas during viewing of an ambiguous 

face/vase stimulus biases towards the face-percept (Hesselmann et al., 2008b). Additionally, perception 

of an upcoming stimulus has been linked to spontaneous activity in resting state networks such as the 

default mode and task positive network (Coste and Kleinschmidt, 2016; Hahn et al., 2007; Sadaghiani 

et al., 2009). There also exists a literature reporting differential activation of these networks during 

instable, error prone vs. stable periods of performance in prolonged tasks requiring sustained attention 

(Esterman et al., 2013, 2014; Fortenbaugh et al., 2018; Kucyi et al., 2017; Rosenberg et al., 2015). 

Next, many studies have linked the conscious perception of subsequently presented stimuli to 

ongoing fluctuations in electrophysiological signals in different frequency bands. For example, 

prestimulus gamma power predicts visual awareness (Wyart and Tallon-Baudry, 2009) and response 

speed (Gonzalez Andino et al., 2005; Schoffelen et al., 2005; Womelsdorf et al., 2006), as well as the 
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percept of visual or auditory illusions (Kaiser et al., 2019; Lange et al., 2013). Furthermore, accumulated 

evidence suggests that the ongoing alpha rhythm has a strong influence in fluctuations of perception, 

which will be reviewed in the next section. 

A study from the group (Park et al., 2014) showed that also spontaneous fluctuations in cortical 

response to visceral stimuli predicts visual detection. Using MEG, the authors found that neural 

responses to heartbeats before stimulus onset predicted the detection of a faint visual grating in the 

posterior right inferior parietal lobule and ventral anterior cingulate cortex. This suggests that visceral 

input interacts with ongoing activity and affects behaviorally relevant cortical activations. 

4.4.2. Prestimulus alpha power modulates perception 

Alpha oscillations dominate electrophysiological recordings, showing large endogenous 

fluctuations which are considered as an index of cortical excitability. This makes alpha oscillations a 

strong candidate for underlying fluctuations in performance. Importantly, these spontaneous fluctuations 

have been found to be modulated by the gastric rhythm (Richter et al., 2017), in occipital regions relevant 

for tasks of visual perception. To explore the potential functional consequences of the stomach-brain 

coupling, it is thus indispensable to review the role of alpha oscillations for perception. 

In a pioneering study, Makeig and Inlow, 1993 ran an auditory detection experiment and 

computed the fraction of detected targets in moving time windows. They found that changes in 

performance were related to specific changes in the EEG power spectrum; especially, drops in hit rate 

were accompanied by increased in power of frequency bands in the alpha range. However, later studies 

showed that alpha power is not only related to performance on long time scales but also on a trial-by-

trial level. Ergenoglu et al., 2004, presented participants with light pulses that were individually 

calibrated using a staircase procedure, such that participants would detect the stimulus in 50% of trials. 

They observed higher alpha power before nondetected compared to detected stimuli in parietal and 

occipital EEG channels. Alpha power has also been related to differences in performance between 

participants. Hanslmayr et al., 2005, 2007, ran visual discrimination tasks, in which subjects saw a 

masked target and had to respond which of the letters had been previously presented. They classified 

participants into “good” and “bad performers” by a median-split on the percentage of correct responses. 

The authors found that prestimulus alpha power was lower in good performers, while the opposite 

pattern was found in a memory task. Within participants, Dijk et al., 2008, found visual discrimination 

ability to decrease with an increase in prestimulus alpha power around the parieto-occipital sulcus. Next, 

Busch et al., 2009, found that prestimulus power in the wider 6-12 Hz range was lower in detected vs. 

undetected visual targets in the 800 ms preceding target onsets (Figure 21). Hit rate was 12% higher in 

the bin with lowest alpha power compared to the bin with highest alpha power. Mathewson et al., 2009, 

observed that prestimulus 10 Hz power at the posterior channel Pz was lower in hits than misses, 

reporting a 7% difference in hit rate between the bin with highest vs. lowest alpha power. This effect of 
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prestimulus alpha power on performance has since been frequently replicated (for a review, see Samaha 

et al., 2020). 

 

Figure 21: Example for a study reporting a difference in prestimulus alpha power between hits and 

misses in a visual detection task (Busch et al., 2009). Spectral power across all EEG channels was 

significantly larger for misses than hits in a frequency range of 6-12 Hz in the 800 ms preceding target 

onsets (with the strongest effect in the -600 to -300 time window). Left inset: Mean power differences 

across time in the prestimulus window. Bottom inset: mean power difference in the 6-12 Hz frequency 

range. Topography right: distribution of 6-12 Hz power difference in the prestimulus window. 

 

Next, studies using transmagnetic stimulation found that stimulation specific to the alpha 

frequency interferes with target detection, suggesting a causal role of alpha oscillation in the forming of 

perceptual outcome (Dugué et al., 2011; Romei et al., 2010). Moreover, several studies showed that 

alpha power also predicts perceptual phenomena in the absence of veridical sensory input, including 

phosphenes (Dugué et al., 2011; Romei et al., 2008; Samaha et al., 2017a), tactile simultaneity (Lange 

et al., 2012) or double-flash illusions (Lange et al., 2013). 

While many studies have replicated the negative link between prestimulus alpha power and 

visual detection, numerous studies also reported nonlinear, opposite, or even no relationships between 

alpha power and perception. For example, several studies found a U-shaped relationship between alpha 

power and detection of somatosensory stimuli (Ai and Ro, 2013; Zhang and Ding, 2010). Linkenkaer-

Hansen et al., 2004 found that mu power over sensorimotor regions showed an inverted U-relationship 

with detection of tactile stimuli, while alpha power in parietal regions correlated positively with hit rate. 

Similarly, Babiloni et al., 2006, reported that prestimulus alpha power in the lower band (6-10 Hz) in 

frontal, parietal and occipital areas was stronger for seen than not seen masked visual stimuli. In contrast, 

prestimulus alpha power in the 10-12 Hz band did not differ for seen vs. unseen stimuli. Next, while 
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Hanslmayr et al., 2007 found that prestimulus alpha power different between “good vs. bad” perceivers, 

prestimulus alpha power did not predict hit rate within participants. Wyart and Tallon-Baudry, 2008 and 

Harris et al., 2018 found that alpha power contralateral to the validly cued location did not predict the 

perception of an upcoming visual stimulus. Also, in Park et al., 2014, prestimulus 8-12 Hz alpha power 

did not predict detection of a near-threshold visual stimulus. Whether those incongruent results can be 

explained by differences in the paradigms used, different analysis strategies or frequency ranges 

analyzed is an open question. 

Furthermore, in recent years, numerous authors have proposed to refine the functional 

interpretation of alpha power. Numerous studies found that that alpha, instead of improving objective 

performance such as detection sensitivity or discrimination accuracy per se, decreased response criterion 

(Benwell et al., 2017, 2021; Iemi et al., 2017; Limbach and Corballis, 2016; Samaha et al., 2017b). For 

example, lower prestimulus alpha power not only leads to more hits but also false alarms (Limbach and 

Corballis, 2016). The effect of alpha power thus seems rather nonspecific, with associated higher 

excitability of the visual cortex boosting the representation of both target and noise. In experiments 

requiring target detection, this results in an increase of subjective awareness in both target-present and 

target-absent trials, thus leading to genuine but not necessarily correct impressions of seeing a target 

(Iemi and Busch, 2018). 

 In sum, many studies support the notion that the amplitude of alpha oscillations reflects 

the excitatory vs. inhibitory states of visual processing regions (Hanslmayr et al., 2011 - Figure 

22). Through functional inhibition of irrelevant input, alpha activity increases the excitability of 

task relevant regions, increasing the probability to become aware of a visual stimulus (Van Diepen 

et al., 2019).  

 

Figure 22: Alpha power reflects the excitability of visual regions. Top: Raw trace of an EEG for a 

parietal electrode. The alpha rhythm can be seen as a pattern of waxing and waning. Periods with low 

alpha amplitude (green) reflect excitatory states, while periods with high alpha amplitude (red) reflect 

inhibitory states. Bottom trace: Time-frequency presentation of amplitude. From Hanslmayr et al., 2011. 
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 The role of the amplitude of spontaneous alpha oscillations as an index of excitability 

influencing visual perception raises an exciting question: If the gastric rhythm constrains the 

amplitude of the brain alpha rhythm, could it be that there exists a slow fluctuation in cortical 

excitability, driven by the gastric slow wave, that has an impact on fluctuations in perception? If 

so, one should see a statistical relationship between the gastric phase and the probability to perceive a 

near-threshold target. This raises the methodological question on how such a link could be optimally 

detected, especially given that the relationship between alpha power and gastric phase can come in 

different profiles that vary between participants (see section 3; Figure 15B). 

4.4.3. Infraslow fluctuations underlie periodicities in psychophysical performance 

 So far, I reviewed literature showing that spontaneous fluctuations in cortical activity, notably 

alpha power, modulate performance and account for a substantial variability in behavior between trials. 

In the following, I will focus onto another aspect of behavioral variability that may provide a further 

perspective on the link between the gastric rhythm with spontaneous neural activity and its potential 

behavioral consequences. 

In near-threshold experiments, where an identical stimulus is presented to a subject (calibrated 

such that it is perceived in half of the trials and missed in the other half), a puzzling finding is that 

consecutive trials are not random and independent. Instead, behavioral outcomes are correlated such that 

the same outcomes tend to appear in clusters or “streaks” (Palva and Palva, 2012) – for example, 

subjects tend to detect a stimulus for a given period and then fail to detect it for a period of similar 

duration (Figure 22A). This dependency in psychophysical performance has been found in a number of 

early studies. Seashore and Kent, 1905, presented subjects auditory stimuli at threshold for perception 

and described nonrandom patterns in performance in the range from seconds to hours. Interest for serial 

dependence of perception then resurged in the 1950s. Verplanck et al., 1952, conducted a visual 

detection task and observed that trials showed significant serial correlation in their outcomes at different 

lags. Wertheimer, 1953, dynamically estimated subjects’ thresholds for perception for visual and 

auditory targets during the course of an experiment. The author found that the thresholds time series 

were autocorrelated, with autocorrelation functions exhibiting similar patterns of fluctuations in 

threshold for the visual and auditory stimuli. From these results, he suspected the existence of a general 

“physiological rhythm” that affects multiple sensory systems at the same time. These findings have since 

been replicated and extended across diverse tasks and modalities, for perceptual decisions (Gilden and 

Wilson, 1995a; Makeig and Inlow, 1993), reaction time (Dehaene, 1993; Laming, 1968; Song et al., 

2014; Van Orden et al., 2003), working memory (Gilden et al., 1995; Sinz and Stebel, 1970), perceptual 

judgments (Weiss et al., 1955) and skilled performance (Gilden and Wilson, 1995b). Interestingly, 

multiple studies found that the serial dependence of consecutive trials follows a 1/f power law 

distribution, exhibiting scale invariance just like electrophysiological time series (Gilden, 2001; Gilden 

et al., 1995; Kello et al., 2010; Van Orden et al., 2003; Wagenmakers et al., 2004). 
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 A recent in-depth study on slow fluctuations in near-threshold perception has been done by 

Monto et al., 2008. In this experiment, participants had to detect somatosensory stimuli presented at 

random 1.5-4.5 second intervals, which were calibrated individually such that they were perceived in 

around 50% of the trials. The resulting time series of hits and misses exhibited “runs” of consecutive 

response outcomes of one type (Figure 23A). To statistically quantify if these runs occurred more often 

than expected by chance, the authors then compared the number of runs and run lengths to random data. 

They found that the number of runs was lower, and the duration of runs longer, in real compared to 

random data. This result indicates that behavioral outcomes do not alternate randomly but rather cluster 

in repeated responses of the same type. Specifically, the run probability decayed in a log-linear way as 

a function of run length, with runs of ~15-100 second duration occurring more frequently than would 

be expected by chance (Figure 23B). The authors then autocorrelated the time series of hits and misses 

and found significant autocorrelation for time lags up to ~170 seconds (Figure 23C). Finally, they 

quantified autocorrelations using detrended fluctuation analysis, a method to quantify long-range 

temporal correlations and power-law scaling in complex nonstationary time series. Across subjects, the 

response time series exhibited significant scale-free dynamics, the scaling exponent being higher for 

real data than for randomly created time series (Figure 23D). In sum, this experiment demonstrates that 

behavioral performance exhibits fluctuations at very slow time scales, with hit-miss cycles longer than 

10 seconds. 

 

Figure 23: A: Time series of hits and misses to somatosensory stimuli in the experiment of Monto et al., 

2008. Consecutive trials of one response type (hit or miss) are defined as “runs”. B: Top: Probability 

of run length for real (black) vs. random (gray) data. Bottom: Associated p-values for each run length. 

Runs of lengths between ~15 and 100 seconds are more likely in real than random data. C: 

Autocorrelation coefficients for real (black) vs. random (gray) data. The response time series are 
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significantly autocorrelated until ~170 seconds. D: Scale-free dynamics of responses. The power law 

exponent of real response time series is significantly higher than for uncorrelated random data. 

 

 Next, the authors sought to identify the neural correlates of these dynamics in performance. Here 

they were interested into the large-scale slow fluctuations in the range of 0.01 to 0.1 Hz, called infraslow 

fluctuations (ISFs). They extracted the instantaneous phase of ISFs and correlated it with occurrences 

of hits and misses. As a result, they found that hits and misses significantly clustered at different phases 

of infraslow fluctuations (Figure 24A, B). Moreover, they found that the amplitudes of higher frequency 

oscillations (1-40 Hz) were coupled with or ‘nested’ within the phase of infraslow fluctuations, with a 

very similar profile to the correlation of phase with the behavioral data (Figure 24C). These results 

suggest that infraslow fluctuations and their nested oscillations reflect variations in cortical excitability 

or state transitions that underlie fluctuations in behavioral performance. 

 

Figure 24: A: Runs of hits and misses are phase-locked to neural infraslow fluctuations (ISF). B: Neural 

phase-locking (nPLF) to ISF phase for the amplitude of different frequencies, and associated p-vales. 

The amplitude of oscillations between 1 and 40 Hz are significantly locked to ISF phase. C: Correlation 

of 1-40 Hz oscillation amplitudes (colored lines) with the ISF phase is similar to that of the behavioral 

data (block line). 

 

 The study of Monto et al. is interesting for my thesis since it represents an intriguing 

connection between alpha oscillations that are coupled to the gastric rhythm, fluctuations in 

performance, and very slow fluctuations in cortical excitability that are consistent in frequency 

with the gastric rhythm (~0.05 Hz). 
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4.4.4. The role of arousal 

 Studies investigating the link between spontaneous neural activity and behavior typically rely 

on experimental protocols that require alertness or responsiveness over prolonged periods, with alertness 

fluctuating over time. In the literature, this changing state of alertness/responsiveness is often referred 

to as arousal. We saw that on the neural level, arousal is reflected in alpha oscillations, with lower alpha 

power indexing higher arousal and vice versa. In this section, I will try to elucidate more in detail the 

meaning, correlates, and functional significance of arousal. In the end, I will argue that arousal might 

share a link with both behavioral variability and gastric input. 

 To start with a conceptual clarification, arousal is closely linked to other phenomena described 

in the literature, which are not always well defined and for which no commonly accepted taxonomy 

exists. Arousal can be defined as alertness or responsiveness to external stimuli (Azzalini et al., 2019; 

Berridge, 2008), as measured in both physiological or behavioral measures. It is also often used to refer 

to different sleep-wake states (Oken et al., 2006). Within waking states, it ranges between drowsiness 

and a hyperaroused state (Berridge, 2008). Next, vigilance or sustained attention are two often 

synonymously used concepts that refer to the ability to maintain attention on a task for a prolonged 

period of time (Davies and Parasuraman, 1982; Parasuraman et al., 1998). Alertness is used to refer to 

the motor responsiveness to external stimulation and differs from vigilance in that it does not involve 

perceptual sensitivity (Langner et al., 2012). In relation to arousal, it can be seen as a more specific 

component corresponding to the motor act of response, which is modulated by arousal. Finally, 

mindwandering refers to the engagement in cognition unrelated to the current demands of the external 

environment, involving thoughts, images and emotions not stemming from the immediate sensory input 

(Schooler et al., 2011; Smallwood and Andrews-Hanna, 2013). Note that despite the differences in 

definitions, these concepts have been operationalized very similarly, by changes in performance over an 

extended task. 

Arousal has a wide range of signatures. On the bodily level, elevated arousal is associated with 

increased heart rate, blood pressure and skin conductance. On the neural level, it is characterized by an 

increase notably in alpha but also beta and gamma power, and it affects BOLD level in thalamus and 

widespread cortical regions (Olbrich et al., 2009), functional connectivity (Deco et al., 2014; Fox et al., 

2005; Tagliazucchi and Laufs, 2014), visually evoked responses (Eason et al., 1969) and the signal-to-

noise ratio or gain of neural responses (Aston-Jones and Cohen, 2005; Vinck et al., 2015). Behaviorally, 

it has a widespread role in functions such as perception, memory, learning and decision-making (Sara, 

2009). Specifically, high arousal has been linked to faster reaction times (Eason et al., 1969; Langner et 

al., 2010), higher sensitivity and lower decision bias (de Gee et al., 2017). The relationship between 

performance and arousal has often been described by an inverted U-shape, with performance being 

optimal at intermediate levels of arousal (Aston-Jones and Cohen, 2005). 
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 Arousal is regulated by the activation of the Ascending Reticular Arousal System, a set of nuclei 

in the brain stem including the noradrenergic locus coeruleus, dopaminergic ventral tegmental area and 

substantia nigra, the serotonergic dorsal and median raphe nucleus, and several thalamic nuclei. 

Mounting evidence points to the importance particularly of the locus coeruleus noradrenaline system as 

the physiological basis of arousal (Breton-Provencher and Sur, 2019; Rodenkirch et al., 2019; Sara, 

2009). Noradrenergic locus coeruleus activity is reflected in pupil diameter both in phasic evoked 

responses (Alamia et al., 2019; Bradley et al., 2008) as well as in tonic fluctuations (Reimer et al., 2016), 

which can thus be used as an index to track brain arousal fluctuations. Indeed, pupil dynamics have been 

linked to many processes that involve manipulations of arousal. For example, the pupil dilates in 

response to new perceptual content (Einhäuser et al., 2008; Kloosterman et al., 2015) or unexpected 

events (Alamia et al., 2019), and small and large pupil diameters are linked to off-task focus and 

mindwandering (Konishi et al., 2017). Similar to task-performance, tonic pupil size has been shown to 

show a U-shaped relationship with arousal (de Gee et al., 2017; Konishi et al., 2017). 

 In sum, arousal is a strong modulator of cortical activity and behavioral state, and the 

behavioral variability seen in near-threshold experiments is in part a reflection of fluctuations in 

levels of arousal. 

 Intriguingly, the literature reviewed in this introduction allows to make several arguments 

that arousal might be linked to visceral signals or gastric input more specifically. First, anatomy 

suggests that gastric ascending signals might reach the parabrachial nucleus, which regulates arousal by 

projecting to the locus coeruleus and other neuromodulatory nuclei (see section 2.4.2). Although direct 

evidence for the role of gastric input to the locus coeruleus is missing, simulation of the colon or small 

intestine in rats/cats reportedly has effects on norepinephrine release and the sleep-wake cycle (Elam et 

al., 1986; Kukorelli and Juhász, 1977; Saito et al., 2002). Additionally, the cortical processing of 

heartbeats, measured as the heartbeat-evoked response, has been shown to be related to different arousal 

levels (Luft and Bhattacharya, 2015). Next, the occipital cortex responds to gastric stimulation in cats 

(Cao et al., 2019), and gastric distension in humans (Ladabaum et al., 2001; Lu et al., 2004), which, as 

has been speculated (Cao et al., 2019), could reflect changes in cortical arousal due to the gut-innervating 

vagal and spinal afferents projecting to neuromodulatory centers. Moreover, spontaneous BOLD activity 

in a wide network of brain regions in humans is phase-synchronized to the gastric rhythm at rest (Rebollo 

et al., 2018), and this network overlaps with brain regions correlating with pupil size or heart rate 

variability, pointing to a potential common link with arousal. Finally, the gastric rhythm modulates the 

amplitude of occipital alpha oscillations (Richter et al., 2017), a neural index of arousal. Could it be 

that the gastric rhythm modulates arousal, which is then reflected in a modulation of cortical 

alpha power and visual perception? 
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5. Questions for my PhD 

 The main goal of this thesis was to study the role of the coupling between the slow gastric 

rhythm and brain alpha oscillations for behavior. For this, I recorded simultaneously the EGG and MEG 

in over 30 participants while they were performing a visual perception experiment with stimuli at 

threshold. The main hypothesis was that the gastric rhythm drives slow fluctuations in cortical 

excitability, which modulate a perceiver’s ability to detect the target (chapter 8). In order to test this 

hypothesis, there were two methodological challenges that had to be addressed: How to obtain good 

quality EGG recordings in human participants and to develop a principled preprocessing and analysis 

pipeline (chapter 6), and how to quantify the link between behavioral outcome and gastric phase (chapter 

7). 
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6. Article I: Electrogastrography for psychophysiological research: Practical 

considerations, analysis pipeline, and normative data in a large sample 

6.1. Introduction 

 Electrogastrography is the noninvasive measuring of the gastric rhythm by means of cutaneous 

electrodes placed on the abdomen, generating the signal called the electrogastrogram (EGG). In contrast 

to methods such as electroencephalography or electrocardiography, where practical guidelines are 

abundant, the EGG is lacking conventional standardized recording and analysis procedures. It has so far 

mostly been used in gastroenterology, where the aim is to quantify irregularities in the EGG signal in 

clinical conditions. Importantly, this differs from our purpose, which is to extract the regular gastric 

rhythm in healthy participants. Few pioneering studies in psychophysiology exist, which have attempted 

to relate changes in the EGG to stress, emotions and task performance (e.g., Chen et al., 2005; Harrison 

et al., 2010; Davis et al., 1969; Vianna et al., 2006), but produced mixed results, which might partly be 

attributed to the absence of rigorous and standardized procedures. Notably, there is typically no artifact 

rejection applied, and locations of the electrodes on the abdomen vary by authors, with mostly only one 

to three electrodes used, whose position has not been validated. 

 During my PhD, when wanting to record the gastric rhythm, we therefore faced numerous 

methodological questions. For example, where to place the electrodes to ideally detect the gastric 

rhythm? Moreover, when inspecting the EGG phase time series, we observed portions of signals that 

seemed “irregular”, and stood in front of the difficult decision on whether include them or reject them 

as artifacts. While in the EEG, artifacts (movements, muscle, blinks) are well defined, in the EGG it is 

ambiguous whether a given signal represents an electronic artifact or physiological irregularity. Building 

on the nascent expertise in the group (Richter, Rebollo), we developed practical solutions to those 

questions, which often required a lot of testing and investigations. Moreover, the EGG recordings that I 

performed, together with the EGG recordings from other projects in the group, resulted in a large data 

set of >100 participants. This valuable data set allowed us to establish normative distributions of several 

EGG parameters, such as power, frequency, or gastric cycle duration, that in turn also helped us to define 

what represents a regular EGG, and to refine and validate our EGG analysis pipeline. 

  We also received requests from other researchers in neuroscience, who were interested in 

extracting the gastric rhythm and faced similar problems as us. We therefore felt that our experiences 

with this method would be valuable for the community and might contribute to a standardization of this 

method. It also seemed useful to capitalize on the large data set acquired and add to the literature our 

findings on distributions of EGG parameters in a healthy population, and their relation to demographical 

variables (BMI, gender, …). In order to target specifically the neuroscience audience, we also provided 

a literature review on potential anatomical pathways of gut-brain signaling and experimental findings in 

the cognitive neuroscience and psychophysiology literature, to underline the relevance of this technique. 

In sum, this project for us resulted in a preprocessing and analysis pipeline to extract the gastric rhythm, 
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and with our paper we hope to encourage the use of this method and potentially draw more interest in 

the potential of this technique to study brain-viscera interactions. 
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Abstract

Electrogastrography (EGG) is the noninvasive electrophysiological technique used 

to record gastric electrical activity by means of cutaneous electrodes placed on the 

abdomen. EGG has been so far mostly used in clinical studies in gastroenterology, 

but it represents an attractive method to study brain-viscera interactions in psycho-

physiology. Compared to the literature on electrocardiography for instance, where 

practical recommendations and normative data are abundant, the literature on EGG 

in humans remains scarce. The aim of this article is threefold. First, we review the 

existing literature on the physiological basis of the EGG, pathways of brain-stomach 

interactions, and experimental findings in the cognitive neuroscience and psycho-

physiology literature. We then describe practical issues faced when recording the 

EGG in young healthy participants, from data acquisition to data analysis, and pro-

pose a semi-automated analysis pipeline together with associated MATLAB code. 

The analysis pipeline aims at identifying a regular rhythm that can be safely attrib-

uted to the stomach, through multiple steps. Finally, we apply these recording and 

analysis procedures in a large sample (N = 117) of healthy young adult male and 

female participants in a moderate (<5 hr) to prolonged (>10 hr) fasting state to es-

tablish the normative distribution of several EGG parameters. Our results are overall 

congruent with the clinical gastroenterology literature, but suggest using an electrode 

coverage extending to lower abdominal locations than current clinical guidelines. 

Our results indicate a marginal difference in EGG peak frequency between male 

and female participants, and that the gastric rhythm becomes more irregular after 

prolonged fasting.

K E Y W O R D S

electrogastrography, gastric rhythm, normative data, power and phase analysis, processing pipeline



2 |   WOLPERT ET AL.

1 |  AN INTRODUCTION TO 
ELECTROGASTROGRAPHY

1.1 | The electrogastrogram and its usage

“Electrogastrography” refers to the monitoring technique 
of gastric myoelectrical activity from cutaneous electrodes 
placed on the abdomen (Figure 1a), which generates the elec-
trogastrogram (EGG). The EGG has so far mostly been used 
for clinical purposes in gastroenterology (Koch & Stern, 2004; 
Parkman, Hasler, Barnett, & Eaker,  2003; Riezzo, Russo, 
& Indrio,  2013; Yin & Chen,  2013), but represents an in-
teresting tool in psychophysiology (Stern, Koch, Levine, & 
Muth, 2007; Stern, Koch, Stewart, & Vasey, 1987). The EGG 
reflects the combination of the slow electrical gastric rhythm, 
constantly generated in the stomach wall, and of the more 
transient smooth muscle activity generating gastric peristal-
tic contractions. The main function of the stomach is to mix 
and grind food during digestion. The gastric rhythm sets the 
frequency of smooth muscle contractions and controls their 
propagation. The gastric rhythm is constantly generated in 

the stomach wall, even in the absence of muscular contrac-
tion (Bozler, 1945), or when the stomach is completely dis-
connected from the central nervous system (Suzuki, Prosser, 
& Dahms,  1986). Its normal frequency in healthy humans 
is around 0.05  Hz or three cycles per minute, that is, one 
cycle every 20  s. EGG frequency differs in other species 
(Mice: 2–5 cpm [Hou, Yin, Liu, Pasricha, & Chen, 2005]; 
Pigs: ~3.3 cpm [Květina et al., 2010; Varayil et al., 2009]; 
dogs: 4–6.5  cpm [Andreis et  al.,  2008; Mintchev, Otto, & 
Bowes,  1997]; macaque monkeys: ~3.6  cpm [Linsong, 
Huailin, Xitai, Xiaojin, & Pingan, 1989]).

The definition of normogastria, or normal frequency range 
of the gastric rhythm in humans, varies depending on authors 
(for review, Chang, 2005; Parkman et al., 2003). Along with a 
number of studies (e.g., Chen & McCallum, 1992; Chen, Zou, 
Lin, Ouyang, & Liang,  1999; Lin,  1999; Parkman, Harris, 
Miller, & Fisher,  1996; Parkman et  al.,  2003; Pfaffenbach, 
Adamek, Kuhn, & Wegener,  1995; Riezzo, Chiloiro, & 
Guerra, 1998) and guidelines (e.g., Yin & Chen, 2013), we 
adopted the 2–4 cpm cycles per minute (cpm) range. A nar-
rower range has also been advocated (e.g., 2.5 to 3.6 cpm in 

F I G U R E  1  (a) Recording setup. Cutaneous electrodes are placed on the left abdomen of the participant in a grid-like arrangement and 
connected to DC amplifiers. Ref. and Gnd correspond to Reference and Ground, respectively. (b) Example of raw data in one participant, where 
the gastric rhythm is visible as cycles of ~20 s length. Respiratory cycles are much faster (typically 3 to 5 s length). Heartbeats appear as transients 
every ~0.8 s (inset). EGG amplitude in this participant is close the median value observed in 100 participants. (c) Power spectrum at each of the 
seven recording electrodes. Peak frequency is indicated by a star on the channel with the largest power (black line). The white area corresponds to 
the normal frequency range of the EGG, also known as normogastria (2 to 4 cpm or 0.033 to 0.066 Hz). Inset: Electrode layout with the location 
of the electrode displaying the largest spectral power marked with a blue star. (d) Spectral density over a wider frequency range at the selected 
channel, revealing the spectral signatures of the respiratory (~0.3 Hz) and cardiac rhythms (~1.5 Hz)
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Koch & Stern, 2004), and a number of studies used ranges 
closer to this definition (e.g., Abell & Malagelada,  1988; 
Gianaros, Quigley, & Mordkoff, 2001; Homma et al., 1999; 
Koch, Bingaman, Tan, & Stern,  1998; Koch, Hong, & 
Xu,  2000; Meissner, Muth, & Herbert,  2011; Muth, Koch, 
Stern, & Thayer, 1999; Stern, Vasey, Senqi, & Koch, 1991; 
Vianna, Weinstock, Elliott, Summers, & Tranel, 2006).

An example of a raw signal obtained from cutaneous 
abdominal electrodes is shown in Figure 1b. In this good 
quality recording, the gastric rhythm is visible to the naked 
eye. In the same raw data, the faster rhythms of respira-
tion (typically around 0.2–0.4  Hz) (Kaiho, Shimoyama, 
Nakajima, & Ochiai, 2000) and heartbeats (1–1.7 Hz) can 
be observed, superimposed on the gastric rhythm (Abell 
& Malagelada,  1988; Stern et  al.,  1987). The spectral 
analysis of the EGG reveals a sharp peak around 0.05 Hz 
(Figure 1c). The EGG spectral signature is markedly dis-
tinct from those of respiration and heart rate, that peak 
at much higher frequencies (Figure  1d). Note that a har-
monic of the gastric rhythm can sometimes be observed 
(Figure 1d) when the EGG departs from a perfect sine wave 
(Verhagen, Van Schelven, Samsom, & Smout, 1999).

Historically, the EGG was independently discovered by 
Alvarez,  1922; Davis, Garafolo, & Kveim,  1959; Tumpeer 
& Blitsten,  1926. While this recording technique received 
little attention for decades, computerized analysis rekindled 
interest in the 1990s in the field of gastroenterology (Koch 
& Stern, 2004). EGG recording and analysis has been first 
and mostly performed in the clinical domain, where it rep-
resents an appealing method since it is noninvasive, cheap, 
and relatively easy to install and acquire. In gastroenterol-
ogy, the EGG is typically acquired before and after a meal, 
called the pre- and postprandial period, respectively. The 
EGG amplitude normally increases in the postprandial pe-
riod in healthy participants, while EGG frequency remains 
relatively unaffected (for review see Koch & Stern,  2004; 
Riezzo et  al.,  2013; Stern et  al.,  1987). Gastroenterologists 
have been interested in characterizing EGG abnormalities in 
patients by describing changes in power and frequency. For 
instance, postprandial increases in EGG amplitude are altered 
in gastric motility disorders (Cucchiara et al., 1997; Parkman 
& Orr, 2007) and Parkinson's disease (Kaneoke et al., 1995). 
Other studies analyzed changes in EGG frequency. The gastric 
rhythm tends to get faster (tachygastria) in patients with nau-
sea (Geldof et al., 1989), depression (Ruhland et al., 2008), 
and schizophrenia (Peupelmann et al., 2009). Note that dif-
ferent approaches have been used to characterize departure 
from normogastria, either by analyzing the percentage dis-
tribution of EGG power in different frequency bands or by 
analyzing the shifts of EGG peak frequency over time (Stern 
et al., 2007). Here, we will focus on preprandial EGG record-
ings in healthy participants.

1.2 | The EGG in psychophysiology

The potential relevance of visceral signals for understanding 
brain and behavior has long been underlined for emotions 
(Cannon, 1927; Damasio, 1996; James, 1890; Lange, 1885), 
but also in a relationship with self and consciousness 
(Azzalini, Rebollo, & Tallon-Baudry,  2019; Christoff, 
Cosmelli, Legrand, & Thompson,  2011; Craig,  2002; 
Critchley & Harrison, 2013; Thompson & Varela, 2001), as 
well as in physical and mental health (Khalsa et  al.,  2018; 
Quadt, Critchley, & Garfinkel, 2018). Note that brain-viscera 
interplay ranges from the implicit nonconscious signaling 
of bodily afferents to the brain and/or automatic descending 
modulation of stomach activity by the brain to explicit or con-
sciously accessible visceral perception (Azzalini et al., 2019; 
Quadt et al., 2018).

Despite the potential relevance of brain-viscera relation-
ships, empirical studies investigating the electrical activity of 
the gastrointestinal system remain scarce and provided mixed 
results. Initial studies on shock/noise avoidance reported 
mixed results on EGG amplitude (Davis & Berry, 1963; Fedor 
& Russell, 1965; Stern, 1966, 1983; White, 1964). Different 
physical and psychological stressors were found to increase 
spectral power in the tachygastric range (Gianaros et al., 2001; 
Muth et al., 1999; for conflicting results see Riezzo, Porcelli, 
Guerra, & Giorgio, 1996; Stern et al., 1991), while the effects 
on amplitude have been mixed (Riezzo et  al.,  1996; Stern 
et al., 1991). In line with the results of stressors, videos evok-
ing disgust were found to evoke tachygastria (Harrison, Gray, 
Gianaros, & Critchley, 2010) but this result was not replicated 
(Meissner et al., 2011). Emotions induced by movie clips (or 
music) most often do not alter the EGG frequency (Baldaro 
et  al.,  1996, 2001; Baldaro, Battacchi, Trombini, Palomba, 
& Stegagno,  1990; Chen, Xu, Wang, & Chen,  2005; Chen 
et al., 2008; Lin et al., 2007), while results on amplitude are 
inconsistent (Baldaro et  al.,  1996, 2001; Chen et  al.,  2005, 
2008; Lin et al., 2007; Vianna et al., 2006). Several studies 
found increased mean EGG power during the performance 
of tasks of mental arithmetic (Davis, Berry, & Paden, 1969; 
Holzl, Schroder, & Kiefer,  1979; Riezzo et  al.,  1996; for 
conflicting null finding see Walker & Sandman, 1977), but 
other studies on mental arithmetic and puzzle-solving report 
fewer episodes of large amplitude gastric activity (Ercolani 
et  al.,  1982; Ercolani, Baldaro, & Trombini,  1989; Martin, 
Nicolov, Ormieres, Beloncle, & Murat, 1982). Different fac-
tors, like the type of task, or fed versus fasted state of par-
ticipants, number of participants as well as interindividual 
variability (Riezzo et al., 1996) might account for discrepan-
cies between different studies. The absence of standardized 
procedures in psychophysiology for recording and analyzing 
the EGG might play an additional role (but see e.g., Koch 
et al., 2000 for reproducibility in the water load test).
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In addition to a potential modulation of EGG parameters 
by descending cognitive influences, ascending influences 
arising from the stomach were recently shown to influence 
brain dynamics at rest, with a modulation of the ampli-
tude of the alpha rhythm by the phase of the EGG (Richter, 
Babo-Rebelo, Schwartz, & Tallon-Baudry,  2017) in the 
parieto-occipital region. fMRI data reveal that the brain at 
rest is coupled with the gastric rhythm in an extended cor-
tical network (Rebollo, Devauchelle, Béranger, & Tallon-
Baudry,  2018), including known viscero-sensitive regions 
such as primary and secondary somatosensory cortices, as 
well as the parieto-occipital region where gastric-alpha cou-
pling was observed. Gastric-brain coupling thus appears to 
play a role in the large-scale organization of brain dynamics 
at rest. Although little employed so far, the EGG thus appears 
as an attractive method to study brain-viscera interactions.

1.3 | Physiological basis of the EGG

1.3.1 | Pacemaker cells and smooth muscles

The stomach mixes ingested food with secretions and grinds it 
into particles that can be emptied into the duodenum through 
the pylorus (Figure 2a). The stomach is classically divided into 
two parts (Koch & Stern, 2004). The proximal stomach con-
sists of the fundus (upper curved part) and the corpus (or body, 
the main central part of the stomach), which acts as a reser-
voir and controls intragastric pressure (Tack, 2012). The distal 
stomach consists of the lower part of the corpus, the antrum, 
and the pylorus, and is responsible for the mixing, grinding, 
and emptying of solid food (Kelly,  1980; Rayner, Hebbard, 
& Horowitz,  2012). The gastrointestinal tract contains two 

muscular layers that control gut peristalsis: a thin outer longi-
tudinal layer and a thick inner circular layer. Unlike the rest of 
the organs of the gastrointestinal tract, the stomach has an addi-
tional innermost oblique layer of smooth muscles, which allows 
more refined control of motility patterns (Birmingham, 1898; 
Christensen & Torres, 1975; Fritsch & Kühnel, 2008).

The stomach wall contains a distinctive type of cells, the 
Interstitial Cells of Cajal (ICCs), located between the circular 
and longitudinal muscular layer (myenteric Interstitial Cells of 
Cajal, ICC-MY) or within the muscular layers (intramuscular 
Interstitial Cells of Cajal, ICC-IM) (O’Grady, 2012; Sanders, 
Ward, & Koh, 2014) (Figure 2b). Although ICCs are not neu-
rons (Klüppel, Huizinga, Malysz, & Bernstein,  1998), they 
display neuron-like properties. Both types of ICCs continu-
ously and intrinsically generate and propagate slow pacemaker 
currents (for review see Huizinga & Chen, 2014), constitut-
ing the basis of the gastric rhythm (Hirst & Edwards, 2006; 
Sanders, Koh, & Ward, 2006; Sanders et al., 2014). During di-
gestion, the gastric rhythm generated by ICCs triggers smooth 
muscle contraction with additional inputs from excitatory en-
teric motor neurons (Sanders et al., 2014) and vagal efferent 
neurons (Chang, Mashimo, & Goyal,  2003). In addition to 
their role in slow wave generation, ICC-IM is involved in the 
transduction of inputs from enteric motor neurons (Hirst & 
Edwards, 2006; Sanders et al., 2006, 2014). While ICCs con-
trol the pace of gastric contractions, enteric motor neurons and 
vagal efferent neurons regulate the amplitude of contractions. 
It follows that the frequency of the surface EGG is likely to be 
related to the intrinsic pacemaker activity of ICCs, while EGG 
amplitude is related to a combination of currents generated in 
ICCs, enteric motor neurons, and smooth muscles.

ICCs generate the gastric rhythm and actively propa-
gate the slow waves through the ICC network as well as to 

F I G U R E  2  The stomach and the generation of the gastric slow rhythm. (a) Anatomical regions of the stomach, with the main divisions 
into fundus, corpus, and antrum. The gastric rhythm originates from the pacemaker region (orange) near the greater curvature of the mid/upper 
corpus. From here, it entrains other pacemaker cells, resulting in traveling rings of electrical wavefronts in the direction of the antrum (O’Grady 
et al., 2010). (b) The Interstitial Cells of Cajal (ICC, blue) are the generators of the gastric rhythm. They lay in the stomach wall, between and 
within the circular and longitudinal muscle layers. An additional thin oblique muscle layer located in the innermost part of the stomach, adjacent 
to the circular layer, is not represented here. The electrical activity of the pacemaker is passed through the entire ICC network and is also passively 
conducted into coupled muscle cells. ICCs make synapse-like contact with vagal sensory neurons (Powley et al., 2008), presented in green, in a 
structure known as intramuscular arrays, that can detect mechanical changes in smooth muscles. Adapted from Koch & Stern, 2004
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electrically coupled smooth muscle cells. Rings of electrical 
wavefronts travel circumferentially in a proximal to distal 
gradient along the stomach (Koch & Stern, 2004), pushing 
food toward the pylorus when accompanied by muscular 
contractions. How wave propagation is orchestrated is not 
known with certainty. It has since long been assumed that 
the stomach contains a “dominant pacemaker” area in the 
greater curvature of the mid/upper corpus, entraining slow 
waves at other sites, possibly with a gradient in frequency 
(Hinder & Kelly, 1977; Kelly, Code, & Elveback, 1969; Koch 
& Stern, 2004; O’Grady et al., 2010; Riezzo et al., 2013).

1.3.2 | Relating cutaneous EGG to 
gastric physiology

Because the frequency of the gastric rhythm is determined 
by ICCs’ intrinsic pacemaker activity, cutaneous EGG fre-
quency directly reflects the frequency of the gastric basal 
rhythm, as revealed by simultaneous cutaneous EGG and 
invasive recordings in humans (Brown, Smallwood, Duthie, 
& Stoddard,  1975; Chen, Schirmer, & McCallum,  1994; 
Coleski & Hasler, 2004; Familoni, Kingma, & Bowes, 1987; 
Hamilton, Bellahsene, Reichelderfer, Webster, & Bass, 1986; 
Lin, Chen, Schirmer, & McCallum, 2000; Mintchev, Kingma, 
& Bowes, 1993).

The relative contribution of ICCs and smooth muscle 
contractions to cutaneous EGG amplitude is more diffi-
cult to estimate (Angeli et  al., 2013; Bayguinov, Hennig, & 
Sanders,  2011; Hocke et  al.,  2009; O’Grady,  2012; Stern 
et  al.,  2007; Xing, Qian, & Chen, 2006), for two main rea-
sons: First, the electrophysiological signature of smooth mus-
cle contraction is filtered out in cutaneous EGG (Verhagen 
et al., 1999), and more generally how electrical signals of gas-
tric origin are combined in surface recordings remains to be 
fully understood (Cheng, Du, & O’Grady, 2013; Du, O’Grady, 
Cheng, & Pullan, 2010). Second, the amplitude of the gastric 
rhythm is dependent on the fasting/fed state of the stomach. As 
a first approximation, one could consider that during digestion 
the EGG corresponds to a combination of muscle contrac-
tions and ICC intrinsic activity, whereas in the fasting state, 
the stomach is empty and surface EGG mostly corresponds to 
ICC activity (Smout, Van Der Schee, & Grashuis, 1980). This 
is the rationale underlying the clinical test comparing pre- and 
postprandial EGG amplitude. However, even when the stom-
ach is resting as in moderate fasting, a few muscular contrac-
tions may occur (O’Grady et al., 2010; Sanders et al., 2014), 
and occasional intense muscular activity can be observed in 
prolonged (i.e., overnight) fasting (Koch & Stern, 2004).

Because ICCs are present all along the gastrointestinal 
tract, cutaneous electrodes might capture the myoelectrical 
activity of other organs of the GI tract, raising the question of 
the organ-specificity of the signal. The small intestine displays 

frequencies that are much higher than the stomach, usually 
above 0.16 Hz (Christensen, Schedl, & Clifton, 1966; Riezzo 
et  al.,  2013; Waldhausen, Shaffrey, Skenderis, Jones, & 
Schirmer, 1990). The frequency range of the colon is broader, 
ranging from 2 to 12 cycles per minute in humans (Erickson 
et al., 2019; Homma et al., 1995; Pezzolla, Riezzo, Maselli, 
& Giorgio, 1989; Riezzo, Pezzolla, Maselli, & Giorgio, 1994; 
Taylor, Duthie, Smallwood, & Linkens,  1975), that is, po-
tentially overlapping in frequency with the gastric rhythm 
(Amaris, Sanmiguel, Sadowski, Bowes, & Mintchev, 2002; 
Erickson et al., 2019). Still, numerous studies found that the 
3 cpm rhythm disappeared, or was largely reduced, following 
surgical removal of the stomach but not of the colon (Homma 
et al., 1995; Imai & Sakita, 2005; Kaiho et al., 2000; Pezzolla 
et al., 1989).

1.4 | Pathways of gut-brain signaling

There is evidence in the cognitive neuroscience literature 
that stress or emotions can alter cutaneous EGG frequency 
or amplitude (Baldaro et  al.,  1996; Gianaros et  al.,  2001; 
Lin et al., 2007; Muth et al., 1999; Stern et al., 1991; Vianna 
et  al.,  2006), indicating descending influences from brain 
to stomach, and that ascending influences, from stomach to 
brain, influence brain dynamics (Richter et al., 2017). What 
are the currently known anatomical pathways supporting 
those interactions? In this section, we present the mechanisms 
of sensory transduction of the gastric rhythm and ascending 
pathways up to cortical targets, followed by an overview 
of descending projections from brain to stomach. Note that 
much remains to be determined, from signal transduction 
(Umans & Liberles, 2018) to anatomo-functional pathways 
(Azzalini et al., 2019). Only very few stomach-specific ana-
tomical tracing studies exist in animals (for a recent exam-
ple in rodents see Han et al., 2018). Besides, it is tempting 
to extrapolate from anatomical tracing and/or electrophysi-
ological studies in animals (rodents, cats and monkeys) to hu-
mans, on the assumption that visceral pathways are probably 
ancient and conserved through evolution. However, differ-
ences between species have been reported (Bishop, Malliani, 
& Thorén, 1983; Pritchard, Hamilton, & Norgren,  2000; 
Shipley & Sanders, 1982). The overall description presented 
in this section is drawn from studies in rodents, cats and mon-
keys, and some pathways may differ in humans.

1.4.1 | Detection of the gastric rhythm and 
mechanical changes in sensory neurons

The EGG reflects a combination of gastric smooth muscle 
contractions and of the gastric rhythm generated by ICCs. 
Both types of signals might be detected in the stomach by 
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sensory neurons. ICCs make direct synapse-like contact with 
vagal afferent neurons, also known as intramuscular arrays 
(Powley & Phillips, 2011; Powley et al., 2008). The gastric 
rhythm might thus be directly relayed to the brain through 
vagal afferent neurons, although this has not been directly 
tested. Experimental work has mostly been devoted to the 
signaling of gastric smooth muscle contractions. Multiple cell 
types, including ICCs, are grouped in arborized structures 
that run along the smooth muscle and act as mechanorecep-
tors across the gastrointestinal tract, with different sensitiv-
ity thresholds and adaptation profiles (Berthoud, Blackshaw, 
Brookes, & Grundy, 2004; Blackshaw, Brookes, Grundy, & 
Schemann, 2007; Umans & Liberles, 2018). Those mecha-
nosensory structures continuously sense the contractile state 
of the stomach and can transmit changes in smooth muscles 
to the brainstem through vagal and spinal afferent fibers. It is 
worth underlining that in the vagus nerve, around 80% of the 
fibers are ascending, indicating the brain is probably more 
of a listener than a sender of vagal information (Agostoni, 
Chinnock, De Daly, & Murray, 1957). In contrast, the ratio 
between efferents and afferents in the spinal splanchnic nerve 
is closer to 50:50 (Foley, 1948; Leek, 1972).

1.4.2 | Vagal and spinal pathways relay 
gastric information to the brainstem, 
thalamus, and cortex

Vagal sensory neurons project to the nucleus of the solitary 
tract in the brainstem, an important relay center for visceral 

information, that is also involved in the initiation of gastric 
control reflexes (Azpiroz & Malagelada, 1990). The nucleus 
of the solitary tract displays a rough viscerotopic organiza-
tion (Altschuler, Bao, Bieger, Hopkins, & Miselis,  1989), 
but with local overlap between inputs from the heart and the 
gastrointestinal tract (Paton & Kasparov, 2000). Visceral af-
ferents are relayed to the parabrachial nucleus (Figure 3, right 
panel), which integrates vagal and spinal information and is 
the main relay of visceral information to subcortical and cor-
tical structures (Hylden, Hayashi, Bennett, & Dubner, 1985; 
Norgren, 1978; Pritchard et al., 2000).

The nucleus of the solitary tract and parabrachial nucleus 
directly targets the main neuromodulatory centers (Figure 3): 
the serotoninergic dorsal raphe nucleus, the noradrenergic 
locus coeruleus, and the dopaminergic substantia nigra and 
ventral tegmental area (Coizet, Dommett, Klop, Redgrave, & 
Overton, 2010; Pritchard et al., 2000; Saper & Loewy, 1980). 
The functional relevance of gastric vagal signaling on the 
dopaminergic reward pathway has been recently elegantly 
demonstrated in mice (Han et al., 2018), where stimulation 
of the vagal sensory ganglion activated self-stimulation be-
havior, conditioned place preferences, and induced dopa-
mine-release from substantia nigra. The parabrachial nucleus 
also targets the amygdala, the hypothalamus, and the striatum 
(Bester, Besson, & Bernard, 1997; Fulwiler & Saper, 1984; 
Saper, 2002).

Gastrointestinal inputs can reach the thalamus through 
parabrachial projections or direct spinothalamic pathways. 
Parabrachial outputs target the ventromedial, reticular, intral-
aminar, and ventroposterior thalamic nuclei (Coen, Hobson, 

F I G U R E  3  Projections of vagal and spinal afferents from the gastrointestinal tract to the brain. Afferents target brainstem nuclei (purple) 
including nucleus tractus solitarius (NTS) and parabrachial nucleus (PBN). The NTS and PBN in turn project to various subcortical structures, 
including the neuromodulatory structures (blue), as well as subcortical (red) and cortical (yellow) regions. Another spinal afferent pathway 
bypasses the brainstem and directly targets the thalamus. Abbreviations: Amy, amygdala; Cer, cerebellum; CM, cingulate motor regions; Hc, 
hippocampus; Hyp, hypothalamus; Ins, insula; LC, locus coeruleus; NTS, nucleus of the solitary tract; PBN, parabrachial nucleus; RN, raphe 
nucleus; SI, primary somatosensory; SII, secondary somatosensory; SN, substantia nigra; St, striatum; Th, thalamus; vmPFC, ventromedial 
prefrontal cortex. Modified from Azzalini et al., 2019
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& Aziz, 2012). Spinal and vagal inputs are already combined 
in the parabrachial nucleus and further convergence takes 
place in the thalamus. Unexpectedly, the lateral geniculate 
nucleus, a visual thalamic relay, receives massive inputs from 
the parabrachial region (Erişir, Van Horn, & Sherman, 1997; 
Uhlrich, Cucchiaro, & Sherman,  1988), and parabrachial 
activation affects visual responses in the lateral geniculate 
nucleus (Lu, Guido, & Sherman, 1993; Uhlrich, Tamamaki, 
Murphy, & Sherman, 1995) and cortex (Munk, Roelfsema, 
König, Engel, & Singer, 1996).

From the thalamus, numerous cortical areas receive vis-
ceral inputs (Figure  3), including primary and secondary 
somatosensory cortex (Amassian,  1951; Downman,  1951), 
insula (Cechetto & Saper, 1987), ventromedial prefrontal cor-
tex (Vogt & Derbyshire, 2009) and cingulate motor regions 
(Dum, Levinthal, & Strick, 2009). In rodents, viscerotopy is 
present in the ventrobasal nucleus of the thalamus and in the 
insula (Cechetto & Saper, 1987). Although it is known that in 
humans the somatosensory cortex is coupled with the stom-
ach (Rebollo et al., 2018) and that it responds to heartbeats 
(Kern, Aertsen, Schulze-Bonhage, & Ball,  2013), whether 
the somatosensory cortex shows a viscerotopic organization, 
and how viscerotopy is integrated with somatotopy, has not 
between investigated since the 50’s (Downman, 1951).

1.4.3 | Descending influences

As reviewed in Section 1.2, gastric amplitude and/or fre-
quency can be modified by cognitive and emotional factors. 
Indeed, gastrointestinal functioning is regulated by both 
vagal (Hall, el-Sharkawy, & Diamant, 1986; Stern, Crawford, 
Stewart, Vasey, & Koch,  1989), or parasympathetic, and 
spinal, or sympathetic, centers. The main parasympathetic 
center is the dorsal motor nucleus of the vagus (Gillis, Quest, 
Pagani, & Norman, 1989), that has descending projections to 
smooth muscle cells as well as to Interstitial Cells of Cajal 
(Schemann & Grundy, 1992; Travagli, Hermann, Browning, 
& Rogers, 2006). The vagal innervation from the dorsal nu-
cleus of the vagus modulates the amplitude of the gastric 
rhythm and can have either an activating or inhibiting effect 
(Andrews & Scratcherd,  1980; Pagani, Norman, Kasbekar, 
& Gillis,  1985; Travagli et  al.,  2006). The sympathetic ef-
ferent nuclei controlling the stomach are located in the in-
termediolateral cell column of the thoracic-lumbar spine, 
and project to prevertebral and paravertebral ganglia located 
outside the spine (Furness, 2006). In turn, spinal projections 
innervate enteric neurons, arterioles of the gut wall and stri-
ate muscles of sphincters to control vasoconstriction, liquid 
balance, secretion, blood flow, and motility (Furness, 2012; 
Holzer,  2006; Sveshnikov, Smirnov, Myasnikov, & 
Kuchuk,  2012). Sympathetic projections can induce ei-
ther an inhibition or a stimulation of stomach contractions 

(Smirnov & Lychkova,  2003; Sveshnikov et  al.,  2012). 
Sympathetic projections are modulated by higher level struc-
tures, including parabrachial nucleus, nucleus of the solitary 
tract (Saper & Loewy,  1980), rostroventrolateral medulla 
(Deuchars & Lall, 2015), raphe nucleus (Morrison, Sved, & 
Passerin, 1999), locus coeruleus (Bruinstroop et al., 2012) as 
well as several hypothalamic nuclei (Deuchars & Lall, 2015).

1.4.4 | Brain-stomach coupling in humans

In humans, pioneering studies identified brain regions cou-
pled with the stomach using gastric distension, induced 
by inserting and inflating a balloon in the stomach of par-
ticipants, or, alternatively, by asking participants to drink a 
specific amount of liquid. Water ingestion can also be used 
to measure explicit gastric interoception, as recently pro-
posed by van Dyck et al., 2016. Gastric distension activates 
somatomotor regions, insula, vmPFC and mid-cingulate, 
and deactivates occipital regions (Ladabaum et  al.,  2001; 
Lu et  al.,  2004; van Oudenhove et  al.,  2009; Vandenbergh 
et al., 2005; Wang et al., 2008). More recently, stomach-brain 
coupling was investigated during the resting state, without 
gastric stimulation. Rebollo et al., 2018, recorded the EGG in 
healthy participants during quiet rest, while simultaneously 
recording brain activity with functional magnetic resonance 
imaging. They then identified the regions where spontaneous 
fluctuations in the BOLD signal were phase-synchronized 
with the gastric rhythm. This revealed an extended network 
including primary and secondary somato-sensory cortices, 
mid-cingulate areas, and extended portions of the occipital 
lobe, indicating that gastric-brain coupling contributes to the 
large-scale organization of brain activity at rest.

2 |  THE EGG: RECORDING, 
PREPROCESSING, AND DATA 
QUALITY ASSESSMENT

The aim of this section is to propose practical suggestions 
to record the EGG in the typical young and healthy popula-
tion sampled in psychophysical research, as well as a semi-
automatized procedure to assess data quality and to extract 
the gastric rhythm characteristics in terms of amplitude, fre-
quency, and phase. The procedure aims at identifying the gas-
tric rhythm, that is, a regular oscillation in the normogastric 
range (2–4 cpm). Such a signal can safely be attributed to the 
stomach, whereas artifacts are likely to disrupt the regularity 
of the rhythm. It follows that the procedure as it currently 
stands is not appropriate to investigate departure from nor-
mogastria. The procedure reported here is also not designed 
to analyze the spatial propagation of the gastric waves along 
the stomach, and we refer the interested reader to Angeli 
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et  al.,  2015; Bradshaw et  al.,  2016; Gharibans, Coleman, 
Mousa, & Kunkel, 2019; O’Grady et al., 2010, 2012.

2.1 | Recording apparatus

The EGG is recorded with standard cutaneous electrodes, 
similar to electrocardiogram electrodes, and standard skin 
preparation (e.g., slight abrasion of the skin for optimal skin-
to-electrode interface contact). EGG amplitude lies typically 
between 50 and 500 microVolt, commensurate with electro-
encephalography (EEG). Standard EEG acquisition systems 
can thus adequately amplify EGG signals, but several ad-
ditional conditions must be met, due to the very slow pace 
(~0.05  Hz) of the gastric rhythm. First, DC amplifiers are 
best suited to record the EGG since even a very low high-pass 
filter might distort the data. Most recent EEG acquisition sys-
tems have the large analog-digital conversion range required 
for DC recordings without amplifier saturation. Second, re-
cordings have to be long enough to collect a sufficient num-
ber of gastric cycles. As a rule of thumb, one minute contains 
about three gastric cycles, and 15  min correspond to only 
45 cycles. Note that it can be useful to acquire some extra 
data (about 40  s) before and after the period of interest to 
facilitate off-line filtering at the very low frequency of the 
gastric rhythm. Last, sources of very slow fluctuations in the 
recordings have to be minimized. In particular, hanging wires 
might swing around and induce slow drifts in the recordings 
and should thus be taped to a fixed support. Wrapping the 
wires in a shield can limit wire swinging as well as reduce 
electromagnetic artifacts. Because EGG frequency is around 
0.05 Hz, sampling frequency could in principle be very low 
(below 1 Hz). However, a higher sampling frequency is re-
quired for proper artifact identification, in particular, partici-
pant's movements that are accompanied by muscle artifacts.

2.2 | Participants

2.2.1 | Participants’ 
information and inclusion

Participants are informed early in the inclusion process of 
electrode location, which implies that their shirt is raised, 
their skin exposed between navel and sternum, and shaved if 
too hairy. Participants feeling uncomfortable with the proce-
dure can thus withdraw at that early stage, and are informed 
that they can withdraw at any time later on. Participants 
might also feel more comfortable if the experimenter plac-
ing the electrodes is of the same gender as the participant. 
Last, participants are asked to avoid tight-fitting clothes that 
might potentially touch the electrodes and hence compromise 
recording quality.

Participants should obviously have no gastric or diges-
tive disorder. Several medications might influence the EGG, 
including prokinetic anti-emetic agents, narcotic analgesics, 
anticholinergic drugs, and anti-inflammatory agents, as well 
as probiotics and prebiotics (Américo, Miranda, Corá, & 
Romeiro, 2009; Chiba et al., 2007; Indrio et al., 2009; Walldén, 
Lindberg, Sandin, Thörn, & Wattwil, 2008). Different recom-
mendations exist in the gastroenterology literature with re-
gards to the inclusion of participants taking these medications 
(Murakami et al., 2013; Riezzo et al., 2013; Yin & Chen, 2013). 
A practical solution for psychophysiological studies in healthy 
participants is to include only subjects without medication.

Another inclusion/exclusion criterion that might prove 
useful is the body mass index (BMI, Weight (kg)/ (Height 
(m))2). Participants with a high BMI typically display a 
lower EGG amplitude (Riezzo, Pezzolla, & Giorgio,  1991; 
Simonian et al., 2004; Somarajan, Cassilly, Obioha, Richards, 
& Bradshaw, 2014), potentially because a thicker abdominal 
wall increases the distance between the electrical source and 
the recording electrodes and hence results in a lower ampli-
tude recording (Liang & Chen, 1997; Obioha et al., 2016). 
In addition, people with high BMI show more activity out-
side the 2–4  cpm range (McCallum, Jones, Lin, Sarosiek, 
& Moncure, 2001; Simonian et  al.,  2004; Tolj,  2007), and 
in morbid conditions, altered gastric emptying (McCallum 
et al., 2001; Tosetti et al., 1996). In sum, it thus might prove 
advantageous to include only rather lean participants. In prac-
tice, we include subjects with a BMI comprised between 18 
and 26. Note that the phase of the menstrual cycle might im-
pact EGG frequency (Parkman et al., 1996; Tolj, 2007) and 
should thus be documented if the absolute EGG frequency is 
a parameter of interest.

Studies in gastroenterology focus on the typical EGG am-
plitude increase following food ingestion, reflecting muscle 
contractions and gastric motility and other parameters (Stern, 
Jokerst, Livine, & Koch, 2001; Stern et  al.,  1989). Another 
option for psychophysiology is to ask participants to fast for 
at least 2 hr preceding their appointment (i.e., about 3 hr be-
fore the actual beginning of the recording) to focus the analysis 
on the basal gastric rhythm in an almost empty stomach with 
little muscular contractions. Only about 10% of a solid meal 
remains in the stomach 2 to 3 hr after meal ingestion (Vasavid 
et al., 2014). In any case, the time elapsed since the last meal 
should be documented and taken into account in the exper-
imental design. Note that details on the contents of pre-fast 
meal and feeling of hunger at the time of recordings are poten-
tially relevant parameters but were not recorded in this data set.

2.2.2 | Participants’ position

Most studies in gastroenterology record EGG with the patient 
in a lying position, which reduces voluntary movements, 
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although ambulatory EGG recordings are currently being 
developed (Gharibans et al., 2018). Another advantage of a 
lying position is that the electrodes rest on the abdominal sur-
face and not in fatty folds (Koch & Stern, 2004). However, 
a good EGG can also be obtained in a sitting position, al-
though the amplitude is typically a bit lower, most likely due 
to the distance of the stomach to the skin surface (Jonderko, 
Kasicka-Jonderko, & Blonska-Fajfrowska,  2005). In prac-
tice, we place the electrodes while subjects are in a standing 
or lying position, thus allowing easier access to anatomical 
landmarks. After electrodes are placed, we record from par-
ticipants in a semi-reclined sitting position, as is customary 
for MEG or EEG recordings, and ask participants to avoid 
any voluntary movement. Movements induce large arti-
facts in the recording, and artifacted data segments should 
be identified and excluded from further analysis (Verhagen 
et al., 1999).

2.3 | Electrode placement

Unlike electrocardiography, electrode placement in electro-
gastrography is not standardized. The stomach is located in 
the upper left abdomen but the precise location with respect 
to external landmarks varies (Gharibans et al., 2019). Many 
clinical studies used between 2 and 4 electrodes. We initially 
used a 17 electrode grid (Richter et al., 2017), which proved 

too large, and after some trials and errors found that a grid 
of seven electrodes provided sufficient coverage to detect 
a good quality EGG in most participants. The coverage we 
propose is sufficient to detect a good quality signal in at least 
one recording location; if the aim of the study is to analyze 
the propagation of the gastric rhythm along the stomach, a 
higher density of electrodes and a wider coverage is recom-
mended (Gharibans et al., 2019). Recording locations are il-
lustrated in Figure 4a. The electrode location proposed here 
deviates from the electrode location reported in the clinical 
literature (see for instance the review of Riezzo et al., 2013) 
in that it covers lower portions of the abdomen. In clinical 
settings, electrodes are most often located in the vicinity of 
electrodes 2, 3, 5, and 7 in Figure 4 (Chen et al., 1999; Geldof 
et  al.,  1989; Koch & Stern,  2004; Mintchev et  al.,  1993; 
Parkman et al., 2003; Simonian et al., 2004).

In the proposed setup (Figure 4a) the first electrode (1) 
is placed 2 cm above the umbilicus. Electrodes 2 and 3 are 
placed above electrode 1 on the midline, at, respectively, one-
third and two-thirds of the distance between electrode 1 and 
the xiphoid process. The locations of two other electrodes 
(6, 7) are determined by a vertical line crossing the midpoint 
of the left clavicle, and horizontally by the locations of elec-
trodes 1 and 2. Note that the electrode 7 location might fall 
above the rib cage, in which case it is advisable to shift it to-
ward the midline to improve the signal to noise ratio. Finally, 
electrodes 4 and 5 are placed in between the two columns 

F I G U R E  4  Localization of electrodes with respect to anatomical landmarks (umbillicus, xiphoid process, mid-clavicular line, and coastal 
margin). (a) Setup for a unipolar montage. The circle area and color code at each electrode location indicate how often this electrode was found 
to display the largest gastric rhythm, in a sample of 100 healthy participants with a good spectral signature of the gastric rhythm. (b) Setup for a 
bipolar montage, better suited for fMRI recordings. See text for detailed explanations. REF: Reference. GND: Ground



10 |   WOLPERT ET AL.

(1, 2, 3) and (4, 5), at the level of the vertical midpoint be-
tween electrodes 1 and 2 and electrodes 2 and 3. The refer-
ence electrode is placed symmetrically to electrode 5. Finally, 
the ground electrode is placed over the left abdomen, above 
the iliac crest. This setup can be combined with EEG and/or 
MEG recordings.

The EGG can also be recorded in an MRI environment, 
but it might require the use of bipolar electrodes to avoid am-
plifier saturation. We used the following scheme (Figure 4b; 
Rebollo et al., 2018): Four bipolar electrodes are placed in 
three rows over the abdomen, with the negative derivation 
placed 4 cm to the left of the positive one. The midpoint be-
tween the xiphoid process and umbilicus is identified, and the 
first electrode pair is set 2 cm below this area, with the nega-
tive derivation (1−) set at the point below the rib cage closest 
to the left mid-clavicular line. The second electrode pair (2+, 
2−) is set 2 cm above the umbilicus and aligned with the first 
electrode pair. The positive derivation of the third pair (3+) 
is set in the center of the square formed by electrode pairs one 
and two. The positive derivation of the fourth electrode pair 
(4+) is centered on the line traversing the xiphoid process and 
umbilicus at the same level as the third electrode. The ground 
electrode is placed above the iliac crest (Figure 4b). Note that 
scanner artifacts are much faster than the gastric rhythm and 
can easily be filtered out, at least with a standard echo-planar 
imaging sequence and that the B0 magnetic field of the scan-
ner does not affect EGG frequency (Rebollo et al., 2018).

2.4 | Power spectrum and channel selection

The first step in data analysis is to extract the gastric rhythm. 
We first present processing steps for a good quality record-
ing and come back to noisy data and artifacts in section 
2.6. Spectral power at each electrode is computed to iden-
tify the location with the largest activity in the normogas-
tric 0.033–0.066 Hz (2–4 cpm) range and to determine the 
peak frequency of each participant. Several methods for 
spectral power estimation can be used. Here, we used a Fast 
Fourier Transform (FFT) as implemented in the Fieldtrip 
toolbox (Oostenveld, Fries, Maris, & Schoffelen, 2011) with 
a Hanning taper to reduce spectral leakage and control fre-
quency smoothing. We provide the relevant code for spec-
tral estimation and other analyses at https://github.com/niwol 
pert/EGG_Scripts (for computing the power spectrum, see 
function “compute_FFT_EGG”). As illustrated in Figure 1c, 
a good quality recording shows a distinctive spectral signa-
ture in the normogastric range, with a peak frequency similar 
at most, if not all, recording sites. The channel with the larg-
est power at peak frequency is selected for further analysis. 
Note that the spectral signature of the EGG is clearly different 
from the spectral signatures of either respiration or heartbeats 

(Figure  1d), and that a harmonic at twice peak frequency 
might be observed. Peak frequency is usually fairly stable 
over a couple of hours but might vary over longer recording 
times (Lindberg, Iwarzon, & Hammarlund, 1996). Power and 
amplitude might also be extracted from the spectral analysis.

2.5 | Phase and amplitude of the 
filtered signal

For a more refined, time-resolved analysis of the EGG, the 
next step is to filter the raw EGG from the selected channel 
around the participant's peak frequency to better isolate the 
gastric rhythm. Several types of filters might be considered, 
bearing in mind that the very low frequency of the EGG im-
poses additional constraints on filter design and filter stabil-
ity. We opted for a finite impulse response filter, known to 
be more stable and less likely to introduce nonlinear phase 
distortions (Cohen, 2014), and more precisely a third-order 
frequency sampling designed finite impulse response filter 
(MATLAB: FIR2), with a bandwidth of ±0.015 Hz around 
the participant's peak EGG frequency (function “com-
pute_filter_EGG”). For instance, if peak frequency is ex-
actly 0.05 Hz (3  cpm), the filter covers the range between 
0.035 and 0.065  Hz (2.1 and 3.9  cpm). If peak frequency 
is 0.035 Hz (2.1 cpm), close to the lower limit of the nor-
mogastric range, the filter range is 0.02–0.05 Hz (1.2–3 cpm) 
and therefore also includes signal outside the normogastric 
range. Of note, filtering, especially at low frequencies, is dif-
ficult, and the actual filter deviates from the ideal filter, with 
smoother transitions, extending at higher and lower frequen-
cies, as illustrated in Figure 6a. Filter width is designed to be 
wide enough to capture physiological fluctuations in the du-
ration of the gastric cycle, but narrow enough to exclude not 
only respiration, but also the harmonic of the gastric rhythm 
(Verhagen et al., 1999).

By applying the Hilbert transform to the filtered data, 
we retrieve the instantaneous phase and amplitude enve-
lope of the gastric rhythm. Figure 5 shows two examples of 
the filtered signal, and amplitude and phase obtained after 
applying the Hilbert transform. The distribution of cycle 
duration is usually Gaussian (Figure  5b), with sometimes 
outliers (Figure 5d), defined as exceeding mean ± 3 SDs. We 
observed that cycles with abnormally long or short duration 
also often presented a nonmonotonous phase evolution (inset 
in Figure 5c).

2.6 | Identification of noisy recordings

We have presented so far good quality recordings. Identifying 
noisy recordings, or noisy segments of data, is of course 
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critical. In the following, we suggest some criteria to guide 
decisions.

2.6.1 | Power spectra

The power spectrum is a good indicator of data quality. As 
shown in Figure 6a, a high-quality recording shows a clear 
spectral peak in normogastric range with a peak frequency 
that is congruent across several channels. We systematically 
discarded power spectra with variability in peak frequency 
between electrodes (Figure  6b-e). We also discarded cases 
where a clear spectral signature is observed, but at only one 
location, as in Figure 6f. As detailed in Section 3, the power 

at peak frequency (between 26 and 8,800 μV2 in our data) 
does not appear as a reliable indicator of signal quality.

2.6.2 | Identification of participants with 
highly variable gastric cycle duration

Once the EGG is filtered at the selected channel around peak 
frequency, we do a second quality check based on the regu-
larity of the cycle durations. We estimated, in each partici-
pant, cycle duration from the phase of the Hilbert transform 
and computed the SD of cycle duration (see function “com-
pute_std_cycle_duration”). The distribution of the SD of 
cycle duration in the 100 participants we recorded is shown 

F I G U R E  5  Two examples of EGG signal and corresponding amplitude and phase that reveal a highly regular rhythm (top) or a mostly 
regular rhythm (bottom). (a) Top row: Raw signal (grey) with superimposed filtered EGG (blue), obtained by filtering the raw signal ±0.015 Hz 
around the peak frequency of the recording. The Hilbert transform generates two time series: the amplitude envelope (middle row) and 
instantaneous phase of the gastric rhythm in radians (bottom row). (b) Distribution of cycle durations. Red dotted lines indicate mean cycle 
duration ± three SDs. In this example, the distribution of cycle duration is quite narrow, without any outlier. (c) Example of a different recording 
with mostly regular phase time series. The gastric rhythm is not always visible to the naked eye in the raw signal (top row) and its amplitude is 
sometimes very low (middle row). A cycle shaded in red and marked by a red arrow shows a nonmonotonous change in phase (bottom row) and 
concomitant low amplitude. (d) Histogram of cycle duration. The cycle with nonmonotonous change in phase in (c) appears as an outlier (red 
arrow). The cycle is considered as an artifact (nonmonotonicity and cycle duration) and therefore discarded from further analysis
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in Figure 7a. Four participants clearly lie outside the distribu-
tion and are considered outliers. We retained a criterion of 
the SD of cycle duration smaller than 6 to include participants 
in further analysis.

We compared this data-driven procedure with a pro-
cedure based on the clinical EGG literature (see function 
“show_prop_normogastria”), where it is held that EGG re-
cordings in a healthy subject should be composed of at least 
70% cycles in the normogastric range (2–4 cpm, or cycle du-
ration between 15 and 30  s) (Parkman et  al., 2003; Riezzo 
et al., 2013). Bradygastria refers to slow cycles ranging be-
tween 30 and 60 s (1–2 cpm) and tachygastria to short cycles 
between 6 and 15  s (4–10  cpm) (Riezzo et  al.,  2013). We 
found that those four participants identified as outliers in the 
distribution of SD of cycle duration (Figure 7a) are also out-
liers in the percentage of cycles in normogastria and exhibit 
less than 70% cycles in the normogastric range (Figure 7b). 
The two criteria thus appear equivalent in this data set.

Note that this processing step is dependent on the filter 
width (ideal and best fit) used. It is not suited for studies at-
tempting to induce shifts in gastric peak frequency, resulting 
in a larger variability of gastric cycle duration or even in a shift 
of gastric peak frequency outside the normogastric range, as 

when eliciting nausea or disgust (Geldof et al., 1989; Harrison 
et al., 2010; Meissner et al., 2011; Stern et al., 1985).

2.7 | Identification of artifacted 
data segments

Once recordings of overall good quality have been selected, ar-
tifacts transiently affecting the data have to be identified. Any 
type of artifact which involves a movement of the wires or of 
the abdominal wall might contaminate the signal. This includes 
for example movement of the legs, abdomen or torso, touching 
of the electrodes or wires, talking or coughing. Artifacts perturb 
the signal not only at the exact time of their occurrence, but 
spread over time given the very low frequency of the filter used.

The procedure we propose to identify artifacted data seg-
ments is based on two criteria: a cycle whose length exceeds 
the mean ±3 SDs of the cycle length distributions (Figure 5b, 
d), and a cycle that displays a nonmonotonic change in phase 
(inset in Figure  5c). This procedure is implemented in the 
function “detect_EGG_artifacts.” Any cycle meeting at least 
one of those criteria is considered as artifacted. Note that 
whether cycles tagged as artifacted by this procedure represent 

F I G U R E  6  Examples of power spectra of data included in further analysis (a) or discarded (b-f). Each line corresponds to a recording 
channel, and the spectral region highlighted in white corresponds to normogastria. (a) Power spectrum with a well-defined spectral peak in the 
normogastric range, occurring in several channels at the same frequency. The star indicates peak frequency and the black line corresponds to the 
channel with the largest power at peak frequency. The red line represents the ideal filter, and the green line the best fit for the ideal filter. (b) Power 
spectrum with peaks at different frequencies in different channels. (c) Power spectrum with spectral peaks at two different frequencies. (d) Power 
spectrum with a broad peak, well defined in only one channel. (e) Several channels display a spectral peak but at different frequencies. (f) A well-
defined spectral peak is present, but only in one channel
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real artifacts or truly irregular gastric activity remains an open 
question.

It is advisable to complement the semi-automated proce-
dure we propose by a visual inspection to confirm artifact 
detection (Verhagen et al., 1999), but also to verify that the 
filtering, which can get unstable at very low frequencies, did 
not induce signal distortion.

2.8 | Conclusion on preprocessing steps

We propose a preprocessing procedure of the EGG consist-
ing of different steps with associated quality checks. All steps 
aim at identifying a regular rhythm, with a progression in the 
refinement of the analysis level. This procedure is summa-
rized in Figure 8: In a first step, we decide whether the peak 
in the power spectrum is clear enough, with a peak frequency 

consistent between recording sites, to allow for the selection 
of a channel and a peak frequency. In a second step, the data 
are filtered and the phase computed, together with the distribu-
tion of cycle length. If at least 70% of the cycles lie in the nor-
mogastric range, and/or if the SD of cycle length is smaller than 
6, the recording is considered to be of sufficient quality, else 
it is discarded. The last step consists of identifying artifacted 
data segments, based on cycle duration and phase monotonicity 
within a cycle.

3 |  NORMATIVE DATA AND 
INTERINDIVIDUAL VARIABILITY 
IN YOUNG, HEALTHY VOLUNTEERS

Here, we apply the procedures described in Section 2 in 
a large data set of EGG recordings (N  =  117) obtained in 

F I G U R E  7  Distribution of EGG features across a sample of 100 young healthy participants. (a) Distribution of SDs of cycle duration. A cutoff 
at six SDs (red shaded area) isolates four outlier participants with more irregular cycles. (b) Percentage of cycles in normogastria (2–4 cpm). A cut-off 
at 70% (red shaded area), as proposed by the clinical literature (Riezzo et al., 2013) isolates the same four outlier participants. (c) EGG peak frequency 
in the 96 remaining participants, with a mean of 0.048 Hz and SD of 0.004 Hz. Peak frequency is higher in female (M = 0.0486 Hz, SD = 0.0044) than 
male (M = 0.0467 Hz, SD = 0.0039) participants (rank sum test z = −2.25, Bonferroni-corrected p = .15). Horizontal bars represent the SD. (d) Robust 
correlation between BMI and average amplitude. BMI shows no significant relationship with mean amplitude (Bonferroni-corrected p = 1). (e) Robust 
correlation between elapsed time since the last meal and variability of cycle duration, expressed in SD around the mean for each participant. Longer 
fasting is associated with higher cycle irregularity (robust regression, Bonferroni-corrected p = .02, r2 = .09), an effect mostly driven by prolonged 
fasting (>10 hr). (f) Robust correlation between average amplitude and SD of cycle duration. There is a significant negative relationship, with higher 
amplitude being associated with lower variability of cycle duration (robust regression, p = .002, r2 = .10)
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our group, from which normative parameters of the gastric 
rhythm in a healthy, young, and rather lean population can 
be derived.

3.1 | Material

We used the data from 117 healthy participants (52 male, 65 
female) sitting in a reclining chair. Participants were aged 
between 18 and 30 years (mean: 24, SD = 3.1) and had a BMI 
comprised between 16 and 26 (mean: 21.3, SD = 2.03). We 
aimed at recording participants in a moderate fasting state, 
where stomach contractions are scarce, and thus asked par-
ticipants to fast for at least two hours before their appoint-
ment. One data set (N = 17) corresponds to the re-analysis 
of published data (Richter et al., 2017), the rest corresponds 
to various unpublished pilot studies. Most participants 
(N = 75, including the participants from Richter et al., 2017) 
were recorded for 12–15  min at rest with eyes open using 
the MEG acquisition system of Elekta Neuromag® with a 
sampling frequency of 1,000 Hz, DC to 330 Hz. EGG data 
were also recorded in 25 participants performing an experi-
ment on visual perception at a threshold for 12 min, and 17 
subjects viewed a short movie (“Bang! You're Dead” from 
Alfred Hitchcock, 1961) during 15 min, using a BioSemi ac-
quisition system with a sampling frequency of 2048 Hz, DC 
to 400  Hz. A subset of 66 participants filled out the Trait 
Anxiety Inventory (Spielberger, Gorsuch, Lushene, Vagg, 
& Jacobs, 1983). All participants signed a written informed 

consent and were paid for participation. The procedures were 
approved by the Ethics Committee CPP Ile de France III and 
were in accordance with the Helsinki declaration.

EGG was recorded as described earlier. We used the mon-
tage of seven electrodes described above, except in the 17 
participants of Richter et al., 2017. Here, we had used a bilat-
eral grid of 19 EGG electrodes (17 active, 1 reference, and 1 
ground) placed over four regularly spaced rows, that we sub-
sampled to match the current seven active electrodes schema.

3.2 | Results

3.2.1 | EGG identification in 117 recordings

We applied the procedures described above to the 117 EGG 
recordings (Figure  8). A well-defined spectral peak within 
the normogastric range could be observed in 100 participants 
out of 117 (85%). The BMI of the 100 participants with an 
identifiable spectral peak (M = 21.2, SD = 2) was slightly, 
but significantly, lower than the BMI of the 17 participants 
where the peak could not be found (M = 22.3, SD = 2; t(115) 
= −1.99, p = .049). We then discarded participants whose 
gastric rhythm was irregular. Two different criteria could 
be considered, either a SD of gastric cycle duration larger 
than 6 (Figure 7a), or less than 70% of cycles in normogastria 
(Parkman et al., 2003; Riezzo et al., 2013). Those two criteria 
converged on the same four participants. Overall, our proce-
dure was successful at recording and identifying the gastric 

F I G U R E  8  Decision tree with 
processing steps and corresponding criteria 
for a good quality recording/cycle. Grey 
numbers document the outcome of this 
procedure in a data set of 117 participants. 
(a) Decision tree for whether or not the 
recording can be retained for further 
analysis, depending on the presence of the 
spectral signature of the gastric rhythm and 
rhythm regularity. (b) Additional decision 
tree to detect artifacted cycles, based on the 
cycle duration and monotonicity of phase 
evolution
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rhythm in 82% (96/117) of the participants. Within the 96 
remaining participants, 16 come from the study of Richter 
et  al.,  2017, and 80 from the new, unpublished data sets. 
Within the 96 recordings selected, 2.5% of the cycles were 
identified as artifacted, that is, as having an excessively long 
or short duration, or as displaying a nonmonotonous change 
in phase.

3.2.2 | Electrode selection

For each participant, we identified, within the seven elec-
trode grids, the electrode with the strongest peak in the 
0.033–0.067 Hz range and selected it for all further analysis. 
The location of the selected electrode varied on a participant-
by-participant basis, with electrode 1 selected in 14% of 
participants, electrode 2: 4%, electrode 3: 1%, electrode 4: 
14%, electrode 5: 15%, electrode 6: 22%, electrode 7: 30%. 
Figure 4a shows, for each location in the grid, how often it 
was selected. The electrode showing the highest peak in the 
normogastric range was in the lower left abdominal region in 
more than half of the participants (electrodes 6 and 7) but all 
locations proved useful in at least one participant.

3.2.3 | Analysis of gastric frequency, 
amplitude and cycle duration variability

We then analyzed several properties of the EGG in the 96 
remaining participants. Mean dominant EGG frequency 
was 0.048  Hz (SD  =  0.004) (Figure  7c). Female subjects 
had a slightly higher mean peak frequency than males, but 
this difference did not survive correction for multiple com-
parisons (Figure  7c; Mfemale  =  0.0486  Hz, SD  =  0.0044; 
Mmale = 0.0467 Hz, SD = 0.0039; rank sum test z = −2.25, 
uncorrected p = .03; Bonferroni-corrected p = .15). As de-
tailed in Table 1, we found no link between EGG peak fre-
quency and age, BMI, anxiety, time of recording (morning 
versus. afternoon) or elapsed time since the last meal.

The mean average amplitude across participants was 
97.3 μV (SD = 70.2) (Figure 7d). None of the demographical 
variables tested revealed any link with amplitude (Table 1), 
including BMI.

Last, we estimated fluctuations in EGG frequency by 
computing the SD of cycle duration. There was a significant 
positive correlation between longer fasting and higher varia-
tion in cycle length (Bonferroni-corrected p = .02, r2 = 0.09; 
Figure 7e), mostly driven by subjects with an elapsed time 
since last meal larger than 10  hr. Participants with a large 
EGG amplitude had more regular cycles, as revealed by the 
negative correlation between amplitude and SD of cycle 
length (p = .002, r2 = 0.1; Figure 7f). None of the other vari-
ables measured co-varied with the SD of cycle duration. T
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The data came from different experimental conditions 
(resting state, acquired with a BioSemi system, and various 
visual tasks, acquired with a BioMag system). No meaning-
ful differences were found between experiments for any of 
the EGG parameters tested, apart from a difference in EGG 
amplitude, which might reflect more a difference in gain cal-
ibration between the two recording systems rather than on 
experimental conditions.

3.2.4 | Amplitude in clean versus artifacted 
data segments

We finally compared EGG amplitude in “clean” versus ar-
tifacted cycles, that is, cycles that were either of extreme 
duration or nonmonotonous. No significant difference in 
amplitude was found between clean cycles (M = 96.6 μV, 
SD  =  86.3) and cycles of extreme duration (M  =  86  μV, 
SD = 51.2; rank sum test z = −.4, p = .67). Amplitude in 
nonmonotonous cycles (M = 40.3 μV, SD = 39) was signifi-
cantly lower than in clean cycles (M = 96.6 μV, SD = 86.3; 
rank sum test z = −8.5, p < .001). However, as shown in 
Figure 9, only a small proportion (20%) of the cycles with 
very low amplitude were nonmonotonous, and a number of 
nonmonotonous cycles have a large amplitude.

4 |  DISCUSSION

We propose here a procedure for recording and analyzing 
EGG data, and test this approach in 117 healthy, young, 
and rather lean male and female participants who had been 
fasting for at least two hours. The analysis pipeline aims at 
identifying a regular rhythm that can be safely attributed to 
the stomach, through multiple steps: by selecting only those 
participants who have a well-defined spectral signature, with 

a peak frequency in the normogastric range (2–4 cpm) and 
regular cycles, and by excluding cycles whose duration ex-
ceeds mean ± 3 SD or whose phase is irregular.

We could identify the spectral signature of the gastric 
rhythm in 85% of the participants, most often at lower left 
abdominal locations. The largest amplitude could often be 
observed at electrodes located lower than usually recorded 
in clinical settings (Chen et al., 1999; Riezzo et al., 2013). 
Peak frequency was centered around 0.05 Hz, consistent with 
the gastroenterology literature, with a marginal difference in 
peak frequency between female and male participants. The 
large majority (96%) of the recordings with a clear spectral 
signature were also regular, with a SD of gastric cycle smaller 
than 6. The latter criterion proved equivalent to the criterion 
of 70% of cycles in the normogastric range (2–4 cycles per 
minute/0.033–0.067 Hz) employed in the clinical EGG liter-
ature. The parameter that most influenced the EGG was the 
time elapsed since last meal, with fasting longer than 10 hr 
leading to a more irregular rhythm. BMI, anxiety, and age 
had no noticeable relationship with EGG amplitude, fre-
quency or regularity.

4.1 | Electrode montage

We found that the sharpest spectral signature of the gastric 
rhythm could most often be found over lower left abdomi-
nal regions, that is, locations that are lower than in standard 
clinical settings (Riezzo et al., 2013; Simonian et al., 2004; 
Yin & Chen, 2013). This result is in line with recent EGG 
studies, where electrodes also covered a lower portion of 
the abdomen, but that were additionally informed, via CT 
scan analysis, on the precise stomach location and geom-
etry in both patients and healthy controls (Gharibans, Kim, 
Kunkel, & Coleman,  2017, 2019). Both in the Gharibans 
et al. studies, and in ours, participants were seated, slightly 
or half-reclined, thus differing from most clinical studies 
where a lying position is the norm (e.g., Geldof et al., 1989; 
Kaneoke et al., 1995; Lin, 1999), potentially leading to a dif-
ferent stomach position. In addition, we used here the refer-
ence electrode location commonly advocated in the clinical 
literature (Chen et al., 1999) over the upper right abdominal 
location, which might contribute to observing larger EGG 
amplitudes more often at the lower left location. While dis-
tance to reference electrode might contribute to EGG signal 
amplitude, it is unlikely to be the only determinant, for two 
reasons. In some participants, the largest EGG amplitude 
was detected close to the reference (i.e., electrodes 2 and 3). 
Conversely, the electrode where the largest EGG amplitude 
is most often detected (#7) is not the electrode the furthest 
away from the reference electrode. Note that reference-free 
EGG data can be obtained by a higher density coverage and 
the surface laplacian transform (Gharibans et al., 2017).

F I G U R E  9  Percentage of EGG cycles classified as artifacted 
because of nonmonotonicity, as a function of EGG amplitude. Only 
20% of the nonmonotonous cycles also have a very low amplitude
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Still, it is important to bear in mind that electrodes at lower 
locations might be more likely to record not only from the 
stomach, but also from other organs of the GI tract (Amaris 
et al., 2002; Erickson et al., 2019). While the rhythmic activity 
of the small intestine is at higher frequencies, the frequency 
range of the colon is broader, covering the frequency range 
between 0.03 and 0.13  Hz (Amaris et  al.,  2002; Erickson 
et al., 2019; Homma et al., 1995; Pezzolla et al., 1989; Riezzo 
et al., 1998), or even up to 0.2 Hz (Taylor et al., 1975). The 
frequency range of the colon and of the stomach might thus 
overlap, but the spectral signature of the stomach seems more 
narrow-band than the spectral signature of the colon. It is thus 
important to couple the use of the low electrode montage we 
advocate with strict criteria to identify the spectral signature 
of the stomach in the recordings.

4.2 | Data set selection based on spectral 
analysis and percentage in normogastria

The best evidence for gastric activity is a sharp spectral sig-
nature with a peak within the normogastric range. We re-
tained two criteria: the sharpness of the spectral peak, and 
its presence at several recording locations. Applying those 
criteria in a rather strict manner led to discarding 18% of the 
participants, which is quite a large proportion, but this con-
servative approach should guarantee a large contribution of 
the gastric rhythm to the recorded signal. This first process-
ing step could, and should, be improved in the future by find-
ing a more quantitative approach to characterize the spectral 
signature.

The absence of the spectral signature of the gastric 
rhythm in EGG spectra can be attributed to various reasons. 
The signal might be too small because the stomach is too 
far away from the selected recorded locations, either because 
of an unusual stomach position or because abdominal fat in-
creases the distance between stomach and electrode (Chen 
et  al.,  1999; Liang & Chen,  1997). Although participants 
with high BMI (above 26) are more likely to have more ab-
dominal fat and to display a lower EGG amplitude (Riezzo 
et al., 1991; Simonian et al., 2004; Somarajan et al., 2014), 
we do not observe a link between EGG amplitude and BMI. 
However, participants without an EGG spectral peak had a 
higher BMI than participants with a spectral peak. This might 
indicate that abdominal fat can decrease the signal-to-noise 
ratio to the point that the gastric rhythm can no longer be 
detected. However, if the gastric rhythm can be detected, its 
amplitude and frequency do not depend on BMI, at least in 
the restricted BMI range explored in our sample. Signal to 
noise ratio might also be compromised because of artifacts, 
in particular, due to movement of the abdominal wall or of 
wires. Additionally, the gastric rhythm might be disorga-
nized and hence display a blurred spectral signature, even in 

healthy participants which were screened for gastrointestinal 
pathologies.

After assessing power spectra, we quantified the regular-
ity of gastric cycles using two independent approaches (SD 
of gastric duration smaller than 6 or 70% of cycles in normo-
gastria), that converged and identified the same four partic-
ipants with irregular EGG, out of 100. Note that the criteria 
on spectral signature are somewhat redundant with the crite-
ria on cycle regularity. Indeed, irregular cycles are likely to 
result in a wide spectral peak, while we selected recordings 
with a well-defined spectral signature.

4.3 | Data segment selection

To the best of our knowledge, there is currently no stand-
ard for artifact rejection in EGG recordings, although some 
new methods are being developed for ambulatory recordings 
(Gharibans et  al.,  2018). Here, we chose to discard gastric 
cycles, that is, data segments of about 20 s, if the cycle was 
excessively long or short or if the phase displayed a nonmo-
notonous evolution within a cycle. Participants with a large 
EGG amplitude also had more regular cycles. At the single-
subject level, nonmonotonous cycles were more numerous 
when amplitude was low, but could be also observed in data 
segments with large amplitude. In other words, while there 
is a link between amplitude and cycle regularity, there is no 
one-to-one correspondence. It is important to underline that 
we do not know whether the cycles we discard represent ar-
tifacts (motion, electrical noise, …) accompanied with signal 
loss or a true irregularity of the gastric rhythm. Our proce-
dure aims at extracting a regular rhythm that can be safely as-
sumed to reflect the gastric rhythm. It is obviously unsuitable 
for clinical studies or cognitive studies in which irregulari-
ties of the gastric rhythm are of interest (see, e.g., Harrison 
et al., 2010).

4.4 | Factors affecting EGG peak frequency, 
amplitude, and cycle duration variability

We found that women showed on average a slightly higher 
peaking frequency than men, a difference that was small and 
not strong enough to survive correction for multiple com-
parisons. This is in line with two previous studies (Parkman 
et  al.,  1996; Tolj,  2007) in comparably large sample sizes 
(N = 83 and N = 120). No effect was detected in smaller sam-
ples of adults (Pfaffenbach et al., 1995; Simonian et al., 2004) 
or in children (Riezzo et al., 1998). We did not document the 
phase of the menstrual cycle, which might impact EGG ac-
tivity, although different studies yielded contradictory results 
(Parkman et al., 1996; Pfaffenbach et al., 1995; Tolj, 2007). 
Age was not related to EGG peak frequency, amplitude or 
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cycle length variability, in line with previous studies inves-
tigating this age range (18–30 years) (Parkman et al., 1996; 
Pfaffenbach et  al.,  1995; Riezzo et  al.,  1991; Shimamoto 
et  al.,  2002; Simonian et  al.,  2004; Tolj,  2007). Note that 
our data set stems from a quite homogenous population: 
We did only include participants with a BMI range com-
prised between 18 and 26 and with an age between 18 and 
30  years. EGG parameters are altered for higher values of 
BMI (Simonian et  al.,  2004; Tolj,  2007) or age (Parkman 
et  al.,  1996; Pfaffenbach et  al.,  1995; Riezzo et  al.,  1991; 
Shimamoto et al., 2002; Simonian et al., 2004; Tolj, 2007).

As time elapsed since the last meal increased, the EGG 
became more irregular. The correlation was mostly driven 
by participants having had their last meal more than 10 hr 
before the recording, that is, participants who had skipped 
breakfast. This suggests that in order to increase the chance 
of recording a regular signal, it might be recommended to ask 
participants to have a meal 2 to 4 hr before the recordings. 
This finding might potentially be linked to the observation 
that during very prolonged fasting (typically overnight), the 
stomach shows transient periods of strong contractions (also 
called the “phase III of the interdigestive complex”––Koch 
& Stern, 2004), which could impact the stability of the EGG. 
Combined with the classical finding that EGG amplitude in-
creases right after a meal, these results emphasize the impor-
tance of taking into account the time elapsed since last meal 
in the experimental design (for instance by counterbalanc-
ing the order of presentation of different conditions between 
participants) and data analysis (for instance by adding time 
elapsed since last meal as a regressor).

Note that we restricted the analysis to a subset of EGG pa-
rameters (peak frequency, amplitude, cycle duration variabil-
ity, percentage normogastria). Other parameters of interest, 
not studied here, are related to departure from normogastria 
(see e.g., Koch & Stern,  2004; Riezzo et  al.,  2013; Yin & 
Chen, 2013).

4.5 | Conclusion: strengths and limitations

We propose here a full pipeline to record and analyze the 
EGG of young, healthy, and rather lean participants in a 
moderate fasting state, and validate it in a large data set. 
The pipeline aims at identifying a rhythm with a peak fre-
quency between 0.033 and 0.067 Hz (2–4 cpm), and regu-
lar enough over time, so that it can safely be attributed to 
the stomach. It follows that we do not investigate lower or 
higher frequencies, for lack of criteria to discriminate sig-
nal from noise (Verhagen et al., 1999) and that the proce-
dure we propose is not well suited for psychophysiological 
studies targeting large changes in gastric rhythm frequency, 
such as nausea, disgust, and stress. The procedure is also 
not suitable for investigating the spatial propagation of 

gastric slow wave along the stomach, and we refer the 
reader to other approaches (Angeli et al., 2015; Bradshaw 
et al., 2016; Gharibans et al., 2019; O’Grady et al., 2010, 
2012).

The pipeline depends on the definition of the normal 
range of the gastric rhythm, an issue that is not fully re-
solved in the clinical literature (Chang,  2005; Parkman 
et al., 2003). This pipeline allows to estimate the duration 
of each gastric cycle, thereby providing a finer temporal 
resolution than approaches based on running spectral anal-
ysis (Stern et al., 2007). Gastric cycle duration estimation 
is dependent on the design and width of the filter used for 
analysis, which should be wide enough to capture phys-
iological fluctuations of the gastric rhythm but narrow 
enough to exclude contaminating sources. Finally, the pro-
cedure is only semi-automatized. Visual inspection is still 
required to detect large artifacts before any processing, to 
select power spectra satisfying all criteria, and to verify the 
quality of the filtering process.
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7. Article II: Coupling between the phase of a neural oscillation or bodily rhythm 

with behavior: evaluation of different statistical procedures 

7.1. Introduction 

The second methodological challenge for my thesis was to quantify the link between gastric 

phase and visual perception. Based on the coupling between the gastric rhythm and alpha power (Richter 

et al., 2017), we hypothesized that hits vs. misses (i.e., seen vs. unseen targets) would cluster at different 

portions of the gastric phase. While circular tests to assess the statistical relationship between phase and 

a binary outcome are abundant, only few systematic comparisons exist (van Rullen, 2016; Zoefel et al., 

2019), raising the issue of which method is optimal for the question under study. 

A specialty of our project was that we wanted to be open to different relationships between 

phase and behavioral outcome. Most studies, e.g. from the literature on the effect of the phase of a neural 

oscillation on perception, rely on the assumption that phase-behavior takes a 1:1 relationship, with hits 

and misses each clustering at one preferred portion of the phase. However, especially for a slow bodily 

rhythm such as the gastric rhythm, the interaction might be more complex. Behavioral outcome could 

prefer several phase ranges of the same oscillation, resulting in 2:1 coupling or even higher coupling 

modes. For example, Richter et al. (2017) found that the modulation of alpha power by gastric phase 

came in different phase-amplitude profiles. However, it is not clear how different tests perform with 

regard to those different coupling modes. 

Another issue is that tests can be affected by an imbalance in the relative number of observations 

in the two groups. In near-threshold experiments, which theoretically converge in a 50% hit rate, hits 

and misses are in principle overall equally probable; however, real experiments typically deviate from 

this ideal balance. Imbalances in the relative number of observations in turn might reduce the sensitivity 

of the tests (van Rullen, 2016). While a resampling procedure to recover a potential loss in sensitivity 

has been proposed (Dugué et al., 2015; Staudigl et al., 2017), it is unclear in how far each of the tests 

benefits from this procedure. Finally, in addition to the different tests to quantify phase-behavior 

coupling strength, there are also different options for how to estimate significance on the group level. 

We investigated these issues in several simulations, where we imposed statistical relationships 

between the phases of real data (both the neural alpha rhythm and the gastric rhythm) and artificial 

binary ‘outcomes’ (i.e., hits and misses). We first compared the performance of four circular tests (Phase 

Opposition Sum (POS), Circular Logistic Regression, Watson’s test and Modulation Index (MI)) with 

respect to different coupling modes. For this we generated a time series of ‘hits’ and ‘misses’, and 

systematically increased the strength of phase-outcome coupling. For each strength of phase-outcome 

coupling, we ran 1,000 virtual experiments with 30 participants. We computed sensitivity as the 

percentage of experiments correctly detecting an effect and False Positive rate as the percentage of 

experiments falsely detecting an effect under zero phase-outcome coupling (i.e., when no phase-
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outcome effect was injected). As a result, we observed that Circular Logistic regression, POS and 

Watson’s test clearly outperformed MI when the coupling mode was 1:1. The Watson test came with 

the lowest False Positive rate. In contrast, under higher coupling modes, Circular Logistic Regression 

and POS showed no sensitivity, with MI and Watson’s test being the only sensitive tests. The sensitivity 

of MI and the Watson test decreased when coupling mode increased, with a sharper decrease for Watson. 

In other words, MI was the most powerful method for detecting complex phase-outcome relationships. 

We also compared different strategies to estimate significance on the group level. First, we 

tested for significance by directly comparing empirical vs. chance level statistics across participants 

using a t-test. Second, we used a ‘surrogate average’ approach which is based on comparing the 

empirical group-average of phase statistics (e.g. POS values) against a null distribution of surrogate 

group-averages (Busch et al., 2009). Finally, we included several methods to combine p-values from the 

subject levels (Edgington, 1972; Fisher, 1938; Stouffer, 1949). We observed that the methods had a 

similar sensitivity, while the False Positive rate was consistently lower when using the t-test on empirical 

values vs. chance level. 

 Next, we investigated how imbalances in the relative number of observations affect the power 

of the tests. We kept the total number of trials fixed, varied the relative number of hits and misses and 

performed 1,000 virtual experiments with each ratio in relative number of observations. We computed 

the phase-outcome test statistics both with and without a resampling procedure which controls for 

imbalances in number of observations. As a result, we observed that while all tests suffer from a loss in 

statistical power with larger imbalance in number of observations, POS was the most vulnerable to such 

imbalances. However, when combining POS with a resampling procedure, POS recovered its sensitivity 

to the point of becoming the most sensitive method to large imbalances. The other tests did not benefit 

from the resampling procedure. Thus, POS in combination with resampling is well adapted for situations 

with large imbalances in the relative number of observations. 

In conclusion, our results highlighted the Watson test as a good all-rounder method, with 

an excellent sensitivity to 1:1 coupling, some sensitivity to higher coupling modes, and good 

robustness to imbalances in relative number of observations. MI, although least sensitive to 1:1 

coupling, was the most sensitive for detecting more complex phase-behavior relationships. These 

investigations allowed us to optimize our procedure to detect a statistical link between gastric 

phase and behavioral outcome. 
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A B S T R A C T

Growing experimental evidence points at relationships between the phase of a cortical or bodily oscillation
and behavior, using various circular statistical tests. Here, we systematically compare the performance
(sensitivity, False Positive rate) of four circular statistical tests (some commonly used, i.e. Phase Opposition
Sum, Circular Logistic Regression, others less common, i.e., Watson test, Modulation Index). We created
semi-artificial datasets mimicking real two-alternative forced choice experiments with 30 participants,
where we imposed a link between a simulated binary behavioral outcome with the phase of a physiological
oscillation. We systematically varied the strength of phase-outcome coupling, the coupling mode (1:1 to
4:1), the overall number of trials and the relative number of trials in the two outcome conditions. We evalu-
ated different strategies to estimate phase-outcome coupling chance level, as well as significance at the indi-
vidual or group level. The results show that the Watson test, although seldom used in the experimental liter-
ature, is an excellent first intention test, with a good sensitivity and low False Positive rate, some sensitivity
to 2:1 coupling mode and low computational load. Modulation Index, initially designed for continuous vari-
ables but that we find useful to estimate coupling between phase and a binary outcome, should be pre-
ferred if coupling mode is higher than 2:1. Phase Opposition Sum, coupled with a resampling procedure, is
the only test retaining a good sensitivity in the case of a large unbalance in the number of occurrences of the
two behavioral outcomes.

1. Introduction

Oscillations are ubiquitous in the sensory and cognitive brain
(Buzsáki et al., 2013). The phase of neural oscillations modulates not
only spike rate (Fries et al., 2007) and spike timing (Fiebelkorn and
Kastner, 2020) but also behavior. For instance, the phase of infraslow,
theta or alpha oscillations at which a near-threshold stimulus is pre-
sented correlates with its probability of detection, in the visual (Busch
et al., 2009; Dugué et al., 2011; Helfrich et al., 2018; Mathewson et al.,
2009), auditory (Ng et al., 2012; Rice and Hagstrom, 1989; Strauß et
al., 2015) and somatosensory domain (Ai and Ro, 2013; Baumgarten et
al., 2015; Monto et al., 2008). Phase has been also been related to other
types of behavior such as reaction time (Callaway and Yeager, 1960;
Dustman and Beck, 1965), decision-making (Wyart et al., 2012), visual
search performance (Dugué et al., 2015) or auditory discrimination
(Kayser et al., 2016; McNair et al., 2019). The timing of eye movements
depends on brain alpha phase (Drewes and VanRullen, 2011; Gaarder
et al., 1966; Hamm et al., 2012; Staudigl et al., 2017). Finally, the

phase of various oscillatory bodily signals, such as the cardiac cycle, the
gastric rhythm, or respiration, also influences both neural activity and
behavior (for reviews, see Azzalini et al., 2019; Garfinkel and Critchley,
2016; Tort et al., 2018).

Most studies relating the phase of neural or bodily oscillations with
behavior aim at establishing a statistical link between phase and a
given binary outcome (e.g. “hit” or “miss” in a near-threshold detection
experiment). However, just as there is an abundance of paradigms and
cognitive variables studied, there is a large variety of statistical meth-
ods employed, hindering comparisons between studies. Besides, the rea-
sons why a certain method is favored in a given experimental situation
are usually not provided, and only few systematic investigations of the
properties of statistical tests relating phase to behavior exist
(VanRullen, 2016; Zoefel et al., 2019). Here, we systematically com-
pare the performance of four statistical circular tests (Phase Opposition
Sum, Circular Logistic Regression, Watson's test and Modulation Index)
to quantify relationships between oscillatory phase and a binary out-
come with opposite preferred phases.
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We created semi-artificial datasets based on real data acquired from
30 participants at rest, from which we extracted the phase of a neural
rhythm (alpha rhythm, 8–12 Hz) and the phase of a bodily rhythm
(gastric rhythm, ~0.05 Hz – Wolpert et al., 2020). We simulated a typi-
cal two-alternative forced choice experiment, where participants have
to choose between two mutually exclusive options at each trial – stimu-
lus seen vs. not in an experiment probing vision at threshold, or dog vs.
cat in a categorization experiment with morphed images. Behavior was
generated as transient events belonging to two categories (“hits” and
“misses”) with a flat distribution over time. We then imposed a statisti-
cal link between phase and behavior (Fig. 1), with hits more likely
(resp. misses less likely) in one phase range, hence creating two behav-
ioral outcomes with opposite preferred phases. The use of a semi-
artificial dataset has the advantage of retaining all the complexity of
real data, that can be difficult to model, such as the inter- and intra-
individual variability in power law exponent (Podvalny et al., 2015;
Voytek et al., 2015), individual differences in peak frequencies of oscil-
lations of interest (Haegens et al., 2014), or the cycle duration variabil-
ity necessary for some statistical procedures (Bahramisharif et al.,
2013; Richter et al., 2017). While this approach is ideally suited to de-
rive practical conclusions on the performance of different statistical
tests, which is the main aim of this article, it does not allow an in-depth
assessment of the effect of data quality and features. We therefore also
performed a selected control analysis on synthetic data.

We characterize each of the four tests not only by its sensitivity (the
probability of finding an existing phase-outcome effect) but also its
False Positive rate (the probability of a significant result despite the ab-
sence of a true effect). We systematically varied parameters such as the
overall number of observations as well as the relative number of obser-
vations in the two outcome conditions. We also varied coupling mode.
Indeed, most studies so far relied on the assumption that the phase-
behavioral outcome relationship would be a 1:1 coupling with respect
to an underlying carrier frequency in an a priori specified frequency
band (e.g., 8–12 Hz alpha oscillation or 0.05 Hz gastric rhythm), i.e.
with only one phase range associated with a given behavioral outcome.
However, phase-behavioral outcome coupling might be more complex,
with a given behavioral outcome being more frequent in several phase
ranges of the band-specific oscillation, resulting in 2:1 coupling, over
even higher coupling modes. Mathematically, a behavioral outcome
with 2:1 coupling with an oscillation at frequency f would be equiva-
lent to 1:1 coupling of behavior with an oscillation at frequency f*2.
However, data interpretation would be different. Indeed, the brain
generates some specific rhythms at a given frequency, like the parieto-
occipital rhythm. Bodily rhythms, such as respiration or the gastric
rhythm, are defined by their central frequency (respectively ~0.3 Hz
and ~0.05 Hz). Thus, from a biological perspective, 2:1 coupling at a
(neural or bodily) carrier frequency is not equivalent to 1:1 coupling at
twice the carrier frequency. Furthermore, it is possible that there exists
inter-subject variability in coupling mode (i.e., with some subjects ex-
hibiting 1:1 coupling, others 2:1 etc.), with regards to the same carrier
frequency. We thus probed how the four tests compare in relation to
such “higher” modes of coupling, and show that Modulation Index
(Tort et al., 2010), originally devised for continuous variables, detects
the link between (continuous) phase and a binary response variable.

Before presenting the results, we remind the reader of the rationale
behind each of the four evaluation methods we test (Fig. 2), which are
all non-parametric methods. In logistic regression, the phases of the two
groups are used as circular predictors in a regression model to predict
the outcome (e.g. choice in an auditory discrimination task – Kayser et
al., 2016; McNair et al., 2019). Another method that has been proposed
is Phase Opposition Sum (POS), which measures the extent to which
phases of different groups cluster at different portions of a cycle
(VanRullen, 2016). It is based on the Inter-Trial phase Coherence (ITC),
which quantifies the extent of phase concentration across trials
(Lachaux et al., 1999; Tallon-Baudry and Bertrand, 1999). Significance

testing is done with non-parametric permutation statistics (VanRullen,
2016). The Watson test is the nonparametric version of the Watson-
Williams two-sample test. It computes a test statistic U2, which is based
on the ordering of the phases and computing the cumulative relative
frequency distributions. Last, we adapted the Modulation Index (MI,
Tort et al., 2010), initially proposed to detect phase-amplitude coupling
between continuous variables, to coupling between phase and a binary
behavioral outcome. Here, MI is computed based on an event rate of
one of the conditions (e.g., hit rate per phase bin). This method mea-
sures the extent to which an empirical distribution (here, hit rate per
phase bin) differs from a uniform distribution. Significance is estimated
by a surrogate procedure, as for POS.

2. Material and methods

2.1. Experimental data

We used real data to extract physiological phase time series, on
which we simulated behavioral output. Data were obtained from 30
healthy participants (16 male, mean age 24, range 19–30) in resting-
state with eyes open, 21 corresponding to already analyzed and pub-
lished data (Richter et al., 2017; Wolpert et al., 2020) and the rest to an
unpublished pilot study. All participants signed a written informed con-
sent and were paid for participation. The procedures were approved by
the Ethics Committee CPP Île de France III and were in accordance with
the Helsinki declaration. Recordings were of 12–15 min length. Brain
spontaneous activity was measured with an Elekta Neuromag® TRIUX
magnetoencephalography (MEG) system with a sampling frequency of
1000 Hz. Signal Space Separation (tSSS) was performed using MaxFil-
ter (Elekta Neuromag) to remove external noise. Subsequent analysis
was conducted on magnetometer signals. The cardiac artifact was cor-
rected using Independent Component Analysis (ICA), as implemented
in the FieldTrip toolbox (Oostenveld et al., 2011). Briefly, MEG data
were highpass-filtered at 0.5 Hz (zero phase shift 4th order butterworth
filter) and epoched from 200 ms before to 200 ms after each R-peak.
The number of independent components to be identified was the rank
of the time × trial matrix. Continuous magnetometer data were then
decomposed according to identified ICA components. The pairwise
phase-consistency (PPC, Vinck et al., 2010) was computed between the
ICA-decomposed signals and the ECG signal to isolate those compo-
nents most reflective of ECG activity. Components with PPC values
larger than 3 standard deviations than the mean were rejected itera-
tively from the continuous MEG data from each block until either no
component exceeded 3 standard deviations or 3 components were re-
jected. In practice, this resulted in 3 components being rejected in each
subject. Blink artifacts were defined by the EyeLink eyetracker system,
padded by ±100 ms. Muscle and movement artifacts were identified
automatically based on a z-value threshold on the MEG data filtered
into a band of 110–140 Hz and 4–30 Hz respectively.

Concomitant to MEG, electrogastrogram (EGG) data were recorded
by means of seven active electrodes placed on the abdominal skin (for
details on EGG acquisition and preprocessing see Wolpert et al., 2020).
Since we wanted to compare results using phase time series of two os-
cillations with very different frequencies, we extracted both the phase
of MEG alpha oscillations (8–12 Hz) from the magnetometer channel
with the largest alpha power, as well as the phase of the gastric slow
rhythm (~0.05 Hz) from the abdominal electrode showing the largest
EGG signal. To obtain the alpha phase time series, we first applied an
8–12 Hz bandpass 6th order Butterworth zero-phase shift filter using
the Fieldtrip toolbox (Oostenveld et al., 2011). The EEG time series
were filtered around gastric peak frequency (mean 0.049 ± 0.005 Hz)
with a third-order frequency sampling designed finite impulse response
filter (MATLAB: FIR2), with a bandwidth of ±0.015 Hz around gastric
peak frequency. We then retrieved instantaneous phase applying the
Hilbert transform to the filtered data.

2
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Fig. 1. Procedure for simulating behavior. (a) In a first step, a series of “trials” was distributed with a random Inter-Trial-Interval (ITI) selected from a flat distribu-
tion between 100 and 2000 ms, mimicking button presses uniformly distributed over time (b) Next, mutually exclusive behavioral outcomes, as in two-alternative
forced choice experiments (hits and misses) were determined for each trial as a function of phase. A hit was assigned with mean probability of 0.5 (dashed lines),
which was modulated over a cycle of the carrier frequency by a cosine function, such that hit probability (solid lines) ranged between 0.2 and 0.8. For a 1:1 coupling
mode (left), pHit contained a single peak. For a 2:1 coupling mode (right), the probability function was rescaled to contain two peaks. The probability function for
misses (dotted line) was defined as 1-pHit. By design, hits and misses where therefore distributed to occur at opposite phases. Middle rows show an example of result-
ing occurrences of hits and misses. Of note, the phase range at which a given outcome was more likely was fixed within a participant, but could vary between partic-
ipants. (c) Phase-outcome coupling strength was varied by randomly reassigning labels (hits or misses) to a proportion of behavioral outcome. Top row: time series
with 100% phase-outcome coupling, no label reassignment. Middle row: time series at 50% phase-outcome coupling strength (random label reassignment in 50% of
the trials). Bottom row: time series with 0% phase-outcome coupling (random label reassignment in 100% of trials). Hits and misses are distributed randomly.

2.2. Simulations of phase-behavior relationships

The general rationale for simulations was as follows. We simulated
1000 virtual “experiments” with 30 participants each. For each partici-
pant, we created an artificial time series of outcomes, “hits” and
“misses” with a two-step procedure. First (Fig. 1a), we created a series
of “events” (mimicking “trials” in a perceptual experiment) with a ran-
dom time interval selected from a flat distribution between 100 and
2000 ms. In this way, trials were distributed uniformly with respect to
phase. In a second step (Fig. 1b), the label “hit” or “miss” was assigned

to each trial according to a probability function depending on phase.
The outcome “hit” was assigned with a mean probability of 0.5, which
was modulated as a cosine function of phase defined on –π to +π,
rescaled in amplitude to take values between 0.2 and 0.8. The probabil-
ity function for misses was then defined as pMiss = 1 - pHit. In other
words, an event placed at the preferred phase for hits would have an
80% probability of being a hit and 20% probability of being a miss.
Note also that because pMiss and pHit sum up to 1 at each phase, hits and
misses have opposite preferred phases. We rotated the probability func-
tion to a random degree, such that preferred phases varied across sub-
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Fig. 2. Illustration of statistical tests compared in this paper. The aim is to assess whether hits (blue) and misses (red) are occurring at different oscillatory phases
(polar circle, top). Phase Opposition Sum (VanRullen, 2016): This measure is based on the Inter-Trial Coherence (ITC), which quantifies the extent of phase con-
centration for a set of trials. Phase Opposition Sum combines the ITCs by subtracting the overall ITC from the separate ITC from each group. It thus becomes posi-
tive if the phases separated into hits and misses result in a higher ITC than the overall ITC. Modulation Index (Tort et al., 2010): The phase is binned into N phase
bins of equal width, and the hit rate per phase bin computed, yielding a hit rate distribution. Note that the hit rate distribution is the mirror image of the miss rate
distribution. If hits and misses occur at different portions of the cycle, the distribution will deviate from uniformity. MI measures the extent to which the empirical
hit rate distribution deviates from a flat uniform distribution. Watson's test: Phases from hits and misses are sorted in ascending order, and for each trial, index i
counts the cumulative number of hits and index j the cumulative number of misses. At each trial (row), the difference between the respective cumulative relative
frequencies (i/#hits and j/#misses) is then computed. These differences are combined into a test statistic U2 (for formula see 2.3). Circular logistic regression: The
sine and cosine of phases for hits and misses are used as predictors in a circular logistic regression model with coefficients β1 and β2 and the intercept term β0. To
quantify the performance of the fit, a root-mean square is then computed using true outcomes and predictor coefficients. )(For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

jects within an experiment, as well as across experiments. To simulate
higher coupling modes, probability functions were rescaled to contain
two, three or four peaks and troughs per physiological phase cycle,
thereby representing different “coupling modes”, with either one, two,
three or four preferred phases. We refer to these coupling modes as 1:1,
2:1, 3:1 and 4:1.

Finally, we introduced a parameter to vary the strength of the ef-
fect, which we call the strength of phase-outcome coupling (Fig. 1c).
This was done by adding a certain amount of randomness or “noise” to
the outcomes of events: A given proportion of trials was selected where
a hit or miss was re-assigned with 50:50% chance. For example, with a
strength of phase-outcome coupling of 30%, the outcome of trials
would depend on phase in 30% of trials, whereas the remaining 70% of
trials would be randomly selected, independently of phase. Finally, we
randomly subsampled a set of a given size for hits and misses respec-
tively, thereby controlling the number of trials for hits and misses and
the relative number of trials in each group.

In sum, our simulations varied the following parameters: 1) Strength
of phase-outcome coupling, or percentage of trials where outcome de-
pended on phase; 2) Coupling mode, or number of peaks of the proba-
bility function for outcome by phase, reflecting the number of preferred
phase ranges for each behavioral outcome. We refer to these coupling
modes as 1:1, 2:1, 3:1 and 4:1, from 1 preferred phase range to 4. 3)
Overall number of trials in the experiment, and 4) the relative number of
trials for each behavioral outcome.

2.2.1. Sensitivity-analysis
We aimed to assess which statistical test would be most sensitive to

detect phase-behavior relationships under a given coupling mode. For
this, we generated a time series of hits and misses, keeping the total
number of trials constant at 250 with as many hits as misses, while sys-
tematically increasing the strength of phase-outcome coupling. Phase-
outcome coupling strength started from 0% (i.e., random behavior, no
relationship between behavioral outcome and phase) and was incre-
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mented in steps of 5% up to 40% (i.e., behavioral outcome depends on
phase in 40% of the trials). We verified that the difference in the num-
ber of observations between the two conditions after imposing noise
was not more than 10%. For each strength of phase-outcome coupling,
we ran 1000 virtual experiments with 30 subjects each. For each virtual
experiment, we distributed events in each subject separately, assigned
the labels hits and misses to those events according to the probability
functions by phase, and computed the phase-outcome statistics for the
four different tests (see Section 2.3). We then assessed for each virtual
experiment if there was a significant effect at the group-level (p <
α = 0.05; for how we assess significance at the group level, see Section
2.5). We repeated this procedure for each of the coupling modes investi-
gated from 1:1 to 4:1.

We defined the False Positive rate as the percentage of experiments
with 0% strength of phase-outcome coupling, i.e. no effect present,
where significant group-level effect was (falsely) detected. Sensitivity
(True Positive rate) for phase-outcome coupling strength larger than
0% was computed as the percentage of experiments correctly detecting
an injected phase-outcome coupling. This allowed us to compare the
performance of different statistical tests as the strength of phase-
outcome coupling was gradually increased.

2.2.2. Relative trial number between groups
In a different set of simulations, we addressed how an imbalance in

the number of observations for hits and misses would affect the statisti-
cal tests. We initially distributed 240 hits and 240 misses, with the
strength of phase-outcome coupling fixed at either 15%, to estimate
sensitivity, or 0%, to estimate False Positive rate. From this pool of
2 × 240 events, we subsampled a number of hits and misses, systemati-
cally varying the relative proportion in number of observations for hits
vs. misses (i.e., 20:80, 30:70, 40:60, 70:30 and 80:20), while keeping the
total number of trials constant at 300. To generate the sample with a
ratio of 20:80, we subsampled 60 of the initial set of hits and kept all
240 misses. To generate the sample with a ratio of 30:70, we build on
the 20:80 sample by adding 30 hits and removing 30 misses, and so on.
This was done in 1000 virtual experiments with 30 subjects each.

To assess how a potential loss in sensitivity for an imbalanced num-
ber of trials can be recovered, we applied the resampling procedure pro-
posed by (Dugué et al., 2015; Staudigl et al., 2017). This procedure
works as follows: For each subject, one resamples (without replace-
ment) as many trials from the group with more trials as there are trials
in the smaller group, and recomputes the phase-outcome statistics. This
procedure is repeated N times (in our case N = 100), resulting in a dis-
tribution of N resampled values. The true test statistic is then estimated
as the mean of this resample distribution. To quantify the impact of this
resampling procedure, we computed for each hit:miss proportion the
phase-outcome statistics both with and without resampling. In sum,
this yielded 2 × 2 conditions: Effect present or absent and resampling
vs. no resampling.

2.2.3. Amplitude of the underlying oscillation
In an additional analysis, we investigated the impact of the ampli-

tude of the oscillation modulating outcome. For this, we first created a
synthetic 10 Hz oscillation as a sinewave of amplitude scaled to [−1;1],
with a sampling frequency of 1000 Hz and 15 min duration (Fig. 3).
For each of the 30 virtual subjects, hits and misses were assigned based
on the synthetic 10 Hz sinewave. We then modulated the amplitude of
the 10 Hz oscillation by a scaling factor ranging between 0 and 0.2 be-
fore adding it to background noise, generated as pink noise with an
amplitude rescaled to [−1, 1]. The resulting combined signal was then
filtered around 10 Hz (±1) using a 6th order Butterworth zero-phase
shift filter, and the Hilbert transform was applied on the combined sig-
nal to extract instantaneous phase. The resulting phase time series thus
represented the “empirical” phase time series whose signal-to-noise ra-
tio depended on the amplitude of the true underlying oscillation. Phases
for hits and misses were extracted, and the phase-outcome statistics
computed for each amplitude. This was repeated in 1000 virtual experi-
ments, to compute sensitivity and False Positive rate.

Fig. 3. Simulations on oscillatory amplitude. (a) A pure sine wave at 10 Hz was generated with an amplitude between −1 and 1, and hits and misses were distrib-
uted based on its instantaneous phase. (b) Background activity was simulated as pink noise with an amplitude between −1 and 1. The sine wave was multiplied
with a scaling factor and added to background activity, and instantaneous phase retrieved. Phases for hits and misses based on the phase time series of this com-
bined signal were then retrieved and the phase-outcome statistics computed for each amplitude.

5



N. Wolpert and C. Tallon-Baudry NeuroImage xxx (xxxx) 118050

2.3. Statistical tests

We applied four circular statistical tests commonly used in the field
of neuroscience (Fig. 2).

2.3.1. Phase Opposition Sum (POS)
The Phase Opposition Sum (POS) index is a non-parametric method

assessing phase differences between conditions (Drewes and VanRullen,
2011; Dugué et al., 2011; VanRullen, 2016). It is based on a comparison
of the phase concentration of hits and misses to a phase locking com-
puted over all trials. The extent of phase concentration is quantified us-
ing the Inter-Trial Coherence measure (ITC – Tallon-Baudry et al.,
1996; Lachaux et al., 1999), which is defined as:

(1)

(2)

(3)

where i is the phase angle at which the event i occurs, Nall the total
number of trials, and Nhits and Nmisses are the number of hits and misses.
Inter-Trial Coherence quantifies the phase-locking of a circular distribu-
tion of phases by taking values between 0 (uniform phase distribution)
and 1 (perfect phase-alignment). The Phase Opposition Sum (POS) is
then defined as:

(4)

POS is positive when the ITC of each group exceeds the overall ITC.
The POS measure is a recent improvement (VanRullen, 2016) of the
Phase Bifurcation Index, defined as (ITChits - ITCall) * (ITCmisses - ITCall),
which has been the measure of choice for many studies on phase differ-
ences (e.g., Busch et al., 2009). Using the additive measure is motivated
by the finding that POS is more robust to low trial numbers and differ-
ences in relative trial numbers between groups compared to the Phase
Bifurcation Index and a number of other measures (Sherman et al.,
2016; VanRullen, 2016).

Note that the raw POS value obtained is not yet informative
whether significant phase-concentration is present or not. An addi-
tional step is required to quantify the deviance from a null distribution
estimated by a permutation procedure, as will be detailed in Section 2.
4.

2.3.2. Watson's test
The Watson test is the nonparametric version of the Watson-

Williams two-sample test, the circular equivalent of a two-sample t-test
for angular means (Baumgarten et al., 2015; Samaha et al., 2015;
VanRullen, 2016), since it does not rely on the assumption that the sam-
pled populations are unimodal. It is computed the following way (Zar,
2010): First, the phases of hits and misses are separately grouped in as-
cending order. Let Nhits and Nmisses denote the number of samples in
each group, and N the total number of samples (Nhits+Nmisses). With i as
the index of hits and j as index of misses, the cumulative relative fre-
quencies for the observations in the two groups are then computed as
i/Nhits and j/Nmisses. Values of dk (with k running from 1 to N) are de-
fined as the differences between the two cumulative relative frequency
distributions (dk = i/Nhits - j/Nmisses). The test statistics, called Watson's
U2, is then computed as:

(5)

Significance can be read from significance tables for U2 (see Zar,
2010). We also estimate significance of U2 using the same permutation
procedure as for POS and MI, described in Section 2.4.

2.3.3. Circular logistic regression
Circular logistic regression is used to test whether phase predicts

outcome at the single-trial level. Phases are sine- and cosine trans-
formed and used as circular predictors of the outcome in a regression
model (Al-Daffaie and Khan, 2017):

(6)

where ŷi is the outcome for trial i, Φi is the phase at which the event oc-
curred in trial i and ε the error term. A p-value for each participant can
be directly obtained by comparing the full regression model with an in-
tercept-only model using an F-Test, as described in (Zoefel et al., 2019).
The root-mean-square of the obtained predictor coefficients

( is used to quantify how well phase predicts behavioral

outcome. As for the other tests, we here computed p-values using a per-
mutation procedure (see Section 2.4) to assess whether the root-mean-
square was higher than expected by chance.

2.3.4. Modulation Index (MI)
The Modulation Index (Tort et al., 2010), or MI, measures the ex-

tent to which an empirical distribution differs from a uniform distribu-
tion with the Kullback-Leibler distance. It was originally applied to de-
tect phase-amplitude coupling (Tort et al., 2008, 2009), i.e. between
phase and a continuous neural variable. We modified the method to
quantify the relationship between phase and a binary response variable
(hits vs. misses). We transform hits and misses into a hit rate per oscilla-
tory phase bin. Phases are sorted into K bins spanning the [-π, π] inter-
val (here: K = 10), and the hit rate computed for each bin. MI mea-
sures how far the distribution of hit rate deviates from a uniform distri-
bution with respect to phase bins. (Note that MI could also be com-
puted based on miss rate. The two distributions are in fact complemen-
tary.) Formally, MI is defined as:

(7)

Where P(j) is the standardized hit rate in phase bin j:

(8)

And the hit rate per phase bin HRφ is the number of hits in the phase
bin φ divided by the total number of trials in the phase bin:

(9)

Note that MI thus differs from the other tests considered here since it
is not directly based on the phases themselves but based on a proportion
of hits relative to the number of trials in each bin. MI ranges from 0 if
there is no phase-modulation of hit rate at all (meaning a perfectly uni-
form distribution) to 1 if there is perfect coupling (i.e. P(j)=1 for a
given bin and 0 for all other bins). With a limited number of trials, it
might happen that P(j) is zero, i.e. no hit in that phase bin. The bin can
simply be ignored, because adding or removing an event with zero
probability does not alter entropy.

2.4. Significance at the single subject level

While Watson's test and circular logistic regression directly return a
p-value, POS and MI yield only raw values which do not inform on sta-
tistical significance. We use a permutation-based approach to estimate
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a distribution of phase statistics under the null-hypothesis of no phase-
outcome relationship (Fig. 4a). This step is necessary for POS or MI but
can be applied to other phase statistics (Watson's U2, root mean squares
of the logistic regression).

The rationale for this procedure is to abolish the hypothetical effect
of phase on behavioral outcome in the original data by randomly reas-
signing behavioral outcomes in single participants. For each given sub-
ject, the event assignment to hit or miss is randomly permuted 100

times, e.g. maintaining the hit/miss proportion and timings but ran-
domizing the link with phase by assigning the hit/miss label randomly.
Because we distributed trials uniformly with respect to phase, surrogate
phase distributions would also converge to uniformity (with slight de-
partures due to noise – Fig. 4b). Phase statistics are recomputed at each
permutation, to generate the distribution of phase statistics under the
null hypothesis. Chance level is defined as the mean (or median, but see
3.2) of this null distribution. The comparison of the empirical phase sta-

Fig. 4. (a) Permutation approach to estimate null distributions of no phase-outcome relationships. Top row: From the original time series of hits and misses, an em-
pirical phase-outcome statistic is computed. The trial outcomes are then reshuffled (lower rows), with hit and miss labels randomly permuted, resulting in a new
time series of hits and misses where the phase-outcome link is abolished while keeping the balance of relative number of observations and inter-stimulus intervals.
This is repeated N times, and for each reshuffling, the phase-outcome statistic is computed. This results in a surrogate distribution (right). Chance level (black verti-
cal line) is then defined as the mean of this distribution. The difference between the empirical phase-outcome statistic (green star) and chance level provides an in-
dividual metric of the strength of the phase-outcome effect. Additionally, an individual p-value can be computed as the proportion of surrogate values higher than
empirical. (b) Example of empirical (left column) and surrogate (middle and right columns) phase distributions, for a phase-outcome coupling strength of 100% and
250 trials. Upper row: Polar representation, lower row: distributions of hit rate per phase bin.(For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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tistics with the null distribution yields a Monte-Carlo p-value at the sin-
gle subject level (proportion of surrogate values larger than the empiri-
cal one). Additionally, the difference between the empirical phase sta-
tistics and chance level provides an individual metric of the strength of
the phase-outcome coupling.

2.5. Testing for significance at the group level

Significance at the group level can be assessed either by direct com-
parison between chance level statistics and empirical statistics, by com-
puting surrogate averages, or by combining individual p-values.

2.5.1. Empirical vs. chance level
One option consists in comparing the empirical phase statistics to

chance level estimates across participants, using a one-tailed paired-
sample t-test, as in Richter et al., 2017. The test is one-tailed because
the hypothesis is that there is more phase coupling than expected by
chance.

2.5.2. Surrogate average
An alternative method is based on comparing the empirical group-

average of phase statistics (e.g. POS values) against a null distribution
of surrogate group-averages (Busch et al., 2009). One value is drawn
randomly from the surrogate distribution from each subject, the aver-
age across subjects computed, and this is repeated 1000 times. This
yields a distribution of 1000 surrogate averages under the null hypothe-
sis. A Monte-Carlo p-value is then computed as the proportion of surro-
gate averages that are larger than the empirical average, and the result
is considered as significant if this group-level p-value is below the
threshold of significance (p=.05).

2.5.3. Combining p-values
Another option to calculate group-level significance is to combine

the results of the individual subjects (VanRullen, 2016). We used the in-
dividual p-values corresponding to the proportion of permutations
yielding a higher phase-outcome statistic than the empirical value. In
case the p-value was smaller than 1 / Nperm, we assigned the midpoint
between zero and 1 / Nperm, which is 1 / (2 * Nperm). (vanRullen, 2016).
To combine p-values, a wide range of different methods is available
(Alves and Yu, 2014; Heard and Rubin-Delanchy, 2018; Loughin, 2004;
Rosenthal, 1978), of which we selected three of the most frequently
used.

2.5.3.1. Fisher's method. Fisher's method combines the individual p-
values from K independent tests into the following test statistic (Fisher,
1938):

(11)

where pi corresponds to the p-value of participant i. Under the null hy-
pothesis, T follows a chi-square distribution with 2 K degrees of free-
dom (Alves and Yu, 2014; Fisher, 1938; Zoefel et al., 2019). From this, a
combined p-value can be obtained.

Fisher's method has been shown to be asymmetrically sensitive to
small compared to large p-values (Whitlock, 2005). This might be a
drawback depending on the context in which this test is used.

2.5.3.2. Stouffer's method. Stouffer's method (Stouffer, 1949) relies
on a transformation of one-tailed p-values of K independent tests into
equivalent z-scores, which are combined across observers into one z-
score, which is finally turned back into a p-value:

(12)

Where F is the normal cumulative distribution function.
This test does not show any asymmetry with respect to p-values as

mentioned for the Fisher method. It can be seen as a compromise be-
tween methods like Fisher's method with high sensitivity to small p-
values and other methods with high sensitivity to large p-values (Heard
and Rubin-Delanchy, 2018).

2.5.3.3. Edgington's method. Edgington proposed to combine p-values
by a simple sum across K observations (Edgington, 1972):

(13)

The combined p-value is then obtained from the cumulative distrib-
ution function for the resulting sum (Heard and Rubin-Delanchy, 2018;
Zaykin et al., 2007).

2.6. Data and code availability statement

The custom code as well as a set of phase time series from real par-
ticipants for performing the simulations for this article can be accessed
online at the following address: https://github.com/niwolpert/
Simulations_phase_statistics. Our scripts make use of Matlab's Circular
Statistics Toolbox (Berens, 2009, available at: https://fr.mathworks.
com/matlabcentral/fileexchange/10676-circular-statistics-toolbox-
directional-statistics). In addition, we made use of Rufin van Rullen's
code on Phase Opposition (VanRullen, 2016, available at: www.cerco.
ups-tlse.fr/~rufin/PhaseOppositionCode/).

3. Results

3.1. Sensitivity of statistical tests across different coupling modes

We investigated the sensitivity of four statistical circular tests (cir-
cular logistic regression, Phase Opposition Sum (POS), Watson's test,
the Raleigh test and Modulation Index (MI)) to coupling between oscil-
latory phase and behavioral outcome (i.e., hits vs. misses). We ex-
tracted physiological oscillations from real data of 30 participants, and
created artificial series of behavioral outcomes where we controlled the
statistical relationship between phase and outcome, systematically
varying the percentage of events where the outcome probability de-
pended on phase, which we call the phase-outcome coupling strength.
We also varied coupling mode from 1:1 to 4:1 (Fig. 1b). For 30 virtual
participants, we set the number of trials to 250 and distributed hits and
misses with respect to phase, following a given coupling mode and
strength of phase-outcome coupling, and applied the four statistical
tests. For each subject we estimated a null distribution for the phase-
outcome statistics of each test (POS, MI, Watson's U2, and root-mean-
square of circular logistic regression) by a reshuffling procedure (Fig.
4), and defined chance level as the mean of the surrogate distribution.
We then tested across subjects if empirical values were significantly
higher than chance levels by means of a one-tailed paired samples t-test
(in the following denoted as the “empirical vs. chance method”). We
performed 1000 of such virtual experiments with 30 participants each.
Sensitivity was computed as the percentage of experiments detecting a
significant effect (p < .05). Additionally, we estimated the False Posi-
tive rate for each of the tests by computing the number of experiments
that yielded a significant difference when outcomes were purely ran-
domly assigned, independently of phase.

We performed these simulations for two types of real oscillations of
very different frequencies and origin (alpha 8–12 Hz oscillation mea-
sured with MEG and gastric slow wave at ~0.05 Hz, during resting
state), to ensure that the results do not depend on the frequency or ori-
gin of oscillations. We also ran the same simulations on synthetic data
(10 Hz sine wave superimposed on pink noise). As we observed very
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similar results for the different types of oscillations, we restrict the pre-
sentation of results to the real alpha oscillation.

The results on sensitivity for a 1:1 coupling mode are presented in
Fig. 5a,b. We observed that circular logistic regression, POS and the
Watson test were similarly sensitive (Fig. 5a), with True Positive rate
saturating at 25% phase locking strength. Circular logistic regression
was slightly more sensitive than the other two, to the cost of a higher
False Positive rate (Fig. 5b). The Watson test appears as a sensitive
method with low False Positive rate. The sensitivity of MI was well be-
low these three tests, sensitivity saturating at 35% strength of phase-
outcome coupling. The corresponding results for synthetic data are pre-
sented in Supplementary Figure 1.

Next, we investigated the influence of coupling mode on sensitivity
by varying coupling mode from 1:1 to 4:1. Results are summarized in
Fig. 5c. Circular logistic regression and POS do not detect coupling be-
yond the 1:1 coupling mode. The sensitivity of MI and the Watson test
decreases when coupling mode increases, with a sharper decrease for
Watson.

We also tested whether sensitivity depended on the overall number
of trials for a 1:1 coupling mode by keeping the strength of phase-
outcome coupling constant at 20% and gradually increasing the num-

ber of trials from 50 to 400 (Fig. 6). Sensitivity increased for all four
statistical tests, and circular logistic regression, POS and the Watson
test outperformed MI. False Positive Rate did not vary depending on
the number of trials for any of the tests and was constantly below 5%.

In summary, we found clear differences in sensitivity between the
statistical tests for different modes of coupling between phase and out-
come: For 1:1 relationships, circular logistic regression, POS and the
Watson test were all similarly sensitive, while MI was substantially less
sensitive. In contrast, for higher forms of coupling, circular logistic re-
gression and POS completely failed, with MI and Watson test as only
sensitive tests. MI was the most powerful test for higher coupling
modes. The Watson test was the only test being sensitive to all types of
coupling modes, with a low False Positive rate.

3.2. Different ways of assessing significance at the group level

Significance of outcome-phase coupling at the group level can be
assessed through various methods. In this section, we compare three
different methods: empirical vs. chance (employed in the results de-
scribed above), surrogate average, and combination of individual p-
values.

Fig. 5. Sensitivity of different tests to a 1:1 coupling mode (250 trials, 50% hits & misses). (a) Detection rate of True Positives as a function of phase locking
strength. Circular logistic regression, POS and Watson's test clearly outperform MI. (b) False Positive rate computed based on outcomes randomly assigned, inde-
pendently of phase. Red: Circular logistic regression, yellow: POS, green: Watson's test, blue: MI. (c) Sensitivity of the four tests as function of phase-outcome
coupling strength and coupling mode. Color codes represent the percentage of True Positives. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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Fig. 6. Sensitivity by number of trials (1:1 coupling mode, 50% hits & misses). Phase-outcome coupling strength is kept constant at 20%, and the number of trials
(hits & misses) is gradually increased. Sensitivity increases with number of trials. Circular logistic regression, POS and Watson outperform MI.

In the T-test empirical vs. chance level approach, chance level is de-
fined in each participant as the mean of the surrogate distribution. One
can then test whether empirical values are higher than chance levels
across participants with a one-tailed paired t-test. An advantage of this
approach is that the difference between empirical and chance level cou-
pling is summarized by one value (Richter et al., 2017). In the original
proposal by Richter et al., chance level (for a continuous variable) was
estimated as the median of the surrogate distribution. With the binary
outcomes we test here, we found that using the median of the surrogate
distribution inflates False Positive rate (Fig. 7) for all tests, while using
the mean of the surrogate distribution produces False Positive rates be-
low 5% for all tests. The reason for this is that our phase distributions
resulted in surrogate distributions that were highly right-skewed (Fig.
4a). With right-skewed distributions, the mean is systematically larger
than the median, resulting in higher estimate of chance level with the
mean and hence a smaller False Positive rate. The skewness of surrogate
distributions is thus critical for the resulting False Positive rate and sen-
sitivity. Since skewness depends on data only, it is important to check

Fig. 7. False Positive rate at 0% phase-outcome coupling strength and sensitiv-
ity at 15% phase-outcome coupling strength (1:1 coupling mode, 300 trials,
50% hits & misses), when estimating chance level as the mean (open symbols)
vs. the median (filled symbols) of surrogate distributions. Estimating chance
level as the median of surrogate distributions increases sensitivity but also False
Positive rate for all tests, especially for POS and the Watson test. False Positive
rate remains below 5% for all tests when chance level is estimated as the mean
of surrogate distributions.

the resulting False Positive rate and sensitivity for the data at hand to
make an informed decision for the definition of chance level. Here, we
decided to use the mean of the surrogate distribution as an estimation
of chance level.

The surrogate average procedure directly generates a surrogate
value at the group level. Significance is then expressed as the percent-
age of surrogate averages that are higher than the empirical average
across participants. In practice, one first computes the average empiri-
cal value of the phase-outcome statistics (e.g. POS) across subjects.
Then, a distribution of surrogate group-level averages is computed by
randomly drawing one value from the surrogate distribution of each
subject, computing the average over these random samples, and repeat-
ing this procedure a number of times (Busch et al., 2009). This method
is computationally slightly more intensive since it requires an extra-step
of surrogate statistics.

Finally, one can combine p-values obtained in each participant into
a single group-level p-value (VanRullen, 2016). Individual p-values for
each subject correspond to the percentage of surrogate values that are
higher than the empirical individual value. Numerous methods exist for
combining p-values – we here restrain our analyses to the methods of
Fisher, Stouffer and Edgington.

For each of the 1000 virtual experiments, we tested for significance
at the group level using each of these methods (empirical vs. chance,
surrogate averages, and p-value combinations: Fisher, Stouffer and
Edgington).

Results for a 1:1 coupling mode are presented in Fig. 8 for the Wat-
son test and POS, with circular logistic regression and MI resulting in
very similar profiles. All group-level statistics methods had a very simi-
lar sensitivity, except for the p-value combination using Stouffer's
method, which consistently underperformed when strength of phase-
outcome coupling was high. However, False Positive rate was consis-
tently lower when using the t-test on empirical vs. chance level to assess
significance at the group level.

3.3. Relative number of observations

In all previous simulations, the two behavioral outcomes were over-
all equally probable in each participant. Real experiments typically de-
part from this ideal balance in numbers of observations between condi-
tions, and differences in the relative number of observations might in
turn influence the statistical power of the tests, as already demonstrated
for POS (van Rullen, 2016). A “resampling procedure” has been pro-
posed to correct for an imbalance in number of observations (Dugué et
al., 2015; Staudigl et al., 2017). In each participant, a random subsam-
ple of N observations is drawn from the group with more observations,
N being the number of observations in the condition with fewer obser-

10



N. Wolpert and C. Tallon-Baudry NeuroImage xxx (xxxx) 118050

Fig. 8. Comparison of sensitivity and False Positive rate for the four different methods to test for significance at the group-level, with the examples of the Watson
test and POS and for a 1:1 coupling mode (250 trials, 50% hits & misses). Circles: t-test on empirical vs. chance; triangles: surrogate average; stars: p-value combi-
nation using the Stouffer method; diamonds: p-value combination using the Fisher-method; squares: p-value combination using Edgington's method. Left and mid-
dle panel: Sensitivity; right panel: False Positive rate. Most methods perform very similarly, although the p-value combination using Stouffer's method performs
comparably poorly for high strength of phase-outcome coupling, which was consistent across statistical tests. Using the paired t-test on empirical vs. chance re-
sulted in the lowest False Positive rate for all the tests.

vations. POS is recomputed, and the process repeated a 100 times, re-
sulting in a distribution of resampled POS values, with the empirical
POS being estimated as the mean of this resample distribution.

We assessed to which degree the different statistical tests are im-
paired by an imbalance in number of observations between conditions
and whether statistical power can be recovered using the resampling
procedure described above. In the following, we created a time series of
hits and misses by setting the total number of trials to 300 and fixing
the strength of phase-outcome coupling at 15%. We systematically var-
ied the relative number of observations in each condition from 0.2:0.8
to 0.8:0.2 in steps of 0.1. We computed phase-outcome statistics for
each relative number of observations, both with and without a resam-
pling approach, in 1000 virtual experiments with 30 subjects each, with
each of the methods for phase-outcome statistics, and estimated group
level statistics in each virtual experiment using one sided paired t-test
between empirical and chance level phase-outcome statistics. True Pos-
itive and False Positive rate were computed for each trial balance, with
vs. without resampling procedure.

The results are presented in Fig. 9 for a 1:1 coupling mode. For a bal-
anced number of observations (50:50), we replicate the results of
Section 3.1 (Fig. 5), with circular logistic regression, POS and the Wat-
son test being the most sensitive tests, and MI performing less well. We

observed that all tests suffer from a loss in statistical power with larger
imbalance in number of observations between conditions. Loss in
power was most pronounced for POS. The resampling procedure (dot-
ted lines) did not change the result for any of the tests except for POS,
with a large gain in statistical power at large imbalance. Indeed, al-
though POS performed less well than logistic regression and the Watson
test for large imbalance, the use of the resampling procedure increased
the statistical power of POS to the point that it performed better than
all other methods for large imbalance. Even for an extreme imbalance
of 20:80%, the sensitivity was only about 15% lower than for a 50:50%
ratio. Note that since resampling removes trials to equalize number of
observations, it results in an overall lower number of trials, which itself
decreases the sensitivity of the test. We observed no systematic change
in False Positive rate with relative trial number, which was below 5%
for each statistical test and balance in trial number.

With varying ratios in trial numbers, MI showed some asymmetry in
the sense that it performed better when the trial imbalance went into
the direction of more hits than misses than vice versa. This is because
MI is based on hit rate (the opposite pattern was observed when com-
puting MI based on miss rate).

To conclude, these results demonstrated that all four statistical tests
suffer from an imbalance in number of observations between condi-

Fig. 9. Sensitivity of the different phase-outcome tests as a function of the relative number of observations for hits vs. misses (1:1 coupling mode, 300 trials, 15%
phase-outcome coupling strength). Solid lines: without resampling; dotted lines: with resampling.
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tions, with POS being most vulnerable. However, the resampling proce-
dure restores POS sensitivity, which then exceeds the sensitivity of cir-
cular logistic regression, Watson and MI.

3.4. Amplitude of the underlying oscillation

In the previous simulations, we presented results using empirical
data, and hence could not analyze how the amplitude of the underlying
oscillation affects results. To analyze the influence of signal-to-noise
ratio, we generated synthetic data. We first generated a synthetic
10 Hz sine wave, representing a “true” underlying oscillation, and as-
signed behavioral outcomes based on its instantaneous phase. To simu-
late background neural activity, we generated pink noise time series for
30 virtual subjects, with an amplitude in the range of −1 to 1. We scaled
the amplitude of the sinewave by a factor varying between 0 and 0.2
before adding it to pink noise. The resulting signal was filtered around
10 Hz and instantaneous phase computed. We retrieved phases for hits
and misses and computed phase-outcome statistics. This procedure was
repeated in 1000 virtual experiments, and sensitivity and False Positive
rate computed.

The results are presented in Fig. 10 for a 1:1 coupling mode. At zero
amplitude (pure pink noise), the sensitivity of all the tests was below
5%, corresponding to their baseline False Positive rate. Sensitivity
sharply increased between 0.02 and 0.05 and saturated at an amplitude
around 0.15 for all tests. As expected, circular logistic regression, POS
and Watson's test showed highest sensitivity while MI performed more
poorly.

3.5. Comparing permutation statistics with tabulated statistics

Two tests also directly output a p-value: The Watson test yields a
U2-statistic from which a p-value can be obtained from significance ta-
bles. For circular logistic regression, a p-value can be obtained by an F-
test comparing the full regression model to an intercept-only model.
However, in the results presented so far, we combined the Watson test
and circular logistic regression with a permutation procedure to esti-
mate a null distribution in each participant for consistency across all
methods.

We compared the performance of these two approaches to compute
a p-value on the individual level. For each of the 1000 virtual experi-
ments, we computed individual p-values for each of the 30 virtual sub-
jects using both the permutation p-value and the tabular p-value. For
each strength of phase-outcome coupling, we computed the proportion
of subjects with a significant p-value, to infer True Positive rate in the
case of a strength of phase-outcome coupling above zero and a False
Positive rate in the case of zero phase locking strength. Both strategies
resulted in roughly equivalent sensitivity and False Positive rate (Fig.
11).

Fig. 10. Sensitivity of the different phase-outcome tests as a function of the am-
plitude of the 10 Hz oscillation relative to pink noise (1:1 coupling mode, 250
trials, 20% phase-outcome coupling strength).

Fig. 11. Computing p-value based on permutations or on the direct output of
the statistical test, for the Watson test and circular logistic regression, all for a
1:1 coupling mode (250 trials, 50% hits & misses). Left: Sensitivity (%True Pos-
itives), right: False Positive rate. Black: Permutation approach; gray: direct out-
put. Both the Watson test and circular logistic regression are equally sensitive
with either approach.

4. Discussion

We compared the performance of four statistical circular tests (POS,
circular logistic regression, Watson's test and MI) at detecting relation-
ships between phase and behavioral outcome. We created artificial data
sets where we injected a statistical link between oscillatory phase and
outcome (hit or miss) to compare the tests in terms of sensitivity and
False Positive rate. We systematically varied the strength of the phase-
outcome coupling and the coupling mode, as well as the total and rela-
tive numbers of observations. We observed that circular logistic regres-
sion, POS and the Watson test are similarly sensitive to a unimodal cou-
pling mode (one preferred phase for each behavioral outcome). In com-
parison, MI performed poorly. The Watson test had the lowest False
Positive rate, followed by MI, POS and logistic regression. In contrast,
when going to higher coupling modes (groups have multiple opposed
preferred phases), MI and Watson were the only sensitive tests, while
all the other tests completely failed at detecting the effect. For those
higher coupling modes, MI showed a higher sensitivity than the Watson
test, especially for 3:1 and 4:1 coupling.

4.1. Advantages and limitations of each test for the detection of phase-
outcome locking at the participant's level

Phase Opposition Sum has frequently been used to test phase-
outcome coupling (e.g., Busch et al., 2009; Drewes and VanRullen,
2011; Dugué et al., 2011; Hamm et al., 2012; McLelland et al., 2016;
Ruzzoli et al., 2019; Staudigl et al., 2017). Two methodological studies
(VanRullen, 2016; Zoefel et al., 2019) identified POS as a powerful
method for detecting (unimodal) coupling. Our findings are in line with
these results, but we add to this literature that the sensitivity of POS is
on par with the Watson test and circular logistic regression, and that the
sensitivity of POS comes at the cost of a higher False Positive rate com-
pared to the Watson test. Moreover, POS is not sensitive to higher cou-
pling modes. POS is based on the Inter-Trial Coherence, which is the
norm of the mean vector of all phases of a group of behavioral out-
comes. If a behavioral outcome has two (or more) preferred phases, the
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resulting mean vector will be small, the two preferred phases tending to
cancel each other. Compared to the other tests investigated here, POS is
the most vulnerable to an imbalance in relative number of observations.
This drop in sensitivity results from two factors: First, an insufficient
number of trials in one of the two groups, which equally affects all the
methods tested here (Fig. 96). Second, with high imbalance in relative
number of observations, ITCall becomes biased to toward either ITChits

or ITCmisses (the one with more observations), which increases ITCall and
results in a reduced empirical POS (VanRullen, 2016). The resampling
procedure compensates for this second factor, which is specific to POS,
and has no effect on the other tests analyzed here. As a drawback, note
though that resampling comes at the cost of longer computation time.
Permutations can become computationally expensive especially if time-
frequency data are analyzed (VanRullen, 2016), which increases expo-
nentially with resampling.

Our results highlight the Watson test as an interesting method with
several advantages that has remained underused in the experimental
literature. First, the Watson test is among the three most sensitive meth-
ods for detecting unimodal coupling, and it also comes with the lowest
False Positive rate. Second, it is the only method among the three win-
ning methods for 1:1 coupling mode that was also sensitive to higher
coupling modes. It could therefore be described as an “allrounder”

method with a good tradeoff between sensitivity and False Positive
rate and the potential to detect 2:1 coupling. Finally, the Watson test is
computationally cheap: As it yields the same results whether the permu-
tation procedure is used or p-values are directly computed, permuta-
tions are not strictly necessary for this test. It is also quite robust to
moderate imbalances in relative number of observations.

Our findings concerning circular logistic regression as one of the
most sensitive methods are in line with the results of Zoefel et al., 2019,
who found it to be the best performing method. Still, by distinguishing
between sensitivity and False Positive rate, we also observed that it
came with the highest False Positive rate among the methods tested
here, and it does not detect coupling modes higher than 1:1. The latter
is due to the fact that circular logistic regression is fitting weights for an
optimal linear separation between groups (Fig. 2), while two distribu-
tions clustering at more than one circular portion are not linearly sepa-
rable.

We observed that among the four methods tested, MI was least sen-
sitive to 1:1 coupling. This observation might be explained by an over-
estimation of chance level. Indeed, MI measures the departure of a dis-
tribution from uniformity (Tort et al., 2010). To determine whether a
given MI value could be obtained by chance, we compare empirical MI
with chance level MI, where chance level is estimated by reshuffling the
behavioral outcomes, while keeping the same timing of behavioral
events. Because the number of behavioral outcomes is finite, surrogate
hit rate distributions only approximate uniformity, leading to a poten-
tial over-estimation of chance level. Additionally, MI values might be
biased if behavioral events, irrespective of behavioral outcome, are not
distributed evenly across all phase bins. Last, MI does not make any as-
sumption on the type of departure from uniformity. What results in the
good performance of MI at higher coupling modes comes at a cost at
1:1 coupling mode. In particular, a surrogate phase distribution might
by chance display a bimodal distribution, which would be measured as
a departure from non-uniformity and lead to an inflated chance level
estimation. In contrast to 1:1 coupling, MI was clearly the most sensi-
tive method for detecting higher coupling modes. Note that MI was
originally devised for detecting relationships between phase and a con-
tinuous variable (e.g., phase-amplitude coupling – Tort et al., 2009).
We show here that MI is also valuable to detect coupling between
phase and a transient event such as a button press.

4.2. Testing for significance at the group level

We compared five different strategies to estimate significance on
the group level: Running a paired t-test on empirical vs. chance level,
creating a surrogate average distribution, and combining individual p-
values with Stouffer's, Fisher's and Edgington's method. All methods
had very similar sensitivity, except for Stouffer's p-value combination,
which was substantially less sensitive when the strength of phase-
outcome coupling was high. Note that there is an extensive literature
investigating the power and properties of the different ways to com-
bine p-values (e.g., Heard and Rubin-Delanchy, 2018; Whitlock, 2005).
For example, it is considered that Fisher's method is asymmetrically sen-
sitive to small p-values, while Stouffer's and Edgington's methods are
seen as compromises between higher sensitivity to smaller vs. higher
sensitivity to larger p-values. We here did not investigate in further de-
tail how these methods compare, but observe that the Stouffer may be
not the optimal choice in this context.

Using a t-test on empirical vs. chance resulted in a lower False Posi-
tive rate than the other four methods. Another advantage of relying on
empirical vs. chance level is that one can quantify the strength of cou-
pling on the individual level by computing empirical minus chance. This
gives a continuous measure that can be regressed against other parame-
ters of interest (e.g., to identify individual factors like age or daytime of
recording that explain interindividual differences in strength of cou-
pling). For those two reasons, the empirical vs. chance test seems a
good option. Importantly, we here found that estimating chance level
as the mean, rather than the median, of surrogate distributions should
be preferred to avoid large False Positive rates. More generally, this re-
sult points to the importance of the method retained to estimate chance
level when computing statistics on phase. We demonstrate this impor-
tance for phase-behavior coupling, but similar issues probably also
arise for phase-phase or phase-amplitude coupling.

One important aspect in the design of our simulations is that we
randomly vary the preferred phase for hits and misses from one subject
to the other. Several previous studies have relied on the assumption that
preferred phase would be constant across subjects (e.g., Mathewson et
al., 2009; Monto et al., 2008; Rice and Hagstrom, 1989). However,
there are different reasons for this to not hold true. For neural data, the
measured phase at the scalp level might differ between participants due
to factors like conduction relays (VanRullen, 2016). Depending on the
context, it might therefore be advisable to focus on relative phase dif-
ference instead of absolute measured phase. To circumvent this issue,
studies analyzing effects of phase on hit rate (Baumgarten et al., 2015;
Zoefel and Heil, 2013) or continuous outcomes like evoked responses
(Busch and VanRullen, 2010; Chakravarthi and Vanrullen, 2012;
Neuling et al., 2012) have frequently realigned phase bins to the “pre-
ferred phase” for each participant (e.g., the phase with highest hit rate),
to then run tests (e.g., ANOVA, Rayleigh test, or circular-linear correla-
tion) on the phases pooled across subjects. Here, the tests we are using
do not rely on phases being consistent across participants, and therefore
do not require this additional realignment step.

Conclusions

In conclusion, we advocate the use of the Watson test, especially if
the imbalance between observations in each condition is not larger
than 40:60, and one wants to be open to higher coupling modes. POS
becomes the measure of choice for 1:1 coupling when there is a large
imbalance in the relative number of observations. In case one wants to
investigate more complex coupling modes, MI seems as the optimal
choice. To estimate significance on the group level, a good strategy is
to compare empirical vs. chance levels, which comes with a low False
Positive rate and provides an individual metric for the strength of the
effect.
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Note that we here constrained to the scenario of a binary outcome
and did not consider the case of only one condition (e.g., clustering of
saccades at a specific portion of the cardiac cycle – Ohl et al., 2016).
Among the tests considered here, only MI can be directly used to assess-
the phase-dependency of events of only one type. MI has the advantage
of detecting higher coupling modes, but requires a sufficient number of
events to be present in all phase bins, which might not be the case for
events whose onset is not in the control of the experimenter. Alterna-
tively, other one-sample tests such as the Rayleigh test can be applied in
this scenario (Ai and Ro, 2013; Galvez-Pol et al., 2019; Wyart et al.,
2012). In addition, because we modelled a two-alternative forced
choice experiment where the two behavioral outcomes are by design of
opposite phase, we did not consider other possibilities, such as one out-
come clustered at a specific phase, and the other homogenously distrib-
uted.
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8. Probing the link between near-threshold target perception and the gastric rhythm 

8.1. Introduction 

 In the following, I am going to present the experimental project of my PhD, in which we 

addressed the question whether the slow rhythm of the stomach has a link with visual perception at 

threshold. Several lines of evidence speak to a potential link between the gastric rhythm and visual 

perception. First, anatomy suggest that visual occipital regions might receive input from the stomach. 

For example, the lateral geniculate nucleus, the thalamic relay station in the visual pathway, receives 

massive input from the parabrachial nucleus (Erişir et al., 1997a, 1997b; Uhlrich et al., 1988), and 

stimulation of the parabrachial nucleus affects visual responses in cats (Lu et al., 1993). Moreover, 

occipital regions are activated in response to gastric distension in humans (Ladabaum et al., 2001; Lu et 

al., 2004b; van Oudenhove et al., 2009) and electrical stimulation in rats (Cao et al., 2019). Richter et 

al., 2017 also showed that spontaneous fluctuations in occipital alpha power are modulated by the phase 

of the gastric rhythm. Spontaneous fluctuations in electrophysiological signals have been related to 

variability in perception, with ongoing alpha power predicting the perception of visual near-threshold 

stimuli (Busch et al., 2009; Dijk et al., 2008; Ergenoglu et al., 2004; Hanslmayr et al., 2007; Mathewson 

et al., 2009). Furthermore, it has been found that neural responses to cardiac inputs affect visual detection 

(Park et al., 2014), suggesting that visceral input interacts with behaviorally relevant ongoing cortical 

activity. Finally, anatomy suggests that gastric input might be projected to neuromodulatory centers that 

regulate arousal, vigilance and sustained attention (Elam et al., 1986; Saito et al., 2002), processes that 

should influence perceptual performance in a prolonged visual task. 

 Based on these arguments, we formulated the hypothesis that the gastric rhythm drives a slow 

fluctuation in cortical excitability that modulates alpha power. Gastric phase would thus influence visual 

perception. We predicted that the probability to perceive a near-threshold visual stimulus would 

show a link with the phase of the gastric rhythm, with seen and unseen targets (hits vs. misses) 

clustering at different portions of the gastric phase. 

To test the idea that gastric phase modulates the probability for a visual target to be perceived, 

we developed an experimental protocol (Figure 25) to target fluctuations in perceptual performance. 

Standard paradigms of near-threshold perception experiments, where participants are warned at the 

beginning of a trial, are not well suited for our purposes, for different reasons. First, we aimed to obtain 

slow fluctuations in arousal, which we hypothesized to be linked with the gastric rhythm. We reasoned 

that these slow fluctuations would best be obtained with long uninterrupted recordings. Moreover, in 

‘standard’ paradigms relying on a classical ‘trial’ structure, the potential occurrence of a target is very 

predictable. Problematically, it is known that when the brain can detect a rhythm in a task, the amplitude 

of slow neural oscillations can be entrained to the predictable stimulus stream via top-down attentional 

mechanisms (Lakatos et al., 2008). It is also known that the sudden onset of stimuli in the visual or other 

modalities can ‘reset’ cortical oscillations, including alpha (Lakatos et al., 2009; Mercier et al., 2013; 
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Romei et al., 2012). It was thus crucial to design a paradigm with unpredictable stimulus occurrences 

and avoid any events that could interfere with fluctuations in arousal, slow spontaneous oscillations in 

the gastric slow wave or coupled fast brain oscillations. Lastly, we chose to present targets with long 

inter-stimulus intervals (3.5-10 seconds) to minimally interrupt fluctuations in vigilance. This together 

with the slow frequency of the gastric slow wave required long uninterrupted recordings, in order to 

sample enough data from all portions of the gastric cycle. 

The task consisted in the detection of randomly oriented Gabor patches which appeared at 

random uncued moments, superimposed on a near-foveal annulus consisting of flickering noise of grey 

shaded pixels (Figure 25). Subjects fixated a central bull’s eye and responded by pressing a button 

whenever they perceived a Gabor. The visibility of the targets was controlled so that subjects would 

perceive it around 50% of the time. The details of the stimuli, experimental protocol and participants 

included are specified in the following. 

 

 

 

Figure 25: Experimental paradigm. Subjects fixated a central red bull’s eye. A near foveal annulus 

(inner diameter 2°, outer diameter 4°) filled with grey shaded pixels was displayed. At random uncued 

moments, with an inter-stimulus-interval of 3.5-10 seconds (flat hazard rate), a target (ti) consisting in 

a randomly oriented Gabor was superimposed on the noise for 0.75 seconds. Responses in a window of 

0.2s to 2 seconds relative to target onset were considered as hits, responses outside these windows as 
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False Alarms. Simultaneously, magnetencephalography (MEG) and electrogastrogram (EGG) signals 

were collected. Additionally, eye position, the electrocardiam (ECG), electrooculogram (EOG) and 

momentaneous blood pressure were recorded. 
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8.2. Material and methods 

8.2.1. Participants 

Thirty-two participants with normal vision and no reported psychological, neurological, cardiac 

or digestive/gastric problems participated in the experiment. All participants provided informed written 

consent and were paid for their participation. Subjects were required not to eat or drink anything the two 

hours preceding the testing. All procedures were approved by the local ethics committee, and 

participants were informed that they could stop the experiment at any time. 

We excluded one participant where not enough data could be acquired due to time constraints 

(3 experimental blocks, while the other participants performed 4 to 5 blocks). We excluded one 

participant with an exceptionally elevated blink rate, with more than 30% of samples contaminated by 

blinks. This left thirty subjects (seventeen female; thirteen male; 19-30 years; mean age: 24±2.7; mean 

body mass index: 20.2±1.3) for analysis. 

 The participants included had their last meal between one and seventeen hours (mean: four 

hours) preceding the appointment (i.e, between two and eighteen hours before the beginning of the first 

experimental block). 

8.2.2. Stimuli 

Subjects were seated in a dimmed room and required to fixate a central red “bull’s eye” 

(diameter: 0.2° of visual angle) on a gray background, at a viewing distance of 80 cm. The “target 

absent” stimuli corresponded to a near-foveal annulus (2-4° radius) composed of weak grey-shaded 

pixels of a pink noise pattern (frequency spectrum of 1/f), spatially smoothed towards the borders by a 

Gaussian distribution. ‘Target present’ stimuli consisted of Gabor patches (2.5 cycles per degree) 

superimposed on the noise background, with Gaussian smoothing towards the edges of the annulus. 

Gabors were superimposed by a modulation of the noise values by adding the Gabor profile with positive 

and negative values. Target visibility was controlled by a ‘mask’ consisting of zeros and ones. The mask 

controlled for each pixel of the Gabor whether it was added onto the noise background (=1) or ignored 

(=0). Gabor visibility was controlled by the percentage of pixels of the Gabor that were added/subtracted 

to the noise vs. masked out. We call this factor ‘transparency level’. Noise and noise + Gabor had the 

same mean luminance, equal to the background luminance, and the same luminance variance. On each 

trial, the orientation of the grating was randomly chosen, excluding ± 20° around the cardinal 

orientations. 

8.2.3. Experimental protocol 

The protocol consisted of different steps which are schematized in Figure 26 and which will be detailed 

here. 
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Figure 26: Protocol of the experiment. See text for details. 

The main experiment consisted of four to five blocks of approximately 12 minutes each, with 

90 presentations of the near-threshold Gabor in each block. The stimuli occurred at random moments 

and lasted 750 ms. Inter-stimulus-intervals were randomly drawn from a triangular distribution, taking 

into account the hazard rate (min: 3.5 s, max: 10 s). Subjects were instructed to maintain fixation at all 

times and press a button as soon as they had the impression of seeing a Gabor in the noise. Some 

additional data (at least 40 seconds) where acquired before the start and the end of the experiment of 

each block, which were later discarded to avoid edge effects due to the very slow frequency of the gastric 

rhythm. Between blocks, subjects could take small breaks, with an optional longer break outside the 

scanner after the second block. 

The experiment was preceded by a practice and a staircase session. The practice session 

consisted of two parts: The first part served to train subjects to keep fixation at the center by giving them 

online-feedback on the accuracy of their fixation, with white coloring of the fixation bull’s eye when 

fixation was inaccurate. Only noise backgrounds without any targets were presented. In the second part 

of the practice, subjects were familiarized with the target stimuli. Gabors were made clearly visible by 

using a higher contrast, in order to ensure that subjects got a clear idea of the appearance of the targets. 

Subsequently, Gabors were made more difficult to see, with a low luminance contrast as in the final 

experiment and a transparency level of 100%. During these exercises, inter-stimulus intervals were the 

same as for the main experiment, but at a given inter-stimulus interval, the probability of a grating being 

presented was only 50%, mimicking the temporal expectation a participant with a 50% hit rate would 

have. Each target-present practice contained 8 trials, so subjects perceived 2 times 4 gratings on average. 

During the staircase session, subjects performed the same task as during the main experiment, 

except that the transparency level changed from trial to trial depending on the response of the previous 

trial, according to a one-up one-down staircase procedure, which theoretically converges to a 50% 

detection rate. The transparency level started at 90% and the initial step-size was 25%, then 17% (two-

third of the initial step-size) and finally 8% (one third of the initial step-size). The staircase procedure 

was terminated after a total of 14 reversals. The procedure was applied twice to ensure a proper 

estimation of perception threshold. Trials without accurate fixation target presence were repeated. The 

average of the two resulting staircases was then used for the actual experiment. If the two staircases 

were not clearly converging, the staircase procedure was repeated. 



110 

 

If at the chosen transparency level, subjects had too low (<30%) or too high (>70%) hit rate in 

the first minutes of the first block, the block was interrupted, a new staircase started to determine 

transparency threshold, and the block restarted with the adjusted transparency level (the true reason for 

interrupting the block was hidden to the subject). 

After the end of the experiments, we also acquired a block of 12 minutes resting state. 

Participants fixated the central red “bull’s eye” on a gray background and were instructed to stay still. 

Before the experiment, subjects filled out the French versions of two questionnaires. The 

Daydreaming Frequency Scale (Giambra, 1993) contains 12 questions about the extent of daydreaming 

and mindwandering during daily life, with a five-point Likert-scale to answer. The Sate-Trait Anxiety 

Inventory (STAI, Spielberger et al., 1983) is a commonly used measure of trait and state anxiety. We 

used the part assessing trait anxiety, containing 20 questions about how subjects generally feel (e.g. “I 

am a content; I am a steady person”, “I worry too much over something that really doesn’t matter”), 

which are rated on a 4-point scale reaching from ‘Almost Never’ to ‘Almost Always’. 

8.2.4. Data acquisition 

Continuous MEG signals were collected using a whole-head MEG system with 102 

magnetometers and 204 planar gradiometers (Elekta Neuromag TRIUX MEG system) at a sampling rate 

of 1000 Hz and online low-pass filtered at 330 Hz. The electrogastrogram (EGG) was recorded with via 

nine disposable electrodes (seven active, one reference and one ground) placed on the abdomen and 

acquired simultaneously with MEG data, using the protocol detailed in Wolpert, Rebollo & Tallon-

Baudry, 2020. The only difference was that the ground electrode was placed over the right shoulder. An 

electrocardiogram (ECG) with one electrode on the left clavicle and one electrode on the right lower 

abdominal location, as well as a vertical electrooculogram (EOG) were simultaneously recorded. The 

impedance of the electrodes was monitored for consistency between channels and to not exceed 10kΩ. 

In addition, peripheral blood pressure was measured on the left arm using Caretaker® software. Because 

of a number of technical problems, good-quality peripheral blood pressure data could be acquired in 15 

subjects only. Horizontal/vertical eye position and pupil diameter were monitored using an EyeLink 

1000 system (SR Research©) recorded together with MEG, ECG and EOG data. 

8.2.5. Preprocessing 

The EGG was preprocessed following exactly the procedure described in Wolpert, Rebollo & 

Tallon-Baudry, 2020: In a first step, for each block spectral power was computed at each electrode via 

a Fast Fourier Transform (FFT) with a Hanning taper, as implemented in the fieldtrip toolbox 

(Oostenveld et al., 2011). The electrode with the largest peak in the normogastric range of 0.033-0.067 

Hz (2-4 cycles per minute) was then selected. The raw EGG from the selected channel in the given block 

was then then filtered using a frequency sampling designed finite impulse response filter (Matlab: FIR2), 

with a bandwidth of ± 0.015 Hz of the EGG peak frequency. The instantaneous phase and amplitude 
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envelope of the gastric rhythm was then retrieved by applying the Hilbert transform to filtered data. We 

discarded recordings based on the quality of the EGG, as described in the paper (Wolpert, Rebollo & 

Tallon-Baudry, 2020). First, we kept only blocks where the power spectrum exhibits a clear peak in 

normogastric range at a congruent frequency across several channels. Second, for those blocks with a 

clean power spectrum, we did a second quality check based on the regularity of cycle durations, 

discarding recordings with a standard deviation of cycle duration higher than 6 (a threshold defined 

based on empirical distributions as described in the paper). In practice, only one resting state block had 

to be discarded, due to a high standard deviation of cycle duration. Within blocks, we removed cycles 

whose length exceeds the mean ± 3 standard deviations of the given block, as well as cycles with 

nonmonotonous change in phase. 

For MEG data, Signal Space Separation (tSSS) was performed using MaxFilter (Elekta 

Neuromag) to remove external noise. Subsequent analysis was conducted on magnetometer signals. The 

cardac artifact was corrected using Independent Component Analysis (ICA), as implemented in the 

FieldTrip toolbox (Oostenveld et al., 2011). The MEG data were highpass-filtered at 0.5 Hz and epoched 

to R-peaks from 200 ms before to 200 ms after each R-peak. The number of independent components 

to be identified was the rank of the time × trial matrix. The continuous magnetometer data were then 

decomposed according to identified ICA components. The pairwise phase-consistency (PPC, Vinck et 

al., 2010) was computed between the ICA-decomposed signals and the ECG signal to isolate those 

components most reflective of ECG activity. Components with PPC values larger than 3 standard 

deviations than the mean were rejected iteratively from the continuous MEG data from each block until 

either no component exceeded 3 standard deviations or 3 components were rejected (in practice, this 

always resulted in 3 components being rejected). Blink artifacts were detected automatically by the 

EyeLink eyetracker system, and padded by ±100 ms. Muscle artifacts were identified based on a z-value 

threshold of 20 on the MEG data filtered into a band of 110-140 Hz. Movement artifacts were identified 

based on a z-value threshold of 40 on the MEG data filtered into a band of 4-30 Hz. 

We extracted MEG power in the 10-11 Hz band in which MEG power has been found to be 

coupled to the gastric rhythm. For this we applied a 10-11 Hz bandpass 6th order Butterworth zero-phase 

shift filter on the ICA-corrected magnetometer data, using the Fieldtrip toolbox (Oostenveld et al., 

2011). The instantaneous amplitude envelope of the filtered MEG data was then retrieved by applying 

the Hilbert transform, and downsampled to 20 Hz. 

We preprocessed pupil diameter in resting state blocks by removing blinks and saccades larger 

than 1.5 degrees, with 100 ms padding. Artifact periods were linearly interpolated if the duration of the 

artifact was not longer than 1.5 seconds. Artifacted windows separated by less than 200 ms were 

combined and treated as a single artifact. Pupil diameter was transformed to be in the positive range by 
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subtracting the minimum value of pupil diameter and dividing by the difference between maximum and 

minimum value (pupil = (pupil – minVal) / (maxVal – minVal)). 

Behavioral responses between 200 ms and 2 seconds after target onset were defined as hits, 

while responses 2.5 seconds after target onset were considered as False Alarms. (These time windows 

were defined based on pilot data not shown here and will be validated in the results section.) Responses 

in the remaining time windows (i.e., between 0 and 200 ms after target onset, and between 2 and 2.5 

seconds after target onset) were considered as “uncategorized” due to their ambiguity with regard to 

their classification as “Hit” vs. “False Alarm”, and not further considered. Note that we here could not 

compute a sensitivity index and decision criterion in the framework of signal-detection theory, since 

these rely on a false alarm rate. In turn, a false alarm rate could not be computed due to the absence of 

a classical trial structure with “target absent” and “target present trials”. 

We discarded trials in which participants made a blink during presentation of the target Gabor. 

We also discarded trials with saccades larger than 1.5° during target presentation. On average, 24.6% of 

trials contained blinks, 11.1% contained saccades larger than 1.5° of visual angle, and on average 7.3% 

of trials had to be rejected due to EGG artifacts. This resulted in 56% of clean trials on average, with 

135 to 356 trials per subject (mean: 256) entered into the analysis. 

8.2.6. Statistical analysis 

8.2.6.1. Gastric phase & behavior  

We aimed at determining the relationship between gastric phase and perceptual outcome, 

hypothesizing that hits vs. misses would cluster at different phases of the gastric cycle. As shown in 

Wolpert & Tallon-Baudry, 2021, the Watson test is a good allrounder method with high sensitivity to 

unimodal coupling modes and some sensitivity to higher coupling modes. Modulation Index is less 

sensitive to 1:1 coupling but highly sensitive to more complex coupling modes. We therefore included 

both tests into our analysis. 

Watson test 

The Watson test is the nonparametric version of the Watson-Williams two-sample test, since it 

does not rely on the assumption that the sampled populations are unimodal. It is computed the following 

way (Zar, 2010): First, the phases of hits and misses are separately grouped in ascending order. Let Nhits 

and Nmisses denote the number of samples in each group, and N the total number of samples (Nhits+Nmisses). 

With i as the index of hits and j as index of misses, the cumulative relative frequencies for the 

observations in the two groups are then computed as i/Nhits and j/Nmisses. Values of dk (with k running 

from 1 to N) are defined as the differences between the two cumulative relative frequency distributions 

(dk = i/Nhits - j/Nmisses). The test statistics, called the Watson U2, is then computed as: 
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𝑈2 =  𝑁ℎ𝑖𝑡𝑠𝑁𝑚𝑖𝑠𝑠𝑒𝑠𝑁2  [ ∑ 𝑑𝑘2𝑁
𝑘=1 −  (∑ 𝑑𝑘𝑁𝑘=1 )2𝑁 ] 

Significance can be read from significance tables for U2 (see Zar, 2010). Here, we estimate 

significance of the U2 using a permutation procedure (as for Modulation Index), which will be detailed 

later. 

Modulation Index (MI) 

The Modulation Index (MI) of Tort et al., 2010 is an adaption of the Kullback-Leibler distance, 

a measure used to quantify the amount of difference between two distributions. It measures the extent 

to which an empirical distribution differs from a uniform distribution. It was originally applied for 

detecting coupling between the phase of a slower oscillation and the amplitude of a faster oscillation 

(Tort et al. 2008, 2009), i.e. between phase and a continuous response variable. Here, we applied the 

method to quantify the relationship between phase and a dichotomous response variable (hits and misses) 

(Wolpert & Tallon-Baudry, 2021). For this we transform hits and misses into a hit rate per oscillatory 

phase bin: The phases are sorted into K bins spanning the [-pi, pi] interval (here: K = 10), and the hit 

rate computed for each bin (i.e. number of hits divided by total number of events in that bin). The MI 

measures how far the distribution of hit rate deviates from a flat/uniform distribution with respect to 

phase bins. (Note that MI could also be computed based on miss rate. The two distributions are in fact 

complementary.) Formally, it is defined as: 

MI = 
log(𝐾)+  ∑ 𝑃(𝑗)∗log 𝑃(𝑗)𝐾𝑗=1log (𝐾)  

Where P(j) is the standardized hit rate in phase bin j: 

P(j) = 
𝐻𝑖𝑡 𝑟𝑎𝑡𝑒φ(j)∑ 𝐻𝑖𝑡 𝑟𝑎𝑡𝑒φ(i)𝐾𝑖=1  

And the hit rate per phase bin HRφ is the number of hits in the phase bin φ divided by the total number 

of trials in the phase bin: 

HRφ = 
𝑁𝐻𝑖𝑡𝑠φ𝑁𝐻𝑖𝑡𝑠φ+ 𝑁𝑀𝑖𝑠𝑠𝑒𝑠φ 

MI is 0 if there is no phase-modulation of hit rate at all (meaning a perfectly uniform 

distribution) and 1 if there is perfect coupling (i.e. P(j)=1 for a given bin and 0 for all other bins). 

Estimation of chance level and coupling strength 

For each subject, we estimated chance level of no phase-behavior relationship. For this, we used 

a “permutation-based” approach to estimate a surrogate distribution of U2 or MI values with no phase-

outcome relationship. The rationale for this procedure is to abolish the hypothetical effect in the original 

data by randomly reassigning trial outcomes in single participants. For each given subject, the trial 
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assignment to hit or miss was randomly permuted 1000 times, and the phase statistics recomputed at 

each permutation, which yields a distribution of surrogate U2 or MI values. We defined chance level for 

each participant as the mean of the respective surrogate distribution. The difference of the empirical 

value from chance level then gives a measure of the strength of the phase-behavior relationship in the 

individual subject. We refer to this difference as “coupling strength”. 

Estimation of significance at the group level 

To assess significant coupling on the group level, we then ran a one-tailed t-test on empirical 

values vs. chance levels, testing if empirical values are higher than chance level. 

8.2.6.2. Computing gastric-brain coupling 

We investigated coupling between gastric phase and brain alpha oscillations in the task blocks, 

in the 10-11 Hz range where significant coupling was found during rest in Richter et al., 2017. We then 

assessed whether the strength of this coupling between individuals shows a link with individual 

performance in the experiment of vision at threshold. In the following, the procedure to assess gastric-

alpha coupling will be detailed. 

Phase-amplitude coupling (PAC) 

 As a result of the preprocessing steps, we obtained the amplitude envelope of the 10-11 Hz MEG 

signal at each sensor, as well as the phase of the gastric rhythm, in each of the 4 to 5 task blocks. We 

targeted moments without artifacts and where participants were not exposed to target stimuli nor 

preparing or executing a motor response. All samples coinciding with a blink, muscle, movement or 

EGG artifact were rejected. We also discarded all samples within response windows (i.e., 0.2-2 seconds 

relative to target onset) as well as button presses (Hits and False Alarms) ± 1 second. EGG phase and 

MEG alpha power were each concatenated across blocks. The EGG phase was partitioned into 18 bins 

spanning the [-pi pi] interval, and corresponding MEG power was averaged for each phase bin, yielding 

a phase-amplitude profile. We then computed the Modulation Index (MI) (Tort et al., 2010) to quantify 

the deviation of this profile from a uniform distribution. 

Statistical determination of significant clusters of PAC 

 We identified significant clusters of phase-amplitude coupling using a two-step process, as in 

Richter et al., 2017. In a first step, we estimated in each participant and sensor the chance level MI. 

Next, we assessed on the group level which sensors show a significant difference between the empirical 

MI and chance level. The steps are detailed in the following. 

 We estimated chance level MI for each participant and sensor by creating null distributions of 

surrogate MI values. The EGG phase was shifted relative to the MEG signals for each block in random 

time intervals between at least 60 seconds and at maximum the duration of the respective block minus 

60 seconds. Data at the end of the recording were wrapped to the beginning. In this way, the original 
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relationship between EGG and MEG signals was disrupted while best preserving the characteristics of 

the phase time series. Because the filtered EGG signal and MEG power envelope are not pure sine 

waves, but physiological signals with spontaneous variations in frequency, any link between gastric 

phase and brain alpha oscillations is disrupted in the surrogate data. We recomputed MI across blocks 

based on the rotated EGG phase time series, and repeated this procedure 1,000 times, yielding a 

distribution of surrogate Mis expected under the null hypothesis. We defined chance level as the median 

of the respective surrogate distribution for each participant and sensor. 

 To test whether the empirical MI significantly differed from chance level MI at the group level, 

we used a cluster-based permutation procedure (Maris and Oostenveld, 2007) as implemented in 

Fieldtrip (Oostenveld et al., 2011). In this procedure, empirical MIs are compared with the 

corresponding chance level MIs across participants using a one-tailed t-test at each sensor. Candidate 

clusters are defined in space as sensors exceeding the first level t-threshold (p < 0.05) and that are 

connected to at least 2 neighboring sensors also exceeding this threshold. Each candidate cluster then is 

characterized by a summary statistic corresponding to the sum of the t-values across the sensors defining 

the cluster. To determine whether the candidate cluster with its given sum of t-values can be obtained 

by chance, the distribution of cluster statistics under the null hypothesis is computed. This is done by 

randomly shuffling the labels “empirical” and “chance” 10,000 times, applying the clustering procedure, 

and retaining the largest positive and negative clusters from each permutation. The 10,000 permutations 

then yield a distribution of cluster t-sum statistics under the null hypothesis, which is then used to assess 

the empirical cluster for significance. Because the largest positive and negative clusters are retained at 

each permutation, this method intrinsically controls for multiple comparisons over sensors (Maris and 

Oostenveld, 2007). The resulting clusters are then described by their summary statistics, i.e. the sum of 

t-values, and their Monte Carlo p-value indicating significance at the cluster level corrected for multiple 

comparisons across sensors and frequencies. Finally, we estimated the False Positive rate of this 

statistical approach, i.e. how likely it is that the observed cluster statistics could be obtained by chance. 

For this we picked (without replacement) surrogate MIs from the chance distributions for each 

participant and sensor, labeled them as “empirical” and repeated the cluster based permutation test with 

each surrogate value as “empirical MI”, to count the number of iterations yielding a higher sum(t) than 

the empirical data. 

8.2.6.3. Correlations and Bayes Factor 

 We were interested in the link between individual mean EGG-alpha coupling strength in the 

identified cluster and performance, as well as with a number of control parameters. To be less sensitive 

to the presence of outliers, correlations were performed using robust regression (Matlab’s robustfit) with 

iteratively reweighted least squares using the bisquare weighting function. 
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 Bayesian statistics on correlation coefficients were computed and interpreted according to the 

method of (Wetzels and Wagenmakers, 2012), which is based on the correlation coefficient and the 

number of observations. Bayesian statistics on two sample (unpaired) t-tests where computed according 

to (Rouder and Morey, 2011). A Bayes Factor greater than 1 indicates evidence for the presence of a 

correlation, and a Bayes factor smaller than 1 indicates evidence for the absence of a correlation, i.e. the 

null hypothesis H0 (1-3: Anectodal evidence for H1; 1/3 - 1: Anecdotal evidence for H0; 1/10-1/3: 

Substantial evidence for H0, <1/10: Strong evidence for H0). 

8.2.6.4. Prestimulus alpha power and behavior 

 We also analyzed whether prestimulus power in the 8-12 Hz band differed for hits vs. misses. 

For this we selected the 15 sensors showing highest power in the second preceding target onset. For 

each hit and miss, mean alpha power over the channels was computed in the second preceding target 

onset. For each subject, alpha power was then averaged across epochs and time points for hits and 

misses. We tested whether mean prestimulus alpha power differed for hits vs. misses across subjects by 

a two-sample t-test. 

8.2.6.5. Computing gastric-pupil coupling 

 We also computed coupling between pupil diameter and EGG phase in the resting state. The 

statistical analysis was the same as for computing coupling between EGG phase and alpha power. I.e., 

the preprocessed pupil time series was partitioned into 18 bins, pupil diameter averaged for each phase 

bin, and MI computed to quantify the deviation of this profile from a uniform distribution. Chance level 

MI was estimated for each participant by shifting EGG phase relative to the pupil time course. We then 

tested across participants if empirical MI was larger than chance level by a one-tailed t-test. 
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8.3. Results 

8.3.1. Behavior 

An inspection of the latencies of all button presses with respect to the last preceding target onset 

(Figure 27) confirmed that the distribution of button presses was mostly confined to a window of 0.2 to 

2 seconds, validating the window chosen to define hits. Mean reaction time in hits was 0.957±0.21 

seconds. 

 

Figure 27: Left: Distribution of latencies of button presses with respect to the last preceding target 

onset (time point 0), across all trials and subjects. A clear peak is visible that is completely contained 

in the response window of 0.2-2 s (red lines) relative to target onset, with a flat distribution outside this 

window. Right: Zoom on the distribution of reaction time in hits. 

 

After rejecting artifacted trials, the mean hit rate across participants was 0.436±0.076 (range: 

0.324-0.612). The mean number of false alarms was 4.75±5.98 (range: 0-23). Participants therefore 

made overall few false alarms. 

8.3.2. Gastric phase & behavior 

We first tested whether hits were more likely at specific points of the gastric cycle. We computed 

Watson’s U2 and MI on hits vs. misses and gastric phase, and estimated chance level by a permutation 

procedure for each participant. We then compared empirical values and chance levels at the group level. 

Empirical values were not higher than chance level for Watson’s test (empirical μ = 0.071± 0.035, 

chance level μ = 0.084± 0.002; one-tailed t-test t(29)=-1.96, p=0.97) nor MI (empirical μ = 0.007± 0.004, 

chance level μ = 0.008 ± 0.003; t(29)=-1.88, p=0.96) (Figure 28). There was therefore no evidence for 

a link between gastric phase and hits vs. misses. 
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Figure 28: Empirical vs. chance level coupling between gastric phase and behavior, assessed by Watson 

(left) and MI (right). Each pair of dots corresponds to one participant. Green dot-connecting lines 

indicate positive coupling strength (empirical > chance), red lines negative coupling. Empirical values 

were not significantly higher than chance level for either of the tests. 

 

Correlation with questionnaires 

We also assessed whether coupling between gastric phase and behavior was linked to scores in 

two questionnaires participants filled out after the experiment. First, we used the Daydreaming 

Frequency Scale, to test whether there was a link with the propensity of participants to follow off-task 

thoughts (N = 29, range = 14 – 43, mean = 29 ± 7.1). Second, we measured trait anxiety due to the 

common association of stomach sensations with emotions, although we did not have any more specific 

hypothesis on this aspect (N = 30, range = 6 – 35, mean = 19 ± 7.3). 

There was no correlation between daydreaming frequency and gastric-behavior coupling 

strength for neither Watson’s test (robust correlation, t(27) = 0.26, p = 0.8, r2 = 0) nor MI (t(27) = -1.49, 

p = 0.15, r2 = 0.08). There was also no correlation between STAI scores and gastric-behavior coupling 

strength neither for Watson’s test (t(28) = 0.3, p = 0.77, r2 = 0) nor MI (t(28) = -0.51, p = 0.62, r2 = 

0.01). 

8.3.3. Gastric phase and alpha power during the task 

 Richter et al. observed coupling between gastric phase and alpha power in the 10-11 Hz band. 

We thus tested whether we could find coupling in this frequency band, during moments where 

participants were watching the screen but were not exposed to the target stimulus nor responding. We 

quantified the coupling between gastric phase and amplitude of the alpha rhythm using Modulation 
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Index (MI) (Tort et al., 2010). We compared empirical MI values with chance level estimated using a 

cluster-based procedure (Maris and Oostenveld, 2007) intrinsically correcting for multiple comparisons 

at the group level across sensors. Significant gastric-brain coupling occurred in a large cluster spanning 

parieto-occipital as well as central to frontal regions (Figure 29A) (sum(t) = 96.81, MonteCarlo p < 

0.001). We also estimated the False Positive rate of our statistical procedure, testing whether any of the 

1000 surrogate data sets created to estimate chance level could yield cluster statistics as large as those 

produced by the original data. We observed that only 1% of surrogate data sets resulted in a cluster 

statistic as large as the real data set, thereby showing that the Monte-Carlo probability of obtaining the 

empirical cluster by chance was 0.01. The cluster overlapped, but only partially, with the channels 

showing strongest alpha power across samples and participants (Figure 29B). Although MI is in 

principle independent from power (Tort et al., 2010), we controlled whether EGG-alpha coupling was 

driven by alpha power. However, there was no significant correlation across participants between MI 

coupling strength and mean alpha power averaged across the channels in the cluster (robust correlation, 

t(28) = 0.56, p = 0.58, r2 = 0.01, Bayes factor = 0.15, substantial evidence for the null hypothesis). 

Coupling strength was also not related to the power (t(28) = 0.83, p = 0.42, r2 = 0.03, Bayes factor = 

0.2, substantial evidence for the null) or regularity of the EGG signal as quantified by the standard 

deviation of cycle duration (t(28) = 0.2, p = 0.84, r2 = 0, Bayes factor =0.14, substantial evidence for the 

null). 

By visual inspection, we observed that gastric-alpha coupling involved 1:1 but also higher 

coupling modes. Examples phase-amplitude profiles from the subject with highest, intermediary and 

lowest coupling are plotted in Figure 29C.  
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Figure 29: Gastric-alpha coupling. A: Statistical map of t-values on empirical vs. chance level MI 

quantifying coupling between gastric phase and MEG power at 10-11 Hz during task blocks. Channels 

in the cluster are indicated by larger block dots. B: Topographical map of 10-11 Hz power during the 

task, grand average across participants and samples analyzed, with channels in the EGG-alpha cluster 

for the task blocks marked by larger white dots. C: Three examples of phase-amplitude profiles for the 

participant with highest (left), intermediate (middle) and lowest coupling strength (right). Profiles are 

presented over two gastric cycles (4π) for visualization. MEG power in each bin was normalized by the 

sum of the average power across bins. Dashed black lines represent cosine fits. 

 

8.3.4. Inter-subject variability in gastric-alpha coupling during task 

 We correlated coupling strength in the significant cluster in the task blocks (Figure 29A) with 

scores in the questionnaires and several demographical and experimental variables. Results are reported 

in Table 1. None of the variables tested revealed any link with EGG-alpha coupling strength, apart from 

a weak trend for a higher coupling strength in female than male participants (two-sample t-test, t(28) = 

-2.03, p = 0.052 not corrected for multiple comparisons). For all other variables, Bayes statistics indicate 

substantial evidence for H0. This replicates Rebollo et al., 2018, who found no link between gastric-

BOLD coupling strength with STAI scores, gender or BMI. Note though that BMI and age was more 

restricted in our sample than in the general population. 
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STAI Daydreami

ng 

Gender BMI Age Time of 

recording 

(morning vs. 

afternoon) 

Time 

elapsed 

since last 

meal 

(hours) 

Range :      

6 - 35 

Mean: 19.3 

Range : 

14 - 43 

Mean : 29.2 

13 male, 17 

female 

Range :  

18.2 - 22.9 

Mean : 20.2 

Range :  

19 - 30 

Mean : 23.8 

18 morning, 

12 afternoon 

Range :  

1 - 17 

Mean : 4.2 

Robust 

corr. 

r2 = 0 

p = 0.92 

BF = 0.14 

Robust 

corr. 

r2 = 0.02 

p = 0.52 

BF = 0.18 

T-test 

 

t = -2.03 

p = 0.05 

BF = 1.55 

Robust 

corr. 

r2 = 0.01 

p = 0.62 

BF = 0.16 

Robust 

corr. 

r2 = 0.05 

p = 0.24 

BF = 0.29 

T-test 

 

t = 1.14 

p = 0.27 

BF = 0.57 

Robust 

corr. 

r2 = 0.03 

p = 0.39 

BF = 0.21 

Table 1: Effects of STAI/daydreaming scores and demographical variables on mean coupling strength 

in the cluster. P-values not corrected for multiple comparisons. BF: Bayes Factor. Interpretations of 

Bayes Factors are as follows: 1-3: Anecdotal evidence for H1; 0.33 - 1: Anecdotal evidence for H0; 0.1-

0.33: Substantial evidence for H0, <0.1: Strong evidence for H0. 

8.3.5. Gastric-alpha coupling & performance during the task 

We next tested whether the individual strength of EGG-alpha coupling during the task showed 

any relationship with behavioral performance in the experiment of vision at threshold. However, 

individual EGG-alpha coupling strength did not show a significant link with hit rate (robust correlation, 

t(28) = 0, p = 1, r2 = 0) or mean reaction time (t(28) = 0.-1.14, p = 0.26, r2 = 0.05) (Figure 30). 
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Figure 30: A: Correlation between individual hit rate and mean gastric-alpha coupling strength in the 

significant task-cluster. B: Correlation between individual mean reaction time and mean gastric-alpha 

coupling strength. 

 

 We also assessed whether the individual degree of gastric-alpha coupling in task blocks was 

linked to the coupling strength between gastric phase and hits vs. misses. There was a trend for gastric-

alpha coupling strength to be associated with stronger EGG-behavior coupling strength which did not 

reach significance (robust correlation, t(28) = 1.75, p = 0.09, r2 = 0.1) (Figure 31). In other words, 

participants in which alpha power was strongly modulated by gastric phase also tended to show a higher 

modulation of hit rate by gastric phase. 

 

 

8.3.6. Alpha power & performance during the task 

We tested whether prestimulus alpha power differed between hits and misses. For this we 

computed the mean power in the 8-12 Hz band across the 15 channels with strongest alpha power in the 

second preceding target onsets (Figure 32A). Across participants, mean prestimulus alpha power for hits 

vs. misses did not differ significantly (unpaired t-test, t(58) = -0.06, p = 0.95, Bayes Factor = 0.26, 

substantial evidence for the null – Figure 32B). Next, we tested whether individual mean alpha power 

in the 8-12 Hz band across the 15 channels with strongest alpha power correlated with hit rate between 

subjects. However, there was no significant correlation (robust regression, t(28) = 0.17, p = 0.86, r2 = 0, 

Bayes Factor = 0.14, substantial evidence for the null – Figure 32C). We did the same analysis with a 

narrower frequency band of 10-11 Hz, which still yielded no significant link between prestimulus alpha 

power and perceptual outcome.  

Figure 31: Correlation between 

gastric-alpha coupling in the cluster 

(x-axis) and gastric-behavior 

coupling (y-axis). There was a trend 

for a positive link between gastric-

alpha coupling strength and 

coupling between gastric phase and 

behavior. 
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Figure 32: A: Topographical map of the mean 8-12 Hz power in the second preceding target onsets. 

Sensors marked by crosses were used for the comparison between hits and misses. B: Bar graph of the 

mean prestimulus alpha power at the sensors indicated in the map and in the second preceding target 

onsets, in hits (blue) and misses (red). C: Correlation between individual mean prestimulus alpha power 

and hit rate across participants. 

 

8.3.7. Gastric phase and alpha power during rest 

 We also analyzed EGG-alpha coupling during the resting state. Two candidate clusters were 

obtained that did not reach significance, one right lateralized parietal-temporal that was marginally 

significant (sum(t) = 18.4, MonteCarlo p = 0.098) and one smaller frontal cluster (sum(t) = 5.38, 

MonteCarlo p = 0.354) (Figure 33). 

 

 

8.3.8. Gastric phase and pupil diameter during rest 

 We also analyzed whether EGG phase modulated pupil diameter, an index of arousal. Since the 

pupil diameter in task blocks represents a mixture between tonic pupil fluctuations and evoked responses 

to the visual targets or motor responses, we analyzed this coupling in the resting state blocks. Empirical 

Figure 33: T-value map for gastric-MEG coupling 

during the resting state. The right occipito-

temporal cluster was only marginally significant (p 

= 0.098). 
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MI was not higher than chance (one-tailed t-test t(28) = -0.93, p = 0.82), indicating no significant 

coupling of pupil diameter to gastric phase. 
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8.4. Discussion 

8.4.1. Summary experimental results 

 We experimentally tested the hypothesis that the gastric rhythm has an influence on perceptual 

performance by modulating brain alpha oscillations. We developed a continuous task with visual targets 

at threshold, to reveal slow fluctuations in the probability of target detection. We acquired MEG data 

and recorded the gastric rhythm using the Electrogastrogram while participants performed this task. 

Perceptual outcome was not modulated by gastric phase more than expected by chance, and we thus 

could not confirm our initial hypothesis. Next, in a more exploratory analysis, we first assessed whether 

we could find coupling between the gastric rhythm and brain alpha power during the task as previously 

observed at rest (Richter et al., 2017). We indeed observed significant phase-amplitude coupling 

between gastric phase and alpha power in task blocks, during moments where participants were 

watching the screen but were not exposed to the target stimulus nor responding. Coupling was localized 

in an extended cluster spanning posterior to central sensors. Only marginally significant coupling was 

found in the resting state. We then asked if the individual strength of gastric-alpha coupling in the task 

blocks had functional correlates with performance, by correlating individual EGG-alpha coupling 

strengths with individual hit rates and mean reaction times. However, no significant link was observed. 

There was a marginal trend for coupling between gastric phase and alpha power to be associated with 

higher coupling between gastric phase and hit rate. Finally, we did not replicate the often reported effect 

of prestimulus alpha power on hits vs. misses (Busch et al., 2009; Dijk et al., 2008; Ergenoglu et al., 

2004; Mathewson et al., 2009). Mean alpha power also did not predict hit rate between participants. In 

conclusion, while for the first time describing coupling between the gastric rhythm and cortical alpha 

power while participants are engaged in a task, this study could not provide evidence for a behavioral 

correlate of this coupling. 

 In the following, I will discuss the different findings in relation to the ideas proposed in the 

introduction. Specifically, I will consider several factors that might account for the absence of a link of 

gastric phase with performance, and discuss possible interpretations regarding the observed coupling 

between gastric phase and alpha power. 

8.4.2. Experimental aspects 

 First of all, it is important to consider the special nature of our experimental paradigm. We used 

a continuous experiment in which participants were seeing an uninterrupted stream of flickering noise 

during an extended period, with targets superimposed at random uncued moments, and without any 

stimulus that marked the start or end of a trial. We chose this design for several reasons. One of our 

central hypotheses was that vigilance or arousal might share a link with the gastric rhythm. Gastric phase 

might exert a rhythmic modulation of arousal through its projections to neuromodulatory systems, with 

arousal thus varying within the gastric cycle. Alternatively, it might be that the gastric rhythm influences 

arousal over longer time periods, e.g. by the degree of coupling to the brain alpha rhythm over a given 
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period. With both possible cases in mind, we aimed to minimize interruptions with these ongoing 

fluctuations in arousal or vigilance, which would have hindered the detection of a link with gastric phase. 

Next, at the cortical level, it is known that the sudden onset of stimuli in the visual or other modalities 

can ‘reset’ cortical oscillations (Lakatos et al., 2009; Mercier et al., 2015; Romei et al., 2012), which 

would have disrupted their spontaneous fluctuations. Moreover, the brain is good at detecting rhythms, 

and it has been shown that the amplitude of slow neural oscillations can be entrained to the predictable 

stimulus stream via top-down attentional mechanisms (Lakatos et al., 2008), and that expectations of 

stimulus presentation modulate alpha power specifically (Praamstra et al., 2006; van Diepen et al., 

2015). More speculatively, it might be that sudden events also interact with the spontaneous gastric slow 

wave. In sum, this design might make our task more “natural”, as in the real world we are also 

continuously receiving a chain of visual input not as well defined as experimental trials (Huk et al., 

2018). Although this can be considered as a strength and interesting aspect, it also makes the experiment 

less controlled. 

 One consequence of the experiment being less controlled is that introduces many determinants 

of perception. For example, it might be that a stimulus is missed due to low sensitivity, fatigue, a drop 

in arousal or vigilance, or task-unrelated thoughts. However, we do not know in how far each of these 

processes is linked to the gastric rhythm. These different concepts, despite subtle differences in their 

definitions, are hard to disentangle operationally. Indeed, changes in vigilance, sustained attention, off-

task focus and fatigue of all been operationalized very similarly, namely by decreases in performance 

(Esterman et al., 2013, 2014; Hinds et al., 2013; Langner et al., 2010, 2012; Rosenberg et al., 2015). 

Finally, our experiment is faced with the common problem of a limited sample size and 

statistical power. We here could include 30 participants, with around 250 artifact-free trials that could 

be obtained for each, which might be too low or at the lower limit to detect a potentially small effect of 

gastric phase on behavioral outcome. More trials could have been obtained by reducing the durations of 

inter-stimulus intervals. However, this might have prevented the development of slow fluctuations in 

vigilance which we targeted here. 

8.4.3. Only marginally significant coupling in the resting state 

A finding that deserves attention is that while we did find significant coupling in the task blocks, 

we observed only marginally significant coupling in the resting state, i.e., we do not readily replicate 

Richter et al., 2017. 

We obtained a right parieto-occipital cluster which overlaps with the parieto-occipital cluster 

found by Richter et al. However, we also obtained a mid/left frontal candidate cluster not overlapping 

with clusters by Richter et al. Interestingly, this could suggest that the type of occupation of the 

participants before affects coupling during the resting state. In Richter et al., the resting state was 

acquired after an interrupted-thought paradigm (Babo-Rebelo et al., 2016b), which is close to 
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spontaneous mind-wandering. Here, the resting state was acquired after a visual task of an extended 

duration. In the literature on resting state networks, it has been extensively reported that the performance 

of a task (such as a learning task or memory load) affects brain dynamics during subsequent resting state 

(e.g., Gordon et al., 2012; Lewis et al., 2009; Pyka et al., 2009; Tambini et al., 2010; Wang et al., 2012). 

For example, prolonged exposure to visual stimuli affects functional connectivity of visual regions in 

subsequent resting state (Stevens et al., 2010). Here, one might thus speculate that the previous task of 

near-threshold target perception has affected dynamics during resting state. Perhaps, the visual nature 

of the task could have driven participants’ attention more towards the visual modality in the subsequent 

resting block, and made them engage less into processes decoupled from the environment. Also, with 

the long duration of the experimental procedure that precedes the resting state (practices+staircases+4-

5 task blocks), it is likely that participants were in a fatigued state, or at least more so than in the study 

by Richter et al, where participants reported more boredom than visual fatigue. It would be an interesting 

option to analyze the influence of task on resting state gastric-alpha coupling. 

Finally, one could also consider the possibility that gastric-alpha coupling in the task blocks was 

not specific to the fact that participants were performing the task. It might be that the monotonous and 

unchallenging task, with long intervals up to 10 seconds between the targets, was still functionally close 

to a resting state, e.g. with participants still engaged in task-unrelated thoughts. Gastric-alpha coupling 

might have also been detected in the resting state if more data would have been available. While the task 

included four to five blocks of 12 minutes each, we acquired only one block of resting state of 12 

minutes. Moreover, one participant less was available for the resting state due to a poor quality of the 

EGG. Finally, we here restricted to the 10-11 Hz band in which gastric-alpha coupling was previously 

reported (Richter et al., 2017), and did not analyze the frequency specificity in task vs. rest. 

8.4.4. Significant gastric-alpha coupling in the task 

 We here observed for the first time that brain alpha power was coupled to the gastric phase 

during the performance of a task. We obtained one large cluster that seemed to be composed of two 

parts; one that extended mostly over midline channels and one right-lateralized from outer temporal to 

occipital channels. The cluster partially overlapped with the channels showing strongest alpha power.  

This topography of the cluster differs from the topography of significant gastric-alpha coupling 

previously reported during resting state (Richter et al., 2017). In the study of Richter et al., coupling 

occurred in two bilateral parieto-occipital clusters with an extension over right fronto-temporal sensors. 

The cluster here observed in the task overlaps with the parieto-occipital cluster of Richter et al., which 

was source localized to the parieto-occipital sulcus. Given this and also the fact that our cluster 

overlapped with the channels showing strongest alpha power, one can assume that the coupling observed 

here in the task is at least partly driven by occipito-parietal regions. However, we also find coupling in 
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more frontal channels not reported in Richter et al. This might suggest that gastric phase is coupled to 

alpha power in additional regions than during resting state. 

The exciting finding of gastric-alpha coupling during the task makes the question for the 

functional consequences of this coupling even more relevant. Here, we could not find evidence for our 

initial hypothesis that gastric phase would modulate the probability of perceiving the targets. Gastric 

phase did also not modulate pupil diameter during the resting state. This might suggest that our 

hypothesis of a fluctuation in arousal along the gastric cycle might not be appropriate. We next wondered 

if the strength of gastric-alpha coupling might be linked to interindividual differences in arousal state. 

This could be reflected in measures of performance such as hit rate and reaction time. However, we 

observed that coupling strength in the cluster did not correlate with hit rate or reaction time. This analysis 

is so far explorative and has several limitations. First, it does not take into account that the topography 

of gastric-alpha coupling might vary within participants. Next, it might be that correlating performance 

with overall coupling strength in the cluster obtained in the scalp level mixes the contributions of 

functionally heterogeneous regions, and that there is a behavioral correlate for gastric-alpha coupling in 

specific (e.g. occipital or frontal) regions. Determining the cortical sources of gastric-alpha coupling 

would thus be an important next step. 

One possibility is that gastric-alpha coupling over longer periods within participants is related 

to hit rate. This could be tested by comparing coupling strength in windows of low vs. high hit rate. The 

difficulty with testing this hypothesis is that it is not clear over which time windows gastric-alpha 

coupling predicts behavior. Indeed, when we explored this idea, we found that results are unstable and 

highly depend on parameters such as the duration or percentage overlap of windows within which 

coupling and hit rate is computed. 

Interestingly, we observed a trend for coupling strength between gastric phase and perceptual 

outcome to be positively correlated with coupling strength between gastric phase and alpha power. In 

other words, participants where alpha was more strongly modulated by gastric phase, perceptual 

outcome tended to depend more on gastric phase. This could suggest that the link between gastric phase 

and behavior holds mostly or only for individuals with high gastric-alpha coupling. This hypothesis 

could be tested with a larger sample size of participants. Also, even within participants, gastric phase 

might not continuously modulate arousal and performance, but only during certain moments or in given 

individual states. Future works are needed to investigate what could characterize those states, or in other 

words, explain what drives the variability in the strength of gastric-alpha coupling. This question is one 

of the important issues that need to be addressed to identify the functional significance of stomach-brain 

coupling. 
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8.4.5. Reconsidering the link between alpha power and perception 

 Our hypothesis of a potential link between the gastric rhythm and performance was based on 

the finding that the gastric rhythm modulates ongoing alpha power, because alpha power has frequently 

been reported to modulate visual perception at threshold. However, in the present experiment, alpha 

power did not modulate perceptual outcome. 

 In fact, our experiment is not the first with an absent link between prestimulus alpha power and 

visual perception at threshold. For example, Hanslmayr et al., 2007; Harris et al., 2018; Park et al., 2014; 

Wyart and Tallon-Baudry, 2008 reported that trial-to-trial prestimulus alpha power did not predict hits 

vs. misses. Babiloni et al., 2006 even found a link going into the opposite direction, with stronger 

prestimulus alpha predicting hits. The proportion of studies finding no link with alpha might also be 

underestimated because of a bias to not report missing effects. Generally, the reasons for the conflicting 

results are not understood. Here, the special design of our experiment is one possible factor that would 

potentially explain a missing influence of alpha power. Indeed, a question that has received more 

attention in recent years is how findings obtained in well controlled experiments using simplistic stimuli 

and paradigms translate to more ecologically valid settings (Leopold and Park, 2020). For example, it 

might be that the effect of prestimulus alpha is less pronounced with more smooth transitions from noise 

to target periods and a continuous setting with no clear trial structure. 

In the recent years, the excitability/inhibition hypothesis has been somewhat revised. Indeed, 

several studies show that alpha decreases response criterion (i.e., resulting in a higher propensity to 

report ‘seen’) rather than improving detection sensitivity itself (Benwell et al., 2017, 2021; Iemi et al., 

2017; Limbach and Corballis, 2016; Samaha et al., 2017b, 2020). The precise nature of the link between 

prestimulus alpha power and perception is thus still an ongoing investigation. Here, it is open whether 

in our experiment participants missed targets due to a lower sensitivity vs. response criterion. Our 

training procedure attempted to stabilize criterion. A further improvement of the experiment would have 

been to introduce additional ‘catch’ trials with no target, at moments where targets would normally have 

been presented. This would have allowed to compute a false alarm rate and hence estimate sensitivity 

and criterion. 

8.4.6. Conclusion 

In sum, with the current study, we could not find evidence for a link between the gastric rhythm 

and the probability to detect a visual stimulus at threshold. However, we do find for the first time that 

the gastric rhythm modulates brain alpha oscillations during performance of a task, likely in occipital 

regions. The functional role of this coupling remains to be characterized. 
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9. General discussion 

9.1. Summary main results 

 In my PhD, I studied the coupling between the phase of the gastric rhythm and the power of 

alpha oscillations and its functional consequences for visual perception. Our hypothesis was that the 

gastric rhythm drives slow fluctuations in arousal and cortical excitability that have an impact on 

fluctuations in visual perception. 

 A first step to test this hypothesis was to obtain good quality EGG recordings and develop an 

analysis pipeline to extract the gastric phase in healthy human participants. Building on the nascent 

expertise in the group, I refined recording procedures and developed a semi-automated analysis pipeline 

to identify a regular gastric rhythm. We applied these recording and analysis procedures in a large 

sample of participants. This, together with EGG recordings from other projects in the group, resulted in 

more than a hundred EGG recordings. From on these recordings, we derived normative distributions of 

EGG parameters. We found that 85% of recordings showed a clear spectral peak in the normogastric 

range (0.033-0.067 Hz). We then analyzed properties of the EGG in the recordings with clean power 

spectra. We found that women showed a higher peak frequency than men, replicating two previous 

studies with comparably large sample sizes (Parkman et al., 1996; Tolj, 2007). Age and BMI were not 

related to any EGG parameter. Next, we found that most recordings showed a standard deviation of 

cycle duration lower than 6, with recordings above this threshold clearly representing outliers. This 

threshold converged with the criterion from the clinical literation of at least 70% of cycles being in the 

normogastric range (i.e., 10-30 seconds) (Parkman et al., 2003; Riezzo et al., 2013). We thus consider 

this threshold useful as an inclusion criterion for EGG recordings. We also observed that prolonged 

fasting resulted in a more irregular distribution of cycle duration. 

 Once we established how to extract a regular gastric phase, the next step was to evaluate how 

to detect a statistical relationship between gastric phase and a binary behavioral outcome (i.e., hits vs. 

misses). We addressed this question in a set of simulations, where we mimicked relationships between 

the phase of real data and an artificial outcome. We varied the strength of the injected phase-outcome 

effect, coupling mode, and the relative number of observations in the two groups. We compared the 

performance of four circular tests (Phase Opposition Sum (POS), circular logistic regression, the Watson 

test, and Modulation Index (MI)), and evaluated different methods to assess significance on the group 

level (comparing empirical vs. chance values, creating surrogate average distributions, and three ways 

of combining individual p-values). As a result, we observed that POS, circular logistic regression and 

the Watson test were most sensitive to 1:1 relationships between gastric phase and outcome, while MI, 

and to some lesser extent the Watson test, where the only sensitive methods to detect more complex 

modes of coupling. The Watson test also came with the lowest False Positive rate. Additionally, the 

Watson test was also robust to moderate imbalances in the relative number of trials between groups. In 

sum, our results highlighted the Watson test as a good allrounder method for detecting phase-behavior 
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relationships, while the advantage of MI is its high sensitivity to more complex coupling modes. All the 

considered methods for evaluating significance at the group level showed a similar sensitivity, but 

comparing empirical vs. chance level came with the lowest False Positive rate. This approach was thus 

retained for estimating for significance at the group level. 

 Finally, we experimentally addressed the question whether the gastric rhythm has an influence 

on the probability to detect a near-threshold visual target. We designed a task targeting fluctuations in 

visual perception and recorded the MEG and EGG in 30 participants while performing the task. Gastric 

phase showed no link with the probability of targets to be perceived. However, we found that alpha 

power (10-11 Hz) was significantly modulated by gastric phase during the task, with marginally 

significant coupling in the resting state. The individual strength of gastric-alpha coupling was not related 

to individual hit rate or reaction time. There was a marginal trend that participants with higher 

modulation of alpha power also showed a higher modulation of hit rate by gastric phase. Prestimulus 

alpha power did not differ for hits vs. misses, and there was no correlation between individual mean 

prestimulus alpha power and hit rate. Finally, we tested if pupil in the resting block was related to gastric 

phase, but found no significant coupling between pupil diameter and gastric phase. 

 In the following, I will discuss these results from a broader perspective. I will first discuss some 

aspects related to the results of both the methodological and experimental projects. I will then present 

two hypotheses on the potential function of stomach-brain coupling, and conclude with further 

outstanding questions and future perspectives. 

 

9.2. How do EGG parameters relate to gastric-alpha coupling? 

Frequency 

We made several interesting observations that were linked to EGG frequency. As a reminder, 

although the gastric rhythm is mostly driven by the ICCs intrinsic pacemaker activity, there is evidence 

that it can also be modulated by vagal/parasympathetic and spinal/sympathetic descending projections 

(Andrews and Scratcherd, 1980; Pagani et al., 1985; Smirnov and Lychkova, 2003; Teckentrup et al., 

2020; Tsuchiya et al., 1974). The orchestration and relative contributions of vagal and spinal projections 

on gastric frequency are still unknown. Gastric frequency is thus an interesting parameter that deserves 

further consideration. In the following, I will discuss several of the findings from the thesis and argue 

that gastric frequency might be of relevance for stomach-brain coupling. 

To start with, we found in our EGG data set (Wolpert et al., 2020) that female participants had 

a slightly but consistently faster gastric rhythm than male participants. How does this finding relate to 

the EGG literature? Unfortunately there are only few studies on differences in EGG parameters in 

healthy participants. While Pfaffenbach et al., 1995 and Simonian et al., 2004 found no effect of gender 
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on dominant frequency, two studies with larger sample size comparable to ours (Parkman et al., 1996; 

Tolj, 2007) equally found female participants to have a faster gastric rhythm. No functional 

interpretation has been offered to explain those gender-differences in peak frequency. Women were also 

found to show fewer bradygastria (i.e., cycle of longer duration than the normal range) and more 

tachygastria (i.e., cycle of shorter duration than the normal range) compared to men (Tolj, 2007). It 

might thus be that the effect is more subtle than a difference in peak frequency, being potentially driven 

by occurrences of EGG cycles of faster or slower duration. Alternatively, the occurrence of more cycles 

in tachygastria might also be trivially explained by a shift in the overall distribution of cycle durations 

toward the normogastric limits, which would then naturally result in a proportion of cycles in 

normogastria. 

Several studies have been interested in gastric frequency changes in stress (Gianaros et al., 

2001), nausea (Hu et al., 1991; Stern et al., 1985) and disgust (Harrison et al., 2010). Increased amounts 

of periods with tachygastria have also been found in patients with schizophrenia (Peupelmann et al., 

2009) and depression (Ruhland et al., 2008). While the literature is rather mute on interpretations of 

differences in overall peak frequency, studies reporting periods with faster rhythms proposed that these 

are caused by an increased sympathetic and decreased parasympathetic activation. In support of this, 

periods of tachygastric are accompanied by an increased skin-conductance and decreased differences in 

heart rate (Hu et al., 1991). In clinical patients, tachygastria would reflect a disturbance in the balance 

of autonomic branches, with an increased sympathetic relative to parasympathetic activation 

(Peupelmann et al., 2009; Ruhland et al., 2008). 

Changes in gastric frequency could therefore be a physiological marker of the 

vagal/parasympathetic vs. spinal/sympathetic output. Another such marker is heart rate variability 

(HRV). Low frequencies (0.04-0.15 Hz) in HRV (LF-HRV) are assumed to reflect parasympathetic 

outputs, while high frequencies (0.15-0.4 Hz, HF-HRV) additionally reflect sympathetic outputs. 

Harrison et al., 2010 found that the magnitude of experienced disgust was predicted both by tachygastria 

and HF-HRV, suggesting that HRV and gastric frequency might be linked and both can be used to assess 

changes in sympathetic activation. 

 Some findings tentatively make a link between these physiological changes and cortical 

coupling to gastric signals. For example, Harrison et al., 2010 went on to show that some cortical 

regions, including the bilateral mid-anterior insula, co-varied with changes in gastric frequency. 

Moreover, Rebollo et al., 2018, found that regions of the gastric BOLD network fluctuated either with 

LF-HRV or HF-HRV. For example, dorsal occipital regions were more related to high frequency HRV, 

suggesting that they might be more related to parasympathetic output. Faster EGG rhythms could thus 

provide a measure that isolates sympathetic output (even though the 1:1 mapping between tachygastria 

and sympathetic activation might be an oversimplification). Potentially, studying changes or differences 
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in EGG frequency might thus be an interesting measure to disentangle the contribution of vagal vs. 

spinal projections to gastric-alpha coupling. 

 While we did not investigate tachygastria or bradygastria, we found no correlation between 

gastric-alpha coupling strength and EGG peak frequency. The only finding that indirectly linked 

between frequency and coupling strength was that female participants showed marginally higher 

coupling strength than male participants. Given the small sample size (17 female, 13 male), this finding 

has of course to be taken with caution. Rebollo et al., 2018, found no link between gender and gastric-

BOLD coupling strength in any of the nodes of the gastric network. However, it might be that the effect 

is more specific to MEG alpha oscillations, or more related transient changes in gastric frequency and 

not overall peak frequency. 

In conclusion, the foregoing considerations emphasize that our EGG preprocessing and 

analysis pipeline to extract gastric phase needs further developments. It is currently designed to 

extract a gastric rhythm with stable and regular frequency. We here discarded recordings with no peak 

within the normogastric range (in the EGG data set analyzed (Wolpert et al., 2020), this happened in 

18% of all cases), and also excluded cycles with an excessively long or short duration. It might be that 

these recordings or portions are functionally interesting. However, the important challenge is to develop 

criteria to determine if these signals represent noise (electronical, movements, …) or true irregularities 

in the gastric rhythm. Indeed, not all cutaneously recorded irregularities frequency can be attributed to 

true irregularities in gastric frequency (Mintchev and Bowes, 1997). In future, these limitations could 

be also be overcome by measuring gastric activity invasively, for example by using endoscopy (Coleski 

and Hasler, 2004), serosal surface electrodes in patients undergoing surgery (Lin et al., 2000), or new 

measurement technology such as pills that can be swallowed and thus enter the stomach in a minimally 

invasive way (Monti et al., 2021). 

EGG amplitude, stomach distension and fed vs. fasted state 

EGG amplitude is another parameter of importance and might equally share a link with gastric-

alpha coupling. 

The amplitude of the gastric signal in cutaneous recordings depends to a large extent on the fed 

vs. fasted state of the participant. In the fasted state, when the stomach is empty, only few contractions 

occur and the EGG reflects mostly intrinsic activity of ICC pacemaker potentials. As an exception, very 

prolonged fasting (typically overnight) can lead to periods of transient strong contractions, called the 

“phase III of the interdigestive complex” (Koch and Stern, 2004). We here found that prolonged fasting 

(>10 hours) leads to a more irregular gastric rhythm (Wolpert et al., 2020), which might be explained 

by the irregular contractions of the phase III that could distort the measured rhythm. During digestion, 

when the stomach is full, smooth muscle contractions are triggered with additional input from enteric 
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motor neurons (Sanders et al., 2014), and the EGG now becomes more driven by the contractile activity. 

This results in a stronger EGG amplitude in healthy participants (Riezzo et al., 2013). 

In our experiment of vision at threshold, we targeted a moderately fasted state by asking 

participants to fast for the 2 hours preceding the appointment. In practice, participants seem to have 

mostly followed this request, with reported time elapsed since their last meal ranging from two to 

seventeen hours. Since only about 10% of a solid meal remains in the stomach 2 to 3 hours after meal 

ingestion (Vasavid et al., 2014), participants thus were indeed in a fasted state. Irregular contractions 

driven by prolonged fasting and feelings of hunger might have occurred; however, we found no 

correlation between time elapsed since last meal and gastric-alpha coupling. Overall, this suggests that 

the gastric-alpha coupling we found probably represents cortical coupling to the intrinsic 

pacemaker activity of the stomach rather than smooth muscle contractions. 

Even though we studied coupling during a fasted state, there are several reasons why the fed 

state might affect coupling and could therefore be interesting to study. First, studies applying an artificial 

distension of the stomach (Ladabaum et al., 2001; Lu et al., 2004) showed that distensions of increasing 

intensity resulted in similar topographies but increasing strength of BOLD activations. Even though 

these studies are possibly confounded with pain, it might be that also a naturally increasing gastric 

distension (i.e., by ingestion of food) results in stronger gastric input to cortical structures. It has also 

been shown in rats that gastric distension by infusion of a saline solution (which might represent a more 

natural condition) increases vagal activations (Schwartz et al., 1991, 1993). 

Another argument that stomach fullness in humans might modulate gastric ascending 

signals can also been made from the study of Schulz et al., 2017. The authors proposed a new 

methodology to study visceral afferent processing, which is based on the electromyographic eye blink 

responses to acoustic startle stimuli (short the ‘startle reflex’). Previous studies from the group had 

shown that the startle reflex is modulated by cardiac (Schulz et al., 2009a, 2009b) and respiratory phase 

(Schulz et al., 2016), with a diminished cardiac modulation in patients with degeneration of autonomous 

afferents (Schulz et al., 2009b). This suggests that the modulation of startle reflex indirectly reflects 

visceral afferents. Here, they applied this method to signals from the stomach. Startle stimuli were 

applied in healthy participants at baseline as well as 0, 7 and 14 minutes after the ingestion of a 

standardized amount of water (0, 300 or 600 ml). The authors found that startle reflexes were decreased 

by water ingestion, with the magnitude depending on the time elapsed since ingestion and the amount 

of water (Figure 34). This suggests that natural stomach distension interacts with brainstem loops 

mediating the startle reflex. Ingestions of water also led to a decrease in heart rate and an increase in 

heart rate variability, which was interpreted as an increase in parasympathetic activation. The study 

therefore suggests that gastric distension induces an increase in parasympathetic signal transmissions to 

subcortical regions, and that the modulation of the startle reflex provides a measure of this ‘visceral-
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afferent neural traffic’. Potentially, the amount of stomach fullness could also affect the projections of 

gastric input to higher cortical structures. Of note, the effects occurred quite early after ingestion and 

were quite transient. However, while liquids are emptied from the stomach within minutes (Hausken et 

al., 1998), more long-lasting effects could be expected with solid food. 

 

Figure 34: Startle response magnitudes (measured by the electromyogram), at baseline and at three 

measurement points after the ingestion of 300 (left) and 600 (right) ml of water. Startle responses 

were decreased 7 minutes after ingestion of 300 ml of water, and directly after ingestion of 600 ml. 

Schulz et al., 2017 

 

 In conclusion, several lines of evidence suggest that the fed vs. fasted state of participants, 

as (partially) reflected in EGG amplitude, could influence cortical projections of visceral afferents 

and thus affect gastric-alpha coupling. In the narrow range investigated here, we found no link 

between time elapsed since last meal or EGG amplitude and gastric-alpha coupling strength. However, 

future experiments could assess the impact of those parameters on stomach-brain coupling more 

systematically, and investigate coupling after the administration of standardized amounts of meals. 

 

9.3. Coupling modes 

The results of our statistical simulations demonstrate that it is important to consider the expected 

form of coupling when testing for links between the phase of an oscillation and a behavioral outcome. 

Among the different circular tests compared, some were more sensitive to 1:1 relationships between 

phase and outcome, while others were more sensitive to higher coupling modes, with hits and misses 

each clustering at more than one preferred phase. Such higher forms of coupling between the phase of 

an oscillation and outcome have so far rarely been considered. For example, studies on the link between 
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alpha phase and perception have implicitly assumed a 1:1 coupling. In the case of alpha oscillations, this 

relationship is likely the most plausible since phase is thought to reflect rhythmic changes in the level 

of depolarization of a group of neurons, reflecting alternating periods of excitability vs. inhibition 

(Klimesch et al., 2007). However, in the case of a (slower) bodily oscillation, the relationship between 

phase and the behaviorally relevant brain rhythm, and thus also behavioral outcome, might be more 

complex. For example, Kluger et al., 2021 found that the respiratory rhythm modulated perceptual 

sensitivity in a form that was best approximated by a sinusoid fid at 1.55x the respiration frequency. 

Moreover, we here observed that gastric-alpha coupling showed complex profiles that varied between 

participants (Figure 16D). In this case, it is therefore important to be sensitive to different forms of 

coupling. 

An unresolved question with regard to coupling modes is what is their underlying mechanism. 

At first glance, a 1:1 relationship between gastric phase and alpha power would perhaps be the most 

intuitive relationship. For example, the rhythmically occurring ICC pacemaker potentials could be 

sensed by vagal afferent neurons and relayed to the brain in a phasic way, resulting in a 1:1 modulation 

with a given delay. However, there are arguments that the picture is not that simple. While it has long 

been assumed that only one slow wave is propagating over the stomach at a time, more recent studies 

found that two, three or more wavefronts propagate along the stomach simultaneously (O’Grady et al., 

2010; Schulze, 2006). Adding to the complexity, the frequency and amplitude of gastric waves depends 

on the location of the stomach (O’Grady et al., 2010), such that pacesetter potentials at different sites 

are likely not combined in a linear way. In general, how sources are combined to give rise to the signal 

on the cutaneous level is still under investigation (Cheng et al., 2013; Du et al., 2010). It is thus difficult 

to know how the pacemaker potentials simultaneously present at different sites of the stomach are 

transmitted to the brain. Potentially, the superposition of multiple pacemaker potentials being transduced 

from different anatomical locations with different delays could give rise to more complex relationships 

between cutaneous EGG phase and coupled brain rhythms, thus explaining the higher coupling modes. 

 A related question is why coupling modes varies between participants. Although the 

mechanistic part of this question is hard to answer at the current state, different coupling profiles might 

arise due to factors such as interindividual differences in individual gastric frequency, subject-

differences in slow wave propagation profiles (O’Grady et al., 2010), and the fed vs. fasted state of the 

stomach. It would be interesting to investigate whether coupling modes are stable or vary in the same 

participants across repeated or extended recordings. Another aspect of the question is the functional 

significance of different modes of coupling. The functional consequences of particular modes of 

coupling could be explored in follow-up studies. E.g., one could test whether a 2:1 modulation of alpha 

power by gastric phase is associated with a 2:1 relationship between hit rate and gastric phase. 
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 Finally, we so far relied on a visual inspection of coupling modes. A possible extension would 

be to develop a procedures for explicitly testing for different modes of coupling, for example by 

sinusoidal fits as in Kluger et al., 2021. 

 

9.4. Hypotheses on functions of stomach-brain coupling 

 While the results of this thesis do not provide a conclusive answer to the functional role of 

gastric-alpha coupling, several possibilities can be considered. In the following, I will present two not 

mutually exclusive hypotheses, which, though speculative at this point, may point to fruitful future 

investigations. 

9.4.1. Arousal hypothesis 

 A first hypothesis is that gastric coupling of alpha oscillations represents a mechanism for the 

regulation of arousal. Such a role could be suspected based on the notion that occipital alpha power 

indexes neural excitability, and due to the potential access of gastric signals to neuromodulatory systems. 

In the following, I will consider two possible relationships between the gastric rhythm and arousal: A 

modulation of arousal by the gastric cycle and a modulation reflected in the strength of gastric-alpha 

coupling over given periods. 

A modulation of arousal within the gastric cycle? 

Concerning the first possibility, it might be that gastric phase exerts a rhythmic influence, with 

arousal varying within the gastric cycle. For example, the ICC pacemaker potentials (and possibly 

contractions) could be sensed by vagal afferent neurons and relayed to the parabrachial nucleus, 

effecting rhythmic modulations of norepinephrine levels by the projections to the locus coeruleus. 

Interestingly, the idea that visceral signals might influence autonomic arousal is not new, but has already 

been formulated for cardiac signals (Critchley and Garfinkel, 2015). The beat-to-beat operations of the 

heart are important to prepare for fight or flight and the processing of threat, and therefore important to 

be represented in the brain. This state of cardiovascular arousal is transmitted to the brain in a phasic 

manner. The cardiac cycle undergoes phases of atrial and ventricular filling and discharge of blood from 

the heart. With each heartbeat, blood is ejected from the ventricle and activates stretch receptors, so-

called baroreceptors in the aortic arch and carotid sinuses, which induce the baroreflex controlling blood 

pressure by a slowing or acceleration of the heart. These phasic bursts from arterial baroreceptors might 

thus underpin representations of cardiovascular arousal signaled to the brain and integrated with the 

processing of stimuli (Garfinkel and Critchley, 2016). 

The idea of a cyclic modulation of arousal by cardiac phase has received widespread empirical 

support. Numerous studies showed that incoming stimuli are differentially processed at systole (the 

period of ventricular contractions), compared to diastole (the period in which heart chambers relax and 

fill with blood). For example, perception of emotional stimuli is enhanced at systole compared to 
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diastole  (Garfinkel et al., 2014). Painful stimuli at systole lead to enhanced amygdala activation (Gray 

et al., 2009) and higher unpleasantness ratings (Martins et al., 2009). Systole not only facilitates the 

processing of emotional or threatening stimuli, but also the detection of somatosensory stimuli (Edwards 

et al., 2009), masked visual stimuli (Pramme et al., 2014) and visual search (Pramme et al., 2016). Self-

initiated actions (Kunzendorf et al., 2019) and eye movements in visual search (Galvez-Pol et al., 2019) 

have also been found to be locked to the systolic portion of cardiac phase. 

The functional advantage for this phasic modulation of arousal by the cardiac cycle is still an 

open question. In the case of emotional stimuli, it might be that it is a mechanism that helps the brain in 

prioritizing threatening stimuli in states of high bodily arousal (Azzalini et al., 2019; Garfinkel and 

Critchley, 2016). However, the reason why non-emotional stimuli are differently processed by cardiac 

phase is even more elusive. In the same way, it is speculative what would be the benefit of (additional) 

arousal fluctuations at a slower time scale of the gastric rhythm. It could be that gastric phase prevents 

arousal from undergoing too extreme fluctuations and helps it to stay in a restricted range, which would 

be more optimal to sustain attention and performance over a prolonged period of time. 

So far, evidence for a relationship between arousal and gastric phase is missing. This theory 

would predict that hit rate varies by the gastric cycle, which we did not find here. We also did not find 

pupil diameter, an index of arousal, to be modulated by gastric phase. 

Arousal reflected in gastric-brain coupling? 

A second possible way in which gastric coupling could modulate arousal is that instead of gastric 

phase, it is the degree of gastric-alpha coupling over several cycles and longer periods that reflects 

different states of arousal. In other words, it might be that how much the amplitude of alpha oscillations 

is modulated by gastric phase indexes different arousal states. The directionality could be either way, 

with higher gastric coupling indexing lower or higher arousal. On the one hand, it could be that when 

cortical rhythms are susceptible to being modulated by bodily rhythms, the brain is in a mode where it 

is more decoupled from the external environment and becomes more a listener of bodily information, 

being less vigilant towards incoming information from the external senses. On the other hand, the gastric 

rhythm could have a role in maintaining alertness to information from the external world. This could 

work in a similar way as speculated above, i.e. by ‘pacing’ fluctuations in arousal and thus keeping them 

in a manageable range. 

With regards to empirical evidence, it is not clear whether stomach-brain coupling should be 

expected to increase or decrease arousal. Several studies link arousal with organ distension. While 

distension of the stomach, colon, rectum or bladder stimulates locus coeruleus and increases arousal 

(Elam et al., 1986; Saito et al., 2002), distension of the small intestine induces sleep (Kukorelli and 

Juhász, 1977). It might be that these discrepancies are explained by organ differences or the 

experimental manipulation. For example, Elam et al., 1986 found that the stomach stimulated locus 
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coeruleus only with abrubt, sudden distension. As discussed in Rebollo et al., 2021, it might thus be that 

sudden stomach distension increases arousal due to a link with pain, while more progressive distension 

signals satiation and induces sleep. Schulz et al., 2017 found that natural distension of the stomach in 

humans (by water ingestion) decreased the eyeblink reflex to startle stimuli and was accompanied by a 

decrease in heart rate. Speculatively, this would speak to the idea that arousal decreases with ecological 

distension and stronger afferent visceral signals. 

The notion that gastric-brain coupling is stronger during lower periods of arousal would be 

consistent with studies by the group of Pigarev et al., who suggest that the brain and especially the visual 

cortex are tuned to gastrointestinal stimulation motility patterns during sleep and drowsiness. In 

monkeys, electrical stimulation of the peritoneum (the membrane lining the abdominal cavity and 

covering the abdominal organs) evoked responses in primary visual cortex during slow wave sleep, but 

this effect disappeared during wakefulness (Pigarev et al., 2006). Magnetic pulses to the stomach in 

monkeys induced evoked responses over occipital portions of the skull during sleep (Pigarev et al., 

2008). During sleep, neurons in visual cortices in cats also changed their firing rate dependent on the 

phase of the duodenal cycle (Pigarev et al., 2013). The authors propose that cortical neurons processing 

exteroceptive information of different modalities during wakefulness switch to the processing of visceral 

signals when transitioning into sleep (Pigarev and Pigareva, 2012). Thus, a speculative idea is that when 

becoming drowsy, gastrointestinal information is gated to the sensory thalamus and cortical regions that 

during wakefulness are processing information from the external senses, e.g. visual regions. 

 Either way, if stomach-brain coupling is linked to arousal, it would predict a relationship 

between coupling and indices of behavioral performance such as hit rate or reaction time. Here, we 

found no correlation between gastric-alpha coupling and performance across subjects. It might be that 

there is a link within subjects, with periods of low vs. high hit rate or reaction time being linked with 

lower or higher gastric-alpha coupling. Such a link would be methodologically more difficult to address, 

since it is unclear over which time windows gastric-alpha coupling could be expected to share a link 

with performance. 

9.4.2. The role of visceral monitoring for an egocentric reference frame 

 A recently proposed theory (Azzalini et al., 2019; Park and Tallon-Baudry, 2014) suggests that 

neural monitoring of visceral input plays a role in the generation of a self-centered frame of reference 

or ‘neural subjective frame’, that underlies the first-person perspective. 

 In the brain, information is encoded in sensory and cognitive maps each of which has its own 

egocentric reference frame or coordinate system (e.g. head-, limb- or gaze-centered, retinotopic, …). 

Other brain regions are using allocentric (world-centered), or more abstract coordinates (Figure 35). 

Nevertheless, conscious experience is unified, meaning that we don’t perceive the world with its sensory 

features in a fragmented way, but as a unitary construct in which the different modalities are seamlessly 
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bound into each other, and experienced from a single point of view. The theory suggests that the 

mechanism underlying this integration could be a common input that aligns and coordinates these 

different frames of reference by providing a common point of reference. Visceral signals could provide 

such an input, as they are constantly present and reach a wide array of cortical and subcortical areas. 

Moreover, they are coming from the center of our body, and are independent from bodily orientation 

and from external sensory information. The brain’s monitoring of visceral information could thus 

provide the ‘glue’ that coregisters sensory and more abstract information into an egocentric 

reference frame that would play a role in any conscious experience. 

 

 

 The theory thus predicts that the brain’s monitoring of visceral signals interacts with sensory or 

cognitive processes. Indeed, evidence for this has been found for cardiac signals. In regions overlapping 

with the default mode network, neural responses to heartbeats using MEG signals predict visual 

detection (Park et al., 2014) and encode the self-relevance of spontaneous thoughts (Babo-Rebelo et al., 

2016a, 2016b). These heart-evoked responses could thus index an enhanced binding of sensory 

information into a neural subjective frame that produces the subjective experience. 

The gastric rhythm might be another visceral input underlying the neural subjective frame. In 

contrast to heartbeats, we here find gastric-alpha coupling most likely in occipito-parietal regions. 

Gastric-alpha coupling at resting state reported in Richter et al., 2017 was source-localized not in default 

mode regions but more occipito-parietal regions and in the right anterior insula. It could be that there is 

an organ-specific dissociation, with cardiac signals targeting more default-mode regions and gastric 

signals targeting sensory-motor regions. Congruent with this notion, the occipital alpha rhythm is 

thought to underlie rhythmic sampling of visual information (VanRullen, 2016). It might be that the 

coupling of alpha oscillations to the gastric rhythm helps to integrate the visual modality into a common 

reference frame, bound together with information from the other modalities or abstract mental 

representations.  

Figure 35: Visceral input forms an egocentric 

reference frame. Visual, proprioceptive, motor 

and more abstract representations each possess 

their own coordinate system. The brain’s 

monitoring of visceral input of organs such as 

the stomach or the heart aligns these different 

systems into a unified self-centered reference 

frame. From Azzalini et al., 2019. 
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Again, we here could not yet provide evidence for the gastric rhythm to interact with sensory 

processing. As discussed above, it might be that we did not yet target the right type of stomach-brain 

interaction. I.e., it could be that the integration of sensory information into the neural subjective frame 

by gastric signals depends on the strength of gastric-alpha coupling over given time windows. 

 

9.5. Outstanding questions and future directions 

 The electrical activity of the stomach and its coupling with cortical rhythms is still understudied, 

leaving open many questions about its functional significance for brain and behavior. In the following I 

will discuss some possible future directions for studying stomach-brain coupling, some of which have 

been presented in the article of Rebollo et al., 2021 in which I collaborated. 

 One of the central questions raised by the finding that gastric phase modulates cortical alpha 

power is on which anatomical substrates this coupling is based. For example, in how far is the coupling 

driven by the vagal vs. spinal pathway, and how is the input from the two systems combined? Moreover, 

it would be interesting to know whether and how input from the stomach converges with input from 

other viscera, such as the heart. 

 Several aspects revolve around the question of how gastric coupling of cortical alpha oscillations 

relates to individual state and arousal. Our study provided first evidence that coupling is present during 

task performance. However, whether this generalizes to different tasks settings that are more engaging 

(e.g., difficult or stress inducing), and that could translate into more arousing tasks, is open. Future 

studies could try to link stomach-brain coupling with different indices of arousal such as pupil diameter, 

blink rate (Chang et al., 2016; Wang et al., 2016), or the ratio of power in different frequency bands 

(Chang et al., 2016; Horovitz et al., 2008; Olbrich et al., 2009; Strijkstra et al., 2003). Alternatively, one 

could systematically compare coupling in different settings inducing different levels of arousal. 

Moreover, it would be highly interesting to investigate if gastric-alpha coupling is present not only 

during wakefulness but during sleep. This could build a link to the studies that found visual areas to 

process gastrointestinal information during sleep (Pigarev and Pigareva, 2012).  

Furthermore, even though the gastric rhythm itself is not accessible to conscious awareness, it 

would be interesting to know if the unconscious coupling investigated is modulated by conscious gastric 

interoception. For example, both the conscious and unconscious processing of cardiac signals has been 

presumed to converge in similar cortical structures (Berntson and Khalsa, 2021; Garfinkel et al., 2014), 

and interoceptive attention to the heart modulates cortical responses to heartbeats (Petzschner et al., 

2019). While interoception has so far been measured by awareness of cardiac signals (Critchley et al., 

2004), a novel method to measure gastric interoception has recently been proposed (van Dyck et al., 

2016). 
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 More insight into the mechanisms and functions of stomach-brain coupling could be gained by 

causal manipulations of stomach activity. For example, in humans, noninvasive vagus nerve 

stimulation leads to changes in gastric frequency (Teckentrup et al., 2020) and amplitude (Hong et al., 

2019), as well as functional connectivity in the brain (Bartolomei et al., 2016). It could thus be used in 

future studies to assess the vagal contributions to stomach-brain coupling. Next, newly developed 

devices could help to stimulate the stomach in healthy participants, without relying on gastric distension 

with balloon inflation, a procedure that might result in confounds with pain and stress. For example, a 

vibrating capsule that can easily be swallowed has recently been developed to stimulate the stomach, 

and which can be combined with EGG and EEG to study cortical responses to gastric stimulation 

(Mayeli et al., 2021).  

 Another avenue for future research is to study more in detail the different characteristics of 

stomach activity and how they relate to coupling with cortical fluctuations and behavior. One example 

are the spontaneous changes in gastric frequency over time (Koch and Stern, 2004). Another property 

of stomach activity that has so far not been considered on the brain imaging side is that the gastric 

rhythm is not spatially fixed, but propagates across the stomach (Angeli et al., 2015; Bradshaw et al., 

2016; Gharibans et al., 2019; O’Grady et al., 2010). Moreover, other parameters of gastric activity such 

as temperature, pressure and pH-level will be easier to measure in the future (Monti et al., 2021), and it 

will be interesting to see how they relate to the electrical activity of the stomach and cortical coupling. 

Furthermore, novel ambulatory recordings for the EGG (Gharibans et al., 2018), in combination with 

EEG, might in future allow for prolonged acquisition of the gastric rhythm, and enable to study the 

evolution of stomach-brain communication over much longer periods. 

 Finally, though this thesis focused on the rhythm of the stomach, cortical activity might be 

modulated by multiple bodily rhythms at different time scales. For example, respiration (~0.3 Hz) has 

been found to entrain brain rhythms (Herrero et al., 2018; Kluger and Gross, 2020; Tort et al., 2018), 

with behavioral consequences (Kluger et al., 2021; Zelano et al., 2016). Further, a network of brain 

regions is correlated with fluctuations in heart rate (Rebollo et al., 2018). Spontaneous brain activity 

might also be shaped by the rhythms of other gastrointestinal organs such as the intestine (Hashimoto et 

al., 2015) or duodenum (Pigarev et al., 2013). Eventually, what is needed is a unifying account that 

encompasses all those different bodily rhythms, and explains how they shape spontaneous brain activity 

and cognition. 
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10. Appendix 

10.1. Article: Brain-stomach coupling: Anatomy, functions and future avenues of 

research 
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Abstract

We have recently discovered the existence in humans of a

cortical network synchronized to the gastric rhythm, a

constantly generated 0.05 Hz oscillation that paces the con-

tractions of the stomach necessary for digestion. We present

here those recent results, and discuss them in the light of

known ascending and descending pathways putatively

connecting brain and stomach. We discuss possible functional

roles of gastric–brain coupling in homeostasis, arousal, and

brain function, and review possible causal manipulations of

gastric afferents that could be used to test hypotheses about

gastric–brain functions beyond rest as well as current meth-

odological limitations.
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The gastric network
Signals from the inside of the body are constantly being
relayed to different levels of the central nervous system,
which can in turn adjust bodily function to meet actual
or expected changes in the internal and external envi-
ronment [1,2]. Signals from within the body, whether
consciously perceived or not, can modulate perception,
cognition, and emotion [3]. Here, we focus on the
stomach, and review how the continuous stream of
ascending gastric signals that reaches the brain, as well
as descending autonomic control, contribute to the rich
repertoire of intrinsic brain dynamics.

The stomach can be considered as an electrical pace-
maker because it creates its own slow rhythm with a
frequency around 0.05 Hz (i.e., 1 cycle every 20 s). The
muscular layers of the stomach wall contain a specialized
type of cell, the interstitial cells of Cajal (ICCs), which
intrinsically generate and propagate slow pacemaker
currents through the ICC network and coupled smooth
muscles, making synapse-like connections with afferent
fibers of vagal sensory neurons with cell bodies located
in the nodose ganglion (Figure 1a). During digestion,
these currents set the pace for gastric contractions, but
pacemaker activity is present at all times, even outside
digestion. Although contraction frequency is under the
control of ICCs, contraction amplitude is under tight
control of the central nervous system. The gastric
rhythm can be measured noninvasively using the elec-
trogastrogram [4,5], that is, with cutaneous electrodes
placed on the abdomen (Figure 1b). We have recently
proposed [5] a procedure for recording and analyzing
EGG data to identify regular gastric rhythms in healthy
participants and applied this approach to recordings in
117 healthy young participants to derive normative
distributions of EGG parameters. We observed that
while prolonged fasting leads to a more irregular rhythm,
neither body mass index and age nor, more unexpect-
edly, trait anxiety has substantial relationships with
EGG amplitude, frequency, or regularity.

Given the rhythmic properties of the stomach and the
possibility that the gastric rhythm is detected by sensory
neurons and relayed up to the neocortex, we hypothe-
sized that it could interact with spontaneous brain ac-
tivity, even in the absence of conscious perception of
gastric activity. We tested whether the gastric rhythm
interacts with the resting-state networks (RSNs)
described using functional magnetic resonance imaging
(fMRI), composed of brain regions with correlated ac-
tivity and complementary functions [6]. To test this
hypothesis, we recorded fMRI and EGG in healthy
human participants at rest, and discovered a widespread
network of cortical regions synchronized with the phase
of the gastric rhythm [7]. The gastric network stands in
contrast to classical RSNs in two ways. First, it does not
overlap with one RSN, but encompasses portions of
different classical RSNs including visual, somatosensory,
and motor modalities (Figure 1c). Second, the different
regions of the gastric network are connected between
them and to the stomach with specific, nonzero time
delays, as opposed to a classical RSN which is
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characterized by zero-delay connectivity. The method
used to identify the gastric network (phase locking
value [8]) does not allow distinguishing between
ascending vs. descending regions. However, three ar-
guments indicate a strong contribution of ascending
gastric-to-brain neural transmission. First, the gastric
rhythm is generated in the stomach even when is
decoupled from brain [9]. Second, using magnetoen-
cephalography and time-series causality analysis, we
found that the phase of the gastric rhythm modulates
the amplitude of the occipital alpha rhythm, the most
salient brain rhythm in humans during quiet

wakefulness [10]. Finally, the electrical stimulation of
the rat stomach elicits BOLD and neural responses in
the rat brain in a network showing many similarities to
the human gastric network, despite known anatomical
differences between the two [11e13].

The gastric network appears quite widespread in the
brain, encompassing regions that are usually considered
to be part of distinct functional ensembles. In the next
section, we show how current knowledge on anatomical
pathways might account for the spread of the gastric
network.

Figure 1

a

b

c

Current Opinion in Biomedical Engineering

The electrogastrogram and the gastric network. (a)- The electrogastrogram (EGG) is recorded with cutaneous electrodes placed on the abdomen. The

pacemaker cells generating the gastric rhythm, known as the interstitial cells of Cajal (ICCs, blue), are located between the circular and longitudinal

muscle layers of the stomach wall. Pacemaker currents are passed through the ICC network and passively conducted into coupled muscle cells. ICCs

also make synapse-like contact with afferent fibers of vagal sensory neurons (green) that can detect mechanical changes in smooth muscles. (b)- Left:

The power spectrum from an EGG electrode typically shows a sharp peak around 0.05 Hz. Right, upper panel: Example of a raw signal from an EGG

electrode. The gastric rhythm is visible as cycles of ~20 s length. Respiratory cycles are much faster (typically 3–5 s length), while heartbeats appear as

transients every ~0.8 s (inset). Lower panel: Instantaneous phase of the gastric rhythm. (c)- Coupling between gastric phase and fMRI BOLD fluc-

tuations reveals the gastric network. Figure redrawn from Refs. [5,7].
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Anatomical connections between the brain
and stomach
How information from the external senses reaches the
brain is relatively well understood, even if it is still an
active area of research [14]. Much less is known about
visceral pathways, which seem to have two outstanding
characteristics. First, vision, audition, and touch all have
a single specialized thalamic relay nucleus and a primary
cortical sensory region. We argue that for visceral signals
this view might not hold. Signals from the viscera have
multiple entry points (Figure 2a) and target numerous
cortical areas, notably through thalamic relays
(Figure 2b). Second, visceral organs have also privileged
access to the different neuromodulatory systems
(Figure 2c) as well as to major behavioral and autonomic
effectors, providing a continuous stream of interoceptive
information that could modulate behavior and cognition
[15]. We examine these two points in more detail below.

Gastric innervation reaches the brain via two pathways:
vagal and spinal (Figure 2a). Vagal neurons project to the
nucleus of the solitary tract (NST), the first relay and
integration center of visceral signals, and then to the
parabrachial nuclei (PBN), which integrate vagal and
spinal information. Spinal neurons relay information to
the parabrachial as well as directly to the thalamus and
cortex via the spinothalamic pathway. In turn, the
parabrachial nuclei relay gastric input to multiple
subcortical and neuromodulatory structures, including

major behavioral, autonomic, and endocrine effectors
[15], such as the periaqueductal gray, the bed nuclei of
the stria terminalis, the central nucleus of the amygdala,
and several hypothalamic nuclei, as well as the cere-
bellum, striatum, and thalamus. The mapping of gastric
and visceral signals at the level of the thalamus is un-
clear at best. Although there are direct projections from
the PBN to frontal and insular cortices in rodents, in
primates, PBN projections reach the cortex exclusively
through the thalamus [12]. Moreover, there are reports
of parabrachialethalamic projections to unimodal and
polymodal thalamic nuclei, including somatosensory
[16], interoceptive [17], and visual [18] thalamic relays,
but whether these projections originate from the
visceral or gustatory portions of the PBN is unknown. In
addition, there are direct spinothalamic projections to
somatosensory thalamus [19]. Properly establishing the
thalamic targets of visceral signals is thus an important
unanswered research question.

Regarding the cortex, we still do not know with certainty
which regions receive gastric input. Evidence from
electrophysiological, neuroimaging, and anatomical
tracing in other visceral organs suggest that visceral
signals reach a large set of cortical regions, including
primary and secondary somatosensory cortices, cingulate
motor regions, primary visual cortex, insula, hippocam-
pus, and ventromedial prefrontal cortex [17,19e23].
Viral tracers are ideal tools to tackle this question, as the

Figure 2
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a b c

Anatomy of ascending stomach projections suggests multiple mechanisms via which gastric signals could influence brain activity. (a)- Overview of entry

points of gastric signals in the brain through the vagus nerve and spinal cord. The vagus projects to the nucleus of the solitary tract (NST), and together

with the spinal cord projects to the parabrachial nuclei (PBN). In turn, the PBN provide most inputs to other subcortical structures. In addition, the spine

projects directly to the thalamus via the spinothalamic tract. (b)- Potential cortical targets of gastric signals, based on functional studies in humans using

gastric distention [20], tracing studies of the stomach and other visceral organs in rodents and monkeys [14,18,22] and electrophysiological studies in

several species [19]. Regions located on the medial wall appear in a lighter shade of green. (c)- Parabrachial input to neuromodulatory structures could

be an additional source for gastric input modulating cortical activity. Gastric afferents reach all major neuromodulatory systems (dopaminergic,

noradrenergic, histaminic, cholinergic, and glutamatergic). These neuromodulatory systems receive additional inputs from the orexinergic lateral hy-

pothalamic nuclei, that also receive gastric input and have widespread projections to the rest of the brain. Redrawn based on previous studies [14,23].

Abbreviations: 5 ht, serotoninergic; Amy, amygdala; AP, area postrema; Cereb, cerebellum; DA, dopaminergic; Glu, glutamatergic; Hyp, hypothalamus;

LC, locus ceruleus; Nad, noradrenergic; PAG, periaqueductal gray; PTN, pontine tegmental nuclei; SII, secondary somatosensory cortex; SepN, septal

nucleus; SIn, substantia innominata; SN, substantia nigra; Thal, thalamus; vMPFC, ventromedial prefrontal cortex.
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virus can travel anterogradely through several synapses.
The examination of postmortem slices obtained after
increasingly long survival times reveals the location of
infected neurons through increasingly long pathways.
Viral tracing revealed projections from the stomach to
the agranular insula and perirhinal cortex [15], with
longer survival times needed to detect infections in
other cortical regions. Using fMRI, we have found many
of the expected targets of visceral inputs, including so-
matosensory, cingulate motor, and visual cortex [7],
indicating that whole-brain functional imaging is a
useful methodology for mapping brainegut interactions,
complementing the intrinsic limitations of anatomical
tracing.

A further difference between exteroceptive and visceral
signals is that visceral signals seem to have privileged
access to neuromodulatory structures (Figure 2c), even
in the absence of conscious visceral sensations. Indeed,
gastriceparabrachial inputs reach most neuro-
modulatory systems, as well as the orexinergic lateral
hypothalamic [14], which also regulates neuro-
modulatory activity [15]. Thus, by its anatomical
connection to neuromodulatory structures, the stomach
has the potential to regulate cortical tone, attention,
arousal, learning, and reward, and more generally, the
integration and segregation of sensory information in the
thalamus and cortex [24]. Although this interesting
possibility is supported by the existence of anatomical
connections, functional studies are needed to verify
whether the stomach modulates neural activity in
parabrachial and neuromodulatory structures. A recent
study has provided conclusive evidence for a link be-
tween gastric signals and dopamine-induced reinforced
behavior [25] in mice. Further anatomo-functional
tracing from body to the brain in rodents is needed, as
well as studies using high-field mapping in humans, to
verify functional links with other neurotransmitter
systems.

Descending projections from brain to stomach are also
beginning to be better understood. A recent study has
provided a comprehensive mapping of cortical and
subcortical efferents in the rat [26], and by either cut-
ting the vagus or leaving it intact, has allowed to
distinguish between spinal and vagal cortical regions.
The sympathetic/spinal system, allegedly involved in
the ‘fight or flight’ response, arises mainly in the trunk
representation of the primary motor cortex, and to a
lesser extent, in primary somatosensory and secondary
motor cortices. Vagal cortical neurons, allegedly involved
in ‘rest and digest’ functions, are located mostly in
anterior insula and to a lesser degree in the medial
prefrontal cortex, and in the central nucleus of the
amygdala. While in humans it is not easy to disentangle
ascending and descending regions, it is likely that the
resting-state gastric network reflects both ascending and
descending influences.

Functions of the gastric network
What are the functions of the gastric network? Given
that the function of the stomach is to store and process
food, a link with feeding is expected. Interestingly, a
recent study has found links between brain activity in
the gastric network and weight loss [27]. Across 90 in-
dividuals undergoing a weight reduction lifestyle inter-
vention, brain activity at 0.05 Hz predicted prospective
weight loss, with subjects displaying reduced weight loss
displaying more power at 0.05 Hz in the gastric network
we identified [7]. Although this study did not measure
gastric activity directly, it provides important clues
linking homeostatic regulation of energy balance and
brain activity in the gastric network.

Gastric inputs also appear tightly related to arousal and
sleep. Increases in locus coeruleus activity, associated
with increased arousal, follow abrupt changes in stomach
activity in anesthetized rats [28], while progressive
distension of the small intestine induces sleep in cats
[29]. This pattern of results might indicate that gradual
changes in the small intestine signal satiation and a
decrease in arousal, but sudden, potentially painful in-
creases gastric distention leads to sudden increases in
arousal. Beyond arousal fluctuations, several reports
have linked gastrointestinal activity to specific sleep
stages [30,31]. This goes in line with a recent report of
an increase in fMRI activity at 0.05 Hz during light sleep
[32], suggesting the possibility that activity at gastric
frequency during sleep might be important for energy
homeostasis and the restorative functions of sleep.

Some of the brain regions where gastricebrain coupling
was observed both with fMRI and MEG in humans are
quite puzzling: why would the occipital cortex, devoted
to vision, be part of the gastric network? Of note, these
are not isolated results, because in humans, the visual
cortex deactivates when the stomach is artificially
distended [21], and in cats, neurons in visual cortices
tightly follow the myoelectrical activity of the small
intestine during non-REM sleep [31]. Several in-
terpretations can be considered. First, the occipital
cortex might be actively engaged in homeostatic func-
tions, a hypothesis that would be supported by the
direct connections between the (visceral or gustatory)
parabrachial nuclei to the visual thalamic relay [18].
Second, activity in the occipital cortex might be gated
by gastric inputs through neuromodulation, reflecting an
overall modulation effect related to arousal. This second
hypothesis would fit well with the fact that the ampli-
tude of the alpha rhythm, a brain rhythm associated with
relaxed states of wakefulness, is partially determined by
the phase of the gastric rhythm [10]. Alternatively,
changes due to neuromodulation could be related to a
more specific process regulating the integration of
interoceptive and exteroceptive signals, as well as the
allocation of mental resources to the monitoring of the
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body versus the external environment. Finally, it has
been proposed that a distributed representation of
visceral inputs across numerous brain regions could be
used as a kind of “topological glue”, that is a common
reference point facilitating the alignment of the
different coordinate systems in which information is
encoded in different brain areas [3]. This fits well with
the observation that the gastric network contains re-
gions displaying topographical maps active when seeing,
touching, or moving the body, as well as regions involved
in transforming between egocentric and allocentric
reference frame. Alternatively, gastric-brain coupling
could be related to bodily self-consciousness, which has
been shown to be modulated by temporal contingencies
between interoceptive and exteroceptive signals [33].

Thus, gastricebrain coupling might be related to energy
homeostasis and vigilance, with an intriguing role for
visual cortices that suggests the possibility that the
rhythm of the stomach could influence perception and
cognition. Given the anatomical pathways connecting
the stomach to the amygdala and to neuromodulatory
structures, the stomach could also have an influence on
conditioned behavior and affective state, but this hy-
pothesis requires further evidence.

Causal manipulations of gastric activity
Causal manipulations of gastric activity in humans and
animals could shed light on the mechanisms and func-
tions of brainestomach synchrony. Feeding is an
ecological manipulation of gastric state that could
potentially be used to compare brainestomach syn-
chrony in fasted versus fed states. Transcutaneous vagal
stimulation or noninvasive stimulation of the vagus
nerve is also an interesting lead as it has recently been
shown to reduce gastric frequency [34] and increase its
amplitude [35], but its effect on gastricebrain coupling
is unknown. More invasive manipulations such as me-
chanical distention of the stomach with inflatable bal-
loons have long been used in combination with
functional neuroimaging to map gastric afferents in
humans [21], but the stress and discomfort associated
with the procedure might bias results. Another causal
manipulation of the stomach is the application of mag-
netic pulses to the abdominal wall, which has been
performed in macaques [36] to reveal cortical evoked
responses to abdominal stimulations that vary in
magnitude in the different stages of the sleepewake
cycle. While such a technique could in theory be
applied in humans, twitches in abdominal muscles are to
be expecteddand might well have occurred in
monkeysdwhich hinders the interpretability of the
results.

The most drastic intervention is gastrectomy, a pro-
cedure to treat obesity or gastric cancer. Depending on
the type of gastrectomy, either a portion, or extremely

rarely the totality, of the stomach is removed or
bypassed. The integrity of stomachebrain pathways,
and remaining pacemaker properties, vary depending on
the type of surgery. After sleeve gastrectomy, a proced-
ure which reduces the stomach content to approxi-
mately 15% of its original size, patients with obesity [37]
display widespread changes in gray matter, notably in
occipital, insular, somatosensory, fusiform, amygdala,
and hippocampal regions. Because these changes are
significantly associated with postoperative weight loss,
they reflect a mixture of recovery from obesity and
reduced gastric input to the brain. Not that while there
have been reports of functional connectivity changes
after gastrectomy in obese patients [38], notably in
default network regions, these results might be artifac-
tual, as gastrectomy-induced changes in BMI are asso-
ciated with changes in head movement, a major
confound in functional connectivity analysis [39]. Thus,
while gastrectomy could provide important insights on
gastricebrain coupling, results must be interpreted
carefully, and plasticity, metabolic, and artifactual
changes need to be considered.

More subtle manipulations of gastric afferents are
currently being developed in animal models. The
method developed by Cao et al or electrically stimu-
lating the external wall of the stomach is a great
example. If combined with the severing of the vagus
nerve branch innervating the stomach, this model could
be used to determine the influence of vagal and spinal
pathways in gastricebrain coupling. This method builds
on gastric electrical stimulation (GES), an invasive
therapeutic strategy for the treatment of refractory
gastroparesis, that is, difficulties in gastric emptying. By
electrically stimulating the stomach surface with surgi-
cally implanted electrodes, this treatments aims to
reduce vomiting and nausea symptoms. The effects of
GES on human brain activity has been assessed in a
single study, which revealed increases in metabolic ac-
tivity in thalamic and caudate nuclei after chronic GES
therapy using positron emission tomography [40]. GES
has also been used concomitantly with fMRI, revealing
evoked responses in occipital cortices and brainstem
regions in dogs [41], and the modulation of neural ac-
tivity in the nucleus of the solitary tract in rats [42].
GES thus appears at an interesting manipulation for
probing gastricebrain coupling in animal models as well
as humans.

Back to the gut
In this article, we have mostly focused on the brain and
reduced the stomach to a simple current generator.
However, the stomach is a more complex organ. The
gastric rhythm consists of propagating waves that travel
through the stomach [43], a property that has not yet
been considered on the brain imaging side. In addition,
important biological information could be obtained by
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measuring other gastric parameters beyond electrical
activity, such as the pH of the stomach, or the regulation
of gastric distention, contractions and size by the auto-
nomic and central nervous system. Similarly, the influ-
ence of other gut organs such as the large and small
intestine on intrinsic brain activity have remained
largely unexplored (but see Ref. [44]). Finally, there
would be great potential for ambulatory EGG re-
cordings, a method which is still technically challenging
but currently in development [45]. Potentially in
conjunction with ambulatory EEG, this would allow for
prolonged monitoring of gastric activity during daily
activity and sleep, and open up exciting opportunities
for research with clinical applications. Thus, studying
brainestomach synchrony has opened a wide avenue of
research with translational potential that calls for further
development of biomedical methods.
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ABSTRACT 

The brain’s ongoing activity plays an important role for perception and cognition. In particular, alpha 
oscillations index arousal and have been linked to fluctuations in perception. Pioneering work has shown that 
in occipito-parietal brain regions during resting state, alpha oscillations are modulated by the slow rhythm 
(~0.05 Hz) generated by the stomach, measured non-invasively using the Electrogastrogram. This led us to 
ask whether the gastric rhythm is coupled to brain alpha oscillations during perceptual tasks and might thereby 
induce fluctuations in perception. To test this hypothesis, a first aim was to improve and standardize methods 
to record and analyze the gastric rhythm in healthy participants. We therefore designed and tested a protocol 
for the recording, preprocessing and analysis of the Electrogastrogram, to extract a regular gastric rhythm. 
Our second methodological aim was to determine which statistical methodology was sensitive to different 
profiles of coupling between gastric phase and behavior. I systematically compared the performance of 
different circular statistical tests and strategies, with respect to experimental parameters and properties of the 
underlying phase effect. In the third part of my PhD, we then experimentally tested the hypothesis that the 
gastric rhythm has an influence on fluctuations in visual perception. We found no evidence that gastric phase 
modulated the probability of target detection. Cortical alpha oscillations were significantly coupled to the 
gastric rhythm in a large cluster spanning parieto-occipital to mid/frontal sensors. However, individual brain-
alpha coupling strength appeared to have no behavioral correlate, since it did not covary with individual hit 
rate or mean reaction time. In sum, this study for the first time identified gastric-alpha coupling while 
participants are engaged in a task, but could not identify the behavioral correlate of such coupling, leaving 
open the question of the functional role of gastric-alpha coupling. 

 

MOTS CLÉS 
 

estomach rhythme gastrique, electrogastrographie, oscillations, perception, statistique circulaire 

RÉSUMÉ 

L’activité spontanée du cerveau joue un rôle important pour la perception et la cognition. En particulier, les 
oscillations alpha indexent l'excitabilité corticale et ont été liées aux fluctuations de la perception. Des travaux 
pionniers ont montré que dans les régions occipito-pariétales pendant l’état de repos, les oscillations 
corticales alpha spontanées sont modulées par le rythme lent (~ 0,05 Hz) produit par l’estomac. Ce rythme 
peut être mesuré de manière non invasive à l'aide de l'électrogastrogramme. Cela nous a conduit à formuler 
l’hypothèse que lors d’une tâche perceptive, le rythme gastrique est couplé aux oscillations alpha cérébrales 
et contribue aux fluctuations de la perception. Pour pouvoir tester cette hypothèse, un premier but était 
d’améliorer et de standardiser les méthodes d’acquisition et d’analyse de l’électrogastrogramme. Nous avons 
mis en place un protocole d’enregistrement, de prétraitement et d'analyse de l'électrogastrogramme, pour en 
extraire un rythme gastrique régulier. Le deuxième volet méthodologique concernait les outils statistiques 
pour détecter au mieux les différents profils de couplage entre la phase du rythme gastrique et le 
comportement. J'ai systématiquement comparé les performances de différents tests et stratégies statistiques 
circulaires, en faisant varier les paramètres expérimentaux et les propriétés de l'effet de phase sous-jacent. 
Dans la troisième partie de ma thèse, nous avons ensuite testé expérimentalement l'hypothèse selon laquelle 
le rythme gastrique a une influence sur les fluctuations de la perception visuelle. Cependant, aucune preuve 
que la phase gastrique modulait la probabilité que les cibles soient perçues n'a été trouvée. Toutefois, les 
oscillations corticales alpha étaient significativement couplées au rythme gastrique dans un vaste cluster 
incluant les capteurs pariéto-occipitaux jusqu’aux capteurs médians et frontaux. Le degré de couplage 
individuel ne montrait pas de corrélat fonctionnel dans les performances. En résumé, cette étude a pour la 
première fois identifié un couplage entre le rythme gastrique et les oscillations alpha alors que les participants 
sont engagés dans une tâche, mais nous n’avons pas pu identifier de corrélat comportemental des 
interactions estomac-cerveau, laissant la question du rôle fonctionnelle du couplage estomac-rythme alpha 
ouverte. 
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