
P
a

J
a

b

U
c

a

A
R
R
A
A

K
O
P
N
E

1

a
v
a
a
m
m
e

a
s
d
U
m
M
n
e

C
A

h
0

Computers and Chemical Engineering 81 (2015) 344–354

Contents lists available at ScienceDirect

Computers  and  Chemical  Engineering

j our na l ho me  pa g e: www.elsev ier .com/ locate /compchemeng

arallel  optimization  by  means  of  a  Spectral-Projected-Gradient
pproach

uan  Ignacio  Ardenghib, Gustavo  Esteban  Vazquezb,c, Nélida  Beatriz  Brignolea,b,∗

Planta Piloto de Ingeniería Química (PLAPIQUI) Complejo CCT-UAT, CONICET, Camino La Carrindanga Km. 7, 8000 Bahía Blanca, Argentina
Laboratorio de Investigación y Desarrollo en Computación Científica (LIDeCC), Departamento de Ciencias e Ingeniería de la Computación (DCIC),
niversidad Nacional del Sur (UNS), Av. Alem 1253, Bahía Blanca, Argentina
Universidad Católica del Uruguay, Facultad de Ingeniería y Tecnologías, Av. 8 de Octubre 2801, Montevideo, CP 11600, Uruguay

 r  t  i  c  l e  i  n  f  o

rticle history:
eceived 31 October 2014
eceived in revised form 2 April 2015
ccepted 8 April 2015

a  b  s  t  r  a  c  t

The  judicious  exploitation  of the  inherent  optimization  capabilities  of  the  Spectral-Projected-Gradient
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. Introduction

It is widely recognized that parallelizing is far from trivial. Par-
llel models that run in multiple processors are highly modified
ersions of the corresponding sequential solvers. In fact, parallel
lgorithms constitute new techniques with their own advantages
nd drawbacks. Though they can succeed in being faster, their
ain design difficulties are sometimes related to communication
anagement, interaction between runs, memory requirements or

xperimental evaluation (Alba, 2005).
El-Rewini and Lewis (1997) had also pointed out that par-

llel programming involves all the difficulties that comprehend
erial programming, together with additional challenges, such as
ata or task partitioning, parallel debugging, and synchronization.
nlike single-processors systems, interconnection bandwidth and
essage latency dominate the performance of parallel systems.
oreover, there is no evident way to predict the performance of a
ew system. Therefore, prior to a significant investment of time and
ffort, it is difficult to envisage clearly the benefits of parallelizing.

∗ Corresponding author at: Planta Piloto de Ingeniería Química (PLAPIQUI)
omplejo CCT-UAT, CONICET, Camino La Carrindanga Km.  7, 8000 Bahía Blanca,
rgentina. Tel.: +54 291 4861700.

E-mail address: dybrigno@criba.edu.ar (N.B. Brignole).

ttp://dx.doi.org/10.1016/j.compchemeng.2015.04.010
098-1354/© 2015 Elsevier Ltd. All rights reserved.
Parallel programming does involve several daunting challenges,
but it is worthwhile! Problems not solved before become nowadays
solvable by using parallel algorithms. According to Buzzi-Ferraris
and Manenti (2010), parallel computing on personal computers is
taking its steps as a silent revolution that directly involves many
other scientific and industrial areas, naturally including Process
Systems Engineering (PSE) and Computer-Aided Process Engineer-
ing (CAPE) communities.

In the search of more realistic formulations, the need for more
rigorous modelling, but together with the modern global require-
ment of faster solutions, has grown. Hence, cost-effective solutions
are required in order to be able to address effectively large-scale
problems, which have proved to be very demanding in terms of
computational effort and efficacy, i.e. the length of time devoted to
problem-solving.

These days parallel programming has turned into an attractive
field that deserves to be carefully exploited. It is growing fast, with
an enormous application potential. Then, it constitutes a promising
methodology needing more attention by the PSE optimization com-
munity. How to address time-consuming problems is undoubtedly
a subject of interest and concern for chemical engineers, who have
sometimes resorted to parallelism. For instance, Abdel-Jabbar et al.

(1998) implemented a partially decentralized state observer on
multicomputers demonstrating the potential of parallel processing
in the field of model-based control. In turn, Chen et al. (2011)
have also accelerated their molecular weight distribution (MWD)

dx.doi.org/10.1016/j.compchemeng.2015.04.010
http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
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alculation method by means of parallel programming. Cheimarios
t al. (2013) also exploited parallelism when modelling a chemical
apor deposition (CVD) reactor. The time-consuming computa-
ions in the micro-scale were efficiently accelerated thanks to
he implementation of a synchronous master-worker parallel
echnique. In turn, Laird et al. (2011) have addressed large-scale
ynamic optimization problems with a decomposition approach
elpful to exploit parallel computing for the Karush–Kuhn–Tucker
KKT) system. Lately, for the contingency-constrained alternating
urrent optimal power flow (ACOPF) problem Kang et al. (2014)
ave reported the achievement of significant improvements in
olution times by means of their parallel Schur-complement based,
onlinear interior-point method.

Improving both the convergence and solution time of process
ystem optimization problems is nowadays of great significance.
he community would greatly benefit by deepening HPC knowl-
dge across the chemical engineering field, especially research
nvolving industry-standard software development and implemen-
ation (Piccione, 2014).

Broadly speaking, for the past two decades many non-linear
ptimization problems in the PSE area have been solved by posing
hem with a wide variety of strategies, such as parallel processing,

odel reformulation, model decompositions, convergence-depth
ontrol and surrogate-based approaches. Efficient non-traditional
lgorithmic alternatives have been proposed in order to reduce
he computational cost of solving some demanding problems.
heawhom (2010) reported a constraint handling scheme that
xhibited a considerably lower computational cost than the cost
equired by the traditional penalty function. In turn, Kraemer et al.
2009) proposed a reformulation for complex large-scale distilla-
ion processes that required significantly less computational time
n order to identify local optima of better quality. In process design
nd control, Wang et al. (2007) showed advantageous numerical
esults by using convergence depth control. For process control,
bdel-Jabbar et al. (1998) designed a parallel algorithm that guar-
nteed stability and optimal performance of the parallel observer.
ater, for the problem of integrated design and control optimiza-
ion of process plants, Egea et al. (2007) proposed surrogate-based

ethods that compete with conventional control strategies.
Besides, for optimization problems related to planning issues,

nd always working from a sequential point of view – i.e. with-
ut exploiting any opportunity of parallelism – You et al. (2011)
imed at the reduction of computational time by means of model
eformulation. With a view to solving large-scale instances effec-
ively, they proposed the following computational strategies: (I)

 two-level solution strategy and (II) a continuous approximation
ethod. Their approaches led to the same optimal solutions, but
ith different CPU times. Moreover, for their problem about the

imultaneous route selection and tank sizing approach, You et al.
2011) pointed out that solving the aggregated model may  become
ntractable as the problem size increases, due to the combinatorial
omplexity of route enumeration.

In contrast, the PSE problems are sometimes solved by relaxing
ariables and conditions, thus generating non-linear subproblems
asier to tackle through linear and quadratic approximations. An
mportant and interesting question is the following: Can we achieve
fficiency without having to reformulate nor to relax the problem?

Nowadays, it seems natural that the trust-region methods
ccupy a significant place in the PSE simulation area. Never-
heless, Spectral Projected Gradient (SPG) methods constitute an
nspiration for the acceleration of optimization algorithms via par-
llelization. SPG (Birgin et al., 2000) was born from the merging of

he Barzilai–Borwein (spectral) non-monotone concepts with clas-
ical projected gradient strategies (Bertsekas, 1976). Some authors,
ike Raydan (1997) and Fletcher (2005), analyzed this kind of meth-
ds carefully.
cal Engineering 81 (2015) 344–354 345

2. Solving optimization problems by taking advantage of
parallel processing

We can rely on parallel computing in order to reduce computing
times significantly, without being necessary to resort to strate-
gies that imply model simplifications or problem reformulations.
It is efficient and practical, though it is a daunting challenge to
program it carefully. Moreover, parallel computing is useful to com-
plement other approaches. In this work parallel programming has
been applied to enhance an algorithm originally proposed by Birgin
et al. (2000), who developed a method that was born as a com-
bination of spectral nonmonotone ideas (Grippo et al., 1986) with
classical projected gradient strategies (Barzilai and Borwein, 1988).

2.1. The mathematical problem

The optimization problem considered here is a non-linear pro-
gramming (NLP) problem. Its model involves a non-linear objective
function f(x) subjected to a set of equality constraints ci(x) = 0, i = 1,
. . .,  ni; a set of inequality constraints, cj(x) ≥ 0, j = 1, . . .,  nj; and upper
and lower bounds on the continuous variables xi. Any of the func-
tions involved in both kinds of constraints can be non-linear. In its
algebraic form, the general problem is given by Eq. (1)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minxf (x)

s.t. ci(x) = 0, i = 1, . . .,  ni

cj(x) ≥ 0, j = 1, . . ., nj

li ≤ xi ≤ ui

(1)

By introducing the slack variables zj in the inequality constraints,
Eq. (1) turns into Eq. (2).⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

minxf (x)

s.t. ci(x) = 0, i = 1, . . .,  ni

cj(x) − zj = 0, j = 1, . . .,  nj

li ≤ xi ≤ ui

zj ≥ 0

(2)

Both the objective function and the equality constraints can
be combined into an augmented Lagrangian function (Eq. (3) and
Eq. (4)), where � ∈ R

ni+nj is an estimate of the vector of Lagrange
multipliers, � > 0 is the penalty parameter and ‖·‖ is the Euclidean
norm.

L(x, �, �) = f (x) + C(x)T � +
(

�

2

)
·
∥∥C(x)

∥∥2
(3)

C(x) = {ci(x)} ∪ {cj(x) − zj} (4)

Eq. (2) is reformulated to Eq. (5) by means of Eq. (3). The problem
stated in Eq. (5) becomes box-constrained because the sole explicit
constraints are the variable bounds, while the rest of the constraints
are embedded in the Augmented Lagrangian.⎧⎪⎨
⎪⎩

minxL(x, �,  �)

s.t. li ≤ xi ≤ ui

zj ≥ 0

(5)

This change makes it easier to compute the projections onto
the feasible region; thus, the general algorithmic performance is

improved. This property represents a great advantage for a low-cost
algorithm, like the spectral projected gradient method. By virtue of
Eq. (5), we shall henceforth refer to the Lagrangian as the objective
function of the optimization problem.
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.2. The Spectral Projected Gradient approach

In chemical engineering the most widely used methods for opti-
ization are those derived from Newton’s method, which all share

he same property: they are descent methods. In contrast, the Spec-
ral Projected Gradient (SPG) approach gives way  to a different
lass of optimization methods, where there is no requirement that
he function decreases alongside each iteration. The spectral step
ength is the solid foundation on which SPG is built. When gradi-
nt directions are coupled with suitable spectral step lengths, they
roduce really better results than the traditional Cauchy approach,
ften being competitive with the performance of the Newton or
uasi-Newton methods (Gomes-Ruggiero et al., 2009). Moreover,
PG is quite attractive due to its low computational cost. SPG nei-
her computes Hessian matrices nor solves linear systems; it just
ses projections onto the feasible region, matrix-vector products
nd a non-monotone line search.

The projected gradient method is an efficient algorithm to solve
ound constrained optimization problems (Nocedal and Wright,
999). The Spectral Projected Gradient approach (SPG) gives way to

 class of low-cost optimization algorithms structured by merging
he projected gradient method with two key features of opti-

ization methods: the implementation of the spectral step length
ntroduced by Barzilai and Borwein (1988) and a non-monotone
trategy for function minimization developed by Grippo et al.
1986).

Raydan (1997) proved its global convergence and exhibited
umerical experiments that showed its efficiency. SPG algorithms
ave gained importance because of their relatively little require-
ent of computational work and satisfactory global convergence

ehaviour. SPG has successfully been applied to constrained prob-
ems in various fields like geophysics (Cores et al., 2000), physics
Birgin et al., 1999), chemistry (Wells et al., 1994), Process Systems
ngineering (Domancich et al., 2004) and control theory (Ardenghi
t al., 2008). Moreover, SPG is also one of the main constituents
f algorithms to solve non-linear equation systems (La-Cruz and
aydan, 2003), partial differential equations (Molina and Raydan,
996) and other non-linear programming problems (Luengo et al.,
002). Besides, SPG has been merged with other algorithms for
ifferent optimization problems (Birgin et al., 2000). In particular,
rema et al. (2007) presented and discussed encouraging numer-

cal results for their combination of the subgradient method with
he spectral choice of step-length and a computational cost per iter-
tion. Later, Júdice et al. (2008) reported an efficient variant of SPG
ombined with a specially designed line search in order to find a
olution to the symmetric eigenvalue complementarity problem.

The framework of an SPG algorithm (Fig. 1) is built with
outines to compute the projections onto the feasible set, the objec-

ive function and its gradient. The general steps are described
elow.

Algorithm SPG: Spectral Projected Gradient

Step 1. Check for con vergence 

Step 2.  Co mput e dir ection an d step len gth 

Step 3. Compute a new iterate 

Step 4.  Call non-monotone Line Search procedure 

Step 5.   Go t o s tep 1  

Fig. 1. The structure of a general SPG algorithm.
cal Engineering 81 (2015) 344–354

• Step 1: is implemented either by checking through Eq. (6) whether
either the norm of the projection is lower than a specified toler-
ance tol1.∥∥Proj(xk − ∇L(xk)) − xk

∥∥ < tol1 (6)

or when a stationary point is detected by means of Eq. (7)∥∥∇L(xk)
∥∥ < tol2 · (1 + |L(xk)|) (7)

• Step 2: If gk = ∇L(xk) is denoted, the gradient of L at point xk,
direction dk is given by Eq. (8).

dk = −gk (8)

and the spectral step length is given by Eq. (9), where sk = xk+1 − xk
and yk−1 = gk − gk−1

�k =
sT

k−1sk−1

sT
k−1yk−1

. (9)

• Step 3: The candidate for the new iterate is given by Eq. (10).

xk+1 = xk + �kdk. (10)

• Step 4: The procedure for the non-monotone line search is the
following:

Given a sufficient decrease parameter � ∈ (0, 1), a chosen value
t ∈ (0, 1), and Lmax, which is the maximum value of the Lagrangian
among the last M iterations,

While L(xk + 1) > Lmax + t��kdT
k
gk, do

xk+1 = xk + t�kdk

End while

• Step 5: k = k + 1
Go to Step 1.

As to � , it is a sufficient-decrease parameter, which is fixed and
defined by the user. � regulates the variation of Lagrangian’s val-
ues. For Step 4, t is employed to reduce the step length in the while
loop. The sequential version systematically reduces the length of
the search space selecting either t = ½ or an intermediate point by
means of a quadratic interpolation (Birgin et al., 2001). In our imple-
mentation t is a parameter whose value depend on the number of
processors p. This reduction is performed through different simul-
taneous values of t, i.e. ti = i/(p + 1), i = 1, . . .,  p. Hence, i/(p + 1) < 1.

As to iterative behaviour, algorithmic convergence is based on
the proximity of the spectral step length to an eigenvalue of the Hes-
sian matrix evaluated in the optimum. Therefore, it is not required
for the objective function to decrease from iteration to iteration,
which is the property that characterizes SPG as non-descent (Birgin
et al., 2000). A non-descent method requires a certain regulation
in the objective function in order to be able to reach the global
optimum. For SPG, the non-monotone line search is the key to
guarantee the global convergence (Raydan, 1997).

It should be noted that, unlike many optimization procedures,
information about the Hessian matrix is not required. For each of
the iterations this algorithm only needs both the gradient and a
non-monotone line-search strategy in order to ensure global con-
vergence. Moreover, the number of algebraic operations is linear
in terms of the dimension n of the optimization variable xk (Birgin
et al., 2009). These features make SPG suitable to solve the subprob-
lem derived by the augmented Lagrangian (Eq. (5)). The Augmented

Lagrangian combined with Spectral-Projected-Gradient (ALSPG)
was implemented sequentially by Diniz-Ehrhardt et al. (2004) and
its numerical performance proved to be very good when compared
with sophisticated trust-region algorithms.
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 be handled through parallellization.
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Fig. 2. Key time bottlenecks to

On the other hand, the necessary number of inner iterations
or iteration k of Step 4 depends on the objective function on a
eighbourhood of point xk. The ideal situation would be that the
riginal step size (Eq. (9)) had been accepted. If not, that step size
hould be reduced as described in Step 4 of the SPG algorithm. This
rocedure does not impose a decrease in the objective function. In
ontrast, a parameter M is chosen at the beginning of the process,
hen a trial point is accepted when there is enough diminution, in
omparison with the maximum function value among the last M
terations (see Step 4).

.3. Parallel design for SPG

The low number of algebraic operations makes SPG’s arithmetic
ost strongly dependent on function evaluations, which are focused
n both the gradient evaluation and the non-monotone line search.
herefore, this structural feature is inherently exploitable since
hese procedures are clearly parallelizable sectors. The possibility
f performing these tasks in parallel gives us the opportunity to
edesign SPG to make it highly efficient.

The need for an accurate approximation of the gradient in Step
 and an eventually high number of inner iterations in Step 4 may
ecome significant bottlenecks in the main algorithm. Neverthe-

ess, both steps are parallelizable areas (Fig. 2). Therefore, a variant
orm is worthwhile to be implemented.

Let us consider a coarse-grain parallel version of ALSPG, i.e. with-
ut introducing parallelism in the arithmetic operations. The main
oal is the development of an efficient version of the algorithm
rogrammed in parallel, assuming lack of knowledge about the
nalytical expressions of the objective function or gradients.

The general scheme of the Augmented Lagrangian algorithm
dopted here is the one developed by Hestenes (1969) and Powell
1969) with the practical implementation described by Nocedal and

right (1999). In this approach the inner subproblem is solved by
ny suitable method chosen by the user. The novelty of our proposal
s the inclusion in this general scheme a variant that also works in
arallel.

The stage where our parallel version of SPG is incorporated to
olve the inner subproblem is illustrated in Fig. 3. The flowchart
hows the combination of the classical Augmented Lagrangian
cheme with our parallel SPG solver. We  have baptized this
lgorithm pALSPG (parallel Augmented Lagrangian with Spectral
rojected Gradient).

Two steps were parallelized: gradient calculation and step
ength determination. For gradient calculation, one processor is

mployed for each dimension of vector xk. Each processor receives
ector xk and the index of the coordinate it should calculate. The
ask-pool paradigm was implemented. So, when a processor fin-
shes its work, another dimension of xk is immediately allocated to
Fig. 3. A simple flowchart representing the pALSPG algorithm.

it. As to step length determination, each processor is allocated the
Lagrangian evaluation for each value of ti.

Due to SPG’s distribution of tasks, the step length determination
is not carried out in parallel simultaneously when the gradient is
evaluated. Then, both the line search and the gradient evaluation
are performed with the whole set of available processors.

2.3.1. The gradient
When a clear expression of the objective function cannot be

written in an analytical way the derivatives should be approxi-
mated by some alternate way. In this work we have employed the
well-known central difference formula (Eq. (11)), where hi is a small
constant, ei is the elementary vector in the ith direction, n is the
dimension of vector x and the last term refers to the magnitude of
the approximation error, which is proportional to h2

i
(Dennis and

Schnabel, 1983)

f ′(x) = f  (x + hiei) − f (x − hiei)
2hi

+ O(h2
i ), i = 1, . . .,  n (11)
It should be noticed that function evaluations within a deriva-
tive calculation are totally independent from each other. Therefore,
it is possible to calculate them simultaneously. By using parallel
processing, this entire process can be carried out efficiently.
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One of our main design goals is to create a user-friendly envi-
onment, where the user does not necessarily provide analytic
erivatives. For this purpose, numerical derivatives were chosen
ecause they are easy to implement and straight-forward to paral-

elize.

.3.2. The line search
In standard methods the objective function is usually enforced

o decrease at every iteration in order to achieve global conver-
ence. Even so, by forcing these conditions at successive iterations,
onvergence slows down. In SPG the gradient behaviour is associ-
ted with the step length. It is desired that the gradient vanishes.
he spectral step length tries to approximate the eigenvalues of the
essian matrix evaluated at the optimum. When the spectral length
pproaches an eigenvalue, some gradient components tend to zero,
ut the rest of its components are also affected. Eventually, they can
row together with the objective function. Gradient methods that
ither forbid non-monotonic steps or limit their effects are only
ble to remove some components slowly. Hence, they suffer from
low convergence (Fletcher, 2005). Therefore, in order to achieve

 fast convergence, at successive iterations a non-monotone line
earch determines whether the step will be accepted.

As it was stated in Step 4 (Fig. 1), given 0 < � < 1 and 0 < t < 1, the
terate xk+1 is accepted if

(xk+1) ≤ Lmax + t�dT
k gk (12)

here Lmax is the maximum function value among the last M iter-
tions.

In the non-monotone line search a backtracking takes place.
he parallel version partitions the search space in p intervals of
ength 1/p, where p is the number of available processors or threads.
hen, at certain iterations the point accepted by the parallel line
earch procedure may  differ from the one originally allowed by the
equential one, without implying a different final solution. Then,
he partial results may  not be the same, which does not necessarily

ean that the solution is unlike.
The simultaneous evaluation of the objective function at these

oints allows us to determine a satisfactory point in a single call
o the line-search procedure. In contrast, the sequential procedure
as to resort to particular strategies, such as quadratic interpola-
ion or any other backtracking resource, to find a satisfactory point
Raydan, 1997).

The rejection of too many trial points increases the number of
nner iterations for the line search, which may  dominate the general
lgorithmic performance. In consequence, very high computational
imes are consumed. Therefore, a parallel line search was  designed.

Let us say that there are p processors available {P1, P2, . . .,  Pp}.
t iterate k we take p points from the interval [xk, xk + �kdk] and
valuate the condition (Eq. (12)) simultaneously. Each thread has
n index i, and the inequation (Eq. (12)) is evaluated in the point
k + (i/(p + 1))�kdk. The guiding principle relies on dividing the work
nto separate units and distributing them to the processors. The
rocessor scheduling is dynamic, allowing us to keep a better bal-
nce among operations, which cannot be accurately predicted.

In general terms our implementation follows the well-known
arallel Master-Worker model (Gropp et al., 1994). The Master role
as assigned to a central processor. His job is to distribute the tasks

mong the remaining processors (called the Workers), to collect
heir task results and finally combine them into an overall solu-
ion. As to the data partitioning, a coarse-grain parallel-distributed
ersion was implemented. Instead of parallelizing the arithmetic

perations, our version introduces parallelism both in the gradi-
nt approximation and in the line search procedure. The implicit
bjective was to minimize the communication and synchronization
imes.
cal Engineering 81 (2015) 344–354

The task partitioning is different depending on the algorithmic
stage. On the one hand, the task distribution for the evaluation of
the gradient vector is dynamic. A partial derivative is associated
to an individual task that finds the corresponding gradient com-
ponent. Parallelism arises naturally when dealing with gradient
vector, since each vector component is an independent unit. When-
ever each Worker has finished his computation, he sends his value
to the Master who  checks what component has not been calculated
or assigned yet and sends him that pending task. This dynamic
distribution is advantageous since it is fundamental to avoid the
existence of idle processors in the system.

On the other hand, the line search is stationary because each
Worker has a fixed parameter that allocates his task. Whenever
the task is finished, either the answer or a failure signal is sent to
the Master. He synchronizes the results and decides when either to
continue with SPG or to wait for more answers. When the Master
receives a point that satisfies condition (12) and he determines that
there is no chance of receiving a point with a step size closer to the
spectral length, he stops the search and orders to go on with the
main SPG iteration. In this way, time is saved because the Master
never waits for the appearance of better solutions.

2.3.3. Efficiency evaluation
A few concepts that are useful for efficiency measurements are

presented in Bertsekas and Tsitsiklis (1997). The ratio Sp (Eq. (13))
is called the speed-up factor for a parallel system of size p (i.e. with
p processors or p threads). In Eq. (13) Ts is the serial time required
to solve the problem and Tp is the time taken by a parallel system
of size p to solve the same problem.

Sp = Ts

Tp
(13)

For a given problem, the efficiency of an algorithm measures
how the processors are exploited in order to solve the computa-
tional problem. The percentage of efficiency Ep (Eq. (14)) is the
ratio between the speed-up Sp and the size of the parallel system
p, multiplied by 100.

Ep = 100 × Sp

p
(14)

When analyzing procedural efficiency, it is necessary to assess
the time taken by the communications. For parallel systems, the
“parallel time” spent with p processors, Tp, may be determined
by using the approximate formula given by Eq. (15), where TCpt
is the computing time, i.e. how long it takes for the multiprocessor
system to make arithmetic operations, and TCom is the communi-
cation time, i.e. the time the multiprocessor system takes in order
to execute data transfers.

Tp ≈ TCpt + TCom. (15)

The computing time for the parallel gradient evaluation TCpt is
given by Eq. (16), where Tf is the exclusive computing time of the
objective function and r ∈ Z,  0 < r < n.

TCpt =

⎧⎪⎨
⎪⎩

2Tf
n

p
if n mod  p = 0

2Tf

(
n − r

p
+ 1

)
if n mod  p /= 0

(16)

In turn, the communication time can be set as TCom =  ̨ + ˇl,
where l is the message length,  ̨ is the latency (i.e.the time required
to start the message),  ̌ = 1/�  is the communication time and � is the

bandwidth.

For the parallel gradient, in the communication between the
master process and the workers, the first p messages contain all
data and for the next messages only the coordinate to be calculated
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s sent. Each worker returns the calculated derivative. Then, the
ommunication time is given by Eq. (17)

Com = (  ̨ + ˇn)p + (n − p)(  ̨ + ˇ)︸  ︷︷  ︸
Master→workers

+ (  ̨ + ˇ)(n + 1)n︸  ︷︷  ︸
workers→Master

(17)

hus, the expected speed-up is given by Eq. (18)

p =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2nTf

2Tf

(
n − r

p
+  1

)
+ (  ̨ + ˇn)p + (n − p)(  ̨ + ˇ) + (  ̨ + ˇ)(n +

2nTf

2Tf
n

p
+ (  ̨ + ˇn)p + (n − p)(  ̨ + ˇ) + (  ̨ + ˇ)(n + 1)n

f the complexity order of Tf is higher than n2 (Tf ∈ ˝(n2)), then
imn→∝ Sp = p. This represents an efficiency that tends to 100% when

 is large.
For the line search, each worker receives from the master a

acket with data coming from vector xk, the gradient gk, the
teplength �k and an index i. Then, each one returns a suc-
ess/failure message, the value of the function at xk and its
espective index.

Then, the communication time is given by Eq. (19)

Com = (  ̨ + 2ˇ(n + 1))p︸  ︷︷  ︸
Master→workers

+ 2ˇp︸︷︷︸
workers→Master

(19)

Worst case: It appears when the worker threads are deployed
nd the optimum point comes up first in the search, i.e. the point
k + (p/(p + 1))�kdk satisfies the line search condition (Eq. (12)).
hen, the expected speed-up is given by Eq. (20).

p = Tf

Tf + (  ̨ + 2ˇ(n + 1))p + 2ˇp
(20)

If Tf = ˝(np),  then limn→∝ Sp = 1. This represents an efficiency that
ends to 1/p  % when n is large, i.e. the efficiency decreases with the
ddition of processors.

Best case: It appears when the optimum point comes up last in
he search, i.e. the point that satisfies the line search condition (Eq.
12)) is xk + (1/(p + 1))�kdk. Then, the expected speed-up is given by
q. (21).

p = pTf

Tf + (  ̨ + 2ˇ(n + 1))p + 2ˇp
(21)

If Tf = ˝(np),  then limn→∝ Sp = p. This represents an efficiency that
ends to 100% when n is large.

.4. Implementations

Two versions of the parallel algorithm were developed and
mplemented: one of them was conceived to run efficiently on a
istributed architecture by using message passing on a standard

ocal area network; the other one was designed to run on a shared
ocal-memory architecture. The following parallel systems were
mployed:

System I (distributed architecture): a cluster of 8 Pentium-4 pro-
cessors interconnected by a standard local area network and PVM
as the message-passing protocol.
System II (multicore platform): 12 simultaneous worker threads
in a Supermicro AS-4042G-TRF, compiled with OpenMP for mul-
tithreading programming.
. Performance analysis

Birgin et al. (2000), when referring to the SPG method, stated
hat “It is quite surprising that such a simple tool can be
cal Engineering 81 (2015) 344–354 349

in the worst case

e best case
(18)

competitive with rather elaborate algorithms which use exten-
sively tested subroutines and numerical procedures”.

The sequential SPG method has been tested with plenty of prob-
lems. In contrast, we  have applied a parallel SPG strategy in several
demanding problems of widespread interest in chemical engi-
neering. This search strategy naturally differs from the sequential

procedure, then it returns distinct results. There is a broad spec-
trum of applications that may benefit from this approach, including
some inner problems belonging to the frameworks of widely com-
prehensive superstructures.

3.1. Case studies

The classical PSE problems that were selected for the tests are
demanding, thus being necessary to solve them fast. The new par-
allel SPG implementation was  evaluated by testing the following
models:

• Test Case 1: The Synthesis of a Distillation-Based Separation Sys-
tem (TC1)

This problem involves a three-component feed mixture that
has to be separated into two  multi-component products. The
cost of each separator depends linearly on the flowrate through
the separator, and the constraints correspond to mass balances
around the various splitters, separators and mixers. This is a
general mixed integer nonlinear programming (MINLP) problem,
where this superstructure may  involve the solution of NLP prob-
lems. We  have taken Floudas’s settings so as to run this test.

• Test Case 2: Propane, Isobutane, n-Butane, Non-sharp Separation
(TC2)

This test problem involves a three-component feed mixture
that has to be separated into two three-component products. To
avoid the distribution of non-key components the recoveries of
the key components were set to be greater than 0.85. This prob-
lem has the same superstructure of Test Case 1, but the desired
product composition is different.

• Test Case 3: Multicomponent Separation (TC3)
In this problem a four-component mixture has to be separated

into two multi-component products. The number of columns NC
is 3. The three associated binary variables give rise to seven NLP
problems.

• Test Case 4: Reactive Column (TC4)
The model for a reactive distillation column consists in pure

separation stages combined with a reactive distillation sector,
where both reaction and separation take place at the same time.

The kind of problems that may  benefit from parallel pro-
gramming can be grouped under the title of ‘unwieldy’ problems
because they consume significant computing time for various rea-
sons, like those modelled with thermodynamic functions or many
constraints. In particular, reactive distillation exhibits the typical
behaviour of a computationally demanding problem.

The NLP models in TC1, TC2 and TC3 constitute various scenarios
defined in the test collection by Floudas and Pardalos (1990), whose

configurations come up as different parts of a big MINLP superstruc-
ture. For such a demanding framework the computational yield is
fundamental because it is necessary to visit several NLPs to reach
an optimum in the superstructure (Aggarwal and Floudas, 1990).
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Table 1
Size of the optimization problems for the testbed.

Test case 1 2 3 4

# of continuous variables 38 48 86 1173
#  of linear constraints 17 13 22 227
#  of nonlinear constraints 15 25 46 930

Table 2
Results for test problems TC1–4.

Test cases TC1 TC2 TC3 TC4

f(x) 1.861 0.998 1.645 2244.7
Fig. 4. Performanc

As to TC4, the example chosen is the model of a reactive dis-
illation column that yields methyl tert-butyl ether (MTBE) from a
eed of methanol and isobutene (Domancich et al., 2009). For the
ase case, a rigorous equilibrium model is adopted and this column
as 15 separation trays, 8 also being reactive stages. This problem is
ig and computationally demanding because 60% of all model equa-
ions include cumbersome thermodynamic equilibrium functions.

The Test Cases were numbered in ascending size order, i.e.
ccording to the increasing amount of variables and equations that
he adopted models contain. Table 1 reports the number of variables
nd constraints that were considered for each model.

.2. Results and discussion
For the problems described above, the value of the objective
unctions and the norms of the constraints in the solution are sum-

arized in Table 2.

Fig. 5. Performance of Sy
‖C(x)‖ 1.1 × 10−11 1.2 × 10−8 4.6 × 10−8 2.0 × 10−2

stem II for TC1–4.



J.I. Ardenghi et al. / Computers and Chemical Engineering 81 (2015) 344–354 351

7

3

4

5

6

Sp
TC 1

TC 2

TC 3

0

1

2

2 3 4 5 6 7 8

Number of  processors

TC 3

TC 4

e
o
p
l
e
i

a
e
t
I
t
t
h
u
i

T
C

Table 4
CPU times (s) for TC1–4 on a multicore platform (System II).

ALSPG

TC1 TC2 TC3 TC4

53.22 98.44 43.66 488.77

No.  threads pALSPG

TC1 TC2 TC3 TC4

2 30.82 61.1 23.81 283.05
3  27.73 55.98 21.75 254.65
4 24.74 49.12 19.3 245.51
5  21.82 43.31 17.18 204.55
6  18.71 37.25 15.11 183.43
7  15.83 31.37 12.93 155.06
8  12.74 25.71 10.77 117.02
9  9.71 20.2 8.62 92.2

10  6.55 12.32 5.01 88.39
11  6.61 12.36 5.06 57.56
12  6.22 12.74 5.04 62.37
Fig. 6. Speed-up curves for TC1–4 on a cluster (System I).

Effectiveness and efficiency should be addressed in order to
valuate a process-systems algorithm. Effectiveness is the capacity
f finding the solution of a given problem, while efficiency is the
otential to find this solution in reasonably low run times, even for

arge-scale industrial problems. Since in Ardenghi et al. (2007) the
ffectiveness of pALSPG has been assessed for many problems, our
nterest is now focused on the reduction of the run time.

Figs. 4 and 5 show the time distribution between TCom (in black)
nd TCpt (in grey). The computing time was split into the time
xclusively taken by function evaluation Tf (in light grey) and the
ime spent in the remaining algebraic operations TAlg (in dark grey).
t can be observed that for both systems, increasing the number of
hreads slightly augments the communication time, but substan-
ially reduces the time taken in function evaluations. On the other
and, there is an imperceptible change in Tf for 10–12 threads when

sing a multicore platform (Fig. 5). As a result, a plateau has ensued

n Fig. 7.

Fig. 7. Speed-up curves for TC1–4 on a multicore platform (System II).

able 3
PU times (s) for TC1–4 on a cluster (System I).

ALSPG

TC1 TC2 TC3 TC4

65.74 122.46 52.58 606.87

No.  processors pALSPG

TC1 TC2 TC3 TC4

2 46.92 85.04 39.23 332.92
3  31.12 62.3 29.34 250.55
4  20.54 38.75 18.06 195.98
5  14.67 32.44 15.78 133.4
6  12.11 28.78 12.3 111.6
7  12.02 22.3 11.5 98.5
8  11.82 21.26 10.12 98.1
Fig. 8. An illustration of the computational behaviour of Sp for clusters (System I)
on  a given quantity of processors p.

3.2.1. Speed-up
For both implementations, Tables 3 and 4 show the actual CPU

times (in seconds) for TC1–TC4. In both tables the third row corre-
sponds to the elapsed time taken by the original serial algorithm

when executed on a single computer of the corresponding system.
These tables are useful to compare sequential and parallel times.
The speed-up values illustrated in Figs. 6 and 7 were calculated
with these experimental results. The number of iterations in the

Fig. 9. An illustration of the computational behaviour of Sp for a multicore platform
(System II) on a given quantity of processors p.
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Fig. 10. Efficiency and absolute t

uter loop (see Fig. 3) was the same for every problem regardless
f the systems, the values being: 4 iterations for TC1, 7, for TC2, 19,

or TC3 and 9, for TC4.

Figs. 6 and 7 show the evolution of the speed-up curves on
oth platforms. For the cluster (System I) in Fig. 6, the speed-up
f the parallel algorithm increases with problem size, especially

Fig. 11. Efficiency and absolute time reductio
eduction on a cluster (System I).

for those cases where the sequential version demanded a high
amount of line-searches. For the multicore platform in Fig. 7, there

is a different optimum number of threads depending on the case,
with the peaks for 10 or 11 threads. In general terms, after 10
threads there is a plateau because the maximum benefit has been
achieved.

n on a multicore platform (System II).
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.2.2. Time reduction and efficiency
The behaviour of the speed-up factors Sp for a parallel system

f size p is illustrated in Figs. 8 and 9 running under Systems I
nd II, respectively. The symbols show Sp values calculated for
he case studies listed in Section 3.1. For the sake of comparison,
he ranges of speed-up factors between the worst and best cases
re represented with bars. In Fig. 8 it can be observed that the
peed-up factors are closer to the corresponding best case value for
ny cluster configuration. In contrast, for multi-threading (Fig. 9)
he results lie slightly closer to the worst case limit for 2–8 threads,
hereas the Sp values approach the best case for configurations
ith 9–12 threads. In both systems the worst scenario seems to

e rather unlikely. This is only a rough estimate, but these illus-
rations indicate that high speed-up values are attainable with a
uitable configuration.

The percentage of absolute reduction of computing time is mea-
ured by Eq. (22).

edabs = 100

(
1 − 1

Sp

)
(22)

Figs. 10 and 11 reveal a significant time reduction in both sys-
ems. For a multicore platform, Fig. 11 shows that time reductions
each about 87%, while there is a notorious efficiency increase when
0 threads are employed. This increment is due to the effect of the
arallel line-search: the number of calls to the line-search proce-
ure was reduced to a single call per iteration. For a cluster, Fig. 10
hows that although the efficiency is decreasing as the number of
rocessors goes up, the time reduction always keeps an increasing
rend.

Apart from the time reduction, we are interested in efficiency.
hen compared with System I, System II revealed really meaning-

ul efficiency improvements. Fig. 11 shows an efficiency decrease
ollowed by a significant recovery for 10 threads, exhibiting similar
ehaviour for all cases. The existence of a valley should be taken

nto account prior to the choice of the number of threads to be
dopted.

In Fig. 11 (see the bar plot above) the U-shaped behaviour
ppears as a result of an efficiency recovery since the number of
alls to the parallel line-search procedure has been reduced to its
inimum, thus increasing Sp significantly. The shaded rectangle in

ig. 11 highlights this efficiency recovery.

. Conclusions

There is still a great demand for the development of agile
echniques that attractively solve complex problems in short
omputational times. Nowadays, parallel computing provides a
owerful alternative, which is complementary to other approaches,

ike model reformulation.
In this paper we have described a new methodology called pAL-

PG, which is a parallel approach of the Spectral Projected Gradient
ethod combined with an Augmented Lagrangian formulation. The

arts of the classical sequential ALSPG algorithm that were worth
arallelizing were identified, giving way to a new technique. The
imultaneous evaluation of the objective function allowed us to
etermine a satisfactory point in a single call to the line-search
rocedure.

Better performance has been achieved by means of this
pproach. Hence, pALSPG becomes more competitive, while
aintaining the robustness of the sequential method. For PSE opti-
ization, pALSPG proved to be effective and competent in some
roblems related to distillation columns. The results presented here
learly demonstrate the feasibility of employing this approach in
rder to solve problems about optimal sequences of distillation
olumns. pALSPG allows the efficient use of existing resources not
cal Engineering 81 (2015) 344–354 353

only to boost the speed of computation, but also to accommodate
larger problems in a distributed memory environment.

The numerical experiments were here performed by increasing
the size of the systems, reaching up to 8 processors for the cluster
and up to 12 threads for the multicore computer. Both systems have
revealed satisfactory efficiency values. Eventually, if more threads
were added, speed-ups might rise. Moreover, the systems exhibited
a vital reduction in the computing time, thus making the parallel
algorithm really more competitive.

The projection to bigger problems is promising when significant
savings are achieved for small examples. It is important to point
out that the general growth towards equipment maturity provides
a golden opportunity for revamping many existing algorithms in
order to take advantage of the availability of an ever increasing
computational power.

Notation
ALSPG Augmented Lagrangian with Spectral Projected Gradient
C(x) set of constraints after the introduction of slack variables
ci(x) equality constraints
cj(x) inequality constraints
dk search direction in the kth iteration
Ep percentage of algorithmic efficiency
f(x) nonlinear objective function on any NLP problem
gk gradient evaluated in xk
k iteration counter
L(x, �, �) Augmented Lagrangian function
Lmax maximum function value in the last M iterates
li lower bound on the component i of variable x
M integer that controls the amount of monotonicity
ni number of equality constraints
nj number of inequality constraints
pALSPG parallel Augmented Lagrangian with Spectral Projected

Gradient
Proj(x) projections onto the feasible region
Redabs percentage of absolute reduction of computing time
sk step from one iterate towards the next one (xk+1 − xk)
Sp speed-up
SPG Spectral Projected Gradient
t factor of reduction of the step length
Tf exclusive computing time of the objective function
Tp time taken by a parallel system of size p to solve a problem.
Ts serial time required to solve a problem
TCpt computing time
TCom communication time
ui upper bound on the component i of variable x
xi continuous ith variable subjected to optimization
xk current value of the optimization variable
yk−1 difference between gradients (yk−1 = gk − gk−1)
zj slack variables
�k step length in the kth iteration
� estimate of the vector of Lagrange multipliers
� sufficient decrease parameter in the line search procedure
� penalty parameter in the Augmented Lagrangean func-

tion
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