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VMware Enterprise PKS enables operators to provision, operate, and manage enterprise-grade Kubernetes clusters using BOSH and

Pivotal Ops Manager.

Overview

Enterprise PKS uses the On-Demand Broker & to deploy Cloud Foundry Container Runtime &, a BOSH release that offers a
uniform way to instantiate, deploy, and manage highly available Kubernetes clusters on a cloud platform using BOSH.

After operators install the Enterprise PKS tile on the Ops Manager Installation Dashboard, developers can provision Kubernetes
clusters using the PKS Command Line Interface (PKS CLI), and run container-based workloads on the clusters with the Kubernetes CLI,

kubectl.

On Pivotal Platform &, you can run Enterprise PKS standalone or alongside Pivotal Application Service.

What Enterprise PKS Adds to Kubernetes

The following table details the features that Enterprise PKS adds to the Kubernetes platform.

Feature Included in K8s Included in Enterprise PKS
Single tenant ingress v v
Secure multi-tenant ingress v
Stateful sets of pods v
Multi-container pods v
Rolling upgrades to pods v
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Secure container registry

Rolling upgrades to cluster infrastructure v
Pod scaling and high availability v v
Cluster provisioning and scaling v
Monitoring and recovery of cluster VMs and processes v
Persistent disks v v

v

v

Embedded, hardened operating system

Features

Enterprise PKS has the following features:

e Kubernetes compatibility: Constant compatibility with current stable release of Kubernetes

e Production-ready: Highly available from applications to infrastructure, with no single points of failure

e BOSH advantages: Built-in health checks, scaling, auto-healing and rolling upgrades

o Fully automated operations: Fully automated deploy, scale, patch, and upgrade experience

e Multi-cloud: Consistent operational experience across multiple clouds

e GCP APIs access: The Google Cloud Platform (GCP) Service Broker gives applications access to the Google Cloud APIs, and

Google Container Engine (GKE) consistency enables the transfer of workloads from or to GCP

On vSphere, Enterprise PKS supports deploying and running Kubernetes clusters in air-gapped environments.

Feature Support by laaS

vSphere with NSX-

AWS | Azure | GCP | vSphere with Flannel T
Automatic Kubernetes Cluster API load v
balancer
HTTP proxy v v
Multi-AZ storage v
Per-namespace subnets v
Service type:LoadBalancer v v v v

Windows worker-based cluster

v

" For more information about configuring Service type:LoadBalancer on AWS, see the Access Workloads Using an Internal AWS Load

Balancer section of Deploying and Exposing Basic Linux Workloads.

Enterprise PKS Components

The PKS control plane contains the following components:

e An On-Demand Broker @ that deploys Cloud Foundry Container Runtime &' (CFCR), an open-source project that provides a

solution for deploying and managing Kubernetes & clusters using BOSH .

e AService Adapter
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e The PKSAPI

For more information about the PKS control plane, see Enterprise PKS Cluster Management.

For a detailed list of components and supported versions by a particular Enterprise PKS release, see the Enterprise PKS Release
Notes.

Enterprise PKS Concepts

For conceptual information about Enterprise PKS, see Enterprise PKS Concepts.

Enterprise PKS Prerequisites
For information about the resource requirements for installing Enterprise PKS, see the topic that corresponds to your cloud provider:

e vSphere Prerequisites and Resource Requirements

e vSphere with NSX-T Version Requirementsand Hardware Requirements for Enterprise PKS on vSphere with NSX-T
o GCP Prerequisites and Resource Requirements

e AWS Prerequisites and Resource Requirements

e Azure Prerequisites and Resource Requirements

Preparing to Install Enterprise PKS
To install Enterprise PKS, you must deploy Ops Manager. You use Ops Manager to install and configure Enterprise PKS.
If you are installing Enterprise PKS to vSphere, you can also configure integration with NSX-T and Harbor.

Consult the following table for compatibility information:

laaS Ops Manager v2.6.16+ or v2.7.6+ NSX-T Harbor

vSphere Required Available Available
GCP Required Not Available Available
AWS Required Not Available Available
Azure Required Not Available Available

For more information about compatibility and component versions, see the Enterprise PKS Release Notes.

For information about preparing your environment before installing Enterprise PKS, see the topic that corresponds to your cloud
provider:

e vSphere

e vSphere with NSX-T Integration

e GCP

e AWS

e Azure
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Installing Enterprise PKS
For information about installing Enterprise PKS, see Installing Enterprise PKS for your laaS:

e VvSphere

e vSphere with NSX-T Integration
e Google Cloud Platform (GCP)
e Amazon Web Services (AWS)

e Microsoft Azure (Azure)

Upgrading Enterprise PKS

For information about upgrading the Enterprise PKS tile and Enterprise PKS-deployed Kubernetes clusters, see Upgrading Enterprise
PKS.

Managing Enterprise PKS

For information about configuring authentication, creating users, and managing your Enterprise PKS deployment, see Managing
Enterprise PKS.

Managing Kubernetes Clusters and Workloads

For information about managing Enterprise PKS-provisioned Kubernetes clusters and deploying workloads, see Managing
Kubernetes Clusters and Workloads.

Backing Up and Restoring Enterprise PKS

For information about using BOSH Backup and Restore (BBR) to back up and restore Enterprise PKS, see Backing Up and Restoring
Enterprise PKS.

Enterprise PKS Security

For information about security in Enterprise PKS, see Enterprise PKS Security.

Diagnosing and Troubleshooting Enterprise PKS

For information about diagnosing and troubleshooting issues installing or using Enterprise PKS, see Diagnosing and
Troubleshooting Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.

Copyright © 2020 VMware, Inc. All Rights Reserved. 5 1.6


mailto:pks-feedback@pivotal.io

vmware Tanzu Docs

Release Notes

In this topic
v1.6.2
Features
Product Snapshot
vSphere Version Requirements
Upgrade Path
Breaking Changes
Known Issues

v1.6.1
Features

Product Snapshot

vSphere Version Requirements
Upgrade Path

Breaking Changes

Known Issues

v1.6.0
Features

Product Snapshot

vSphere Version Requirements
Upgrade Path

Breaking Changes

Known Issues

Enterprise PKS Management Console 1.6.2
Features

Bug Fixes
Product Snapshot
Known Issues

Enterprise PKS Management Console 1.6.1
Features

Bug Fixes
Product Snapshot
Known Issues

Enterprise PKS Management Console 1.6.0-rev.3
Features

Bug Fixes
Product Snapshot
Known Issues

Enterprise PKS Management Console v1.6.0-rev.2
Features

Product Snapshot

Known Issues

Page last updated:

Copyright © 2020 VMware, Inc. All Rights Reserved.

1.6



vmware Tanzu Docs

This topic contains release notes for VMware Enterprise PKS v1.6.

warning: Before installing or upgrading to Enterprise PKS v1.6, review the Breaking Changes below.

v1.6.2

Release Date: April 29,2020

Features

New features and changes in this release:

Bumps Kubernetes to v1.15.10.

e Bumps UAAto v73.4.20.

e Bumps Percona XtraDB Cluster (PXC) to v0.22.

e Bumps Windows Stemcell to v2019.15.

e Bumps ODB to v0.38.0.

e Bumps Apache Tomcat (in PKS API) to v9.0.31.

e [ Security Fix] UAA bump fixes blind SCIM injection vulnerability, CVE-2019-11282.

e [Security Fix] UAA bump fixes CSRF attack vulnerability.

e [ Security Fix] PXC bump fixes cURL/libcURL buffer overflow vulnerability, CVE-2019-3822.

e [Bug Fix] Improves the behavior of the pks get-kubeconfig and pks get-credentials commands during cluster updates
and upgrades. You can now run the pks get-kubeconfig command during single- and multi-master cluster updates. Additionally,
you canrun the pks get-credentials command during multi-master cluster upgrades.

o [Bug Fix] New UAA version includes Apache Tomcat bump that fixes SAML login issues.

Product Snapshot

Element Details

Version v1.6.2

Release date April 29,2020
Compatible Ops Manager versions See Pivotal Network &
Xenial stemcell version See Pivotal Network &
Windows stemcell version v2019.15

Kubernetes version v1.15.10

On-Demand Broker version v0.38.0

Compatible NSX-T versions v2.5.1,v2.5.0,v2.4.3
NCP version v2.5.1

Docker version v18.09.9

Backup and Restore SDK version v1.17.0
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UAA version v73.4.20

vSphere Version Requirements

For Enterprise PKS installations on vSphere or on vSphere with NSX-T Data Center, refer to the VMware Product Interoperability
Matrices &.

Upgrade Path

The supported upgrade paths to Enterprise PKS v1.6.2 are from Enterprise PKS v1.5.0 and later.

Breaking Changes

All breaking changes in Enterprise PKS v1.6.2 are also in Enterprise PKS v1.6.0. See Breaking Changes in Enterprise PKS v1.6.0.

Known Issues

All known issues in Enterprise PKS v1.6.2 are also in Enterprise PKS v1.6.0. See Known Issues in Enterprise PKS v1.6.0.

v1.6.1

Release Date: Jan 13,2020

Features

New features and changes in this release:

e [Security Fix] Secures traffic into Kubernetes clusters with up-to-date TLS (v1.2+) and approved cipher suites.

e [Security Fix] Bumps UAA to v73.4.16. This update prevents logging of secure information and enables the PKS UAA to start with

the env.no_proxy property set.

e [Bug Fix] Resolves an issue where if you are using Ops Manager v2.7 and PKS v1.6 as a fresh install, enabling Plans 11, 12, or 13
does not enable Windows worker-based clusters. It creates Linux-based clusters only. For more information, see Enterprise PKS
Creates a Linux Cluster When You Expect a Windows Cluster.

e [Bug Fix] Resolves an issue where applying changes to Enterprise PKS fails if Plan 8 is enabled in the Enterprise PKS tile. For more
information, see Applying Changes Fails If Plan 8 Is Enabled

e [Bug Fix] Resolves an issue where the pks update-cluster --network-profile command sets subnet_prefix to0inthe
ncp.ini file if the network profile does not have pod_subnet_prefix . For more information, see Network Profile for “pks update-
cluster” Does Not Use the Defaults from the Original Cluster Manifest.

e [Bug Fix] Resolves an issue where trying to create a cluster with a long network profile causes an error

Data too long for column 'nsxt network profile' .

e Updates the supported NCP version to NCP v2.5.1. Refer to the NCP Release Notes & for more information.

Support for NSX-T v2.5.1.

Product Snapshot
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Element Details

Version v1.6.1

Release date January 13,2020
Compatible Ops Manager versions See Pivotal Network &
Xenial stemcell version See Pivotal Network &
Windows stemcell version v2019.7

Kubernetes version v1.15.5

On-Demand Broker version v0.29.0

Compatible NSX-T versions v2.5.1,v2.5.0,v2.4.3
NCP version v2.5.1

Docker version v18.09.9

Backup and Restore SDK version v1.17.0

UAA v73.4.16

vSphere Version Requirements

For Enterprise PKS installations on vSphere or on vSphere with NSX-T Data Center, refer to the VMware Product Interoperability
Matrices &.

Upgrade Path

The supported upgrade paths to Enterprise PKS v1.6.1 are from Enterprise PKS v1.5.0 and later.

Breaking Changes

All breaking changes in Enterprise PKS v1.6.1 are also in Enterprise PKS v1.6.0. See Breaking Changes in Enterprise PKS v1.6.0.

Known Issues

All known issues in Enterprise PKS v1.6.1 are also in Enterprise PKS v1.6.0. See Known Issues in Enterprise PKS v1.6.0.

v1.6.0

Release Date: November 14,2019

Features

This section describes new features and changes in this release.

PKS Control Plane and API

Enterprise PKS v1.6.0 updates include:

e Enables operators to upgrade multiple Kubernetes clusters simultaneously and to designate specific upgrade clusters as canary
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clusters. For more information about multiple cluster upgrades, see Upgrade Clusters in Upgrading Clusters.

e Addsanew UAAscope, pks.clusters.admin.read ,for Enterprise PKS users. For information about UAA scopes, see UAA
Scopes for Enterprise PKS Users and Managing Enterprise PKS Users with UAA

e Provides experimental integration with Tanzu Mission Control. For more information, see Tanzu Mission Control Integration.

e Enables operators to limit the total number of clusters a user can provision in Enterprise PKS. For more information about quotas,
see Managing Resource Usage with Quotasand Viewing Usage Quotas.

e Enables operators to configure a single Kubernetes cluster with a specific Docker Registry CA certificate. For more information
about configuring a cluster with a Docker Registry CA certificate, see Configuring Enterprise PKS Clusters with Private Docker
Registry CA Certificates (Beta).

e Updatesthe pks delete-cluster PKS CLIcommand so thatall cluster objects, including NSX-T networking objects, are deleted
without the need to use the bosh delete deployment command to remove failed cluster deletions.

Kubernetes Control Plane

Enterprise PKS v1.6.0 updates include:

e Increases the Worker VM Max in Flightdefault value from 1 to 4 inthe PKS API configuration pane, which accelerates
cluster creation by allowing up to four new nodes to be provisioned simultaneously. The updated default value is only applied
during new Enterprise PKS installation and is not applied during an Enterprise PKS upgrade. If you are upgrading Enterprise PKS
from a previous version and want to accelerate multi-cluster provisioning, you can increase the value of Worker VM Max in
Flight manually.

PKS Monitoring and Logging

Enterprise PKS v1.6.0 updates include:

e Redesigns the Logging and Monitoring panes of the Enterprise PKS tile and renames them to Host Monitoring and In-Cluster
Monitoring. For information about configuring these panes, see the Installing Enterprise PKS topic for your laaS.

e Addsthe Max Message Size field in the Host Monitoring pane. This allows you to configure the maximum number of

characters of a log message that is forwarded to a syslog endpoint. This feature helps ensure that log messages are not truncated at
the syslog endpoint. By default, the Max Message Size field is 10,000 characters. For more information, see Host Monitoring in

the Installing Enterprise PKS topic for your laaS.

e Addsthe Include kubelet metrics setting. This enables operators to collect workload metrics across all Kubernetes clusters. For
more information, see Host Monitoring in the Installing Enterprise PKS topic for your laasS.

e Adds support for Fluent Bit output plugins to log sinks. For information about configuring Fluent Bit output plugins, see Create a
ClusterLogSink or LogSink Resource with a Fluent Bit Output Plugin in Creating and Managing Sink Resources.

e Adds support for filtering logs and events from a CclusterLogsink or LogSink resource. For more information, see Filter Sinks

in Creating and Managing Sink Resources.

Windows on PKS

Enterprise PKS v1.6.0 updates include:

e Adds support for floating Windows stemcells on vSphere. For information about Kubernetes clusters with Windows workers in
Enterprise PKS, see Configuring Windows Worker-Based Kubernetes Clusters (Beta).

e Enables operators to configure the location of the Windows pause image. For information about configuring Kubelet
customization - Windows pause image location, see Plans in Configuring Windows Worker-Based Kubernetes Clusters (Beta).
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PKS with NSX-T Networking

Enterprise PKS v1.6.0 updates include:

NSX Error CRD lets cluster managers and users view NSX errors in Kubernetes resource annotations, and use the command
kubectl get nsxerror toview the health status of NSX-T cluster networking objects (NCP v2.5.0+). For more information, see
Viewing the Health Status of Cluster Networking Objects (NSX-T only)

DFW log control for dropped traffic lets cluster administrators define network profile to turn on logging and log any dropped or
rejected packet by NSX-T distributed firewall rules (NCP v2.5.0+). For more information, see Defining Network Profiles for NCP
Logging.

Load balancer and ingress resource capacity observability using the NSXLoadBalancerMonitor CRD lets cluster managers and users
use the command kubectl get nsxLoadBalancerMonitors toview a health score that reflects the current performance of the
NSX-T load balancer service, including usage, traffic, and current status (NCP v2.5.1+). For more information, see Ingress Scaling
(NSX-T only).

Ingress scale out using the LoadBalancer CRD lets cluster managers scale out the NSX-T load balancer for ingress routing (NCP
v2.5.1+). For more information, see Ingress Scaling (NSX-T only).

Support for Ingress URL Rewrite. For more information, see Using Ingress URL Rewrite.
Support for Active-Active Tier-0 router configuration when using a Shared-Tier-1 topology.

Ability to place the load balancer and Tier-1 Active/Standby routers on different failure domains. See Multisite Deployment of
NSX-T Data Center & for more information.

PKS on AWS Networking

Enterprise PKS v1.6.0 updates include:

Support for HTTP/HTTPS Proxy on AWS. For more information see, Using Proxies with Enterprise PKS on AWS

Customer Experience Improvement Program

Enterprise PKS v1.6.0 updates include:

Administrators can name Enterprise PKS installations so they are more easily recognizable in reports. For more information, see
Sample Reports.

Component Updates

Enterprise PKS v1.6.0 updates include:

Bumps Kubernetes to v1.15.5.
Bumps UAA to v73.4.8.

Bumps Jackson dependencies in the PKS API.

Bug Fixes

Enterprise PKS v1.6.0 includes the following bug fixes:

e Fixes an issue where enabling the Availability Sets mode at the BOSH Director > Azure Config resulted in the kubelet failing to start

on provisioning of a Kubernetes cluster.
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e Fixes an issue where persistent volume attachment failed on vSphere in a scenario where an AZ defined in Ops Manager does not

contain a resource pool.

e |ncreases network profile column size.

e Fixes a Telemetry event generation issue where the upgrade_cluster_end eventis not sent for completed cluster upgrades.

e Fixes an issue where networking changes did not propagate when upgrading from Enterprise PKS v1.5 or later.

e Fixes an issue where the Ingress IP address was excluded from the Enterprise PKS floating IP pool.

e Fixes an issue where the PKS OSB Proxy start was delayed by scanning all NSX-T firewall rules.

e Fixes an issue with the PKS clusters upgrade errand not pushing the latest NSX-T certificate to Kubernetes Master nodes.

e Fixes an issue with the PKS OSB Proxy taking a long time to start due to scanning all NSX-T firewall rules.

e Fixes an issue with PKS releasing floating IP addresses incompletely while deleting clusters under active/active mode.

e Fixes an issue with the DNS Lookup Feature: INGRESS IP not kept out of PKS Floating IP pool.

e Fixes an issue with the command pks cluster details does notdisplay NS Group ID of master VMs.

e Checks the high availability mode of the Tier-0 router before creating PKS a cluster.

Product Snapshot
Element Details
Version v1.6.0

Release date

November 14,2019

Compatible Ops Manager versions

See Pivotal Network @&

Xenial stemcell version

See Pivotal Network @&

Windows stemcell version v2019.7
Kubernetes version v1.15.5
On-Demand Broker version v0.29.0
Compatible NSX-T versions v2.5.0,v2.4.3
NCP version v2.5.1
Docker version v18.09.9
Backup and Restore SDK version v1.17.0

UAA v73.4.8

vSphere Version Requirements

For Enterprise PKS installations on vSphere or on vSphere with NSX-T Data Center, refer to the VMware Product Interoperability

Matrices .

Upgrade Path

The supported upgrade paths to Enterprise PKS v1.6.0 are from Enterprise PKS v1.5.0 and later.

Breaking Changes

Enterprise PKS v1.6.0 has the following breaking changes:
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Persistent Volume Data Loss with Worker Reboot

With old versions of Ops Manager, PKS worker nodes with persistent disk volumes may get stuck in a startup state and lose data when
they are rebooted manually from the dashboard or automatically by vSphere HA.

This issue is fixed in the following Ops Manager versions:

e v2.8.0+
e Vv2.7.6+

e v2.6.16+
For all PKS installations that host workers using persistent volumes, Pivotal recommends upgrading to one of the Ops Manager
versions above.

Enterprise PKS Removes Sink Commands in the PKS CLI

Enterprise PKS removes the following Enterprise PKS Command Line Interface (PKS CLI) commands:

e pks create-sink
e pks sinks

e pks delete-sink
You can use the following Kubernetes CLI commands instead:

e kubectl apply -f YOUR-SINK.yml
® kubectl get clusterlogsinks

® kubectl delete clusterlogsink YOUR-SINK

For more information about defining and managing sink resources, see Creating and Managing Sink Resources

Changes to PKS API Endpoints

This release moves the clusters , compute-profiles , quotas ,and usages PKS APl endpoints from vibetal to vl . vibetal isno longer
supported for these endpoints. You must use vi1 . For example, instead of https://YOUR-PKS-API-FQDN:9021/v1betal/quotas , US€
https://Y OUR-PKS-API-FQDN:9021/v1/quotas .

Known Issues

Enterprise PKS v1.6.0 has the following known issues.

Your Kubernetes API Server CA Certificate Expires Unless You Regenerate It

Symptom
Your Kubernetes API server’s tls-kubernetes-2018  certificate is a one-year certificate instead of a four-year certificate.
Explanation

When you upgraded from PKS v1.2.7 to PKS v1.3.1, the upgrade process extended the lifespan of all PKS CA certificates to four years,
except for the Kubernetes API server’s tls-kubernetes-2018 certificate. The tls-kubernetes-2018 certificate remained a one-year certificate.

Copyright © 2020 VMware, Inc. All Rights Reserved. 13 1.6



vmware Tanzu Docs

Unless you regenerate the tis-kubernetes-2018 certificate it retains its one-year lifespan, even through subsequent Enterprise PKS

upgrades.
Workaround

If you have not already done so, you should replace the Kubernetes API server’s one-year tls-kubernetes-2018  certificate before it expires.
For information about generating and applying a new four-year tls-kubernetes-2018 certificate, see How to regenerate tls-kubernetes-
2018 certificate when it is not regenerated in the upgrade to PKS v1.3.x @'in the Pivotal Knowledge Base.

Cluster Upgrade Does Not Upgrade Kubernetes Version on Windows Workers

When PKS clusters are upgraded, Windows worker nodes in the cluster do not upgrade their Kubernetes version. The master and Linux
worker nodes in the cluster do upgrade their Kubernetes version as expected.

When the Kubernetes version of a Windows worker does not exactly match the version of the master node, the cluster still functions.
kube-apiserver 2 Nas no restriction on lagging patch bumps.

PKS clusters upgrade manually with the pks upgrade-cluster command, or automatically with PKS upgrades when the Upgrade all
clusters errand is set to Default (On) in the PKS tile Errands pane.

Network Profile for “pks update-cluster” Does Not Use the Defaults from the Original Cluster Manifest
Note: This issue is resolved in Enterprise PKS v1.6.1.

Symptom

The Network profile for pks update-cluster uses contents that are being updated and not using the defaults from the original cluster

manifest.
Explanation

The pks update-cluster operation sets the subnet prefix to 0in the ncp.inifile when the network-profile has pod ip block ids set but it

does not have pod subnet prefix .
Workaround

When creating the network profile to be used for update, include all the below fields. Then update-cluster with the network profile

should work.

{

"name": "np",
"parameters": {
"t0_router_id": "c501f114-870b-4eda-99ac-966adf464452",
"fip_pool ids": ["b7acbda8-46de-4195-add2-5fb11cad46cbf"],
"pod_ip_block ids": ["b03bff60-854b-4ccb-9b2b-016867b319¢9","234¢3652-69¢7-4365-9627-8e0d8d4a6b86"],
"pod_subnet_prefix": 24,
"single tier topology": false

Azure Default Security Group Is Not Automatically Assigned to Cluster VMs
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Symptom

You experience issues when configuring a load balancer for a multi-master Kubernetes cluster or creating a service of type
LoadBalancer . Additionally, in the Azure portal, the VM > Networking page does not display any inbound and outbound traffic rules
for your cluster VMs.

Explanation

As part of configuring the Enterprise PKS tile for Azure, you enter Default Security Groupin the Kubernetes Cloud Provider

pane. When you create a Kubernetes cluster, Enterprise PKS automatically assigns this security group to each VM in the cluster.
However, on Azure the automatic assignment may not occur.

As a result, your inbound and outbound traffic rules defined in the security group are not applied to the cluster VMs.
Workaround

If you experience this issue, manually assign the default security group to each VM NIC in your cluster.

Cluster Creation Fails When First AZ Runs Out of Resources

Symptom

If the first availability zone (AZ) used by a plan with multiple AZs runs out of resources, cluster creation fails with an error like the
following:

L Error: CPI error 'Bosh::Clouds::CloudError' with message 'No valid placement found for requested memory: 4096

Explanation

BOSH creates VMs for your Enterprise PKS deployment using a round-robin algorithm, creating the first VM in the first AZ that your plan
uses. If the AZ runs out of resources, cluster creation fails because BOSH cannot create the cluster VM.

For example, if you have three AZs and you create two clusters with four worker VMs each, BOSH deploys VMs in the following AZs:

AZ1 AZ2 AZ3
Cluster 1 Worker VM 1 Worker VM 2 Worker VM 3
Worker VM 4
Cluster 2 Worker VM 1 Worker VM 2 Worker VM 3
Worker VM 4

In this scenario, AZ1 has twice as many VMs as AZ2 or AZ3.

Cluster Creation Fails with Long Network Profile

Note: This issue is resolved in Enterprise PKS v1.6.1.

Creating a cluster with a long network profile, such as with multiple pod_ip block ids values, causes an error

Data too long for column 'nsxt_network_profile' .
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Azure Worker Node Communication Fails after Upgrade

Symptom

Outbound communication from a worker node VM fails after upgrading Enterprise PKS.
Explanation

Enterprise PKS uses Azure Availability Sets to improve the uptime of workloads and worker nodes in the event of Azure platform
failures. Worker node VMs are distributed evenly across Availability Sets.

Azure Standard SKU Load Balancers are recommended for the Kubernetes control plane and Kubernetes ingress and egress. This load
balancer type provides an IP address for outbound communication using SNAT.

During an upgrade, when BOSH rebuilds a given worker instance in an Availability Set, Azure can time out while re-attaching the
worker node network interface to the back-end pool of the Standard SKU Load Balancer.

For more information, see Outbound connections in Azure ' in the Azure documentation.
Workaround

You can manually re-attach the worker instance to the back-end pool of the Azure Standard SKU Load Balancer in your Azure console.

Error During Individual Cluster Upgrades
Symptom

While submitting a large number of cluster upgrade requests using the pks upgrade-cluster command, some of your Kubernetes clusters

are marked as failed.
Explanation

BOSH upgrades Kubernetes clusters in parallel with a limit of up to four concurrent cluster upgrades by default. If you schedule more
than four cluster upgrades, Enterprise PKS queues the upgrades and waits for BOSH to finish the last upgrade. When BOSH finishes the
last upgrade, it starts working on the next upgrade request.

If you submit too many cluster upgrades to BOSH, an error may occur, where some of your clusters are marked as FAILED because
BOSH can start the upgrade only within the specified timeout. The timeout is set to 168 hours by default. However, BOSH does not
remove the task from the queue or stop working on the upgrade if it has been picked up.

Solution

If you expect that upgrading all of your Kubernetes clusters takes more than 168 hours, do not use a script that submits upgrade
requests for all of your clusters at once. For information about upgrading Kubernetes clusters provisioned by Enterprise PKS, see
Upgrading Clusters.

Kubectl CLI Commands Do Not Work after Changing an Existing Plan to a Different AZ
Symptom
After you update the AZ of an existing plan, kubectl CLI commands do not work for your clusters associated with the plan.

Explanation
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This issue occurs in laaS environments that do not support attaching a disk across multiple AZs.

When the plan of an existing cluster changes to a different AZ, BOSH migrates the cluster by creating VMs for the cluster in the new AZ

and removing your cluster VMs from the original AZ.

On an laaS that does not support attaching VM disks across AZs, the disks BOSH attaches to the new VMs do not have the original

content.

Workaround

If you cannot run kubectl CLI commands after reconfiguring the AZ of an existing cluster, contact Support for assistance.

Applying Changes Fails If Plan 8 Is Enabled

Note: This issue is resolved in Enterprise PKS v1.6.1.

Symptom

After you click Apply Changes on the Ops Manager Installation Dashboard, the following error occurs:

Cannot generate manifest for product Enterprise
PKS

Explanation
This error occurs if Plan 8 is enabled in your Enterprise PKS v1.6.0 tile.

Workaround

Disable Plan 8 in the Enterprise PKS tile and move your plan settings to a plan that is available for configuration, for example, Plan 9 or

10.
To disable Plan 8:

1. In Plan 8, select Plan > Inactive.

2. Click Save.

One Plan ID Longer than Other Plan IDs
Symptom
One of your plan IDs is one character longer than your other plan IDs.

Explanation

In Enterprise PKS, each plan has a unique plan ID. A plan ID is normally a UUID consisting of 32 alphanumeric characters and 4
hyphens. However, the Plan 4 1D consists of 33 alphanumeric characters and 4 hyphens.

Solution

You can safely configure and use Plan 4. The length of the Plan 4 ID does not affect the functionality of Plan 4 clusters.
If you require all plan IDs to have identical length, do not activate or use Plan 4.
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Kubernetes Cluster Name Limitation for Tanzu Mission Control Integration

Tanzu Mission Control integration cannot attach Tanzu Mission Control to Kubernetes clusters that have uppercase letters in their
names.

Symptom

Clusters that you create with pks create- do not appear in the Tanzu Mission Control, even though you configured Tanzu Mission
cluster

Control integration as described in Integrate Tanzu Mission Control.

Explanation

The regex pattern that parses cluster names in Tanzu Mission Control integration fails with names that contain uppercase letters.

Solution

When running pks create- to create clusters that you want to track in Tanzu Mission Control, pass in names that contain only

cluster

lowercase letters and numbers.

Enterprise PKS Creates a Linux Cluster When You Expect a Windows Cluster

Note: This issue is resolved in Enterprise PKS v1.6.1.

Symptom

When you create an Enterprise PKS cluster using either Plan 11, 12 or 13 the cluster is created as a Linux cluster instead of a Windows
cluster.

Explanation

When you create an Enterprise PKS cluster using either Plan 11, 12 or 13 a Windows cluster should be created. If you are using
Enterprise PKS v1.6 with Operations Manager v2.7 a Linux cluster is created instead.

Saving UAA Tab Settings Fails With Error: ‘InvalidURIError bad URI’

Symptom

When you save your UAA tab with LDAP Server selected and multiple LDAP servers specified, you receive the error:
URI::InvalidURIError bad URI(is not URI?):LDAP
URLs

Explanation

When you configure the UAA tab with multiple LDAP servers your settings will fail to validate when using the following Ops Manager
releases:

Ops Manager Version Affected Releases

Ops Manager v2.6 Ops Manager v2.6.18 and earlier patch releases.

Ops Manager v2.7 All patch releases.

Ops Manager v2.8 All patch releases.
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Workaround

To resolve this issue see the following:

Ops Manager Version Workaround

Perform one of the following:
e Upgrade to Ops Manager v2.6.19 or later v2.6 patch release.

e Complete the proceduresin UAA authentication tab in PKS 1.6 fails to save with error
“URI::InvalidURIError bad URI(is not URI?):LDAP URLs” (76495)  in the Pivotal Support

Knowledge Base.

Ops Manager v2.6

Complete the proceduresin UAA authentication tab in PKS 1.6 fails to save with error
Ops Manager v2.7 “URI::InvalidURIError bad URI(is not URI?):LDAP URLs” (76495) ' in the Pivotal Support

Knowledge Base.

Complete the proceduresin UAA authentication tab in PKS 1.6 fails to save with error
Ops Manager v2.8 “URI::InvalidURIError bad URI(is not URI?):LDAP URLs” (76495) ' in the Pivotal Support

Knowledge Base.

Windows Worker Clusters Fail to Upgrade to v1.6
Symptoms
During your upgrade from Enterprise PKS v1.5 to Enterprise PKS v1.6 a Windows worker VM fails to upgrade, as evidenced by:

e The command line outputs an error Failed jobs: docker-windows .
e The Windows worker VM disappears from the output of kubectl get nodes .

e The command line shows the status failed andthe action UPGRADE for the cluster that contains the worker.

e Thelogshows an entry \docker\dockerd.exe: Access is denied .
Explanation

Between PKS v1.5 and v1.6, the name of the Docker service changed from docker to docker-windows , but your environment continues
to use the old Docker service name and paths. The incompatible service name and pathing causes a Windows worker upgrade to fail.

If your cluster has multiple Windows workers, this issue does not incur downtime . Before BOSH attempts to upgrade a Windows
worker, it moves the worker’s apps to other Windows workers in the cluster. When the upgrade fails, BOSH stops the cluster upgrade
process and the other Windows workers continue running at the earlier version.

Workaround
After upgrading to Enterprise PKS v1.6 and your Windows worker clusters have failed to upgrade, complete the following steps:
1. Upload a vSphere stemcell v2019.8 or later for Windows Server version 2019 to your Enterprise PKS tile.

2. To upgrade your Windows worker clusters, perform one of the following:

o Enable the Upgrade all clusters errand setting and deploy the PKS tile. For more information about configuring the
Upgrade all clusters errand and deploying the Enterprise PKS tile, see Modify Errand Configuration in the Enterprise

PKS Tile in Upgrading Clusters.
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o Run pks upgrade-cluster Or pks upgrade-clusters on your failed Windows worker cluster(s). For more information
about upgrading specific Enterprise PKS clusters, see Upgrade Clusters in Upgrading Clusters.

502 Bad Gateway After OIDC Login

Symptom

You experience a “502 Bad Gateway” error from the NSX load balancer after you log in to OIDC.
Explanation

Alarge response header has exceeded your NSX-T load balancer maximum response header size. The default maximum response
header size is 10,240 characters and should be resized to 50,000.

Workaround

If you experience this issue, manually reconfigure your NSX-T request header size and response header size to 50,000 characters. For
information about configuring NSX-T default header sizes, see OIDC Response Header Overflow & in the Pivotal Knowledge Base.

NSX-T Pre-Check Errand Fails Due to Edge Node Configuration

Symptom

You have configured your NSX-T Edge Node VM as medium size, and the NSX-T Pre-Check Errand fails with the following error: “ERROR:
NSX-T Precheck failed due to Edge Node ... no of cpu cores is less than 8”.

Explanation
The NSX-T Pre-Check Errand is erroneously returning the “cpu cores is less than 8” error.
Solution

You can safely configure your NSX-T Edge Node VMs as medium size and ignore the error.

Character Limitations in HTTP Proxy Password

For vSphere with NSX-T, the HTTP Proxy password field does not support the following special characters: & or ; .

Enterprise PKS Management Console 1.6.2

Release Date: April 29,2020

Features

Other than support for Enterprise PKS v1.6.2, Enterprise PKS Management Console 1.6.2 has no new features.

Bug Fixes

Enterprise PKS Management Console 1.6.2 includes no bug fixes.
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Product Snapshot

Note: Enterprise PKS Management Console provides an opinionated installation of Enterprise PKS. The supported versions

may differ from or be more limited than what is generally supported by Enterprise PKS.

Element Details
Version v1.6.2
Release date April 29, 2020
Installed Enterprise PKS version v1.6.2
Installed Ops Manager version v2.8.5
Installed Kubernetes version v1.15.10
Compatible NSX-T versions v2.5.0,v2.4.3
Installed Harbor Registry version v1.9.4

Known Issues

The Enterprise PKS Management Console v1.6.2 appliance and user interface have the same known issues as v1.6.1.

Enterprise PKS Management Console 1.6.1

Release Date: January 23,2020

Features

Other than support for Enterprise PKS v1.6.1, Enterprise PKS Management Console 1.6.1 has no new features.

Bug Fixes

Enterprise PKS Management Console 1.6.1 includes no bug fixes.

Product Snapshot

Note: Enterprise PKS Management Console provides an opinionated installation of Enterprise PKS. The supported versions
may differ from or be more limited than what is generally supported by Enterprise PKS.

Element

Details

Version

v1.6.1

Release date

January 23,2020

Installed Enterprise PKS version v1.6.1
Installed Ops Manager version V2.8.0
Installed Kubernetes version v1.15.5
Compatible NSX-T versions v2.5.0,v2.4.3
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Installed Harbor Registry version v1.9.3

Known Issues

The Enterprise PKS Management Console v1.6.1 appliance and user interface have the same known issues as v1.6.0-rev.3 and v1.6.0-

rev.2.

Enterprise PKS Management Console 1.6.0-rev.3

Release Date: December 19,2019

important: The Enterprise PKS Management Console 1.6.0-rev.3 offline patch can only be applied in an air-gapped
environment. It can only be applied to 1.6.0-rev.2 and not to any other version. For information about how to apply the patch,
see Patch Enterprise PKS Management Console Components.

Features

Enterprise PKS Management Console 1.6.0-rev.3 has no new features.

Bug Fixes

Enterprise PKS Management Console 1.6.0-rev.3 includes the following bug fixes:

e Fixes Ul failure caused by multiple datacenters being present in vCenter Server.

e Adds support for both FQDN and IP addresses in LDAP/LDAPS configuration for identity management.
e Fixes Ul freezing after entering unconventionally formatted URLs for SAML provider metadata.

e Adds support for UAArole pks.clusters.admin.read inidentity Management configuration.

e Adds validation for Harbor FQDN in lower case.

e Fixes misconfigured Wavefront HTTP Proxy when field is left empty.

Product Snapshot

Note: Enterprise PKS Management Console provides an opinionated installation of Enterprise PKS. The supported versions

may differ from or be more limited than what is generally supported by Enterprise PKS.

Element Details

Version v1.6.0-rev.3
Release date December 19,2019
Installed Enterprise PKS version v1.6.0

Installed Ops Manager version v2.7.3

Installed Kubernetes version v1.15.5
Compatible NSX-T versions v2.5.0,v2.4.3
Installed Harbor Registry version v1.9.3
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Known Issues

With the exception of the Bug Fixes listed above, the Enterprise PKS Management Console v1.6.0-rev.3 appliance and user interface

have the same known issues as v1.6.0-rev.2.

Enterprise PKS Management Console v1.6.0-rev.2

Release Date: November 26,2019

Features

Enterprise PKS Management Console v1.6.0-rev.2 updates include:

e Provides experimental integration with VMware Tanzu Mission Control. For more information, see Tanzu Mission Control
Integration.

e Provides experimental support for plans that use Windows worker nodes. For information, see Configure Plans.

e Deploys Harbor registry v1.9. For information, see Configure Harbor.

e Adds support for active-active mode on the tier 0 router in automated-NAT deployments and No-NAT configurations in Bring Your

Own Topology deployments. For information, see Configure Networking.

e Adds the ability to configure proxies for the integration with Wavefront. For information, see Configure a Connection to
Wavefront.

e Adds the ability to configure the size of the PKS API VM. For information, see Configure Resources and Storage.

o Allows you to use the management console to upgrade to v1.6.0-rev.2. For information, see Upgrade Enterprise PKS
Management Console.

Product Snapshot

Note: Enterprise PKS Management Console provides an opinionated installation of Enterprise PKS. The supported versions

may differ from or be more limited than what is generally supported by Enterprise PKS.

Element Details

Version v1.6.0-rev.2
Release date November 26,2019
Installed Enterprise PKS version v1.6.0

Installed Ops Manager version v2.7.3

Installed Kubernetes version v1.15.5
Compatible NSX-T versions v2.5.0,v2.4.3
Installed Harbor Registry version v1.9.3

Known Issues

The following known issues are specific to the Enterprise PKS Management Console v1.6.0-rev.2 appliance and user interface.

YAML Validation Errors Not Cleared
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Symptom

If you attempt to upload a YAML configuration file and the deployment fails because of an invalid manifest, Enterprise PKS
Management Console displays an error notification with the validation error. If subsequent attempts also fail because of validation
issues, the validation errors are appended to each other.

Explanation

The validation errors are not cleared when you resubmit the YAML configuration file.

Workaround

None

Enterprise PKS Management Console Notifications Persist
Symptom

In the Enterprise PKS view of Enterprise PKS Management Console, error notifications sometimes persist in memory on the
Clusters and Nodes pages after you clear those notifications.

Explanation

After clicking the X button to clear a notification it is removed, but when you navigate back to those pages the notification might show

again.
Workaround

Use shift+refresh to reload the page.

Cannot Delete Enterprise PKS Deployment from Management Console
Symptom

In the Enterprise PKS view of Enterprise PKS Management Console, you cannot use the Delete Enterprise PKS Deployment
option even after you have removed all clusters.

Explanation
The option to delete the deployment is only activated in the management console a short period after the clusters are deleted.
Workaround

After removing clusters, wait for a few minutes before attempting to use the Delete Enterprise PKS Deployment option again.

Configuring Enterprise PKS Management Console Integration with VMware vRealize Log Insight
Symptom
Enterprise PKS Management Console appliance sends logs to VMware vRealize Log Insight over HTTP, not HTTPS.

Explanation
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When you deploy the Enterprise PKS Management Console appliance from the OVA, if you require log forwarding to vRealize Log
Insight, you must provide the port on the vRealize Log Insight server on which it listens for HTTP traffic. Do not provide the HTTPS port.

Workaround

Set the vRealize Log Insight port to the HTTP port. This is typically port 9000 .

Deploying Enterprise PKS to an Unprepared NSX-T Data Center Environment Results in Flannel Error

Symptom

When using the management console to deploy Enterprise PKS in NSX-T Data Center (Not prepared for PKS)mode, if an error

occurs during the network configuration, the message Unable to set flannel is displayed in the deployment progress page.
environment

Explanation

The network configuration has failed, but the error message is incorrect.

Workaround

To see the correct reason for the failure, see the server logs. For instructions about how to obtain the server logs, see Troubleshooting

Enterprise PKS Management Console.

Using BOSH CLI from Operations Manager VM
Symptom

The BOSH CLI client bash command that you obtain from the Deployment Metadata view does not work when logged in to the
Operations Manager VM.

Explanation

The BOSH CLI client bash command from the Deployment Metadata view is intended to be used from within the Enterprise PKS

Management Console appliance.
Workaround
To use the BOSH CLI from within the Operations Manager VM, see Connect to Operations Manager.

From the Ops Manager VM, use the BOSH CLI client bash command from the Deployment Metadata page, with the following

modifications:

e Remove the clause BOSH_ALL_ PROXY=xxx

e Replacethe BOSH_CA_CERT section with BOSH_CA CERT=/var/tempest/workspaces/default/root_ca_certificate

Run pks Commands against the PKS API Server
Explanation

The PKS CLlI is available in the Enterprise PKS Management Console appliance.
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Workaround

Tobe abletorun pks commands against the PKS API Server, you must first log to PKS using the following command syntax

pks login -a fqdn_of pks

To do this, you must ensure either of the following:

e The FQDN configured for the PKS Server is resolvable by the DNS server configured for the Enterprise PKS Management Console
appliance, or
e Anentry that maps the Floating IP assigned to the PKS Server to the FQDN exists on /etc/hosts in the appliance. For example:

192.168.160.102 api.pks.local .

Please send any feedback you have to pks-feedback @pivotal.io.
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Enterprise PKS Concepts
Page last updated:
This topic describes VMware Enterprise PKS concepts. See the following sections:

e Enterprise PKS Cluster Management
e PKS API Authentication

e Load Balancers in Enterprise PKS

e VM Sizing for Enterprise PKS Clusters
e Telemetry

e Sink Architecture in Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Enterprise PKS Cluster Management

In this topic
Overview

Cluster Lifecycle Management
PKS Control Plane Overview

PKS Control Plane Architecture

Cluster Workload Management

Page last updated:

This topic describes how VMware Enterprise PKS manages the deployment of Kubernetes clusters.

Overview
Users interact with Enterprise PKS and Enterprise PKS-deployed Kubernetes clusters in two ways:
e Deploying Kubernetes clusters with BOSH and managing their lifecycle. These tasks are performed using the PKS Command Line

Interface (PKS CLI) and the PKS control plane.

e Deploying and managing container-based workloads on Kubernetes clusters. These tasks are performed using the Kubernetes CLI,
kubectl .

Cluster Lifecycle Management
The PKS control plane enables users to deploy and manage Kubernetes clusters.

For communicating with the PKS control plane, Enterprise PKS provides a command line interface, the PKS CLI. See Installing the
PKS CLlIfor installation instructions.

PKS Control Plane Overview

The PKS control plane manages the lifecycle of Kubernetes clusters deployed using Enterprise PKS. The control plane allows users to
do the following through the PKS CLI:

e View cluster plans

e Create clusters

e View information about clusters

e Obtain credentials to deploy workloads to clusters

e Scale clusters

e Delete clusters

e Create and manage network profiles for VYMware NSX-T

In addition, the PKS control plane can upgrade all existing clusters using the Upgrade all clusters BOSH errand. For more
information, see Upgrade Kubernetes Clusters in Upgrading Enterprise PKS.
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PKS Control Plane Architecture
The PKS control plane is deployed on a single VM that includes the following components:

e The PKS API server
e The PKS Broker

e A User Account and Authentication (UAA) server

The following illustration shows how these components interact:

Local Workstation PKS Control Plane VM

UAA

api.pks.example.com:8443

: PKS API
kubeconfig Load Balancer PKS API

api.pks.example.com:9021

kubectl

PKS Broker

Cluster1
Load Balancer

Ops Manager VM

Cluster 2
Cluster 3
Load Balancer
The PKS API Load Balancer is used for AWS, GCP, and vSphere without NSX-T deployments. If Enterprise PKS is deployed on vSphere

with NSX-T, a DNAT rule is configured for the PKS APl host so that it is accessible. For more information, see the Share the PKS API
Endpoint section in Installing Enterprise PKS on vSphere with NSX-T Integration.

UAA
When a user logs in to or logs out of the PKS API through the PKS CLI, the PKS CLI communicates with UAA to authenticate them. The

PKS API permits only authenticated users to manage Kubernetes clusters. For more information about authenticating, see PKS API
Authentication.
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UAA must be configured with the appropriate users and user permissions. For more information, see Managing Enterprise PKS
Users with UAA.

PKS API

Through the PKS CLI, users instruct the PKS API server to deploy, scale up, and delete Kubernetes clusters as well as show cluster
details and plans. The PKS API can also write Kubernetes cluster credentials to a local kubeconfig file, which enables users to connect
to a cluster through kubectl .

The PKS API sends all cluster management requests, except read-only requests, to the PKS Broker.

PKS Broker

When the PKS API receives a request to modify a Kubernetes cluster, it instructs the PKS Broker to make the requested change.

The PKS Broker consists of an On-Demand Service Broker & and a Service Adapter. The PKS Broker generates a BOSH manifest and
instructs the BOSH Director to deploy or delete the Kubernetes cluster.

For Enterprise PKS deployments on vSphere with NSX-T, there is an additional component, the Enterprise PKS NSX-T Proxy Broker. The
PKS APl communicates with the PKS NSX-T Proxy Broker, which in turn communicates with the NSX Manager to provision the Node
Networking resources. The PKS NSX-T Proxy Broker then forwards the request to the On-Demand Service Broker to deploy the cluster.

Cluster Workload Management

Enterprise PKS users manage their container-based workloads on Kubernetes clusters through kubectl . For more information about
kubectl , see Overview of kubectl &' in the Kubernetes documentation.

Please send any feedback you have to pks-feedback@pivotal.io.
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PKS API Authentication

In this topic
Authentication of PKS APl Requests
Routing to the PKS API Control Plane VM

Page last updated:

This topic describes how the VMware Enterprise PKS APl works with User Account and Authentication (UAA) to manage authentication
and authorization in your Enterprise PKS deployment.

Authentication of PKS APl Requests

Before users can log in and use the PKS CLI, you must configure PKS APl access with UAA. For more information, see Managing
Enterprise PKS Users with UAA and Logging in to Enterprise PKS.

You use the UAA Command Line Interface (UAAC) to target the UAA server and request an access token for the UAA admin user. If your
request is successful, the UAA server returns the access token. The UAA admin access token authorizes you to make requests to the PKS
APl using the PKS CLI and grant cluster access to new or existing users.

When a user with cluster access logs in to the PKS CLI, the CLI requests an access token for the user from the UAA server. If the request
is successful, the UAA server returns an access token to the PKS CLI. When the user runs PKS CLI commands, for example, pks clusters ,
the CLI sends the request to the PKS APl server and includes the user’s UAA token.

The PKS API sends a request to the UAA server to validate the user’s token. If the UAA server confirms that the token is valid, the PKS API
uses the cluster information from the PKS broker to respond to the request. For example, if the user runs pks clusters , the CLI returns a
list of the clusters that the user is authorized to manage.

Routing to the PKS API Control Plane VM

The PKS API server and the UAA server use different port numbers on the control plane VM. For example, if your PKS APl domain is
api.pks.example.com , you can reach your PKS APl and UAA servers at the following URLs:

Server URL
PKS API api.pks.example.com:9021
UAA api.pks.example.com:8443

Refer to Ops Manager > Enterprise PKS tile> PKS API> API Hostname (FQDN) for your PKS APl domain.
Load balancer implementations differ by deployment environment. For Enterprise PKS deployments on GCP, AWS, or vSphere without
NSX-T, you configure a load balancer to access the PKS APl when you install the Enterprise PKS tile. For example, see Configuring PKS

APl Load Balancer.

For overview information about load balancers in Enterprise PKS, see Load Balancers in Enterprise PKS Deployments without
NSX-T.

Please send any feedback you have to pks-feedback@pivotal.io.
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UAA Scopes for Enterprise PKS Users

In this topic

Overview

UAA Scopes

Page last updated:

This topic describes User Account and Authentication (UAA) scopes that a UAA admin can assign to VMware Enterprise PKS users.

Overview

UAA is the identity management service for Enterprise PKS.

By assigning UAA scopes, you grant users the ability to create, manage, and audit Kubernetes clusters in Enterprise PKS.

A UAA admin user can assign the following UAA scopes to Enterprise PKS users:

e pks.clusters.manage : Accounts with this scope can create and access their own clusters.

e pks.clusters.admin :Accounts with this scope can create and access all clusters.

e pks.clusters.admin.read : Accounts with this scope can access any information about all clusters except for cluster credentials.

You can assign these scopes to individual users, external identity provider groups, or clients for automation purposes.

UAA Scopes

Each UAA scope grants Enterprise PKS users a set of permissions for creating, managing, and auditing Enterprise PKS-provisioned
Kubernetes clusters. For information about the permissions, see the table below.

Operation

pks.clusters.manage

pks.clusters.admin

pks.clusters.admin.read

Create, update,
resize, and delete a

Yes. Users with this scope
can create, modify, and delete

Yes. Users with this scope
can create, modify, and delete

No. Users with this scope cannot
create, modify, and delete clusters.

only for their own clusters.

cluster only their own clusters. all clusters.
Yes. Users with this scope Yes. Users with this scope
Get cluster P P No. Users with this scope cannot
. can retrieve cluster credentials | can retrieve cluster credentials . .
credentials retrieve cluster credentials.

for all clusters.

Upgrade clusters

Yes. Users with this scope
can upgrade only their own
clusters.

Yes. Users with this scope
can upgrade all clusters.

No. Users with this scope cannot
upgrade clusters.

List clusters

Yes. Users with this scope

can list only their own clusters.

Yes. Users with this scope
can list all clusters.

Yes. Users with this scope can list all
clusters.

View cluster details

Yes. Users with this scope
can view cluster details only
for their own clusters.

Yes. Users with this scope
can view cluster details for all
clusters.

Yes. Users with this scope can view
cluster details for all clusters.
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Create and delete a
compute profile

No. Users with this scope
cannot create and delete
compute profiles.

Yes. Users with this scope
can create and delete compute
profiles.

No. Users with this scope cannot
create and delete compute profiles.

Create and delete a
network profile

No. Users with this scope
cannot create and delete
network profiles.

Yes. Users with this scope
can create and delete network
profiles.

No. Users with this scope cannot
create and delete network profiles.

Create, update, and
delete a quota

No. Users with this scope
cannot create, update, and
delete quotas.

Yes. Users with this scope
can create, update, and delete
quotas.

No. Users with this scope cannot
create, update, and delete quotas.

List Enterprise PKS
plans

Yes. Users with this scope
can list all available plans.

Yes. Users with this scope
can list all available plans.

Yes. Users with this scope can list all

available plans.

To assign UAA scopes in Enterprise PKS, follow the instructions in Managing Enterprise PKS Users with UAA
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Load Balancers in Enterprise PKS

In this topic

Load Balancers in Enterprise PKS Deployments without NSX-T
About the PKS API Load Balancer

About Kubernetes Cluster Load Balancers
About Workload Load Balancers

Load Balancers in Enterprise PKS Deployments on vSphere with NSX-T
Resizing Load Balancers

Page last updated:

This topic describes the types of load balancers that are used in VMware Enterprise PKS deployments. Load balancers differ by the
type of deployment.

Load Balancers in Enterprise PKS Deployments without NSX=T
For Enterprise PKS deployments on GCP, AWS, or vSphere without NSX-T, you can configure load balancers for the following:

e PKS API: Configuring this load balancer enables you to run PKS Command Line Interface (PKS CLI) commands from your local
workstation.

o Kubernetes Clusters: Configuring a load balancer for each new cluster enables you to run Kubernetes CLI (kubectl) commands
on the cluster.

e Workloads: Configuring a load balancer for your application workloads enables external access to the services that run on your
cluster.

The following diagram, applicable to GCP, AWS, and vSphere without NSX-T, shows where each of the above load balancers can be
used within your Enterprise PKS deployment.
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* See also PKS Ingress Routing diagram

If you use either vSphere without NSX-T or GCP, you are expected to create your own load balancers within your cloud provider
console. If your cloud provider does not offer load balancing, you can use any external TCP or HTTPS load balancer of your choice.

About the PKS API Load Balancer

The PKS API load balancer enables you to access the PKS API from outside the network on Enterprise PKS deployments on GCP, AWS,
and on vSphere without NSX-T. For example, configuring a load balancer for the PKS APl enables you to run PKS CLI commands from
your local workstation.

For information about configuring the PKS API load balancer on vSphere without NSX-T, see Configuring PKS API Load Balancer.

About Kubernetes Cluster Load Balancers

When you create an Enterprise PKS cluster on GCP, AWS, and on vSphere without NSX-T, you must configure external access to the
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cluster by creating an external TCP or HTTPS load balancer. The load balancer enables the Kubernetes CLI to communicate with the

cluster.

If you create a cluster in a non-production environment, you can choose not to use a load balancer. To enable kubectl to access the
cluster without a load balancer, you can do one of the following:

e Create a DNS entry that points to the cluster’s master VM. For example:

my-cluster.example.com A 10.0.0.5

e On the workstation where you run kubectl commands, add the master IP address of your cluster and kubo.internal to the
/etc/hosts file. For example:

10.0.0.5 kubo.internal

For more information about configuring a cluster load balancer, see the following:

e Creating and Configuring a GCP Load Balancer for Enterprise PKS Clusters
e Creating and Configuring an AWS Load Balancer for Enterprise PKS Clusters

e Creating and Configuring an Azure Load Balancer for Enterprise PKS Clusters

About Workload Load Balancers

To enable external access to your Enterprise PKS app on GCP, AWS, and on vSphere without NSX-T, you can either create a load
balancer or expose a static port on your workload.

For information about configuring a load balancer for your app workload, see Deploying and Exposing Basic Linux Workloads.

If you use AWS, you must configure routing in the AWS console before you can create a load balancer for your workload. You must
create a public subnet in each availability zone (AZ) where you are deploying the workload and tag the public subnet with your
cluster’s unique identifier.

See the AWS Prerequisites section of Deploying and Exposing Basic Linux Workloads before you create a workload load balancer.

Deploy Your Workload Load Balancer with an Ingress Controller

A Kubernetes ingress controller sits behind a load balancer, routing HTTP and HTTPS requests from outside the cluster to services
within the cluster. Kubernetes ingress resources can be configured to load balance traffic, provide externally reachable URLs to
services, and manage other aspects of network traffic.

If you add an ingress controller to your Enterprise PKS deployment, traffic routing is controlled by the ingress resource rules you
define. Pivotal recommends configuring Enterprise PKS deployments with both a workload load balancer and an ingress controller.

The following diagram shows how the ingress routing can be used within your Enterprise PKS deployment.

Copyright © 2020 VMware, Inc. All Rights Reserved. 37

1.6



vmware Tanzu Docs

PKS Ingress Routing

Master Node

-

-
Worker Node Worker Node

Istio or NSX-T
Ingress Pod

. \ I/"—"\.I
Worker Node Worker Node Workload
Load Balancer

Istio or NSX-T
Ingress Pad

S -‘\.I
Worker Node Worker Node

Istio or NSX-T
Ingress Pad

Kubernetes Cluster

The load balancer on Enterprise PKS on vSphere with NSX-T is automatically provisioned with Kubernetes ingress resources without
the need to deploy and configure an additional ingress controller.

For information about deploying a load balancer configured with ingress routing on GCP, AWS, Azure, and vSphere without NSX-T, see
Configuring Ingress Routing. For information about ingress routing on vSphere with NSX-T, see Configuring Ingress Resources
and Load Balancer Services.

Load Balancers in Enterprise PKS Deployments on vSphere with NSX=T

Enterprise PKS deployments on vSphere with NSX-T do not require a load balancer configured to access the PKS API. They require only
a DNAT rule configured so that the PKS API host is accessible. For more information, see Share the Enterprise PKS Endpointin
Installing Enterprise PKS on vSphere with NSX-T Integration.

NSX-T handles load balancer creation, configuration, and deletion automatically as part of the Kubernetes cluster create, update, and
delete process. When a new Kubernetes cluster is created, NSX-T creates and configures a dedicated load balancer tied to it. The load

balancer is a shared resource designed to provide efficient traffic distribution to master nodes as well as services deployed on worker

nodes. Each application service is mapped to a virtual server instance, carved out from the same load balancer. For more information,
see Logical Load Balancer 'in the NSX-T documentation.

Virtual server instances are created on the load balancer to provide access to the following:

o Kubernetes API and Ul services on a Kubernetes cluster. This enables requests to be load balanced across multiple master
nodes.

e Ingress controller. This enables the virtual server instance to dispatch HTTP and HTTPS requests to services associated with

Ingress rules.

e type:loadbalancer services. Thisenables the serverto handle TCP connections or UDP flows toward exposed services.

Load balancers are deployed in high-availability mode so that they are resilient to potential failures and able to recover quickly from
critical conditions.

Note: The NodePort Service type is not supported for Enterprise PKS deployments on vSphere with NSX-T. Only
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type:LoadBalancer Services and Services associated with Ingress rules are supported on vSphere with NSX-T.

Resizing Load Balancers

When a new Kubernetes cluster is provisioned using the PKS API, NSX-T creates a dedicated load balancer for that new cluster. By
default, the size of the load balancer is set to Small.

With network profiles, you can change the size of the load balancer deployed by NSX-T at the time of cluster creation. For information
about network profiles, see Using Network Profiles (NSX-T Only).

For more information about the types of load balancers NSX-T provisions and their capacities, see Scaling Load Balancer
Resources & in the NSX-T documentation.

Please send any feedback you have to pks-feedback @pivotal.io.
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VM Sizing for Enterprise PKS Clusters

In this topic

Overview
Master Node VM Size

Worker Node VM Number and Size
Example Worker Node Requirement Calculation

Customize Master and Worker Node VM Size and Type

Page last updated:

This topic describes how VMware Enterprise PKS recommends you approach the sizing of VMs for cluster components.

Overview

When you configure plans in the Enterprise PKS tile, you provide VM sizes for the master and worker node VMs. For more information
about configuring plans, see the Plans section of Installing Enterprise PKS for your laaS:

vSphere

e vSphere with NSX-T Integration
e Google Cloud Platform (GCP)
e Amazon Web Services (AWS)

e Azure
You select the number of master nodes when you configure the plan.
For worker node VMs, you select the number and size based on the needs of your workload. The sizing of master and worker node VMs

is highly dependent on the characteristics of the workload. Adapt the recommendations in this topic based on your own workload
requirements.

Master Node VM Size

The master node VM size is linked to the number of worker nodes. The VM sizing shown in the following table is per master node:

Note: If there are multiple master nodes, all master node VMs are the same size. To configure the number of master nodes,
see the Plans section of Installing Enterprise PKS for your laaS.

To customize the size of the Kubernetes master node VM, see Customize Master and Worker Node VM Size and Type.

Number of Workers CPU RAM (GB)
1-5 1 3.75

6-10 2 7.5

11-100 4 15

101-250 8 30
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Number of Workers CPU RAM (GB)
251-500 16 60
500+ 32 120

Do not overload your master node VMs by exceeding the recommended maximum number of worker node VMs or by downsizing from
the recommended VM sizings listed above. These recommendations support both a typical workload managed by a VM and the higher
than usual workload managed by the VM while other VM’s in the cluster are upgrading.

warning: Upgrading an overloaded Kubernetes cluster master node VM can result in downtime.

Worker Node VM Number and Size

A maximum of 100 pods can run on a single worker node. The actual number of pods that each worker node runs depends on the
workload type as well as the CPU and memory requirements of the workload.

To calculate the number and size of worker VMs you require, determine the following for your workload:

e Maximum number of pods you expecttorun[ p ]
e Memory requirements per pod [ m ]

e CPUrequirements perpod| c ]

Using the values above, you can calculate the following:

e Minimum number of workers[ w ]= p / 100
e Minimum RAM per worker= m * 100

e Minimum number of CPUs per worker= ¢ * 100

This calculation gives you the minimum number of worker nodes your workload requires. We recommend that you increase this value
to account for failures and upgrades.

For example, increase the number of worker nodes by at least one to maintain workload uptime during an upgrade. Additionally,
increase the number of worker nodes to fit your own failure tolerance criteria.

The maximum number of worker nodes that you can create for a plan in an Enterprise PKS-provisioned Kubernetes cluster is set by the
Maximum number of workers on a clusterfield in the Plans pane of the Enterprise PKS tile. To customize the size of the
Kubernetes worker node VM, see Customize Master and Worker Node VM Size and Type.

Example Worker Node Requirement Calculation

An example app has the following minimum requirements:

e Numberof pods[ p ]=1000
e RAMperpod[m ]=1GB
e CPUperpod[c ]=0.10

To determine how many worker node VMs the app requires, do the following:

1. Calculate the number of workers using p / 100 :
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1000/100 = 10 workers

2. Calculate the minimum RAM per worker using m * 100 :

1 * 100 = 100 GB

3. Calculate the minimum number of CPUs per worker using ¢ * 100 :

0.10 * 100 = 10 CPUs

4. Forupgrades, increase the number of workers by one:

10 workers + 1 worker = 11 workers

5. For failure tolerance, increase the number of workers by two:

11 workers + 2 workers = 13 workers

In total, this app workload requires 13 workers with 10 CPUs and 100 GB RAM.

Customize Master and Worker Node VM Size and Type

You select the CPU, memory, and disk space for the Kubernetes node VMs from a set list in the Enterprise PKS tile. Master and worker
node VM sizes and types are selected on a per-plan basis. For more information, see the Plans section of the Enterprise PKS installation
topic for your laaS. For example, Installing Enterprise PKS on vSphere with NSX-T.

While the list of available node VM types and sizes is extensive, the list may not provide the exact type and size of VM that you want.
You can use the Ops Manager API to customize the size and types of the master and worker node VMs. For more information, see How

to Create or Remove Custom VM_TYPE Template using the Operations Manager API & in the Knowledge Base.

warning: Do not reduce the size of your Kubernetes master node VMs below the recommended sizes listed in Master Node

VM Size, above. Upgrading an overloaded Kubernetes cluster master node VM can result in downtime.

Please send any feedback you have to pks-feedback@pivotal.io.
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Telemetry

In this topic
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Page last updated:

This topic describes the VMware Customer Experience Improvement Program (CEIP) and the Pivotal Telemetry Program (Telemetry)
used in the Enterprise PKS tile.

Overview

The CEIP and Telemetry program allow VMware and Pivotal to collect data from customer installations to improve your Enterprise PKS
experience. Collecting data at scale enables us to identify patterns and alert you to warning signals in your Enterprise PKS installation.

Participation Levels
You can configure Enterprise PKS to use one of the following CEIP and Telemetry participation levels:
e None: This level disables data collection.

e Standard: (Default) This level collects data anonymously. Your data is used to inform the ongoing development of Enterprise PKS.

e Enhanced: This level enables VMware and Pivotal to warn you about security vulnerabilities and potential issues with your
software configurations. For more information, see Benefits of the Enhanced Participation Levelbelow.

Note: Enterprise PKS does not collect any personally identifiable information (Pll) at either participation level. For a list of the

data Enterprise PKS collects, see Data Dictionary.

Configure CEIP and Telemetry

Video: For information about configuring CEIP and Telemetry participation, see the CEIP Opt-In Walkthrough video & on YouTube.

For information about configuring CEIP and Telemetry participation, see the CEIP and Telemetry section of the installation topic for
your laas:

e Installing Enterprise PKS on vSphere

e |Installing Enterprise PKS on vSphere with NSX-T

e Installing Enterprise PKS on AWS

o Installing Enterprise PKS on Azure

Copyright © 2020 VMware, Inc. All Rights Reserved. 43 1.6


https://www.youtube.com/embed/RTyq9ODUbU4

vmware Tanzu Docs

¢ |Installing Enterprise PKS on GCP

Benefits of the Enhanced Participation Level

Benefits you receive with the Enhanced participation level include but are not limited to the following:

Usage data: This gives you access to data about Kubernetes pod and cluster usage in your Enterprise PKS installation. See

sample reports below for more details.

Access to your telemetry data: This gives you access to configuration and usage data about your Enterprise PKS installation.
See sample reports below for more details.

Proactive support: This enables VMware and Pivotal to proactively warn you about unhealthy patterns.

Benchmarks: This is your usage relative to the rest of the Enterprise PKS user base.

The table below compares the Standard and Enhanced participation levels.

Benefit Standard Level Enhanced Level

Usage data Raw data Reports and trend analysis
Access to your telemetry data No Yes

Proactive support No Yes

Benchmarks No Yes

Note: VMware reserves the right to change the benefits associated with the Enhanced participation level at any time.

System Components
The CEIP and Telemetry programs use the following components to collect data:

e Telemetry Server: This component runs on the PKS control plane. The server receives telemetry events from the PKS APl and
metrics from Telemetry agent pods. The server sends events and metrics to a data lake for archiving and analysis.

o Telemetry Agent Pod: This component runs in each Kubernetes cluster as a deployment with one replica. Agent pods
periodically poll the Kubernetes API for cluster metrics and send the metrics to the Telemetry server.

The following diagram shows how telemetry data flows through the system components:
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Data Dictionary

For information about PKS Telemetry collection and reporting, see the PKS Telemetry Data & spreadsheet, hosted on Google Drive.

Sample Reports

Video: See the Sample Report: Create Cluster Duration ' video on YouTube.

You can view the interactive version of the Sample Workbook & with Tableau Reader & (free to use). Click on the links below to see

static screenshots of the reports.

1. Consumption @ As an Operator of PKS, | need a way to monitor pod consumption across my PKS environments over time, so |

can:

o

See which environments and clusters get the heaviest use
o Seetemporal patterns in pod consumption

Scale capacity accordingly
o Show and charge back users of PKS within my organization

o

2. APl heartbeats @ + Cluster heartbeats & As an Operator of PKS | need a way to see the version of PKS each of my

environments was running over time, so | can:

o Keep track of all my PKS environments and clusters
o Identify environments and clusters in need of upgrading
3. Cluster creation events . As an Operator of PKS | want to see how often cluster creation succeeds across my PKS

environments, so | can:

o ldentify environments that encounter repeated failures and debug or intervene as appropriate to avoid frustration for

cluster admins and users
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4. Cluster creation duration & As an Operator of PKS | want to see how long it takes to create clusters, so | can:

o Intervene when cluster creation significantly more time than expected, and adjust my plan and network configuration as
appropriate

5. Cluster creation errors Z: As an Operator of PKS, | want to see what errors are being encountered most frequently during
cluster creation so | can:

o Quickly identify widespread problems and remediate (e.g. NSX errors)

6. Container images & As an Operator of PKS, | want to see which container images are in use across my PKS installations so |
can:

o Conduct an audit of container images and identify prohibited or problematic images

o Infer which workloads are running on PKS, to inform my planning, resourcing, and outreach

Please send any feedback you have to pks-feedback @pivotal.io.
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Installing Enterprise PKS

Page last updated:

Enterprise PKS Management Console (vSphere Only)

See the following documentation for the Enterprise PKS Management Console, which deploys Enterprise PKS as a virtual appliance on
vSphere without Pivotal Platform:

e Enterprise PKS Management Console (vSphere Only)

VMware Enterprise PKS on Pivotal Platform
See the following documentation for how to install VMware Enterprise PKS on Pivotal Platform:

e vSphere with Flannel
e vSphere with NSX-T
e GCP
e AWS

e Azure

Note: Enterprise PKS supports air-gapped deployments on vSphere with or without NSX-T integration.

Please send any feedback you have to pks-feedback @pivotal.io.
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vSphere
Page last updated:

This topic lists the procedures to follow to install VMware Enterprise PKS on vSphere.

Install Enterprise PKS on vSphere
To install Enterprise PKS on vSphere without NSX-T, follow the instructions below:

e Prerequisites and Resource Requirements

e Firewall Ports and Protocols Requirements for vSphere without NSX-T
e Creating Dedicated Users and Roles for vSphere (Optional)

* Installing and Configuring Ops Manager on vSphere

e Installing Enterprise PKS on vSphere

e Configuring PKS API Load Balancer

e Setting Up Enterprise PKS Admin Users on vSphere

e (Optional) Integrating VMware Harbor with Enterprise PKS &

Note: VMware Harbor is an enterprise-class registry server for container images. For more information, see VMware Harbor
Registry & in the Pivotal Partner documentation.

Install the PKS and Kubernetes CLIs

The PKS CLI and Kubernetes CLI help you interact with your Enterprise PKS-provisioned Kubernetes clusters and Kubernetes
workloads.

To install the CLlIs, follow the instructions below:

e |Installing the PKS CLI

o Installing the Kubernetes CLI

Please send any feedback you have to pks-feedback @pivotal.io.
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vSphere Prerequisites and Resource Requirements

In this topic

Prerequisites

vSphere Version Requirements
Resource Requirements

Network Communication Requirements

Page last updated:

This topic describes the prerequisites and resource requirements for installing VMware Enterprise PKS on vSphere.

For prerequisites and resource requirements for installing Enterprise PKS on vSphere with NSX-T integration, see vSphere with NSX-
T Version Requirements and Hardware Requirements for Enterprise PKS on vSphere with NSX-T.

Prerequisites

Before installing Enterprise PKS:
1. Review the sections below and the instructions in Creating Dedicated Users and Roles for vSphere (Optional).

2. Install and configure Ops Manager. To install Ops Manager, follow the instructions in Installing and Configuring Ops Manager
on vSphere.

vSphere Version Requirements

For Enterprise PKS on vSphere version requirements, refer to the VMware Product Interoperability Matrices .

Resource Requirements

Installing Ops Manager and Enterprise PKS requires the following virtual machines (VMs):

VM CPU RAM Storage
Pivotal Container Service 2 8GB 16 GB
Pivotal Ops Manager 1 8GB 160 GB
BOSH Director 2 8GB 16 GB

Storage Requirements for Large Numbers of Pods

If you expect the cluster workload to run a large number of pods continuously, then increase the size of persistent disk storage
allocated to the Pivotal Container Service VM as follows:

Number of Pods Storage (Persistent Disk) Requirements

1,000 pods 20GB
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Number of Pods Storage (Persistent Disk) Requirements
5,000 pods 100 GB

10,000 pods 200 GB

50,000 pods 1,000 GB

Ephemeral VM Resources

Each Enterprise PKS deployment requires ephemeral VMs during installation and upgrades of Enterprise PKS. After you deploy
Enterprise PKS, BOSH automatically deletes these VMs. To enable Enterprise PKS to dynamically create the ephemeral VMs when
needed, ensure that the following resources are available in your vSphere infrastructure before deploying Enterprise PKS:

Ephemeral VM Number CPU Cores RAM Ephemeral Disk

BOSH Compilation VMs 4 4 4GB 32GB

Kubernetes Cluster Resources

Each Kubernetes cluster provisioned through Enterprise PKS deploys the VMs listed below. If you deploy more than one Kubernetes
cluster, you must scale your allocated resources appropriately.

VM Number CPU Cores RAM Ephemeral Disk Persistent Disk
master lor3 2 4GB 8GB 5GB

worker 1 or more 2 4GB 8GB 50 GB

errand (ephemeral) 1 1 1GB 8GB none

Network Communication Requirements

For a complete list of network communication requirements for vSphere without NSX-T, see Firewall Ports and Protocols
Requirements for vSphere without NSX-T.

Please send any feedback you have to pks-feedback@pivotal.io.
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Firewall Ports and Protocols Requirements for vSphere without NSX-T

Page last updated:

In this topic

Enterprise PKS Ports and Protocols
Enterprise PKS Users Ports and Protocols
Enterprise PKS Core Ports and Protocols

VMware Ports and Protocols
VMware Virtual Infrastructure Ports and Protocols

VMware Optional Integration Ports and Protocols

This topic describes the firewall ports and protocols requirements for using VMware Enterprise PKS on vSphere.

Firewalls and security policies are used to filter traffic and limit access in environments with strict inter-network access control
policies.

Apps frequently require the ability to pass internal communication between system components on different networks and require

one or more conduits through the environment’s firewalls. Firewall rules are also required to enable interfacing with external systems

such as with enterprise apps or apps and data on the public Internet.

For Enterprise PKS, Pivotal recommends that you disable security policies that filter traffic between the networks supporting the
system. With Enterprise PKS you should enable access to apps through standard Kubernetes load-balancers and ingress controller
types. This enables you to designate specific ports and protocols as a firewall conduit.

For information on ports and protocol requirements for vSphere with NSX-T, see Firewall Ports and Protocols Requirements for
vSphere with NSX-T

If you are unable to implement your security policy using the methods described above, refer to the following table, which identifies
the flows between system components in a typical Enterprise PKS deployment.

Note: To control which groups access deploying and scaling your organization’s Enterprise PKS-deployed Kubernetes
clusters, configure your firewall settings as described on the Operator —> PKS API server lines below.

Enterprise PKS Ports and Protocols

The following tables list ports and protocols required for network communications between Enterprise PKS v1.5.0 and later, and
vSphere 6.7 and later.

Enterprise PKS Users Ports and Protocols

The following table lists ports and protocols used for network communication between Enterprise PKS user interface components.

ArmreF Destination Destination ;
Source Component Destination Component Protocol Port Service
Admin/Operator Console All System Components TCP 22 ssh
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Destination

Destination

Source Component Destination Component Protocol Port Service
Admin/Operator Console All System Components TCP 80 http
Admin/Operator Console All System Components TCP 443 https
bosh director
Admin/Operator Console Cloud Foundry BOSH Director TCP 25555 ; I
rest api
. Pivotal Cloud Foundry
Admin/Operator Console ) TCP 22 ssh
Operations Manager
Pivotal Cloud Foundr
Admin/Operator Console IV . 8 undry TCP 443 https
Operations Manager
Admin/Operator Console PKS Controller TCP 9021 pks api server
Admin/Operator Console vCenter Server TCP 443 https
Admin/Operator Console vCenter Server TCP 5480 vami
Sphere ESXI Hosts Mgmt.
Admin/Operator Console voP ] & TCP 902 ideafarm-door
vmknic
Admin/Operator and Developer . .
Harbor Private Image Registry TCP 80 http
Consoles
Admin/Operator and Developer
in/Op velop Harbor Private Image Registry TCP 443 https
Consoles
Admin/Operator and Developer . .
Harbor Private Image Registry TCP 4443 notary
Consoles
Admin/Operator and Developer Kubernetes App Load-Balancer
In/Op velop . PP TCP/UDP Varies varies with apps
Consoles Svc
Admin/Operator and Developer Kubernetes Cluster API Server -
TCP 8443 httpsca
Consoles LB VIP
Admin/Operator and Developer
in/Op velop Kubernetes Cluster Ingress TCP 80 http
Consoles Controller
Admin/Operator and Developer Kubernetes Cluster Ingress
TCP 443 https
Consoles Controller
Admin/Operator and Developer kubernetes
Kubernetes Cluster Worker Node | TCP/UDP 30000-32767
Consoles nodeport
Admin/O t d Devel
min/Operator and Developer PKS Controller TCP 8443 httpsca
Consoles
All User Consoles (Operator, Developer, | Kubernetes App Load-Balancer . . .
TCP/UDP Varies varies with apps
Consumer) Svc
All User Consoles (Operator, Developer, | Kubernetes Cluster Ingress
TCP 80 http
Consumer) Controller
All User C les (O tor, Devel , | Kub tes Cluster |
ser Consoles (Operator, Developer ubernetes Cluster Ingress Tcp 443 https
Consumer) Controller
All User Consoles (Operator, Developer, kubernetes
©p PEL 1 Kubernetes Cluster Worker Node | TCP/UDP 30000-32767
Consumer) nodeport

Enterprise PKS Core Ports and Protocols
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The following table lists ports and protocols used for network communication between core Enterprise PKS components.

Destination

Destination

Source Component Destination Component Protocol Port Service
Corporate Domain Name
All System Components P I TCP/UDP 53 dns
Server
All System Components Network Time Server UDP 123 ntp
All System Components vRealize Loglnsight TCP/UDP 514/1514 syslog/tls syslog
All System Control Plane .
AD/LDAP Directory Server TCP/UDP 389/636 |dap/ldaps
Components
Pivotal Cloud Foundry Operations
W udroundry bperatio Admin/Operator Console TCP 22 ssh
Manager
Pivotal Cloud Foundry Operations
vep Cloud Foundry BOSH Director | TCP 6868 bosh agent http
Manager
Pivotal Cloud Foundry O ti
IVotal Lioud roundry Uperations Cloud Foundry BOSH Director | TCP 8443 httpsca
Manager
Pivotal Cloud Foundry Operations
W ! undry Uperati Cloud Foundry BOSH Director | TCP 8844 credhub
Manager
Pivotal Cloud Foundry O ti bosh direct t
oral Houd roundry Bperations Cloud Foundry BOSH Director | TCP 25555 O.S rectorres
Manager api
Pivotal Cloud Foundry Operations
W ! undry bpereti Harbor Private Image Registry | TCP 22 ssh
Manager
Pivotal Cloud Foundry Operations Kubernetes Cluster
TCP 22 ssh
Manager Master/Etcd Node
Pi F i K Work
ivotal Cloud Foundry Operations ubernetes Cluster Worker TCP 92 ssh
Manager Node
Pivotal Cloud Foundry O ti
oral Houd roundry perations PKS Controller TCP 22 ssh
Manager
Pivotal Cloud Foundry O ti
votalLloud Foundry Dperations PKS Controller TCP 8443 httpsca
Manager
Pivotal Cloud Foundry Operations
vCenter Server TCP 443 https
Manager
Pivotal Cloud Foundry O ti Sphere ESXI Hosts Mgmt.
ivotal Cloud Foundry Operations vSp ejre osts Mgm TCP a3 https
Manager vmknic
Cloud Foundry BOSH Director vCenter Server TCP 443 https
. vSphere ESXI Hosts Mgmt.
Cloud Foundry BOSH Director . TCP 443 https
vmknic
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 4222 bosh nats server
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
- . health monitor
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 25923
daemon
BOSH Compilation Job VM Harbor Private Image Registry | TCP 443 https
BOSH Compilation Job VM Harbor Private Image Registry | TCP 8853 bosh dns health
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Destination

Destination

Source Component Destination Component Protocol Port Service
PKS Controller Cloud Foundry BOSH Director | TCP 4222 bosh nats server
PKS Controller Cloud Foundry BOSH Director | TCP 8443 httpsca
PKS Controller Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
. bosh director rest
PKS Controller Cloud Foundry BOSH Director | TCP 25555 .
api
health monitor
PKS Controller Cloud Foundry BOSH Director | TCP 25923 I
daemon
PKS Controll Kubernetes Cluster TCP 8443 htt
ontrotier Master/Etcd Node psca
PKS Controller vCenter Server TCP 443 https
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 4222 bosh nats server
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
health monitor
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 25923
daemon
Harbor Private Image Registry IP NAS Storage Array TCP 111 nfs rpc portmapper
Harbor Private Image Registry IP NAS Storage Array TCP 2049 nfs
Harbor Private Image Registry Public CVE Source Database TCP 443 https
fluentd
kube-system pod/telemetry-agent | PKS Controller TCP 24224
out_forward
Kubernetes Cluster Master/Etcd
Nud ! / Cloud Foundry BOSH Director | TCP 4222 bosh nats server
ode
Kubernetes Cluster Master/Etcd
Nod / Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
ode
Kubernetes Cluster Master/Etcd health monitor
8 ! / Cloud Foundry BOSH Director | TCP 25923 I
Node daemon
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 2379 etcd clent
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 2380 etcd server
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 8443 httpsca
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster TCP 8853
bosh dns health
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker .
TCP 4194 cadvisor
Node Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker .
TCP 10250 kubelet api
Node Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker .
TCP 31194 cadvisor
Node Node
Kubernetes Cluster Master/Etcd
/ PKS Controller TCP 8443 httpsca

Node
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Destination

Destination

Source Component Destination Component Protocol Port Service
Kubernetes Cluster Master/Etcd
/ PKS Controller TCP 8853 bosh dns health
Node
Kubernetes Cluster Master/Etcd
vCenter Server TCP 443 https
Node
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 4222 bosh nats server
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
) health monitor
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 25923
daemon
Kubernetes Cluster Worker Node Harbor Private Image Registry | TCP 443 https
Kubernetes Cluster Worker Node Harbor Private Image Registry | TCP 8853 bosh dns health
Kubernetes Cluster Worker Node IP NAS Storage Array TCP 111 nfs rpc portmapper
Kubernetes Cluster Worker Node IP NAS Storage Array TCP 2049 nfs
Kubernetes Cluster Worker Node Kubernetes Cluster TCP 8443 httpsca
Master/Etcd Node
Kubernetes Cluster
Kubernetes Cluster Worker Node 5 ! TCP 8853 bosh dns health
Master/Etcd Node
Kubernetes Cluster
Kubernetes Cluster Worker Node TCP 10250 kubelet api
Master/Etcd Node
fluentd
pks-system pod/cert-generator PKS Controller TCP 24224 .
out_forward
fluentd
pks-system pod/fluent-bit PKS Controller TCP 24224

out_forward

VMware Ports and Protocols

The following tables list ports and protocols required for network communication between VMware components.

VMware Virtual Infrastructure Ports and Protocols

The following table lists ports and protocols used for network communication between VMware virtual infrastructure components.

A Destination Destination :
Source Component Destination Component Protocol Port Service
vSphere ESXI Hosts Mgmt.
vCenter Server . TCP 443 https
vmknic
Sphere ESXI Hosts Mgmt.
vCenter Server P etre osts e TCP 8080 http alt
vmknic
Sphere ESXI Hosts Mgmt.
vCenter Server vop . & TCP 9080 io filter storage
vmknic
vSphere ESXI Hosts Mgmt. vmknic vCenter Server upp 902 \deafarm-door
vSphere ESXI Hosts Mgmt. vmknic | vCenter Server TCP 9084 update manager
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Destination

Destination

Source Component Destination Component Protocol Port Service
.| vSphere ESXI Hosts Mgmt.
vSphere ESXI Hosts Mgmt. vmknic . TCP 8182 vsphere ha
vmknic
Sphere ESXI Hosts Mgmt.
vSphere ESXI Hosts Mgmt. vmknic voP . & UDP 8182 vsphere ha
vmknic
vSphere ESXI Hosts vMotion vSphere ESXI Hosts vMotion .
. . TCP 8000 vmotion
vmknic vmknic
Sphere ESXI Hosts IP Storage nfs rpc
VP . & IP NAS Storage Array TCP 111 P
vmknic portmapper
vSphere ESXI Hosts IP Storage
. IP NAS Storage Array TCP 2049 nfs
vmknic
vSphere ESXI Hosts IP Storage
P ] & IP NAS Storage Array TCP 3260 iscsi
vmknic
Sphere ESXI Hosts vSAN
vSphere ESXI Hosts VSAN vmknic VP . ! TCP 2233 vsan transport
vmknic
. vSphere ESXI Hosts vSAN .
vSphere ESXI Hosts vVSAN vmknic . UDP 12321 unicast agent
vmknic
Sphere ESXI Hosts vSAN
vSphere ESXI Hosts VSAN vmknic vop . ! UDP 12345 vsan cluster svc
vmknic
. vSphere ESXI Hosts vSAN
vSphere ESXI Hosts vVSAN vmknic . UDP 23451 vsan cluster svc
vmknic
vSphere ESXI Hosts TEP vmknic vSphere ESXI Hosts TEP vmknic | UDP 3784 bfd
vSphere ESXI Hosts TEP vmknic vSphere ESXI Hosts TEP vmknic | UDP 3785 bfd
vSphere ESXI Hosts TEP vmknic vSphere ESXI Hosts TEP vmknic | UDP 6081 geneve

VMware Optional Integration Ports and Protocols

The following table lists ports and protocols used for network communication between optional VMware integrations.

A Destination Destination :
Source Component Destination Component Protocol Port Service
Admin/Operator Console vRealize Operations Manager TCP 443 https
. . Kubernetes Cluster API Server -
vRealize Operations Manager TCP 8443 httpsca
LB VIP
vRealize Operations Manager PKS Controller TCP 8443 httpsca
. . Kubernetes Cluster API Server -
vRealize Operations Manager TCP 8443 httpsca
LB VIP
Admin/Operator Console vRealize Loglnsight TCP 443 https
Kubernetes Cluster Ingress
& vRealize Loglnsight TCP 9000 ingestion api
Controller
Kubernetes Cluster Master/Etcd . . . . .
Nod vRealize Loglnsight TCP 9000 ingestion api
ode
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Destination

Destination

Source Component Destination Component Protocol Port Service
Kubernetes Cluster Master/Etcd . . . . .
vRealize Loglnsight TCP 9543 ingestion api -tls
Node
Kubernetes Cluster Worker Node vRealize Loglnsight TCP 9000 ingestion api
Kubernetes Cluster Worker Node vRealize LoglInsight TCP 9543 ingestion api -tls
PKS Controller vRealize Loglnsight TCP 9000 ingestion api
Admin/Operator and Developer
In/Op velop Wavefront SaaS APM TCP 443 https
Consoles
kube-system pod/wavefront-proxy | Wavefront SaaS APM TCP 443 https
kube-system pod/wavefront-proxy | Wavefront SaaS APM TCP 8443 httpsca
ks-syst d front- fluentd
pks-system pod/wavefron PKS Controller TCP 24224 wen
collector out_forward
vRealize Network Insight
Admin/Operator Console & TCP 443 https
Platform
Admin/Operator Console vRealize Network Insight Proxy | TCP 22 ssh
Kubernetes Cluster API Server -
vRealize Network Insight Proxy n . Y TCP 8443 httpsca
LB VIP
vRealize Network Insight Proxy PKS Controller TCP 8443 httpsca
vRealize Network Insight Proxy PKS Controller TCP 9021 pks api server

Please send any feedback you have to pks-feedback @pivotal.io.
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Creating Dedicated Users and Roles for vSphere (Optional)

In this topic

Overview

Prerequisites

Create the Master Node User Account

Grant Storage Permissions
Static Only Persistent Volume Provisioning

Dynamic Persistent Volume Provisioning (with Storage Policy-Based Volume Placement)
Dynamic Volume Provisioning (without Storage Policy-Based Volume Placement)
Create the BOSH/Ops Manager User Account
Grant Permissions to the BOSH/Ops Manager User Account
Configure DNS for the PKS API

Next Installation Step

Page last updated:

This topic describes how to create dedicated users and roles for your vSphere environment before deploying VMware Enterprise PKS.

Note: This topic provides security considerations for defining dedicated vSphere user accounts for use with Kubernetes
cluster VMs provisioned by Enterprise PKS. The information in this topic is only relevant if you do not want to use the vSphere

administrator account for the Enterprise PKS and Kubernetes cluster VMs. If you are comfortable using the vSphere
administrator account for the PKS and Kubernetes cluster VMs, skip this topic.

Overview

Before you install Enterprise PKS on vSphere without NSX-T integration, you can prepare your vSphere environment by creating the
required user accounts and configuring DNS for the PKS API endpoint.

You can create the following service accounts in vSphere:

e Master Node User Account for the Kubernetes master node VMs.

e BOSH/Ops Manager User Account for BOSH Director operations.
warning: The PKS Master Node and BOSH/Ops Manager service accounts must be two separate accounts.

After creating the Master Node and BOSH/Ops Manager service accounts you must grant the accounts privileges in vSphere:

o Master Node User Account: Kubernetes master node VMs require storage permissions to create load balancers and attach

persistent disks to pods. Creating a custom role for this service account allows vSphere to apply the same privileges to all
Kubernetes master node VMs in your Enterprise PKS installation.

e BOSH/Ops Manager User Account: BOSH Director requires permissions to create VMs. You can apply privileges directly to this
service account without creating a role. You can also apply the default VMware Administrator System Role & to this user account
to achieve the appropriate permission level.

Pivotal recommends configuring each service account with the least permissive privileges and unique credentials.
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Note: If your Kubernetes clusters span multiple vCenters, you must set the user account privileges correctly in each vCenter.

To prepare your vSphere environment, do the following:
1. Create the Master Node Service Account

2. Grant Storage Permissions

3. Create the BOSH/Ops Manager Service Account

4. Grant Permissions to the BOSH/Ops Manager Service Account

5. Configure DNS for the PKS API

Note: The following procedures document configuring vSphere Web Services API v6.7 permissions. For configuring vSphere
Web Services API v6.5 permissions, see Creating Dedicated Users and Roles for vSphere (Optional) & in the Enterprise

PKS v1.5 documentation.

Prerequisites

Before you prepare your vSphere environment, fulfill the prerequisites in vSphere Prerequisites and Resource Requirements.

Create the Master Node User Account

Virtual Machine Configuration privileges control the ability to configure virtual machine options and devices.

1. From the vCenter console, create a user account for Kubernetes cluster master VMs.

2. Grant the following Virtual Machine Object privileges to the user account:

Privilege (Ul)

Privilege (API)

Virtual Machine > Advanced configuration

VirtualMachine.Config.AdvancedConfig

Virtual Machine > Change Settings

VirtualMachine.Config.Settings

Grant Storage Permissions

Kubernetes master node VM user accounts require the following:

e Read access to the folder, host, and datacenter of the cluster node VMs

e Permission to create and delete VMs within the resource pool where Enterprise PKS is deployed

Grant these permissions to the master node user account based on your storage configuration using one of the procedures below:

o Static Only Persistent Volume Provisioning

e Dynamic Persistent Volume Provisioning (with Storage Policy-Based Volume Placement)

e Dynamic Persistent Volume Provisioning (without Storage Policy-Based Volume Placement)
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The procedures in this topic use the following vCenter permissions objects:

o Virtual Machine Configuration privileges control the ability to configure virtual machine options and devices. For information

about Virtual Machine Configuration see Virtual Machine Configuration Privileges & in the VMware vSphere documentation.

o Datastore privileges control the ability to browse, manage, and allocate space on datastores. For information about Datastore
see Datastore Privileges & in the VMware vSphere documentation.

e Resource privileges control the creation and management of resource pools, as well as the migration of virtual machines. For

information about Resource see Resource Privileges ' in the VMware vSphere documentation.

e Storage Views privileges control privileges for Storage Monitoring Service APIs. Starting with vSphere 6.0, storage views

are deprecated and these privileges no longer apply to them. For information about Storage Views see Storage Views

Privileges @'in the VMware vSphere documentation. For more information about vSphere storage configurations, see vSphere
Storage for Kubernetes @' in the VMware vSphere documentation.

For information about the vSphere virtual machine permissions API, see ReconfigVM_Task(reconfigure) &'in the vSphere Web

Services APl documentation.

Static Only Persistent Volume Provisioning

To configure your Kubernetes master node user account using static only Persistent Volume (PV) provisioning, do the following:

1. Create a custom role that allows the service account to manage Kubernetes node VMs. For more information about custom roles
in vCenter, see Create a Custom Role & in the VMware vSphere documentation.

a. Give thisrole a name. For example, manage-k8s-node-vms .

b. Grant the following privileges at the VM Folder level using either the vCenter Ul or API:

Privilege (Ul)

Privilege (API)

Virtual Machine > Add existing disk

VirtualMachine.Config.AddExistingDisk

Virtual Machine > Add new disk

VirtualMachine.Config. AddNewDisk

Virtual Machine > Add or remove device

VirtualMachine.Config. AddRemoveDevice

Virtual Machine > Remove disk

VirtualMachine.Config.RemoveDisk

c. Selectthe Propagate to Child Objects checkbox.

2. (Optional) Create a custom role that allows the user account to manage Kubernetes volumes.

Note: This role is required if you create a Persistent Volume Claim (PVC) to bind with a statically provisioned PV, and the

reclaim policy is set to delete. When the PVC is deleted, the statically provisioned PV is also deleted.

a. Give thisrole a name. For example, manage-k8s-volumes .

b. Grant the following privilege at the Datastore level using either the vCenter Ul or API:

Privilege (Ul)

Privilege (API)

Datastore > Low level file operations

Datastore.FileManagement

c. Clearthe Propagate to Child Objects checkbox.

3. Grant the service account the existing Read-only role. This role includes the following privileges at the vCenter, Datacenter,

Datastore Cluster, and Datastore Storage Folder levels: This role includes the following privileges at the vCenter,

Datacenter, Datastore Cluster, and Datastore Storage Folder levels:
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Privilege (Ul) Privilege (API)

Read-only System.Anonymous

System.Read

System.View

4. Continue to Create the BOSH/Ops Manager User Account

Dynamic Persistent Volume Provisioning (with Storage Policy-Based Volume Placement)

To configure your Kubernetes master node user account using dynamic PV provisioning with storage policy-based placement, do the

following:

1. Create a custom role that allows the user account to manage Kubernetes node VMs. For more information about custom roles in
vCenter, see Create a Custom Role @ in the VMware vSphere documentation.

a. Give this role a name. For example, manage-k8s-node-vms .
b. Grant the following privileges at the Cluster, Hosts, and VM Folder levels using either the vCenter Ul or API:

Privilege (UI) Privilege (API)

Resource > Assign virtual machine to resource pool Resource.AssignVMToPool

Virtual Machine > Add existing disk VirtualMachine.Config.AddExistingDisk
Virtual Machine > Add new disk VirtualMachine.Config.AddNewDisk
Virtual Machine > Add or remove device VirtualMachine.Config.AddRemoveDevice
Virtual Machine > Remove disk VirtualMachine.Config.RemoveDisk
Virtual Machine > Create new VirtualMachine.Inventory.Create

Virtual Machine > Remove VirtualMachine.lnventory.Remove

c. Select the Propagate to Child Objects checkbox.

2. Create a custom role that allows the user account to manage Kubernetes volumes.

a. Give this role a name. For example, manage-k8s-volumes .
b. Grant the following privileges using either the vCenter Ul or API:

Privilege (Ul) Privilege (API)
Datastore > Allocate space Datastore.AllocateSpace
Datastore > Low level file operations Datastore.FileManagement

c. Clearthe Propagate to Child Objects checkbox.

3. Create a custom role that allows the user account to read the Kubernetes storage profile.

a. Give thisrole aname. For example, k8s-system-read-and-spbm-profile-view .
b. Grantthe following privilege at the vCenter level using either the vCenter Ul or API:

Privilege (UI) Privilege (API)

Profile-driven storage view StorageProfile.View

c. Clearthe Propagate to Child Objects checkbox.

4. Grant the user account the existing Read-only role. This role includes the following privileges at the vCenter, Datacenter,
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Datastore Cluster, and Datastore Storage Folder levels:

Privilege (Ul) Privilege (API)

Read-only System.Anonymous

System.Read

System.View

5. Continue to Create the BOSH/Ops Manager Service Account

Dynamic Volume Provisioning (without Storage Policy-Based Volume Placement)

To configure your Kubernetes master node user account using dynamic PV provisioning without storage policy-based placement, do

the following:

1. Create a custom role that allows the user account to manage Kubernetes node VMs. For more information about custom roles in
vCenter, see Create a Custom Role @ in the VMware vSphere documentation.

a. Give this role a name. For example, manage-k8s-node-vms .
b. Grant the following privileges at the Cluster, Hosts, and VM Folder levels using either the vCenter Ul or API:

Privilege (UI) Privilege (API)

Virtual Machine > Add existing disk VirtualMachine.Config.AddExistingDisk
Virtual Machine > Add new disk VirtualMachine.Config. AddNewDisk
Virtual Machine > Add or remove device VirtualMachine.Config. AddRemoveDevice
Virtual Machine > Remove disk VirtualMachine.Config.RemoveDisk

c. Selectthe Propagate to Child Objects checkbox.

2. Create a custom role that allows the user account to manage Kubernetes volumes.

a. Give thisrole a name. For example, manage-k8s-volumes .
b. Grant the following privileges using either the vCenter Ul or API:

Privilege (Ul) Privilege (API)
Datastore > Allocate space Datastore.AllocateSpace
Datastore > Low level file operations Datastore.FileManagement

c. Clearthe Propagate to Child Objects checkbox.

3. Grant the user account the existing Read-only role. This role includes the following privileges at the vCenter, Datacenter,
Datastore Cluster, and Datastore Storage Folder levels:

Privilege (Ul) Privilege (API)

Read-only System.Anonymous

System.Read

System.View

Create the BOSH/Ops Manager User Account

1. From the vCenter console, create the BOSH/Ops Manager User Account.
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2. If you are deploying both PAS and PKS within the same vSphere environment, create an additional BOSH/Ops Manager Service
Account, so that there is one account for PAS and a separate account for PKS.

Grant Permissions to the BOSH/Ops Manager User Account
There are two options for granting permissions to the BOSH/Ops Manager Service Account(s):

e Grant minimal permissions. Grant each BOSH/Ops Manager User Account the minimum required permissions as described in
vSphere Service Account Requirements &.

e Grant Administrator Role permissions. Apply the default VMware Administrator Role to each BOSH/Ops Manager Service Account as
described in vCenter Server System Roles &'.

warning: Applying the VMware Administrator Role to the BOSH/Ops Manager Service Account grants the account more

privileges than are required. For optimal security always use the least privileged account.

Configure DNS for the PKS API

Navigate to your DNS provider and create an entry for a fully qualified domain name (FQDN) within your system domain. For example,

api.pks.example.com .
When you configure the Enterprise PKS tile, enter this FQDN in the PKS API pane.

After you deploy Enterprise PKS, you map the IP address of the PKS API to this FQDN. You can then use this FQDN to access the PKS API
from your local system.

Next Installation Step

To install and configure Ops Manager, follow the instructions in Installing and Configuring Ops Manager on vSphere.

Please send any feedback you have to pks-feedback @pivotal.io.
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Installing and Configuring Ops Manager on vSphere

In this topic
Prerequisites

Install and Configure Ops Manager

Next Installation Step

Page last updated:

This topic describes how to install and configure Ops Manager before deploying VMware Enterprise PKS on vSphere.

Prerequisites

You use Ops Manager to install and configure Enterprise PKS. Before you install Ops Manager, review the following prerequisites:

e vSphere Prerequisites and Resource Requirements
e Firewall Ports and Protocols Requirements for vSphere without NSX-T

e Creating Dedicated Users and Roles for vSphere (Optional)

Install and Configure Ops Manager

Multiple versions of Ops Manager are compatible with each version of Enterprise PKS. To confirm that your Ops Manager version is
compatible with the version of Enterprise PKS that you want to install, see the Enterprise PKS Release Notes.

To install and configure Ops Manager, follow the instructions in the table below:

Version Instructions

1. Deploying Ops Manager on vSphere &

OpsM 2.6.
ps Hanagervssx 2. Configuring BOSH Director on vSphere &

1. Deploying Ops Manager on vSphere &

Ops Manager v2.7.x
P & 2. Configuring BOSH Director on vSphere &

Next Installation Step

To install and configure Enterprise PKS, follow the instructions in Installing Enterprise PKS on vSphere.

Please send any feedback you have to pks-feedback @pivotal.io.

Copyright © 2020 VMware, Inc. All Rights Reserved. 64 1.6



https://docs.pivotal.io/platform/ops-manager/2-6/vsphere/deploy.html
https://docs.pivotal.io/platform/ops-manager/2-6/vsphere/config.html
https://docs.pivotal.io/platform/ops-manager/2-7/vsphere/deploy.html
https://docs.pivotal.io/platform/ops-manager/2-7/vsphere/config.html
mailto:pks-feedback@pivotal.io

vmware Tanzu Docs

Installing Enterprise PKS on vSphere

In this topic
Prerequisites
Step 1: Install Enterprise PKS

Step 2: Configure Enterprise PKS
Assign AZs and Networks

PKS API
Plans
Kubernetes Cloud Provider
Networking
UAA
(Optional) Host Monitoring
(Optional) In-Cluster Monitoring
Tanzu Mission Control (Experimental)
CEIP and Telemetry
Errands
(Optional) Resource Config
Step 3: Apply Changes
Next Installation Step

Page last updated:

This topic describes how to install and configure VMware Enterprise PKS on vSphere with Flannel.

Prerequisites

Before performing the procedures in this topic, you must have deployed and configured Ops Manager. For more information, see
vSphere Prerequisites and Resource Requirements.

If you use an instance of Ops Manager that you configured previously to install other runtimes, perform the following steps before you
install Enterprise PKS:

1. Navigate to Ops Manager.

2. Open the Director Config pane.

3. Select the Enable Post Deploy Scriptscheckbox.

4. Click the Installation Dashboard link to return to the Installation Dashboard.

5. Click Review Pending Changes. Select all products you intend to deploy and review the changes. For more information, see
Reviewing Pending Product Changes .

6. Click Apply Changes.
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Step 1: Install Enterprise PKS
To install Enterprise PKS, do the following:
1. Download the product file from Pivotal Network &.
2. Navigateto https://YOUR-OPS-MANAGER-FQDN/ in a browser to log in to the Ops Manager Installation Dashboard.
3. Click Import a Productto upload the product file.

4. Under Enterprise PKS in the left column, click the plus sign to add this product to your staging area.

Step 2: Configure Enterprise PKS

Click the orange Enterprise PKS tile to start the configuration process.

Enterprise PKS

I

warning: When you configure the Enterprise PKS tile, do not use spaces in any field entries. This includes spaces between

characters as well as leading and trailing spaces. If you use a space in any field entry, the deployment of Enterprise PKS fails.

Assign AZs and Networks

To configure the availability zones (AZs) and networks used by the Enterprise PKS control plane:
1. Click Assign AZs and Networks.

2. Under Place singleton jobs in, select the availability zone (AZ) where you want to deploy the PKS API VM as a singleton job.
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Place singleton jobs in
« us-centrall-f
us-centrall-a
us-centrall-c
Balance other jobs in
us-centrall-f
~ us-centrall-a
us-centrall-c

Network

infrastructure

4k

Service Network

services

3. Under Balance other jobs in, select the AZ for balancing other Enterprise PKS control plane jobs.

a

Note: You must specify the Balance other jobs inAZ, but the selection has no effect in the current version of
Enterprise PKS.

4. Under Network, select the infrastructure subnet that you created for the PKS API VM.
5. Under Service Network, select the services subnet that you created for Kubernetes cluster VMs.

6. Click Save.

PKS API

Perform the following steps:

1. Click PKS API.

2. Under Certificate to secure the PKS API, provide a certificate and private key pair.
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PKS API Service

Certificate to secure the PKS AP| *

Certificate PEM

Private Key PEM

Generate RSA Certificate

APl Hostname (FQDN) *

pks.api.example.com

Worker VM Max in Flight *

4

Save

The certificate that you supply should cover the specific subdomain that routes to the PKS API VM with TLS termination on the

ingress.

warning: TLS certificates generated for wildcard DNS records only work for a single domain level. For example, a
certificate generated for *.pks.EXAMPLE.com does not permit communication to *.api.pks.EXAMPLE.com _ |f the certificate
does not contain the correct FQDN for the PKS AP, calls to the API will fail.

You can enter your own certificate and private key pair, or have Ops Manager generate one for you.
To generate a certificate using Ops Manager:

a. Ifthe Generate RSA Certificate option is not available, click Change.

b. Click Generate RSA Certificate.

c. Enter the domain for your APl hostname. This can be a standard FQDN or a wildcard domain.
d. Click Generate.
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* phs.example.com

3. Under APl Hostname (FQDN), enter the FQDN that you registered to point to the PKS API load balancer, such as
api.pks.example.com _ To retrieve the public IP address or FQDN of the PKS API load balancer, log in to your laaS console.

4. Under Worker VM Max in Flight, enter the maximum number of non-canary worker instances to create or resize in parallel

within an availability zone.

This field sets the max in flight variable value. When you create or resize a cluster, the max_in flight value limits the number of
component instances that can be created or started simultaneously. By default, the max_in_flight valueissetto 4 ,which means
that up to four component instances are simultaneously created or started at a time.

5. Click Save.

Plans

A plan defines a set of resource types used for deploying a cluster.

Activate a Plan

You must first activate and configure Plan 1,
and afterwards you can activate up to twelve additional, optional, plans.
To activate and configure a plan, perform the following steps:

1. Click the plan that you want to activate.
Note: Plans 11, 12 and 13 support only Windows worker-based Kubernetes clusters, on vSphere with Flannel. To

configure a Windows worker plan see Plans in Configuring Windows Worker-Based Kubernetes Clusters (Beta) for more

information.

2. Select Active to activate the plan and make it available to developers deploying clusters.
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Configuration for Plan 1
Select ‘Active’ to allow users of the PKS CLI to create a cluster using this template plan.

Plan®

(o] Active

Name *

small

Description

Example: This plan will configure a lightweight kubernetes cluster. Mot recommended for
production workloads.

Master/ETCD Node Instances (min: 1, max:5) "~

1

Master/ETCD VM Type®

Autornatic: medium.disk (cpu: 2, ram: 4 GB, disk: 32 GB) al

Master Persistent Disk Type*

Automatic: 10 GB

>

Master/ETCD Availability Zones *
us-centrall-f
us-centrall-a

us-centrall-c

3. Under Name, provide a unique name for the plan.

4. Under Description, edit the description as needed. The plan description appears in the Services Marketplace, which developers

can access by using the PKS CLI.

5. Under Master/ETCD Node Instances, select the default number of Kubernetes master/etcd nodes to provision for each

cluster.Youcanenter 1, 3 ,or 5 .

Note: If you deploy a cluster with multiple master/etcd node VMs, confirm that you have sufficient hardware to handle

the increased load on disk write and network traffic. For more information, see Hardware recommendations Z'in the

etcd documentation.

In addition to meeting the hardware requirements for a multi-master cluster, we recommend configuring monitoring for
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etcd to monitor disk latency, network latency, and other indicators for the health of the cluster. For more information,
see Monitoring Master/etcd Node VMs.

warning: To change the number of master/etcd nodes for a plan, you must ensure that no existing clusters use the plan.

Enterprise PKS does not support changing the number of master/etcd nodes for plans with existing clusters.

. Under Master/ETCD VM Type, select the type of VM to use for Kubernetes master/etcd nodes. For more information, including
master node VM customization options, see the Master Node VM Size section of VM Sizing for Enterprise PKS Clusters.

. Under Master Persistent Disk Type, select the size of the persistent disk for the Kubernetes master node VM.

. Under Master/ETCD Availability Zones, select one or more AZs for the Kubernetes clusters deployed by Enterprise PKS. If

you select more than one AZ, Enterprise PKS deploys the master VM in the first AZ and the worker VMs across the remaining AZs. If
you are using multiple masters, Enterprise PKS deploys the master and worker VMs across the AZs in round-robin fashion.

. Under Maximum number of workers on a cluster, set the maximum number of Kubernetes worker node VMs that Enterprise

PKS can deploy for each cluster. Enter any whole number in this field.

Maximum number of workers on a cluster (min:1)*

50

Worker Node Instances (min:1) "

3

Worker VM Type*

Automatic: medium.disk (cpu: 2, ram: 4 GB, disk: 32 GB) =

Worker Persistent Disk Type*

Automatic: 50 GB

ik

Worker Availability Zones *
us-centrall-f
us-centrall-a

us-centrall-c

10. Under Worker Node Instances, select the default number of Kubernetes worker nodes to provision for each cluster.

If the user creating a cluster with the PKS CLI does not specify a number of worker nodes, the cluster is deployed with the default
number set in this field. This value cannot be greater than the maximum worker node value you set in the previous field. For more
information about creating clusters, see Creating Clusters.

For high availability, create clusters with a minimum of three worker nodes, or two per AZ if you intend to use PersistentVolumes
(PVs). For example, if you deploy across three AZs, you should have six worker nodes. For more information about PVs, see
PersistentVolumes in Maintaining Workload Uptime. Provisioning a minimum of three worker nodes, or two nodes per AZ is also

recommended for stateless workloads.
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For more information about creating clusters, see Creating Clusters.

Note: Changing a plan’s Worker Node Instances setting does not alter the number of worker nodes on existing
clusters. For information about scaling an existing cluster, see Scale Horizontally by Changing the Number of Worker
Nodes Using the PKS CLlI in Scaling Existing Clusters.

11. Under Worker VM Type, select the type of VM to use for Kubernetes worker node VMs. For more information, including worker
node VM customization options, see the Worker Node VM Number and Size section of VM Sizing for Enterprise PKS Clusters.

12. Under Worker Persistent Disk Type, select the size of the persistent disk for the Kubernetes worker node VMs.

13. Under Worker Availability Zones, select one or more AZs for the Kubernetes worker nodes. Enterprise PKS deploys worker

nodes equally across the AZs you select.

14. Under Kubelet customization - system-reserved, enter resource values that Kubelet can use to reserve resources for system
daemons. For example, memory=250Mi, cpu=150m _ For more information about system-reserved values, see the Kubernetes

Kubelet customization - system-reserved

Kubelet customization - eviction-hard

Errand VM Type”

Automatic: t3.micro (cpu: 1, ram: 1 GB, disk: 8 GB) %

documentation &.

15. Under Kubelet customization - eviction-hard, enter threshold limits that Kubelet can use to evict pods when they exceed the
limit. Enter limits in the format EVICTION-SIGNAL=QUANTITY _ For example, memory.available=100Mi, nodefs.available=10%,

nodefs.inodesFree=5% , For more information about eviction thresholds, see the Kubernetes documentation .

warning: Use the Kubelet customization fields with caution. If you enter values that are invalid or that exceed the limits
the system supports, Kubelet might fail to start. If Kubelet fails to start, you cannot create clusters.

16. Under Errand VM Type, select the size of the VM that contains the errand. The smallest instance possible is sufficient, as the
only errand running on this VM is the one that applies the Default Cluster App YAML configuration.

17. (Optional) Under (Optional) Add-ons - Use with caution enter additional YAML configuration to add custom workloads to
each cluster in this plan. You can specify multiple files using -—- as a separator. For more information, see Adding Custom
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A o Dl T
Allow Privileged

Admission Plugins
PodSecurityPolicy
DenyEscalatingExec

SecurityContextDeny

{Optional) Add-ons - Use with caution

Linux Workloads.

18. (Optional) To allow users to create pods with privileged containers, select the Allow Privileged option. For more information,

see Pods @'in the Kubernetes documentation.

Note: Enabling the Allow Privileged option means that all containers in the cluster will run in privileged mode. Pod
Security Policy provides a privileged & parameter that can be used to enable or disable Pods running in privileged
mode. As a best practice, if you enable Allow Privileged define PSP to limit which Pods run in privileged mode. If you are

implementing PSP for privileged pods, you must enable Allow Privileged mode.

19. (Optional) Enable or disable one or more admission controller plugins: PodSecurityPolicy, DenyEscalatingExec, and

SecurityContextDeny. See Admission Plugins for more information.

20. (Optional) Under Node Drain Timeout(mins), enter the timeout in minutes for the node to drain pods. If you set this value to

0 | the node drain does not terminate.

21. (Optional) Under Pod Shutdown Grace Period (seconds), enter a timeout in seconds for the node to wait before it forces

Node Drain Timeout{mins} {min: 0, max: 1440)

a

Pod Shutdown Grace Period (seconds) { min: -1, max: 86400 |
10
¥ Force node to drain even if it has

running pods not managed by a
ReplicationController, ReplicaSet, Job,

onSet or StatefulSet,

¥ Force node to drain even if it has

running DaemonSet-managed pods.

¥ Force node to drain even if it has
running running pods using emptyDir.
Force node ta drain even if pods are still

running after timeout.

the pod to terminate. If you set this value to -! | the default timeout is set to the one specified by the pod.
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22. (Optional) To configure when the node drains, enable the following:

o Force node to drain even if it has running pods not managed by a ReplicationController, ReplicaSet, Job,
DaemonSet or StatefulSet.

o Force node to drain even if it has running DaemonSet-managed pods.

o Force node to drain even if it has running running pods using emptyDir.

o Force node to drain even if pods are still running after timeout.

warning: If you select Force node to drain even if pods are still running after timeout the node kills all running
workloads on pods. Before enabling this configuration, set Node Drain Timeoutto a value greater than 0 .

For more information about configuring default node drain behavior, see Worker Node Hangs Indefinitelyin Troubleshooting.

23. Click Save.

Deactivate a Plan

To deactivate a plan, perform the following steps:
1. Click the plan that you want to deactivate.
2. Select Inactive.

3. Click Save.

Kubernetes Cloud Provider

In the procedure below, you use credentials for vCenter master VMs. You must have provisioned the service account with the correct

permissions. For more information, see Create the Master Node Service Accountin Preparing vSphere Before Deploying Enterprise

PKS.

To configure your Kubernetes cloud provider settings, follow the procedure below:
1. Click Kubernetes Cloud Provider.
2. Under Choose your laaS, select vSphere.

3. Ensure the values in the following procedure match those in the vCenter Config section of the Ops Manager tile.
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Choose your |aa5s’
GCP
© vSphere

vCenter Master Credentials *
user@example.com

vCenter Host *

veenter-example.com

Datacenter Name *

example-dc

Datastore Name *

example-ds

Stored VM Folder *

pks_vms

a. Enteryour vCenter Master Credentials. Enter the username using the format user@example.com . For more
information about the master node service account, see Preparing vSphere Before Deploying Enterprise PKS.
b. Enteryour vCenter Host. For example, vcenter-example.com .

c. Enteryour Datacenter Name. For example, example-dc .
d. Enter your Datastore Name. For example, example-ds .Populate Datastore Name with the Persistent Datastore name

configured in your BOSH Directortile under vCenter Config > Persistent Datastore Names. The Datastore Name

field should contain a single Persistent datastore.

Note: The vSphere datastore type must be Datastore. Enterprise PKS does not support the use of vSphere
Datastore Clusters with or without Storage DRS. For more information, see Datastores and Datastore Clusters &

in the vSphere documentation.

Note: The Datastore Name is the default datastore used if the Kubernetes cluster StorageClass does not define a
StoragePolicy . Do not enter a datastore that is a list of BOSH Job/VMDK datastores. For more information, see
PersistentVolume Storage Options on vSphere.

Note: For multi-AZ and multi-cluster environments, your Datastore Name should be a shared Persistent
datastore available to each vSphere cluster. Do not enter a datastore that is local to a single cluster. For more
information, see PersistentVolume Storage Options on vSphere.

e. Enterthe Stored VM Folder so that the persistent stores know where to find the VMs. To retrieve the name of the folder,
navigate to your BOSH Director tile, click vCenter Config, and locate the value for VM Folder. The default folder name is
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pks_vms .

f. Click Save.

Networking

To configure networking, do the following:

1. Click Networking.

Networking Configurations

Container Networking Interface
(-] Flannel
Kubernetes Pod Network CIDR Range
10.200.0.0/16
Kubernetes Service Netwark CIDR Range

10.100.200.0/24

ss from Kubernetes cluster vms (laaS-dependent

2. Under Container Networking Interface, select Flannel.

3. (Optional) Enter values for Kubernetes Pod Network CIDR Rangeand Kubernetes Service Network CIDR Range.

o Ensure that the CIDR ranges do not overlap and have sufficient space for your deployed services.
o Ensure that the CIDR range for the Kubernetes Pod Network CIDR Rangeis large enough to accommodate the
expected maximum number of pods.
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HTTR/HTTPS Proxy (for vSphere and AWS only)*
Disabled
©) Enabled

HTTP Proxy URL

HTTP Proxy Credentials

HTTPS Proxy URL

HTTPS Proxy Credentials

Mo Proxy

Production environments can deny direct access to public Internet services and between internal services by placing an
HTTP or HTTPS proxy in the network path between Kubernetes nodes and those services.

Configuring Enterprise PKS to use these proxies allows Enterprise PKS-deployed Kubernetes nodes to access public Internet
services and other internal services.

Note: This setting will not set the proxy for running Kubernetes workloads or pods.

To complete your global proxy configuration for all outgoing HTTP/HTTPS traffic from your Kubernetes clusters, perform
the following steps:

o To proxy outgoing HTTP traffic, enter the URL of your HTTP proxy endpoint under HTTP Proxy URL. For example,
http://myproxy.com:1234 .
o (Optional) If your outgoing HTTP proxy uses basic authentication, enter the username and password in the HTTP Proxy
Credentials fields.
o To proxy outgoing HTTPS traffic, enter the URL of your HTTP proxy endpoint under HTTPS Proxy URL For example,
http://myproxy.com:1234 .,

Note: Using an HTTPS connection to the proxy server is not supported. HTTP and HTTPS proxy options can only be

configured with an HTTP connection to the proxy server. You cannot populate either of the proxy URL fields with an
HTTPS URL. The proxy host and port can be different for HTTP and HTTPS traffic, but the proxy protocol must be
HTTP.

o (Optional) If your HTTPS proxy uses basic authentication, enter the username and password in the HTTPS Proxy

Credentials fields.
o Under No Proxy, enter the comma-separated list of IP addresses that must bypass the proxy to allow for internal
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Enterprise PKS communication.
The list should include 127.0.0.1 and localhost .

Also include:

= Your Enterprise PKS environment’s CIDRs, such as the service network CIDR where your Enterprise PKS cluster is
deployed, the deployment network CIDR, the node network IP block CIDR, and the pod network IP block CIDR.

= If a component is communicating with Enterprise PKS or a registry using a hostname, such as the Harbor API FQDN,
instead of an IP address you will need to add the corresponding FQDN to the No Proxy list.

= |fyou are upgrading and have an existing proxy configuration for reaching a Docker registry or other external services,
add the following IP addresses to the No Proxy field to prevent the Enterprise PKS to laaS$ traffic from going through
the proxy: NSX Manager, vCenter Server, and all ESXi hosts.

m Any additional IP addresses or domain names that should bypass the proxy.
The No Proxy property for vSphere accepts wildcard domains denoted by a prefixed *. or . .

For example:

127.0.0.1,1localhost,
*.examplel.com,
.example2.com,
example3.com,
198.51.100.0/24,
203.0.113.0/24,
192.0.2.0/24

Note: By default the 10.100.0.0/8 and 10.200.0.0/8 |P address ranges, [nternal | .sve | .sve.cluster.local |

svecluster  and your Enterprise PKS FQDN are not proxied. This allows internal Enterprise PKS
communication.

Do notuse the _ characterinthe No Proxy field. Entering an underscore character in this field can cause
upgrades to fail.

Because some jobs in the VMs accept *- as a wildcard, while others only accept - , we recommend that you

define a wildcard domain using both of them. For example, to denote example.com as a wildcard domain, add
both *example.com and example.com tothe No Proxy property.

4. Under Allow outbound internet access from Kubernetes cluster vms (laaS-dependent), ignore the Enable outbound
internet access checkbox.

5. Click Save.

UAA

To configure the UAA server, do the following:

1. Click UAA.
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2. Under PKS API Access Token Lifetime, enter a time in seconds for the PKS API access token lifetime. This field defaults to
600 .

UAA Configuration

PKS API Access Token Lifetime (in seconds) *

600

PKS API Refresh Token Lifetime (in seconds) *

21600

PKS Cluster Access Token Lifetime {in seconds) *

600

PKS Cluster Refresh Token Lifetime (in seconds) *

21600

3. Under PKS API Refresh Token Lifetime, enter a time in seconds for the PKS API refresh token lifetime. This field defaults to
21600 .

4. Under PKS Cluster Access Token Lifetime, enter a time in seconds for the cluster access token lifetime. This field defaults
to 600 .

5. Under PKS Cluster Refresh Token Lifetime, enter a time in seconds for the cluster refresh token lifetime. This field defaults
to 21600 .

Note: Pivotal recommends using the default UAA token timeout values. By default, access tokens expire after ten
minutes and refresh tokens expire after six hours. If you want to customize your token timeout values, see Token
Management &'in UAA Overview.

6. Under Configure created clusters to use UAA as the OIDC provider, select Enabled or Disabled. If you click Enabled,
Kubernetes verifies end-user identities based on authentication executed by UAA. For more information, see the table below.

Option Description

If you do not enable UAA as the OpenlID Connect (OIDC) provider, Kubernetes authenticates users against its

Disabled
internal user management system.
If you enable UAA as the OIDC provider, Kubernetes authenticates users as follows:
o Ifyou select Internal UAA in the next step, Kubernetes authenticates users against the internal UAA
Enabled authentication mechanism.

o Ifyou select LDAP Server in the next step, Kubernetes authenticates users against the LDAP server.
o Ifyou select SAML Identity Providerin the next step, Kubernetes authenticates users against the SAML
identity provider.

Note: When you enable UAA as the OIDC provider, existing Enterprise PKS-provisioned Kubernetes clusters are upgraded
to use OIDC. This invalidates your kubeconfig files. You must regenerate the files for all clusters.
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To configure Enterprise PKS to use UAA as the OIDC provider, do the following:

a. Under Configure created clusters to use UAA as the OIDC provider, select Enabled.

Configure created clusters to use UAA as the OIDC provider.*
Disabled
© Enabled

UAA OIDC Groups Claim *

roles

UAA OIDC Groups Prefix *

oide:

UAA OIDC Username Claim *

user_name

UAA OIDC Username Prefix *

oidc:

b. For UAA OIDC Groups Claim, enter the name of your groups claim. This is used to set a user’s group in the JSON Web
Token (JWT) claim. The default value is roles .

c. For UAA OIDC Groups Prefix, enter a prefix for your groups claim. This prevents conflicts with existing names. For
example, if you enter the prefix oidc: , UAA creates a group name like oidc:developers . If you are configuring a new
Enterprise PKS installation, the defaultis oidc: . If you are upgrading to Enterprise PKS v1.5, the defaultis - .

d. For UAA OIDC Username Claim, enter the name of your username claim. This is used to set a user’s username in the
JWT claim. The default value is user_name . Depending on your provider, admins can enter claims besides user_name |,

like email or name .

e. For UAA OIDC Username Prefix, enter a prefix for your username claim. This prevents conflicts with existing names. For

example, if you enter the prefix oidc: , UAA creates a username like oidc:admin . If you are configuring a new Enterprise

PKS installation, the defaultis oidc: .If you are upgrading to Enterprise PKS v1.5, the defaultis - .

Note: Pivotal recommends adding OIDC prefixes to prevent OIDC users and groups from gaining unintended
cluster privileges. When you upgrade to Enterprise PKS v1.5, if you do not change the values for UAA OIDC
Groups Prefix or UAA OIDC Username Prefix, Enterprise PKS does not add prefixes.

warning: If you change the above values for a pre-existing Enterprise PKS installation, you must change any
existing role bindings that bind to a username or group. If you do not change your role bindings, developers cannot
access Kubernetes clusters. For instructions about creating role bindings, see Managing Cluster Access and

Permissions.

7. Select one of the following options:

o Touse aninternal user account store for UAA, select Internal UAA. Click Save and continue to (Optional) Host
Monitoring.
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o To use LDAP for UAA, select LDAP Server and continue to Connecting Enterprise PKS to an LDAP Server.

o To use SAML for UAA, select SAML Identity Provider and continue to Connecting Enterprise PKS to a SAML Identity

Provider.

(Optional) Host Monitoring

In Host Monitoring, you can configure one or more of the following:

e To configure Syslog for BOSH-deployed VMs, see Syslog. Syslog forwards log messages from all BOSH-deployed VMs to a syslog

endpoint.

e To configure VMware vRealize Log Insight (VRLI) Integration, see VMware vRealize Log Insight Integration. The vRLI integration

pulls logs from all BOSH jobs and containers running in the cluster, including node logs from core Kubernetes and BOSH processes,

Kubernetes event logs, and pod stdout and stderr .

e To configure the Telegraf agent, see Telegraf. The Telegraf agent sends metrics from master node and worker node VMs to a

monitoring service, such as Wavefront or Datadog.

For more information about these components, see Monitoring PKS and PKS-Provisioned Clusters.

Configure PKS Monitoring Features on Host

Enable Syslog for PKS?*

or\.o

Yes

Enable VMware vRealize Log Insight Integration?”
(o] No
- Yes
Include eted metrics
Enable node exporter on master

Include kubelet metrics

Setup Telegraf Outputs *

[[outputs.discard]]

Setup the on host telegraf outputs. This is not visible to cluster users.
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Syslog

To configure Syslog for all BOSH-deployed VMs in Enterprise PKS:
1. Click Host Monitoring.
2. Under Enable Syslog for PKS, select Yes.
3. Under Address, enter the destination syslog endpoint.
4. Under Port, enter the destination syslog port.
5. Under Transport Protocol, select a transport protocol for log forwarding.
6. (Optional) To enable TLS encryption during log forwarding, complete the following steps:

a. Ensure Enable TLSis selected.

Note: Logs may contain sensitive information, such as cloud provider credentials. Pivotal strongly recommends
that you enable TLS encryption for log forwarding.

b. Under Permitted Peer, provide the accepted fingerprint (SHA1) or name of remote peer. For example,
* . YOUR-LOGGING-SYSTEM.com .

c. Under TLS Certificate, provide a TLS certificate for the destination syslog endpoint.

Note: You do not need to provide a new certificate if the TLS certificate for the destination syslog endpoint is
signed by a Certificate Authority (CA) in your BOSH certificate store.

7. (Optional) Under Max Message Size, enter a maximum message size for logs that are forwarded to a syslog endpoint. By
default, the Max Message Size field is 10,000 characters.

8. Click Save.

VMware vRealize Log Insight Integration

Note: Before you configure the vRLI integration, you must have a vRLI license and vRLI must be installed, running, and
available in your environment. You need to provide the live instance address during configuration. For instructions and
additional information, see the vRealize Log Insight documentation .

To configure vRLI logging, under Enable VMware vRealize Log Insight Integration? select Yes and then perform the following

steps:
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Enable VMware vRealize Log Insight Integration?”
No
0 e

Host *

Enable S5L7
Disable 550 certificate validation
CA certificate
2

Rate limiting

0

1. Under Host, enter the IP address or FQDN of the vRLI host.
2. (Optional) Select the Enable SSL? checkbox to encrypt the logs being sent to vRLI using SSL.

3. Choose one of the following SSL certificate validation options:

o To skip certificate validation for the vRLI host, select the Disable SSL certificate validation checkbox. Select this option
if you are using a self-signed certificate in order to simplify setup for a development or test environment.

Note: Disabling certificate validation is not recommended for production environments.

o To enable certificate validation for the vRLI host, clear the Disable SSL certificate validation checkbox.

4. (Optional) If your vRLI certificate is not signed by a trusted CA root or other well known certificate, enter the certificate in the CA
certificate field. Locate the PEM of the CA used to sign the vRLI certificate, copy the contents of the certificate file, and paste
them into the field. Certificates must be in PEM-encoded format.

5. Under Rate limiting, enter a time in milliseconds to change the rate at which logs are sent to the vRLI host. The rate limit
specifies the minimum time between messages before the fluentd agent begins to drop messages. The default value 0 means
that the rate is not limited, which suffices for many deployments.

Note: If your deployment is generating a high volume of logs, you can increase this value to limit network traffic.
Consider starting with a lower value, such as 10 | then tuning to optimize for your deployment. A large number might
result in dropping too many log entries.

6. Click Save. These settings apply to any clusters created after you have saved these configuration settings and clicked Apply
Changes. If the Upgrade all clusters errand has been enabled, these settings are also applied to existing clusters.
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Note: The Enterprise PKS tile does not validate your vRLI configuration settings. To verify your setup, look for log entries
in VRLI.

Telegraf

To configure Enterprise PKS to use Telegraf for metric collection:

1. Create a configuration file for your monitoring service. For instructions, see Create a Configuration File.

2. Select one or more of the following checkboxes:

o Include etcd metrics: This includes etcd server and debug metrics.
o Enable node exporter on master. This enables Node Exporter on the localhost of each master node VM.
o Include kubelet metrics: This includes all workload metrics across your Kubernetes clusters. Enabling Include kubelet

metrics generates a high volume of metrics.

3. In Setup Telegraf Outputs, replace the default value [[outputs.discard]] with the contents of the configuration file that
you created above.

4. Click Save.

(Optional) In-Cluster Monitoring

In In-Cluster Monitoring, you can configure one or more observability components and integrations that run in Kubernetes clusters
and capture logs and metrics about your workloads. For more information, see Monitoring Workers and Workloads.

Configure PKS Monitoring Features Deployed in Cluster

Wavefront Integration*
0 Mo

Yes

Deploy cAdvisor*

Q No

Yes
Enable Metric Sink Resources
Enable Log Sink Resources

Enable node exporter on workers
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To configure in-cluster monitoring:

e To configure Wavefront, see Wavefront.
e To configure cAdvisor, see VMware vRealize Operations Management Pack for Container Monitoring

e To configure sink resources, see:

o Metric Sink Resources
o Log Sink Resources

You can enable both log and metric sink resources or only one of them.

Wavefront

You can monitor Kubernetes clusters and pods metrics externally using the integration with Wavefront by VMware .

Note: Before you configure Wavefront integration, you must have an active Wavefront account and access to a Wavefront

instance. You provide your Wavefront access token during configuration and enabling errands. For additional information, see
the Wavefront documentation .

To enable and configure Wavefront monitoring:

1. Inthe Enterprise PKS tile, select In-Cluster Monitoring.

Wavetront URL

https:/ftry.wavefront.com/api

Wavefront Access Token *

Wavetront Alert Recipient

user@example.com,Wavefront_TargetID

2. Under Wavefront Integration, select Yes.
3. Under Wavefront URL, enter the URL of your Wavefront subscription. For example:

https://try.wavefront.com/api

4. Under Wavefront Access Token, enter the API token for your Wavefront subscription.

5. To configure Wavefront to send alerts by email, enter email addresses or Wavefront Target IDs separated by commas under
Wavefront Alert Recipient, using the following syntax:
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USER-EMAIL,WAVEFRONT-TARGETID_001,WAVEFRONT-TARGETID_002

Where:

o USER-EMAIL isthe alertrecipient’s email address.

0 WAVEFRONT-TARGETID_001 and WAVEFRONT-TARGETID_002 areyour comma-delimited Wavefront Target IDs.

For example:

randomuser@example.com,51n6psdj933o0zdjf

6. Click Save.
To create alerts, you must enable errands in Enterprise PKS.
1. Inthe Enterprise PKS tile, select Errands.
2. Onthe Errands pane, enable Create pre-defined Wavefront alerts errand.
3. Enable Delete pre-defined Wavefront alerts errand.

4. Click Save. Your settings apply to any clusters created after you have saved these configuration settings and clicked Apply
Changes.

The Enterprise PKS tile does not validate your Wavefront configuration settings. To verify your setup, look for cluster and pod metrics
in Wavefront.

VMware vRealize Operations Management Pack for Container Monitoring

You can monitor Enterprise PKS Kubernetes clusters with VMware vRealize Operations Management Pack for Container Monitoring.

To integrate Enterprise PKS with VMware vRealize Operations Management Pack for Container Monitoring, you must deploy a
container running cAdvisor &' in your PKS deployment.

cAdvisor is an open source tool that provides monitoring and statistics for Kubernetes clusters.
To deploy a cAdvisor container:

1. Select In-Cluster Monitoring.

2. Under Deploy cAdvisor, select Yes.

3. Click Save.

For more information about integrating this type of monitoring with PKS, see the VMware vRealize Operations Management Pack
for Container Monitoring User Guide & and Release Notes & in the VMware documentation.

Metric Sink Resources

You can configure PKS-provisioned clusters to send Kubernetes node metrics and pod metrics to metric sinks. For more information
about metric sink resources and what to do after you enable them in the tile, see Sink Resourcesin Monitoring Workers and
Workloads.
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To enable clusters to send Kubernetes node metrics and pod metrics to metric sinks:

1. In In-Cluster Monitoring, select Enable Metric Sink Resources. If you enable this checkbox, Enterprise PKS deploys
Telegraf asa Daemonset , a pod that runs on each worker node in all your Kubernetes clusters.

2. (Optional) To enable Node Exporter to send worker node metrics to metric sinks of kind ClusterMetricSink | select Enable node
exporter on workers. If you enable this checkbox, Enterprise PKS deploys Node Exporter asa DaemonSet '3 pod that runs on

each worker node in all your Kubernetes clusters.
For instructions on how to create a metric sink of kind ClusterMetricSink  for Node Exporter metrics, see Create a

ClusterMetricSink Resource for Node Exporter Metrics in Creating and Managing Sink Resources.

3. Click Save.

Log Sink Resources

You can configure PKS-provisioned clusters to send Kubernetes APl events and pod logs to log sinks. For more information about log
sink resources and what to do after you enable them in the tile, see Sink Resourcesin Monitoring Workers and Workloads.

To enable clusters to send Kubernetes API events and pod logs to log sinks:

1. Select Enable Log Sink Resources. If you enable this checkbox, Enterprise PKS deploys Fluent Bitasa DaemonsSet , a pod
that runs on each worker node in all your Kubernetes clusters.

2. Click Save.

Tanzu Mission Control (Experimental)

Participants in the VMware Tanzu Mission Control beta program can use the Tanzu Mission Control (Experimental) pane of the
Enterprise PKS tile to integrate their Enterprise PKS deployment with Tanzu Mission Control.

Tanzu Mission Control integration lets you monitor and manage Enterprise PKS clusters from the Tanzu Mission Control console, which
makes the Tanzu Mission Control console a single point of control for all Kubernetes clusters.

warning: VMware Tanzu Mission Control is currently experimental beta software and is intended for evaluation and test
purposes only. For more information about Tanzu Mission Control, see the VMware Tanzu Mission Control @ home page.

To integrate Enterprise PKS with Tanzu Mission Control:

1. Confirm that the PKS Control Plane VM has internet access and can connect to *.tmec.cloud.vmware.com and the other outbound
URLs listed in the What Happens When You Attach a Cluster & section of the Tanzu Mission Control documentation.

2. Navigate to the Enterprise PKS tile > the Tanzu Mission Control (Experimental) pane and select Yes under Tanzu
Mission Control Integration.
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Tanzu Mission Control Integration®

No

= Yes

Tanzu Mission Control URL *
WMware Cloud Services APl Token *

Tanzu Mission Control Cluster Group *

default

Tanzu Mission Control Cluster Name Prefix *

pks-

3. Configure the fields below:

o Tanzu Mission Control URL: Enter the Org URL of your Tanzu Mission Control subscription, without a trailing slash 7 ).
For example, YOUR-ORG.tmc.cloud.vmware.com .

o VMware Cloud Services API token: Enter your API token to authenticate with VMware Cloud Services APIs. You can
retrieve this token by logging in to VMware Cloud Services & and viewing your account information.

o Tanzu Mission Control Cluster Group: Enter the name of a Tanzu Mission Control cluster group.

The name can be default or another value, depending on your role and access policy:

m Org Member usersinVMware cloud services havea service.admin rolein Tanzu Mission Control. These users:

= By default, can create and attach clusters only in the default cluster group.
= Can create and attach clusters to other cluster groups after an organization.admin user grants them the

clustergroup.admin or clustergroup.edit role forthose groups.

m Org owner usersinVMware cloud services have organization.admin permissionsin Tanzu Mission Control. These

users:

= Can create cluster groups.
s Cangrant clustergroup rolesto service.admin usersthrough the Tanzu Mission Control Access Policy view.

For more information about role and access policy, see Access Control &'in the VMware Tanzu Mission Control Product

Documentation.

o Tanzu Mission Control Cluster Name Prefix: Enter a name prefix for identifying the Enterprise PKS clusters in Tanzu

Mission Control.

4. Click Save.
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warning: After the Enterprise PKS tile is deployed with a configured cluster group, the cluster group cannot be updated.

Note: When you upgrade your Kubernetes clusters and have Tanzu Mission Control integration enabled, existing clusters will
be attached to Tanzu Mission Control.

CEIP and Telemetry

To configure VMware’s Customer Experience Improvement Program (CEIP) and the Pivotal Telemetry Program (Telemetry), do the
following:

1. Click CEIP and Telemetry.

2. Review the information about the CEIP and Telemetry.

CEIP and Telemetry

About the CEIP and Telemetry Program

VMware's Customer Experience Improvement Program ["CEIP") and the Pivotal Telemetry Program ("Telemetry") provides VMware and Pivotal with
information that enables the companies to improve their products and services, fix problems, and advise you on how best to deploy and use our products. As
part of the CEIP and Telemetry, VMware and Pivotal collect technical information about your organization's use of the Pivotal Container Service ("PKS") on a
regular basis.

Since PKS is jointly developed and sold by VMware and Pivotal, we will share this information with one another.
Customers who participate (at the enhanced tier) are eligible for several benefits, including Proactive Support.

Additional information regarding the data collected through CEIP or Telemetry, and the purposes for which it is used by VMware is set forth in the Trust &
Assurance Center and for Pivotal on the Pivotal Telemetry pages. If you prefer not to participate in CEIP and Telemetry for PKS, you should not join below. You
miay join or leave CEIP and Telemetry for PKS at any time.

Levels of Participation

Mo personally identifiable information (PIl) is collected at either level of participation. Please refer to the data dictionary for more information on the data we
collect.

Standard.: This participation tier is anonymous. Your data will be used to improve PKS, but is not identifiable to your erganization

Enhanced: This participation tier allows us to identify your organization so we may provide proactive support and other benefits. See sample reports for more
details.

Please Note

» If you are opting in on behalf of an organization (and not for you as an individual), you represent and warrant that you have legal authority to bind that
organization, and you hereby join CEIP/Telemetry on behalf of your arganization.

+ If you are opting in to the enhanced tier, in the event a term or condition of CEIP or the Telemetry program conflicts with a term or condition of a previously
executed license procurement agreement between you and Licensor (Pivotal or VMware), the CEIP or Telemetry program terms supersede solely for
purposes of CEIP and Telemetry

» If you are running PKS on a private network, you will need to enable outgoing internet access by opening your firewall to allow traffic to
https://vesa.vinware.com/phon port 443

Resources

» Data Dictionary

* Participation Benefits

» Sample Reports

* Trust and Assurance Center
» Pivotal Telemetry

View a larger version of this image.
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3. To specify your level of participation in the CEIP and Telemetry program, select one of the Participation Level options:

o None: If you select this option, data is not collected from your Enterprise PKS installation.

o (Default) Standard: If you select this option, data is collected from your Enterprise PKS installation to improve Enterprise
PKS. This participation level is anonymous and does not permit the CEIP and Telemetry to identify your organization.

o Enhanced: If you select this option, data is collected from your Enterprise PKS installation to provide you proactive
support and other benefits. This participation level permits the CEIP and Telemetry to identify your organization.

Please select your participation level in the CEIP and Telemetry program.”
None: No data will be collected from your PKS installation and you will not be eligible for any benefits

Standard: This participation tier is anonymous. Your data will be used to improve PKS, but is not identifiable to your
organization

© Enhanced: This participation tier allows us to identify your organization so we may provide proactive support and other

benefits

Please enter your VMWare Account Number or Pivotal Customer Number. *

Please enter a label for this PKS Installation {optional)

For more information about the CEIP and Telemetry participation levels, see Participation Levelsin Telemetry.

4. If you selected the Enhanced participation level, complete the following:

o Enter your VMware account number or Pivotal customer number in the VMware Account Number or Pivotal Customer
Number field. If you are a VMware customer, you can find your VMware Account Number in your Account Summary on
my.vmware.com . If you are a Pivotal customer, you can find your Pivotal Customer Number in your Pivotal Order
Confirmation email.

o (Optional) Enter a descriptive name for your PKS installation in the PKS Installation Label field. The label you assign to
this installation will be used in telemetry reports to identify the environment.

5. To provide information about the purpose for this installation, select an option in the PKS Installation Type list.

Please select how you will be using this PKS Installation *
Demo or Proof-of-concept
Development or Pre-production
Production

| do not wish to provide this information

6. Click Save.

Note: If you join the CEIP and Telemetry Program for Enterprise PKS, open your firewall to allow outgoing access to
https://vesa.vmware.com/ph  ONn port 443 .

Note: Even if you select None, Enterprise PKS-provisioned clusters send usage data to the PKS control plane. However, this
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data is not sent to VMware or Pivotal and remains on your Enterprise PKS installation.

Errands

Errands are scripts that run at designated points during an installation.

To configure when post-deploy and pre-delete errands for Enterprise PKS are run, make a selection in the dropdown next to the
errand.

We recommend that you set the Run smoke tests errand to On. The errand uses the PKS CLI to create a Kubernetes cluster and then
delete it. If the creation or deletion fails, the errand fails and the installation of the Enterprise PKS tile is aborted.

For the other errands, we recommend that you leave the default settings.

Copyright © 2020 VMware, Inc. All Rights Reserved. 91 1.6



vmware Tanzu Docs

Errands

Errands are scripts that run at designated points during an installation.

Post-Deploy Errands

NSX-T Validation errand Validates NSX-T configuration
Default (Off) 5

Run smoke tests Run smoke tests to validate PKS lifecycle operations
Default (Off) 3

Upgrade all clusters errand Upgrades all Kubernetes clusters provisioned by PKS after the PKS Tile upgrade is applied
Default (On) 3

Create pre-defined Wavefront alerts  create pre-defined Wavefront alerts

errand
Default (Off) 3
Pre-Delete Errands
Delete all clusters errand Deletes all clusters provisioned by PKS when the PKS tile is deleted
Default (On) &

Delete pre-defined Wavefront alerts  Delete pre-defined Wavefront alerts errand
errand

Default (Off)

For more information about errands and their configuration state, see Managing Errands in Ops Manager .

L 13

warning: If Upgrade all clusters errandis enabled, updating the Enterprise PKS tile with a new Linux stemcell triggers the
rolling of every Linux VM in each Kubernetes cluster. Similarly, updating the Enterprise PKS tile with a new Windows stemcell
triggers the rolling of every Windows VM in your Kubernetes clusters. This automatic rolling ensures that all your VMs are
patched. To avoid workload downtime, use the resource configuration recommended in What Happens During Enterprise
PKS Upgrades and Maintaining Workload Uptime.

(Optional) Resource Config
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To modify the resource usage of Enterprise PKS and specify your PKS API load balancer, follow the steps below:

1. Select Resource Config.

Resource Config

Pivotal Container Service Automatic: 10 GB | | Automatic: rd.large (cpuw: 2, ram: 153 GB, d § pks.api

2. (Optional) Edit other resources used by the Pivotal Container Service job. The Pivotal Container Service job requires a VM

with the following minimum resources:

CPU Memory Disk

2 8GB 29GB

Note: The automatic VM Type value matches the minimum recommended size for the Pivotal Container Service
job. If you experience timeouts or slowness when interacting with the PKS API, selecta VM Type with greater CPU and

memory resources.

3. (Optional) In the Load Balancers column, enter the name of your PKS API load balancer.

Note: After you click Apply Changes for the first time, BOSH assigns the PKS VM an IP address. BOSH uses the name
you provide in the Load Balancers column to locate your load balancer, and then connect the load balancer to the PKS

VM using its new IP address.

4. (Optional) If you do not use a NAT instance, select Internet Connected to allow component instances direct access to the
internet.

Step 3: Apply Changes
1. Return to the Ops Manager Installation Dashboard.

2. Click Review Pending Changes. Select the product that you intend to deploy and review the changes. For more information,
see Reviewing Pending Product Changes .

3. Click Apply Changes.

Next Installation Step

To configure the PKS API load balancer, follow the instructions in Configure PKS API Load Balancer.

Please send any feedback you have to pks-feedback@pivotal.io.
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Configuring PKS API Load Balancer

In this topic

Overview

Prerequisites

Step 1: Retrieve the PKS API Endpoint

Step 2: Configure an External Load Balancer

Next Installation Step

Page last updated:

This topic describes how to configure an external load balancer for the PKS API.

Overview

You must configure an external load balancer to make the PKS API accessible from outside the network. This external load balancer
forwards traffic to the PKS APl endpoint on ports 8443 and 9021. You can use any external load balancer for the PKS API.

To set up an external load balancer for the PKS API, do the following after you install the Enterprise PKS tile:
1. Retrieve the PKS API Endpoint

2. Configure an External Load Balancer

Prerequisites
Before configuring an external load balancer for the PKS API, you must have the following:

e The PKS API certificate that you provided in the Enterprise PKS tile > PKS API > Certificate to secure the PKS API

e The PKS APl hostname that you entered in the Enterprise PKS tile > PKS API> APl Hosthame (FQDN).

Step 1. Retrieve the PKS API Endpoint

You need to retrieve the PKS API endpoint to allow your organization to use the APl to create, update, and delete Kubernetes clusters.
To retrieve the PKS APl endpoint, do the following:

1. Navigate to the Ops Manager Installation Dashboard.

2. Click the Enterprise PKS tile.

3. Click the Status tab and locate the Pivotal Container Service job. The IP address of the Pivotal Container Service job is the
PKS API endpoint.

Step 2: Configure an External Load Balancer
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To set up an external load balancer for the PKS API, configure the external load balancer to resolve to the domain name you entered in
the Enterprise PKStile > PKS API> APl Hostname (FQDN) using the following information:

e |P address from Retrieve PKS API Endpoint
e Ports 8443 and 9021

e HTTPS or TCP protocol

Next Installation Step

To set up Enterprise PKS admin users who can create and manage Kubernetes clusters, follow the instructions in Setting Up
Enterprise PKS Admin Users on vSphere.

Please send any feedback you have to pks-feedback @pivotal.io.
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Setting Up Enterprise PKS Admin Users on vSphere

In this topic

Overview

Prerequisites

Step 1: Connect to the PKS Control Plane VM
Step 2: Log In as a UAA Admin

Step 3: Assign Enterprise PKS Cluster Scopes
Next Step

Page last updated:

This topic describes how to create admin users in VMware Enterprise PKS with User Account and Authentication (UAA). Creating at
least one admin user is a necessary step during the initial set up of Enterprise PKS.

Overview

UAAis the identity management service for Enterprise PKS. Enterprise PKS includes a UAA server, which is hosted on the PKS control
plane VM.

To interact with the UAA server, you can use the UAA Command Line Interface (UAAC). You can either run UAAC commands from the
Ops Manager VM or install UAAC on your local workstation.

Prerequisites
Before setting up admin users for Enterprise PKS, you must have one of the following:

e SSH access to the Ops Manager VM

e A machine that can connect to your PKS control plane VM

Step 1: Connect to the PKS Control Plane VM

You can connect to the PKS control plane VM from the Ops Manager VM or from a different machine such as your local workstation.

Option 1: Connect through the Ops Manager VM

You can connect to PKS control plane VM by logging in to the Ops Manager VM through SSH. To SSH into the Ops Manager VM on
vSphere, do the following:

To SSH into the Ops Manager VM on vSphere, you need the credentials used to import the PCF .ova or .ovf file into your virtualization
system. You set your credentials in the Prepare vSphere & section of Deploying Ops Manager on vSphere for your Ops Manager
version.

Note: If you lose your password, you must shut down the Ops Manager VM in the vSphere Ul and reset the password. See
vCenter Password Requirements and Lockout Behavior & in the vSphere documentation for more information.
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warning: If you deployed Ops Manager v2.6 on vSphere, you can only SSH into the Ops Manager VM with a private SSH key. If
you do not have a private SSH key, you must add a public key to your .ova or .ovf file and then use the private key to SSH
onto the Ops Manager VM. If you do not add a key, Ops Manager shuts down automatically because it cannot find a key and
may enter a reboot loop.

To SSH into the Ops Manager VM on vSphere, do one of the following:
e If you set a password when you installed Ops Manager:

1. SSHinto the Ops Manager VM by running the following command:

ssh ubuntu@OPS-MANAGER-FQDN

Where OPS-MANAGER-FQDN s the fully qualified domain name (FQDN) of Ops Manager.

2. When prompted, enter the password that you set during the -ova deployment into vCenter. For example:

$ ssh ubuntu@my-opsmanager-fqdn.example.com

Pasq“,ord. sk ok ok ok ok ok ok sk sk ok ok

3. Proceed to the Log in as a UAA Adminsection to manage users with UAAC.
e If you set a SSH key when you installed Ops Manager:

1. Change the permissions for your private SSH key by running the following command:

chmod 600 PRIVATE-KEY

Where PRIVATE-KEY isthe name of your private SSH key.

2. SSH into the Ops Manager VM by running the following command:

ssh -i PRIVATE-KEY ubuntu@OPS-MANAGER-FQDN

Where OPS-MANAGER-FQDN s the fully qualified domain name (FQDN) of Ops Manager.
For example:

§ ssh -iid_rsa ubuntu@my-opsmanager-fqdn.example.com

3. Proceed to the Log In as a UAA Adminsection to create admin users with UAAC.

Option 2: Connect through a Non-Ops Manager Machine

To connect to the PKS control plane VM and run UAA commands, do the following:

1. Install UAAC on your machine. For example:

gem install cf-uaac

2. Download a copy of your Ops Manager root CA certificate to the machine. To download the certificate, do the following:

a. Inaweb browser, navigate to the FQDN of Ops Manager and log in.
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b. In Ops Manager, navigate to Settings in the drop-down menu under your username.
c. Click Advanced Options.

d. Onthe Advanced Options configuration page, click Download Root CA Cert

e. Move the certificate to a secure location on your machine and record the path.

3. Proceed to the Log In as a UAA Adminsection to create admin users with UAAC.

Step 2: Log In as a UAA Admin

Before creating PKS users, you must log in to the UAA server as a UAA admin. To log in to the UAA server, do the following:

1. Retrieve the UAA management admin client secret:

a. Inaweb browser, navigate to the Ops Manager Installation Dashboard and click the Enterprise PKS tile.
b. Click the Credentials tab.
c. Click Link to Credential next to Pks Uaa Management Admin Clientand copy the value of

secret .
2. Target your UAA server by running the following command:
uaac target https://PKS-API:8443 --ca-cert CERTIFICATE-PATH

Where:

o PKS-API isthe domain name of your PKS APl server. You entered this domain name in the Enterprise PKS tile > PKS
API > APl Hosthame (FQDN).

o CERTIFICATE-PATH isthe path toyour Ops Manager root CA certificate. Provide this certificate to validate the PKS API
certificate with SSL.

m [fyou are logged in to the Ops Manager VM, specify /var/tempest/workspaces/default/root_ca_certificate as
the path. This is the default location of the root certificate on the Ops Manager VM.

= |f you downloaded the Ops Manager root CA certificate to your machine, specify the path where you stored the
certificate.

For example:

$ uaac target api.pks.example.com:8443 --ca-cert /var/tempest/workspaces/default/root _ca certificate

Note: If you receive an Unknown key: Max-Age = 86400 warning message, you can ignore it because it has no impact.

3. Authenticate with UAA by running the following command:
uaac token client get admin -s ADMIN-CLIENT-SECRET

Where ADMIN-CLIENT-SECRET s your UAA management admin client secret that you retrieved in a previous step. The client
username is admin

Step 3: Assign Enterprise PKS Cluster Scopes

The pks.clusters.manage and pks.clusters.admin UAA scopes grant users the ability to create and manage Kubernetes clusters in Enterprise
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PKS. For information about UAA scopes in Enterprise PKS, see UAA Scopes for Enterprise PKS Users.

To create Enterprise PKS users with the pks.clusters.manage Or pks.clusters.admin UAA scope, perform one or more of the following
procedures based on the needs of your deployment:

e To assign PKS cluster scopes to an individual user, see Grant Enterprise PKS Access to an Individual User. Follow this procedure
if you selected Internal UAA when you configured UAA in the Enterprise PKS tile. For more information, see Installing
Enterprise PKS on vSphere.

e To assign PKS cluster scopes to an LDAP group, see Grant Enterprise PKS Access to an External LDAP Group Follow this
procedure if you selected LDAP Server when you configured UAA in the Enterprise PKS tile. For more information, see Installing
Enterprise PKS PKS on vSphere.

e To assign PKS cluster scopes to a SAML group, see Grant Enterprise PKS Access to an External SAML Group Follow this
procedure if you selected SAML ldentity Provider when you configured UAA in the Enterprise PKS tile. For more information,
see Installing Enterprise PKS PKS on vSphere.

e To assign PKS cluster scopes to a client, see Grant Enterprise PKS Access to a Client

Next Step

After you create admin users in Enterprise PKS, the admin users can create and manage Kubernetes clusters in Enterprise PKS. For
more information, see Managing Kubernetes Clusters and Workloads.

Please send any feedback you have to pks-feedback @pivotal.io.
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Installing Enterprise PKS on vSphere with NSX-T Data Center

In this topic

Step 1: Prepare to Install Enterprise PKS on vSphere with NSX-T

Step 2: Install and Configure NSX-T Data Center for Enterprise PKS

Step 3: Create the Management Plane for Enterprise PKS

Step 4: Create the Compute Plane for Enterprise PKS

Step 5: Deploy Ops Manager for Enterprise PKS with NSX-T

Step 6: Generate the NSX-T Management Cluster Root CA Certificate and Key
Step 7: Configure BOSH Director for vSphere with NSX-T

Step 8: Generate and Register the NSX-T Management Cluster Super User Principal Identity Certificate and Key
Step 9: Install Enterprise PKS on vSphere with NSX-T

Step 10: Install Harbor Harbor Registry for Enterprise PKS

Step 11: Install the PKS and Kubectl CLIs

Step 12: Create Admin Users for Enterprise PKS

Step 13: Verify the Installation of Enterprise PKS

Step 14: Perform Desired Post-Installation Configurations

Step 15: Create Network Profiles to Customize Cluster Deployments

Page last updated:

This topic lists the procedures to follow to install VMware Enterprise PKS on vSphere with NSX-T Data Center.

note: This topic explains how to install Enterprise PKS on vSphere with NSX-T on Pivotal Platform. As an alternative, you can
use the VMware Enterprise PKS Management Console to install Enterprise PKS on vSphere with NSX-T. Refer to Enterprise
PKS Management Console (vSphere Only) for details.

Step 1: Prepare to Install Enterprise PKS on vSphere with NSX-T

In preparation for installing Enterprise PKS on vSphere with NSX-T, review all of the topics in the subsection Preparing to Install
Enterprise PKS on vSphere with NSX-T Data Center.

Step 2: Install and Configure NSX-T Data Center for Enterprise PKS

NSX-T Data Center must be installed and configured before you install Enterprise PKS.

Forinstructions, see Installing and Configuring NSX-T for Enterprise PKS.

Step 3: Create the Management Plane for Enterprise PKS

Prepare the vSphere and NSX-T infrastructure for the Enterprise PKS Management Plane where the PKS API, Ops Manager, BOSH
Director, and Harbor Registry VMs are deployed. This includes creating a vSphere resource pool for Enterprise PKS management
components, an NSX Tier-1 (T1) Logical Switch, an NSX Tier-1 Logical Router and Port, and NAT rules (if you are using NAT mode).
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Forinstructions, see Creating the Enterprise PKS Management Plane

Step 4: Create the Compute Plane for Enterprise PKS

Create vSphere Resource Pools for the Availability Zones where you will deploy Kubernetes clusters. These resource pools map to the
AZs you will create when you configure BOSH Director and reference when you install the Enterprise PKS tile.

Create IP blocks for the node networks and the pod networks. Typically the initial subnets for both nodes and pods will have a size of
256 (/16).

Create a Floating IP Pool from which to assign routable IP addresses to components. This network provides your load balancing

address space for each Kubernetes cluster created by Enterprise PKS. The network also provides IP addresses for Kubernetes API
access and Kubernetes exposed services.

For instructions, see Creating the Enterprise PKS Compute Plane

Step 5: Deploy Ops Manager for Enterprise PKS with NSX-T
Deploy a supported version of Ops Manager on the NSX-T Management Plane network.

For instructions, see Deploying Ops Manager with NSX-T for Enterprise PKS

Step 6: Generate the NSX-T Management Cluster Root CA Certificate and Key

Generate the CA Cert for the NSX Manager and import the certificate to NSX Manager.

For instructions, see Generating and Registering the NSX-T Management Root CA Certificate for Enterprise PKS

Step 7: Configure BOSH Director for vSphere with NSX-T

Create BOSH availability zones (AZs) that map to the Management and Compute resource pools in vSphere, and the Management and
Control plane networks in NSX-T.

For instructions, see Configuring BOSH Director with NSX-T for Enterprise PKS

Step 8: Generate and Register the NSX-T Management Cluster Super User Principal
|dentity Certificate and Key

Generate the NSX Manager Super User Principal Identity Certificate and register it with the NSX Manager using the NSX API.

For instructions, see Generating and Registering the NSX Manager Superuser Principal Identity Certificate and Key,

Step 9: Install Enterprise PKS on vSphere with NSX-T

At this point your NSX-T environment is prepared for Enterprise PKS installation using the Enterprise PKS tile in Ops Manager.

For instructions, see Installing Enterprise PKS on vSphere with NSX-T.
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Step 10: Install Harbor Harbor Registry for Enterprise PKS

The VMware Harbor Registry is recommended for Enterprise PKS. Install Harbor in the NSX Management Plane with other Enterprise
PKS components (PKS API, Ops Manager, and BOSH).

If you are using the NAT deployment topology, create a DNAT rule that maps the private Harbor IP address to a routable IP address
from the floating IP pool on the PKS management network. See Create DNAT Rule &.

For instructions, see Installing VMware Harbor Registry &.

Step 11: Install the PKS and Kubectl CLIs

See Installing the PKS CLlIand Installing the Kubernetes CLL.

Step 12: Create Admin Users for Enterprise PKS

See Setting Up Enterprise PKS Admin Users on vSphere

Step 13: Verify the Installation of Enterprise PKS

Create a Kubernetes cluster using the PKS CLI. For instructions, see Create a Kubernetes Cluster.

Deploy a simple workload to the Kubernetes cluster. For instructions, see Deploy Workloads on vSphere with NSX-T.

Step 14: Perform Desired Post-Installation Configurations

After you have installed Enterprise PKS on vSphere with NSX-T, refer to the following subsection for topics describing additional NSX-T
configuration options: Advanced Configurations for Enterprise PKS on vSphere with NSX-T Data Center

Step 15: Create Network Profiles to Customize Cluster Deployments

Network profiles let you provide customized deployment templates for Kubernetes clusters. See Network Profiles (NSX-T Only) for
details.

Please send any feedback you have to pks-feedback @pivotal.io.
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Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center
Page last updated:

This topic lists the sections to follow when installing VMware Enterprise PKS on vSphere with NSX-T Data Center.

Preparing to Install Enterprise PKS on vSphere with NSX-T
In preparation for installing Enterprise PKS on vSphere with NSX-T, review the following documentation:

e Version Requirements for Enterprise PKS

e Hardware Requirements for Enterprise PKS

e Firewall Ports and Protocols Requirements

o NSX-T Deployment Topologies for Enterprise PKS
e NSX-T Cluster Objects Created for Enterprise PKS

e Network Planning Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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vSphere with NSX-T Version Requirements

In this topic
vSphere Version Requirements

NSX-T Integration Component Version Requirements

Page last updated:

This topic describes the version requirements for installing VMware Enterprise PKS on vSphere with NSX-T integration.

For prerequisites and resource requirements for installing Enterprise PKS on vSphere without NSX-T integration, see vSphere
Prerequisites and Resource Requirements.

For hardware and resource requirements for deploying Enterprise PKS on vSphere with NSX-T in production environments, see
Hardware Requirements for Enterprise PKS on vSphere with NSX-T.

Enterprise PKS supports air-gapped deployments on vSphere with or without NSX-T integration.

You can also configure integration with the Harbor tile, an enterprise-class registry server for container images. For more information,
see VMware Harbor Registry & in the Pivotal Partner documentation.

vSphere Version Requirements

For Enterprise PKS on vSphere version requirements, refer to the VMware Product Interoperability Matrices .

NSX-T Integration Component Version Requirements

Refer to the Enterprise PKS Release Notes for supported NSX-T versions.

Please send any feedback you have to pks-feedback @pivotal.io.
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Hardware Requirements for Enterprise PKS on vSphere with NSX-T

In this topic

vSphere Clusters for Enterprise PKS
Enterprise PKS Management Cluster

Enterprise PKS Edge Cluster

Enterprise PKS Compute Cluster

Enterprise PKS Management Plane Placement Considerations
Configuration Requirements for vSphere Clusters for Enterprise PKS

RPD for Enterprise PKS on vSphere with NSX-T
RPD for Enterprise PKS with vSAN

RPD for Enterprise PKS without vSAN

MPD for Enterprise PKS on vSphere with NSX-T
MPD Topology

MPD Configuration Requirements
MPD Considerations

VM Inventory and Sizes
Control Plane VMs and Sizes

NSX-T Edge Node VMs and Sizes
Kubernetes Cluster Nodes VMs and Sizes

Hardware Requirements
RPD Hardware Requirements

MPD Hardware Requirements

Adding Hardware Capacity

Page last updated:

This topic provides hardware requirements for production deployments of VMware Enterprise PKS on vSphere with NSX-T.

vSphere Clusters for Enterprise PKS

AvSphere cluster is a collection of ESXi hosts and associated virtual machines (VMs) with shared resources and a shared management
interface. Installing Enterprise PKS on vSphere with NSX-T requires the following vSphere clusters:

e Enterprise PKS Management Cluster
o Enterprise PKS Edge Cluster

e Enterprise PKS Compute Cluster

For more information on creating vSphere clusters, see Creating Clusters & in the vSphere documentation.

Enterprise PKS Management Cluster

The Enterprise PKS Management Cluster on vSphere comprises the following components:

e vCenter Server

o NSX-T Manager v2.4 or later (quantity 3)
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For more information, see Installing and Configuring NSX-T for Enterprise PKS.

Enterprise PKS Edge Cluster

The Enterprise PKS Edge Cluster on vSphere comprises two or more NSX-T Edge Nodes in active/standby mode. The minimum number
of Edge Nodes per Edge Cluster is two; the maximum is 10. Enterprise PKS supports running Edge Node pairs in active/standby mode
only.

For more information, see Installing and Configuring NSX-T for Enterprise PKS.

Enterprise PKS Compute Cluster

The Enterprise PKS Compute Cluster on vSphere comprises the following components:

e Kubernetes master nodes (quantity 3)

e Kubernetes worker nodes

For more information, see Installing Enterprise PKS on vSphere with NSX-T.

Enterprise PKS Management Plane Placement Considerations

The Enterprise PKS Management Plane comprises the following components:

Pivotal Ops Manager
Pivotal BOSH Director

PKS Control Plane

VMware Harbor Registry

Depending on your design choice, PKS management components can be deployed in the Enterprise PKS Management Cluster on the
standard vSphere network or in the Enterprise PKS Compute Cluster on the NSX-T-defined virtual network. For more information, see
NSX-T Deployment Topologies for Enterprise PKS.

Configuration Requirements for vSphere Clusters for Enterprise PKS

For each vSphere cluster defined for Enterprise PKS, the following configurations are required to support production workloads:

e The vSphere Distributed Resource Scheduler (DRS) is enabled. For more information, see Creating a DRS Cluster &'in the vSphere
documentation.

e The DRS custom automation level is set to Partially Automated or Fully Automated. For more information, see Set a Custom
Automation Level for a Virtual Machine &'in the vSphere documentation.

e vSphere high-availability (HA) is enabled. For more information, see Creating and Using vSphere HA Clusters & in the vSphere
documentation.

e vSphere HA Admission Control (AC) is configured to support one ESXi host failure. For more information, see Configure Admission
Control &'in the vSphere documentation.
Specifically:

o Host failure: Restart VMs
o Admission Control: Host failures cluster tolerates = 1
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RPD for Enterprise PKS on vSphere with NSX-T

The recommended production deployment (RPD) topology represents the VMware-recommended configuration to run production
workloads in Enterprise PKS on vSphere with NSX-T.

Note: The RPD differs depending on whether you are using vSAN or not.

RPD for Enterprise PKS with vSAN

The RPD for Enterprise PKS with vSAN storage requires 12 ESXi hosts. The diagram below shows the topology for this deployment.
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The following subsections describe configuration details for the RPD with vSAN topology.

Management/Edge Cluster

The RPD with vSAN topology includes a Management/Edge Cluster with the following characteristics:

e Collapsed Management/Edge Cluster with three ESXi hosts.
e Each ESXi host runs one NSX-T Manager. The NSX-T Control Plane has three NSX-T Managers total.

e Two NSX-T Edge Nodes are deployed across two different ESXi hosts.

Compute Clusters

The RPD with vSAN topology includes three Compute Clusters with the following characteristics:

e Each Compute cluster has three ESXi hosts and is bound by a distinct availability zone (AZ) defined in BOSH Director.

o Compute clusterl (AZ1) with three ESXi hosts.
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o Compute cluster2 (AZ2) with three ESXi hosts.
o Compute cluster3 (AZ3) with three ESXi hosts.

e Each Compute cluster runs one instance of an Enterprise PKS-provisioned Kubernetes cluster with three master nodes per cluster
and a per-plan number of worker nodes.

Storage (VSAN)

The RPD with vSAN topology requires the following storage configuration:

e Each Compute Cluster is backed by a vSAN datastore
e An external shared datastore (using NFS or iSCSI, for instance) must be provided to store Kubernetes Pod PV (Persistent Volumes).

e Three ESXi hosts are required per Compute cluster because of the vSAN cluster requirements. For data protection, vSAN creates two
copies of the data and requires one witness.

For more information on using vSAN with Enterprise PKS, see PersistentVolume Storage Options on vSphere.

Future Growth

The RPD with vSAN topology can be scaled as follows to accommodate future growth requirements:

e The collapsed Management/Edge Cluster can be expanded to include up to 64 ESXi hosts.

e FEach Compute Cluster can be expanded to include up to 64 ESXi hosts.

RPD for Enterprise PKS without vSAN

The RPD for Enterprise PKS without vSAN storage requires nine ESXi hosts. The diagram below shows the topology for this deployment.
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The following subsections describe configuration details for the RPD of Enterprise PKS without vSAN.
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Management/Edge Cluster

The RPD without vSAN includes a Management/Edge Cluster with the following characteristics:

e Collapsed Management/Edge Cluster with three ESXi hosts.
e Each ESXi host runs one NSX-T Manager. The NSX-T Control Plane has three NSX-T Managers total.

e Two NSX-T Edge Nodes are deployed across two different ESXi hosts.

Compute Clusters
The RPD without vSAN topology includes three Compute Clusters with the following characteristic:
e Each Compute cluster has two ESXi hosts and is bound by a distinct availability zone (AZ) defined in BOSH Director.

o Compute clusterl (AZ1) with two ESXi hosts.
o Compute cluster2 (AZ2) with two ESXi hosts.
o Compute cluster3 (AZ3) with two ESXi hosts.

e Each Compute cluster runs one instance of a Enterprise PKS-provisioned Kubernetes cluster with three master nodes per cluster
and a per-plan number of worker nodes.

Storage (non-vSAN)

The RPD without vSAN topology requires the following storage configuration:

o All Compute Clusters are connected to same shared datastore that is used for persistent VM disks for Enterprise PKS components
and Persistent Volumes (PVs) for Kubernetes pods.

o All datastores can be collapses to single datastore, if needed.

Future Growth

The RPD without vVSAN topology can be scaled as follows to accommodate future growth requirements:

e The collapsed Management/Edge Cluster can be expanded to include up to 64 ESXi hosts.

e FEach Compute Cluster can be expanded to include up to 64 ESXi hosts.

MPD for Enterprise PKS on vSphere with NSX-T

The minimum production deployment (MPD) topology represents the baseline requirements for running Enterprise PKS on vSphere
with NSX-T.

Note: The MPD topology for Enterprise PKS applies to both vSAN and non-vSAN environments.

The diagram below shows the topology for this deployment.
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The following subsections describe configuration details for an MPD of Enterprise PKS.

MPD Topology

The MPD topology for Enterprise PKS requires the following minimum configuration:

Asingle collapsed Management/Edge/Compute cluster running three ESXi hosts in total.

e Each ESXi host runs one NSX-T Manager. The NSX-T Control Plane has three NSX-T Managers in total.

e Each ESXi host runs one Kubernetes master node. Each Kubernetes cluster has three master nodes in total.
e Two NSX-T edge nodes are deployed across two different ESXi hosts.

e The shared datastore (NFS or iSCSI, for instance) or vSAN datastore is used for persistent VM disks for Enterprise PKS components
and Persistent Volumes (PVs) for Kubernetes pods.

e The collapsed Management/Edge/Compute cluster can be expanded to include up to 64 ESXi hosts.

Note: For an MPD deployment, each ESXi host must have four physical network interface controllers (PNICs). In addition, while

a Enterprise PKS deployment requires a minimum of three nodes, Enterprise PKS upgrades require four ESXi hosts to ensure
full survivability of the NSX Manager appliance.

MPD Configuration Requirements

When configuring vSphere for an MPD topology for Enterprise PKS, keep in mind the following requirements:

e When deploying the NSX-T Controller to each ESXi host, create a vSphere distributed resource scheduler (DRS) anti-affinity rule of
type “separate virtual machines” for each of the three NSX-T Controllers.

e When deploying the NSX-T Edge Nodes across two different ESXi hosts, create a DRS anti-affinity rule of type “separate virtual
machines” for both Edge Node VMs.
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o After deploying the Kubernetes cluster, you must manually make sure each master node is deployed to a different ESXi host by
tuning the DRS anti-affinity rule of type “separate virtual machines.”

For more information on defining DRS anti-affinity rules, see Virtual Machine Storage DRS Rules & in the vSphere documentation.

MPD Considerations

When planning an MPD topology for Enterprise PKS, keep in mind the following:

e Leverage vSphere resource pools to allocate proper hardware resources for the Enterprise PKS Management Plane components and

tune reservation and resource limits accordingly.

e Thereis no fault tolerance for the Kubernetes cluster because Enterprise PKS Availability Zones are not fully leveraged with this
topology.

e At aminimum, the Enterprise PKS AZ should be mapped to a vSphere Resource Pool.

For more information, see Creating the Enterprise PKS Management Planeand Creating the Enterprise PKS Compute Plane

VM Inventory and Sizes

The following tables list the VMs and their sizes for deployments of Enterprise PKS on vSphere with NSX-T.

Control Plane VMs and Sizes

The following table lists the resource requirements for each VM in the Enterprise PKS infrastructure and control plane.

VM CPU Memory (GB) Disk Space (GB)
vCenter Appliance 4 16 290

NSX-T Manager 1 6 24 200

NSX-T Manager 2 6 24 200

NSX-T Manager 3 6 24 200

Ops Manager 1 8 160

BOSH Director 2 8 103

PKS Control Plane 2 8 29

Harbor Registry 2 8 167

TOTAL 29 120 1.35TB

Note: The NSX Manager resource requirements are based on the medium size VM, which is the minimum recommended form
factor for NSX-T v2.4 and later. For more information, see NSX Manager VM System Requirements .

Storage Requirements for Large Numbers of Pods

If you expect the cluster workload to run a large number of pods continuously, then increase the size of persistent disk storage
allocated to the Pivotal Container Service VM as follows:

Number of Pods Storage (Persistent Disk) Requirements

1,000 pods 20 GB
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Number of Pods Storage (Persistent Disk) Requirements
5,000 pods 100 GB

10,000 pods 200 GB

50,000 pods 1,000 GB

NSX-T Edge Node VMs and Sizes

The following table lists the resource requirements for each VM in the Edge Cluster.

VM CPU (Intel CPU only) Memory (GB) Disk Space (GB)
NSX-T Edge Node 1 8 32 120

NSX-T Edge Node 2 8 32 120

TOTAL 16 64 .25TB

Q Note: NSX-T Edge Nodes must be deployed on Intel-based hardware.

Kubernetes Cluster Nodes VMs and Sizes

The following table lists sizing information for Kubernetes cluster node VMs. The size and resource consumption of these VMs are

configurable in the Plans section of the Enterprise PKS tile.

VM CPU Memory (GB) Ephemeral Disk Space Persistent Disk Space
Master Nodes 1to 16 lto64 810 256 GB 1GBto32TB
Worker Nodes 1to 16 1to64 8to 256 GB 1GBto32TB

For illustrative purposes, the following table shows sizing information for two example Kubernetes clusters. Each cluster has three
master nodes and five worker nodes.

VM CPU per Memory (GB) per Ephemeral Disk Space per Persistent Disk Space per
Node Node Node Node
M
aster Nodes (6 2 8 64 GB 128 GB
total)
W
orker Nodes (10 4 16 64 GB 256 GB
total)
TOTAL 52 208 1.0 TB 34TB

Hardware Requirements

The following tables list the hardware requirements for RDP and MPD topologies for Enterprise PKS on vSphere with NSX-T.

RPD Hardware Requirements

The following table lists the hardware requirements for the RPD with vSAN topology.

VM

Hosts

Number of

(with HT)

Total Cores per Host

(GB)

Memory per Host

Shared
Datastore

NICs per
Host
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VM Number of Total Cores per Host Memory per Host NICs per Shared
Hosts (with HT) (GB) Host Datastore
M E
anagement/Edge 3 16 98 2x 10GbE 15TB
Cluster
Compute clusterl
3 6 48 2x 10GbE 192GB
(AZ1)
Compute cluster2
3 6 48 2x 10GbE 192 GB
(AZ2)
Compute cluster3 3 6 48 2x10GbE | 192GB
(AZ3)
Q Note: The Total Cores per Host values assume the use of hyper-threading (HT).
The following table lists the hardware requirements for the RPD without vSAN topology.
VM Number of Total Cores per Host Memory per Host NICs per Shared
Hosts (with HT) (GB) Host Datastore
M E
anagement/Edge 3 16 98 2x 10GbE 15TB
Cluster
Compute clusterl
2 10 70 2x 10GbE 192 GB
(AZ1)
Compute cluster2
2 10 70 2x 10GbE 192 GB
(AZ2)
C te cluster3
ompute cluster 2 10 70 2x 10GbE 192 GB

(AZ3)

Q Note: The Total Cores per Host values assume the use of hyper-threading (HT).

MPD Hardware Requirements

The following table lists the hardware requirements for the MPD topology with a single (collapsed) cluster for all Management, Edge,

and Compute nodes.

Number of Memory per Host NICs per Shared
UL Hosts UL e G [ e (GB) Host Datastore
Collapsed 3 32 (with hyper- 236 4x 10GbE 5.9TB
Cluster threading)

Adding Hardware Capacity

To add hardware capacity to your Enterprise PKS environment on vSphere, do the following:

1. Add one or more ESXi hosts to the vSphere compute cluster. For more information, see the VMware vSphere documentation .

2. Prepare each newly added ESXi host so that it becomes an ESXi transport node for NSX-T. For more information, see Prepare
ESXi Servers for the Enterprise PKS Compute Cluster.
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Firewall Ports and Protocols Requirements for vSphere with NSX-T

Page last updated:

In this topic

Enterprise PKS Ports and Protocols
Enterprise PKS Users Ports and Protocols
Enterprise PKS Core Ports and Protocols

VMware Ports and Protocols
VMware Virtual Infrastructure Ports and Protocols

VMware Optional Integration Ports and Protocols

This topic describes the firewall ports and protocols requirements for using VMware Enterprise PKS on vSphere with NSX-T integration.

Firewalls and security policies are used to filter traffic and limit access in environments with strict inter-network access control
policies.

Apps frequently require the ability to pass internal communication between system components on different networks and require
one or more conduits through the environment’s firewalls. Firewall rules are also required to enable interfacing with external systems
such as with enterprise apps or apps and data on the public Internet.

For Enterprise PKS, Pivotal recommends that you disable security policies that filter traffic between the networks supporting the
system. To secure the environment and grant access between system components with Enterprise PKS, use one of the following
methods:

e Enable access to apps through standard Kubernetes load-balancers and ingress controller types. This enables you to designate
specific ports and protocols as a firewall conduit.

e Enable access using the NSX-T load balancer and ingress. This enables you to configure external addresses and ports that are
automatically mapped and resolved to internal/local addresses and ports.

For information on ports and protocol requirements for vSphere without NSX-T, see Firewall Ports and Protocols Requirements for
vSphere without NSX-T

If you are unable to implement your security policy using the methods described above, refer to the following table, which identifies
the flows between system components in a typical Enterprise PKS deployment.

Note: To control which groups access deploying and scaling your organization’s Enterprise PKS-deployed Kubernetes

clusters, configure your firewall settings as described on the Operator —> PKS API server lines below.

Enterprise PKS Ports and Protocols

The following tables list ports and protocols required for network communications between Enterprise PKS v1.5.0 and later, and
vSphere 6.7 and NSX-T 2.4.0.1 and later.

Enterprise PKS Users Ports and Protocols

The following table lists ports and protocols used for network communication between Enterprise PKS user interface components.
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Destination

Destination

Source Component Destination Component Protocol Port Service
Admin/Operator Console All System Components TCP 22 ssh
Admin/Operator Console All System Components TCP 80 http
Admin/Operator Console All System Components TCP 443 https
. . bosh director
Admin/Operator Console Cloud Foundry BOSH Director TCP 25555 ¢ api
rest api
Admin/Operator Console NSX-T APIVIP TCP 443 https
Pivotal Cloud Foundr
Admin/Operator Console W ) . undry TCP 22 ssh
Operations Manager
. Pivotal Cloud Foundry
Admin/Operator Console . TCP 443 https
Operations Manager
Admin/Operator Console PKS Controller TCP 9021 pks api server
Admin/Operator Console vCenter Server TCP 443 https
Admin/Operator Console vCenter Server TCP 5480 vami
vSphere ESXI Hosts Mgmt.
Admin/Operator Console P . & TCP 902 ideafarm-door
vmknic
Admin/Operator and Developer
in/Op velop Harbor Private Image Registry TCP 80 http
Consoles
Admin/Operator and Developer . .
Harbor Private Image Registry TCP 443 https
Consoles
Admin/Operator and Developer
in/Op velop Harbor Private Image Registry TCP 4443 notary
Consoles
Admin/Operator and Developer Kubernetes App Load-Balancer . . .
TCP/UDP Varies varies with apps
Consoles Svc
Admin/O t d Devel Kub tes Cluster API S -
min/Operator and Developer ubernetes Cluster erver TCP 443 httpsca
Consoles LBVIP
Admin/Operator and Developer Kubernetes Cluster Ingress
TCP 80 http
Consoles Controller
Admin/Operator and Developer Kubernetes Cluster Ingress
TCP 443 https
Consoles Controller
Admin/Operator and Developer kubernetes
Kubernetes Cluster Worker Node | TCP/UDP 30000-32767
Consoles nodeport
Admin/O t d Devel
min/Operator and Developer PKS Controller TCP 8443 httpsca
Consoles
All User Consoles (Operator, Developer, | Kubernetes App Load-Balancer . . .
TCP/UDP Varies varies with apps
Consumer) Svc
All User Consoles (Operator, Developer, | Kubernetes Cluster Ingress
TCP 80 http
Consumer) Controller
All User Consoles (Operator, Developer, | Kubernetes Cluster Ingress
(Op velop . ustering TCP 443 https
Consumer) Controller
All User Consoles (Operator, Developer, kubernetes
©p PEL | Kubernetes Cluster Worker Node | TCP/UDP 30000-32767
Consumer) nodeport
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Q Note: The type:NodePort Service type is not supported for Enterprise PKS deployments on vSphere with NSX-T. Only

type:LoadBalancer and Services associated with Ingress rules are supported on vSphere with NSX-T.

Enterprise PKS Core Ports and Protocols

The following table lists ports and protocols used for network communication between core Enterprise PKS components.

Destination

Destination

Manager

Source Component Destination Component Protocol Port Service
Corporate Domain Nam
All System Components orporate I ¢ TCP/UDP 53 dns
Server
All System Components Network Time Server UDP 123 ntp
All System Components vRealize Loglnsight TCP/UDP 514/1514 syslog/tls syslog
All System Control Plane
y AD/LDAP Directory Server TCP/UDP 389/636 ldap/ldaps
Components
Pivotal Cloud Foundry Operations
yep Admin/Operator Console TCP 22 ssh
Manager
Pivotal Cloud Foundry Operations
W ! undry Uperatt Cloud Foundry BOSH Director | TCP 6868 bosh agent http
Manager
Pivotal Cloud Foundry O ti
Wotatoud roundry bperations Cloud Foundry BOSH Director | TCP 8443 httpsca
Manager
Pivotal Cloud Foundry Operations
W ! tndry Uperati Cloud Foundry BOSH Director | TCP 8844 credhub
Manager
Pivotal Cloud Foundry O ti bosh direct t
oral Houd roundry Bperations Cloud Foundry BOSH Director | TCP 25555 O,S rectorres
Manager api
Pivotal Cloud Foundry Operations
W ! undry perati Harbor Private Image Registry | TCP 22 ssh
Manager
Pivotal Cloud Foundry Operations Kubernetes Cluster
TCP 22 ssh
Manager Master/Etcd Node
Pivotal Cloud Foundry Operations Kubernetes Cluster Worker
TCP 22 ssh
Manager Node
Pivotal Cloud Foundry O ti
votalLloud Foundry Dperations NSX-T API VIP TCP 443 https
Manager
Pivotal Cloud Foundry Operations NSX-T Manager/Controller
TCP 22 ssh
Manager Node
Pivotal Cloud Foundry O ti NSX-TM Controll
ivotal Cloud Foundry Operations anager/Controller TCP 413 https
Manager Node
Pivotal Cloud Foundry O ti
otat Hloud roundry Bperations 1 pys controller TCP 22 ssh
Manager
Pivotal Cloud Foundry Operations
s PKS Controller TCP 8443 httpsca
Manager
Pivotal Cloud Foundry O ti
Ivotal Lioud Foundry Uperations vCenter Server TCP 443 https
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Destination

Destination

Source Component Destination Component Protocol Port Service
Pivotal Cloud Foundry Operations vSphere ESXI Hosts Mgmt.
. TCP 443 https
Manager vmknic
Cloud Foundry BOSH Director NSX-T APIVIP TCP 443 https
Cloud Foundry BOSH Director vCenter Server TCP 443 https
Sphere ESXI Hosts Mgmt.
Cloud Foundry BOSH Director VP . & TCP 443 https
vmknic
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 4222 bosh nats server
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
I . health monitor
BOSH Compilation Job VM Cloud Foundry BOSH Director | TCP 25923
daemon
BOSH Compilation Job VM Harbor Private Image Registry ep 443 https
BOSH Compilation Job VM Harbor Private Image Registry | TCP 8853 bosh dns health
PKS Controller Cloud Foundry BOSH Director | TCP 4222 bosh nats server
PKS Controller Cloud Foundry BOSH Director | TCP 8443 httpsca
PKS Controller Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
bosh director rest
PKS Controller Cloud Foundry BOSH Director | TCP 25555 .
api
health monitor
PKS Controller Cloud Foundry BOSH Director | TCP 25923 I
daemon
Kubernetes Cluster
PKS Controller TCP 8443 httpsca
Master/Etcd Node
PKS Controller NSX-T APIVIP TCP 443 https
PKS Controller vCenter Server TCP 443 https
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 4222 bosh nats server
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
health monitor
Harbor Private Image Registry Cloud Foundry BOSH Director | TCP 25923 I
daemon
Harbor Private Image Registry IP NAS Storage Array TCP 111 nfs rpc portmapper
Harbor Private Image Registry IP NAS Storage Array TCP 2049 nfs
Harbor Private Image Registry Public CVE Source Database TCP 443 https
fluentd
kube-system pod/telemetry-agent | PKS Controller TCP 24224
out_forward
Kubernetes Cluster Ingress
NSX-T API VIP TCP 443 https
Controller
Kubernetes Cluster Master/Etcd
Nud ! / Cloud Foundry BOSH Director | TCP 4222 bosh nats server
ode
Kub tes Cluster Master/Etcd
ubernetes Cluster Master/Etc Cloud Foundry BOSH Director | TCP 25250 bosh blobstore

Node
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Destination

Destination

Source Component Destination Component Protocol Port Service
Kubernetes Cluster Master/Etcd . health monitor
Cloud Foundry BOSH Director | TCP 25923
Node daemon
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 2379 etcd clent
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 2380 etcd server
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 8443 httpsca
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster
TCP 8853 bosh dns health
Node Master/Etcd Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker .
TCP 4194 cadvisor
Node Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker
. ! / . ! TCP 10250 kubelet api
Node Node
Kubernetes Cluster Master/Etcd Kubernetes Cluster Worker .
TCP 31194 cadvisor
Node Node
Kubernetes Cluster Master/Etcd
. ! / NSX-T API VIP TCP 443 https
Node
Kubernetes Cluster Master/Etcd
/ PKS Controller TCP 8443 httpsca
Node
Kubernetes Cluster Master/Etcd
. ! / PKS Controller TCP 8853 bosh dns health
Node
Kubernetes Cluster Master/Etcd
vCenter Server TCP 443 https
Node
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 4222 bosh nats server
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 25250 bosh blobstore
health monitor
Kubernetes Cluster Worker Node Cloud Foundry BOSH Director | TCP 25923 I
daemon
Kubernetes Cluster Worker Node Harbor Private Image Registry | TCP 443 https
Kubernetes Cluster Worker Node Harbor Private Image Registry | TCP 8853 bosh dns health
Kubernetes Cluster Worker Node IP NAS Storage Array TCP 111 nfs rpc portmapper
Kubernetes Cluster Worker Node IP NAS Storage Array TCP 2049 nfs
Kubernetes Cluster
Kubernetes Cluster Worker Node TCP 8443 httpsca
Master/Etcd Node
Kubernetes Cluster
Kubernetes Cluster Worker Node TCP 8853 bosh dns health
Master/Etcd Node
Kubernetes Cluster
Kubernetes Cluster Worker Node TCP 10250 kubelet api
Master/Etcd Node
fluentd
pks-system pod/cert-generator PKS Controller TCP 24224

out_forward
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Source Component

Destination Component

Destination
Protocol

Destination
Port

Service

pks-system pod/fluent-bit

PKS Controller

TCP

24224

fluentd
out_forward

VMware Ports and Protocols

The following tables list ports and protocols required for network communication between VMware components.

VMware Virtual Infrastructure Ports and Protocols

The following table lists ports and protocols used for network communication between VMware virtual infrastructure components.

S Destination Destination :
Source Component Destination Component Protocol Port Service
vCenter Server NSX-T Manager/Controller Node | TCP 8080 http alt
Sphere ESXI Hosts Mgmt.
vCenter Server vop . & TCP 443 https
vmknic
vSphere ESXI Hosts Mgmt.
vCenter Server P . & TCP 8080 http alt
vmknic
Sphere ESXI Hosts Mgmt.
vCenter Server VP ) & TCP 9080 io filter storage
vmknic
vSphere ESXI Hosts Mgmt.
P ] & NSX-T Manager/Controller Node | TCP 443 https
vmknic
Sphere ESXI Hosts Mgmt.
voP ] & NSX-T Manager/Controller Node | TCP 1235 netcpa
vmknic
vSphere ESXI Hosts Mgmt.
P . & NSX-T Manager/Controller Node | TCP 5671 amgp traffic
vmknic
Sphere ESXI Hosts Mgmt.
voP ] & NSX-T Manager/Controller Node | TCP 8080 http alt
vmknic
vSphere ESXI Hosts Mgmt. .
. vCenter Server UDP 902 ideafarm-door
vmknic
Sphere ESXI Hosts Mgmt.
VP . & vCenter Server TCP 9084 update manager
vmknic
Sph ESXI Hosts Mgmt. Sph ESXI Hosts Mgmt.
¥SPHELS ostsMem ¥SPHELE ostsMem TCP 8182 vsphere ha
vmknic vmknic
Sphere ESXI Hosts Mgmt. Sphere ESXI Hosts Mgmt.
VP . © & VP ef & ubP 8182 vsphere ha
vmknic vmknic
vSphere ESXI Hosts vMotion vSphere ESXI Hosts vMotion .
. . TCP 8000 vmotion
vmknic vmknic
vSphere ESXI Hosts IP Storage IP NAS Storage Arra nfs rpc portmapper
vmknic & v TCP 111 pep PP
Sphere ESXI Hosts IP St
opnere o5 orage IP NAS Storage Array TCP 2049 nfs

vmknic
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Destination

Destination

Source Component Destination Component Protocol Port Service
vSphe.re ESXI Hosts [P Storage IP NAS Storage Array TCP 3260 iscsi
vmknic
vSphere ESXI Hosts vSAN vmknic | vSphere ESXI Hosts vSAN vmknic | TCP 2233 vsan transport
vSphere ESXI Hosts vSAN vmknic | vSphere ESXI Hosts vSAN vmknic | UDP 12321 unicast agent
vSphere ESXI Hosts vSAN vmknic | vSphere ESXI Hosts vSAN vmknic | UDP 12345 vsan cluster svc
vSphere ESXI Hosts vSAN vmknic | vSphere ESXI Hosts vSAN vmknic | UDP 23451 vsan cluster svc
vSphere ESXI Hosts TEP vmknic | vSphere ESXI Hosts TEP vmknic | UDP 3784 bfd
vSphere ESXI Hosts TEP vmknic | vSphere ESXI Hosts TEP vmknic | UDP 3785 bfd
vSphere ESXI Hosts TEP vmknic | vSphere ESXI Hosts TEP vmknic | UDP 6081 geneve
vSphere ESXI Hosts TEP vmknic | NSX-T Edge TEP vNIC ubP 3784 bfd
vSphere ESXI Hosts TEP vmknic | NSX-T Edge TEP vNIC UDP 3785 bfd
vSphere ESXI Hosts TEP vmknic | NSX-T Edge TEP vNIC UDP 6081 geneve
NSX-T Manager/Controller Node | NSX-T APIVIP TCP 443 https
NSX-T Manager/Controller Node | NSX-T Manager/Controller Node | TCP 443 https
NSX-T Manager/Controller Node | NSX-T Manager/Controller Node | TCP 5671 amgp traffic
NSX-T Manager/Controller Node | NSX-T Manager/Controller Node | TCP 8080 http alt
NSX-T Manager/Controller Node | NSX-T Manager/Controller Node | TCP 9000 ;opgiinsight ingestion
NSX-T Manager/Controller Node | Traceroute Destination UDP 33434-33523 traceroute
NSX-T Manager/Controller Node | vCenter Server TCP 80 http
NSX-T Manager/Controller Node | vCenter Server TCP 443 https
NSX-T Manager/Controller Node vSphetre ESXI Hosts Mgmt. TCP 443 https

vmknic
NSX-T Edge Management NSX-T Edge Management TCP 1167 DHCP backend
NSX-T Edge Management NSX-T Edge Management TCP 2480 Nestdb
NSX-T Edge Management NSX-T Edge Management ubP 3784 bfd
NSX-T Edge Management NSX-T Edge Management ubP 50263 high-availability
NSX-T Edge Management NSX-T Manager/Controller Node | TCP 443 https
NSX-T Edge Management NSX-T Manager/Controller Node | TCP 1235 netcpa
NSX-T Edge Management NSX-T Manager/Controller Node | TCP 5671 amgp traffic
NSX-T Edge Management NSX-T Manager/Controller Node | TCP 8080 http alt
NSX-T Edge Management Traceroute Destination ubDP 33434-33523 traceroute
NSX-T Edge TEP vNIC NSX-T Edge TEP vNIC ubP 3784 bfd
NSX-T Edge TEP vNIC NSX-T Edge TEP vNIC ubP 3785 bfd
NSX-T Edge TEP vNIC NSX-T Edge TEP vNIC ubP 6081 geneve
NSX-T Edge TEP vNIC NSX-T Edge TEP vNIC ubP 50263 high-availability
NSX-T Edge TEP vNIC vSphere ESXI Hosts TEP vmknic | UDP 3784 bfd
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Destination

Destination

Source Component Destination Component Protocol Port Service
NSX-T Edge TEP vNIC vSphere ESXI Hosts TEP vmknic | UDP 3785 bfd
NSX-T Edge TEP vNIC vSphere ESXI Hosts TEP vmknic | UDP 6081 geneve
NSX-T Edge Tier-0 Uplink IP(s

& P ©)/ Physical Network Router TCP 179 bgp
HAVIP

NSX-T Edge Tier-0 Uplink IP(s

Physical Network Router ge ! . ©)/ TCP 179 bgp

HAVIP

VMware Optional Integration Ports and Protocols

The following table lists ports and protocols used for network communication between optional VMware integrations.

A Destination Destination .
Source Component Destination Component Protocol Port Service
Admin/Operator Console vRealize Operations Manager TCP 443 https
. . Kubernetes Cluster API Server -
vRealize Operations Manager TCP 8443 httpsca
LB VIP
vRealize Operations Manager NSX-T APIVIP TCP 443 https
vRealize Operations Manager PKS Controller TCP 8443 httpsca
Kubernetes Cluster API Server -
vRealize Operations Manager n . Y TCP 8443 httpsca
LB VIP
Admin/Operator Console vRealize LoglInsight TCP 443 https
Kubernetes Cluster Ingress . . . ) .
vRealize Loglnsight TCP 9000 ingestion api
Controller
Kubernetes Cluster Master/Etcd
. ! / vRealize Loglnsight TCP 9000 ingestion api
Node
Kubernetes Cluster Master/Etcd . . . . .
vRealize Loglnsight TCP 9543 ingestion api -tls
Node
Kubernetes Cluster Worker Node vRealize Loglnsight TCP 9000 ingestion api
Kubernetes Cluster Worker Node vRealize LoglInsight TCP 9543 ingestion api -tls
NSX-T Manager/Controller Node vRealize LoglInsight TCP 9000 ingestion api
PKS Controller vRealize Loglnsight TCP 9000 ingestion api
Admin/Operator and Developer
in/Op velop Wavefront SaaS APM TCP 443 https
Consoles
kube-system pod/wavefront-proxy | Wavefront SaaS APM TCP 443 https
kube-system pod/wavefront-proxy | Wavefront SaaS APM TCP 8443 httpsca
ks-system pod/wavefront- fluentd
pks-system pod/ PKS Controller Tcp 24224
collector out_forward
vRealize Network Insight
Admin/Operator Console & TCP 443 https
Platform
Admin/Operator Console vRealize Network Insight Proxy | TCP 22 ssh
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Destination

Destination

Source Component Destination Component Protocol Port Service
vRealize Network Insight Proxy E;t\)/elrFr)netes Cluster APl Server - TCP 8443 httpsca
vRealize Network Insight Proxy NSX-T APIVIP TCP 22 ssh

vRealize Network Insight Proxy NSX-T APIVIP TCP 443 https
vRealize Network Insight Proxy PKS Controller TCP 8443 httpsca
vRealize Network Insight Proxy PKS Controller TCP 9021 pks api server
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NSX-T Deployment Topologies for Enterprise PKS

In this topic
NAT Topology

No-NAT Topology
No-NAT with Virtual Switch (VSS/VDS) Topology

No-NAT with Logical Switch (NSX-T) Topology

Hybrid Topology

Page last updated:

There are three supported topologies in which to deploy NSX-T with VMware Enterprise PKS.

NAT Topology

The following figure shows a Network Address Translation (NAT) deployment:

routing for NAT

f
l' TO

T1
MGMT Cluster Network:

K8s-2

1

NSX-T Virtual Network T0 provides
T1
MGMT
PKS
Ops PKS
Mgr Bosh VM
VM VM VM
Non-Routable IP

T1
MGMT
K8s-2 Cluster Network:
NAT
Kés K8s K8s
Master Worker Worker
VM VM VM
NAT I I I
K8s K8s K8s Non-Routable IP
Master Worker Worker
VM VM VM

MNon-Routable IP

View a larger version of this image.

This topology has the following characteristics:

e PKS control plane (Ops Manager, BOSH Director, and PKS VM) components are all located on a logical switch that has undergone

Network Address Translation on a TO.

e Kubernetes cluster master and worker nodes are located on a logical switch that has undergone Network Address Translation on a
TO. This requires DNAT rules to allow access to Kubernetes APIs.

No-NAT Topology
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A No-NAT topology uses a routable IP subnet for the PKS Management network and for Kubernetes nodes.

There are two flavors of No-NAT topology: No-NAT with Virtual Switch or No-NAT with Logical Switch.

No-NAT with Virtual Switch (VSS/VDS) Topology

The following figure shows a No-NAT with Virtual Switch (VSS/VDS) deployment:

T0 NSX-T Virtual Network
C Cantr ngﬁgﬁl i T Cluster Network:
PKS Control Plane NO-NAT
: ooooo :
Ops PKS C"““_JE] @ K8s  K8s  Kss
Mgr Bosh VM Master Worker Worker

VM VM VM

Cluster Network:
| | T NO-NAT | | |

Routable IP KSs K8s K8s Routable IP
Master Worker Worker

VM VM VM

VM VM VM

Routable IP

View a larger version of this image.

This topology has the following characteristics:

e PKS control plane (Ops Manager, BOSH Director, and PKS VM) components are using corporate routable IP addresses.

e Kubernetes cluster master and worker nodes are using corporate routable IP addresses.

e The PKS control plane is deployed outside of the NSX-T network and the Kubernetes clusters are deployed and managed within the

NSX-T network. Since BOSH needs routable access to the Kubernetes Nodes to monitor and manage them, the Kubernetes Nodes

need routable access.

No-NAT with Logical Switch (NSX-T) Topology

The following figure shows a No-NAT with Logical Switch (NSX-T) deployment:
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NSX-T Virtual Network

T0
) T1 T Cluster Network:
PKS Control Plane NO-NAT
Ops PKS @ K8s KBs K8s
Mgr Bosh VM Master Worker Worker
VM VM VM VM VM vM
Cluster Network:
I I T1 NO-NAT I I I
Routable IP K8s K8s K8s Routable IF
Master Worker Worker
‘ VM VM VM
Routable |P

View a larger version of this image.

This topology has the following characteristics:

e PKS control plane (Ops Manager, BOSH Director, and PKS VM) components are using corporate routable IP addresses.

e Kubernetes cluster master and worker nodes are using corporate routable IP addresses.

e The PKS control plane is deployed inside of the NSX-T network. Both the PKS control plane components (VMs) and the Kubernetes

Nodes use corporate routable IP addresses.

Hybrid Topology

With a hybrid topology, the PKS Management Network is on a routable subnet, while the Kubernetes Nodes Network uses a non-
routable subnet (NAT mode is checked in the PKS tile).

The following figure shows a hybrid topology deployment:
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e

PKS Control Plane

Ops PKS

Mgr Bosh VM

VM VM VM
Routable IP
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routing for NAT
-Pti- T0 T1
l’ MGMT
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@ Cluster Network:
NAT
K8s K8s K8s
Master Worker Worker
T VM VM VM
MGMT
K8s-2 I I |
Cluster
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NAT
K8s K8s K8s
Master Worker Worker
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View a larger version of this image.

This topology has the following characteristics:

e PKS control plane (Ops Manager, BOSH Director, and PKS VM) components are using corporate routable IP addresses.

e Kubernetes cluster master and worker nodes are located on a logical switch that has undergone Network Address Translation on a

TO. This requires DNAT rules to allow access to Kubernetes APIs.

Please send any feedback you have to pks-feedback @pivotal.io.
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vSphere with NSX-T Cluster Objects

In this topic

vSphere Virtual Machines

NSX-T Logical Switches

NSX-T Tier-1 Logical Routers

NSX-T Load Balancers

NSX-T DDI/IPAM

NSX-T Tier-0 Logical Routers

NSX-T Distributed Firewall (DFW) Rules

Page last updated:

This topic lists and describes the vSphere VMs and NSX-T objects that VMware Enterprise PKS creates when you create a Kubernetes
cluster. When you delete a Kubernetes cluster, Enterprise PKS removes these objects.

For information about creating a Kubernetes cluster using Enterprise PKS, see Creating Clusters. For information about deleting a
Kubernetes cluster using Enterprise PKS, see Deleting Clusters.
vSphere Virtual Machines

When a new Kubernetes cluster is created, Enterprise PKS creates the following virtual machines (VMs) in the designated vSphere
cluster:

Object . -

Number Object Description

lor3 Kubernetes master nodes. The number depends on the plan used to create the cluster.

Lor more Kubernetes worker nodes. The number depends on the plan used to create the cluster, or the number specified
during cluster creation.

Note: For production clusters, three master nodes are required, and a minimum of three worker nodes are required. See
Requirements for Enterprise PKS on vSphere with NSX-Tfor more information.

NSX-T Logical Switches

When a new Kubernetes cluster is created, Enterprise PKS creates the following NSX-T logical switches

Object . -
Number Object Description
1 Logical switch for Kubernetes master and worker nodes.
Logical switch for each Kubernetes namespace: default , kube-public , kube-system ,
1 pks-infrastructure .
1 Logical switch for the NSX-T load balancer associated with the Kubernetes cluster.
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NSX-T Tier-1 Logical Routers

When a new Kubernetes cluster is created, Enterprise PKS creates the following NSX-T Tier-1 logical routers &

Smﬁgter Object Description

1 Tier-1 router for Kubernetes master and worker nodes. Name: cluster-router .

1 Tier-1 router for each Kubernetes namespace: default , kube-public , kube-system ,
pks-infrastructure .

1 Tier-1 router for the NSX-T load balancer associated with the Kubernetes cluster.

NSX-T Load Balancers

For each Kubernetes cluster created, Enterprise PKS creates a single instance of a small NSX-T load balancer &. This load balancer
contains the objects listed in the following table:

Object Number Object Description

1 Virtual Server (VS) to access Kubernetes control plane APl on port 8443.
1 Server Pool containing the 3 Kubernetes master nodes.

1 VS for HTTP Ingress Controller.

1 VS for HTTPS Ingress Controller.

The IP address allocated to each VS is derived from the Floating IP Pool that was created for use with Enterprise PKS. The VS for the
HTTP Ingress Controller and the VS for the HTTPS Ingress Controller use the same IP address.

NSX-T DDI/IPAM

For each Kubernetes cluster created, Enterprise PKS extracts and allocates the following NSX-T subnets from the IP blocks created in
preparation for installing Enterprise PKS with NSX-T:

Object . .

Number Object Description

1 A /24 subnet from the Nodes IP Block will be extracted and allocated for the Kubernetes master and worker nodes.

. A /24 subnet from the Pods IP Block will be extracted and allocated for each Kubernetes namespace: default |,
kube-public , kube-system , pks-infrastructure .

NSX-T Tier-0 Logical Routers

For each Kubernetes cluster created, Enterprise PKS defines the following NSX-T NAT rules & on the Tier-0 logical router:

Object . .

Number Object Description

. SNAT rule created for each Kubernetes namespace: default , kube-public , kube-system , pks-infrastructure
using 1 IP from the Floating IP Pool as translated IP address.

. (NAT topology only) SNAT rule created for each Kubernetes cluster using 1 IP from the Floating IP Pool as translated IP
address. The Kubernetes cluster subnet is derived from the Nodes IP Block using a /24 netmask.
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NSX-T Distributed Firewall (DFW) Rules

For each Kubernetes cluster created, Enterprise PKS defines the following NSX-T distributed firewall rules &

Object . .
Object Description

Amount y P

) DFW rule for kube-dns , applied to CoreDNS pod logical port:
Source=Kubernetes worker node (hosting the DNS Pod); Destination=Any; Port: TCP/8080; Action: allow
DFW rule for Validator in pks-system namespace, applied to Validator pod logical port:

1 Source=Kubernetes worker node (hosting the DNS Pod) IP Address; Destination=Any; Port: TCP/9000;
Action: allow
DFW rule for kubernetes-dashboard :

1 Source=Kubernetes worker node (hosting the Dashboard Pod); Destination=Dashboard Pod IP; Port:
TCP/8443; Action: allow

Please send any feedback you have to pks-feedback@pivotal.io.
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Network Planning for Installing Enterprise PKS with NSX-T

In this topic

Prerequisites

Understand Component Interactions
Plan Deployment Topology

Plan Network CIDRs

Plan IP Blocks
Pods IP Block

Nodes IP Block
Reserved IP Blocks

Gather Other Required IP Addresses

Page last updated:

Before you install VMware Enterprise PKS on vSphere with NSX-T integration, you must plan the environment as described in this
topic.

Prerequisites
Familiarize yourself with the following VMware documentation:

e vSphere, vCenter, vSAN, and ESXi documentation &
¢ NSX-T Data Center documentation &

e NSX Container Plugin (NCP) documentation &
Familiarize yourself with the following related documentation:

e Ops Manager documentation &
¢ BOSH documentation &
e Kubernetes documentation &

e Docker documentation &
Review the following Enterprise PKS documentation:

e vSphere with NSX-T Version Requirements
e Hardware Requirements for Enterprise PKS on vSphere with NSX-T
e Firewall Ports and Protocols Requirements for vSphere with NSX-T

e Network Objects Created by NSX-T for Enterprise PKS

Understand Component Interactions
Enterprise PKS on vSphere with NSX-T requires the following component interactions:

e vCenter, NSX-T Manager Nodes, NSX-T Edge Nodes, and ESXi hosts must be able to communicate with each other.
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e The BOSH Director VM must be able to communicate with vCenter and the NSX-T Management Cluster.
e The BOSH Director VM must be able to communicate with all nodes in all Kubernetes clusters.

e Each Enterprise PKS-provisioned Kubernetes cluster deploys the NSX-T Node Agent and the Kube Proxy that run as BOSH-managed
processes on each worker node.

e NCP runs as a BOSH-managed process on the Kubernetes master node. In a multi-master deployment, the NCP process runs on all
master nodes, but is active only on one master node. If the NCP process on an active master is unresponsive, BOSH activates
another NCP process.

Plan Deployment Topology

Review the Deployment Topologies for Enterprise PKS on vSphere with NSX-T. The most common deployment topology is the NAT
topology. Decide which deployment topology you will implement, and plan accordingly.

Plan Network CIDRs

Before you install Enterprise PKS on vSphere with NSX-T, you should plan for the CIDRs and IP blocks that you are using in your
deployment.

Plan for the following network CIDRs in the IPv4 address space according to the instructions in the VMware NSX-T documentation &.

o VTEP CIDRs: One or more of these networks host your GENEVE Tunnel Endpoints on your NSX Transport Nodes. Size the

networks to support all of your expected Host and Edge Transport Nodes. For example, a CIDR of 192.168.1.0/24 provides 254 usable
IPs.

e PKS MANAGEMENT CIDR: This small network is used to access Enterprise PKS management components such as Ops Manager,
BOSH Director, the PKS Service VM, and the Harbor Registry VM (if deployed). For example, a CIDR of 10.172.1.028 provides 14
usable IPs. For the No-NAT deployment topologies, this is a corporate routable subnet /28. For the NAT deployment topology,

this is a non-routable subnet /28, and DNAT needs to be configured in NSX-T to access the Enterprise PKS management
components.

e PKS LB CIDR: This network provides your load balancing address space for each Kubernetes cluster created by Enterprise PKS.
The network also provides IP addresses for Kubernetes APl access and Kubernetes exposed services. For example, 10.172.2.0/24
provides 256 usable IPs. This network is used when creating the ip-pool-vips described in Creating NSX-T Objects for Enterprise
PKS &, or when the services are deployed. You enter this network in the Floating IP Pool IDfield in the Networking pane of the
Enterprise PKS tile.

Plan IP Blocks

When you install Enterprise PKS on NSX-T, you are required to specify the Pods IP Block ID and Nodes IP Block ID in the
Networking pane of the Enterprise PKS tile. These IDs map to the two IP blocks you must configure in NSX-T: the Pods IP Block for
Kubernetes pods, and the Node IP Block for Kubernetes nodes (VMs). For more information, see the Networking section of Installing
Enterprise PKS on vSphere with NSX-T Integration.
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ads1f33b-e7ae-45f5-81dd-fda81177f1dc

Enter the UUID of the IP Block to be used for kubernetes Nodes

N
S

Pods IP Block

Each time a Kubernetes namespace is created, a subnet from the Pods IP Block is allocated. The subnet size carved out from this
block is /24, which means a maximum of 256 pods can be created per namespace. When a Kubernetes cluster is deployed by
Enterprise PKS, by default 3 namespaces are created. Often additional namespaces will be created by operators to facilitate cluster
use. As a result, when creating the Pods IP Block, you must use a CIDR range larger than /24 to ensure that NSX has enough IP
addresses to allocate for all pods. The recommended size is /16. For more information, see Creating NSX-T Objects for Enterprise
PKS @.

Ip-block-pks-pods-snat

Overview Subnets

v Summary EDIT

Name

ID
Description
CIDR
Created

Last Updated

> Tags @ MANAGE

ip-block-pks-pods-snat

78384e39-6bc6-4cc0-a8e2-8d70b727003f

172.16.0.0/16
5/11/2018, 2:12:50 PM by admin
7/16/2018, 8:43:42 AM by pks-nsx-t-superuser

Note: By default, Pods IP Block s a block of non-routable, private IP addresses. After you deploy Enterprise PKS, you can

define a network profile that specifies a routable IP block for your pods. The routable IP block overrides the default non-
routable Pods IP Block when a Kubernetes cluster is deployed using that network profile. For more information, see
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Routable Podsin Using Network Profiles (NSX-T Only).

Nodes IP Block

Each Kubernetes cluster deployed by Enterprise PKS owns a /24 subnet. To deploy multiple Kubernetes clusters, set the Nodes IP
Block ID in the Networking pane of the Enterprise PKS tile to larger than /24. The recommended size is /16. For more information,
see Creating NSX-T Objects for Enterprise PKS &.

ip-block-pks-nodes-snat

Overview Subnetis

v Summary EDIT

Name ip-block-pks-nodes-snat

ID ad51f33b-e7ae-45f5-81dd-fd481177f1dc
Description

CIDR 172.15.0.0/16

Created 5/21/2018, 11:53:50 AM by admin

Last Updated 7/16/2018, 8:43:32 AM by pks-nsx-t-superuser

> Tags MANAGE

Note: You can use a smaller nodes block size for no-NAT environments with a limited number of routable subnets. For

example, /20 allows up to 16 Kubernetes clusters to be created.

Reserved IP Blocks

The Enterprise PKS Management Plane must not use the use 172.17.0.0/16 subnet. This restriction applies to all virtual machines (VMs)
deployed during the Enterprise PKS installation process, including the PKS control plane, Ops Manager, BOSH Director, and Harbor
Registry.

In addition, do not use any of the IP blocks listed below for Kubernetes master or worker node VMs, or for Kubernetes pods. If you
create Kubernetes clusters with any of the blocks listed below, the Kubernetes worker nodes cannot reach Harbor or internal
Kubernetes services.

The Docker daemon on the Kubernetes worker node uses the subnet in the following CIDR range. Do not use IP addresses in the
following CIDR range:

e 172.17.0.1/16
e 172.18.0.1/16
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e 172.19.0.1/16
e 172.20.0.1/16
e 172.21.0.1/16
e 172.22.0.1/16

If Enterprise PKS is deployed with Harbor v1.9.3 or v1.9.4, also do not use IP addresses in the following CIDR ranges. Harbor v1.9.3 and

v1.9.4 use these for internal Docker bridges:

e 172.23.0.1/16
e 172.24.0.1/16
e 172.25.0.1/16
e 172.26.0.1/16
e 172.27.0.1/16

Starting with Harbor v1.10.0, the default container network poolis set to 172.20.0.0/16 . If Enterprise PKS is deployed with Harbor
v1.10.0 or later, the reserved IP range is 172.20.0.0/16 .

Each Kubernetes cluster uses the following subnet for Kubernetes services. Do not use the following IP block for the Nodes IP Block:

e 10.100.200.0/24

Gather Other Required IP Addresses

To install Enterprise PKS on vSphere with NSX-T, you will need to know the following:

e Subnet name where you will install Enterprise PKS
e VLAN ID for the subnet

e CIDR for the subnet

e Netmask for the subnet

e Gateway for the subnet

e DNSserver for the subnet

e NTP server for the subnet

e |P address and CIDR you plan to use for the NSX-T Tier-0 Router

Please send any feedback you have to pks-feedback @pivotal.io.
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Installing and Configuring NSX-T Data Center v2.5 for Enterprise PKS

In this topic
Prerequisites for Installing NSX-T Data Center v2.5 for Enterprise PKS
Workflow for Installing and Configuring NSX-T Data Center v2.5 for Enterprise PKS

Page last updated:

This topic provides the workflow for installing and configuring NSX-T Data Center v2.5 for use with VMware Enterprise PKS on vSphere.

Prerequisites for Installing NSX-T Data Center v2.5 for Enterprise PKS
To perform a new installation of NSX-T Data Center for Enterprise PKS, complete the following steps in the order presented.
1. Read the Release Notes for the target PKS version you are installing and verify NSX-T 2.5 support.

2. Read the topicsin the Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center section of the
documentation.

Workflow for Installing and Configuring NSX-T Data Center v2.5 for Enterprise PKS

=

. Deploy the NSX-T Manager Appliance Using an OVA Template
2. Add vCenter as the Compute Manager.
3. Add Additional NSX-T Manager Nodesusing the NSX Manager web interface.

4. Configure a VIP Addressor Provision a Load Balancer for the NSX-T Management Cluster.

Note: A VIP provides high availability (HA) for the NSX-T Management Cluster. If you need to scale the NSX Manager API,
configure a load balancer.

5. Create Overlay and VLAN Transport Zones

6. Create DVS Port Group for Edge Nodes

7. Create Uplink Logical Switch for the Tier-0 Router.

8. Create a Tunnel Endpoint IP Pool

9. Deploying NSX Edge Nodes for Enterprise PKSusing the NSX Manager web interface.
10. Create Edge Cluster and Add Edge Nodes
11. Prepare ESXi Hosts as Transport Nodes.

12. Verify the Installation of NSX-T.
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Please send any feedback you have to pks-feedback @pivotal.io.
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Install the NSX Manager Unified Appliance for Enterprise PKS

In this topic

Prerequisites

About the NSX Manager Appliance

Install and Configure the NSX Manager Appliance
Verify NSX-T Manager Installation

Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for installing the NSX Manager VM on vSphere for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed the Prerequisites for Installing NSX-T for Enterprise PKS.

About the NSX Manager Appliance

The NSX-T Manager VM is provided as an OVA file named the NSX Unified Appliance that you import into your vSphere
environment and configure.

For more information, see Install the NSX Manager Unified Appliance @ and NSX Manager VM System Requirements ' in the
NSX-T Data Center documentation.

Install and Configure the NSX Manager Appliance
Complete the following procedure to deploy the NSX Manager appliance:

1. Download the NSX Manager v2.5.0 OVA file to your local machine.
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Home / WMware NSX-T Data Center 2.5.0

Download Product

Select Version 2.5.0 v

Documentation pojcaze notes

Release Date 2019-09-19

o Opening nsx-unified-appliance-2.5.0.0.0.14663978.0va x
Type Product Binaries

You have chosen to open:
nsx-unified-appliance-2.5.0.0.0.14663978.ova

which is: OVA file (8.3 GB)
from: https://download2.vmware.com

Product Downloads Drivers & Tools ~ Open Source  Custom ISOs What should Firefox do with this file?
O Open with Browse...
(@):5ave File

File

Do this automnatically for files like this from now on.

NSX Manager / NSX Cloud Service Manager for VMware ESXi

File size: 8.25 GB

File type: ova Cancel
Read More g

2. Login to vCenter using the vSphere Client.

3. Create a Resource Pool for NSX-T infrastructure, such as infra
4. Inthe vSphere Client, select the Resource Pool where you want to install NSX-T Data Center.

5. Right-click and select Deploy OVF Template to start the installation wizard.

vm vSphere Client Menu v
B @ @® MGMT | actionsw
v (3@ 10197.79.141 Summary Monitor Configure Permissions Resource Pools VMs
~ [ vSAN Datacenter I
. P cru Free: 17548 GHz
+ [ vSAN Cluster WIS ]/ U "
VMs and Templates: 11 o
07.145.5 L
1019714551 8 PoweredonVMs  1/1
[ 1019712552 child Pools: 0/0 WMemory
[ 1019714553 Child vA o/0 Used: 138 M8
[ 10.197.145.54
@ Kss
v @ MGMT
B VMware vCenter| @ Actions-MGMT e Settings v Related Objects ~
> @ PKS * N - h
® 151 New Virtual Machine. Cluster O
~
# New Resource Poo
o d T Cas D ot
22 new vaps ed Tag ategory escription
13 Deploy OVF Template
@ Edit Resource Settings, @
Move To..
Rename.
»
Tags & Custom Attributes » No ftems to display
Add Permission
Alarms >
K Delete
Recent Tasks Alarms a

6. Onthe Select an OVF template screen:
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a. Select the Local file option.
b. Click Choose Files.

c. Navigate to where you downloaded the OVA file and select it.
d. Click Next.

Deploy OVF Template
Select an OVF template

2 Select a name and folder Select an OVF template from remote URL or local file system
3 Select a compute resource

Enter a URL to download and install the OVF package from the Internet, or browse to a
4 Review details

location accessible from your computer, such as a local hard drive, a network share, or a
5 Select storage
CD/DVD drive.
O urL

6 Ready to complete

® Local file

Choose Files | nsx-unified-app..0.14663978.ova

CANCEL

7. Onthe Select a name and folderscreen:

a. Enter a name for the NSX Manager VM, such as nsx-manager-1 .
b. Selectthe Datacenter for the VM deployment.
c. Click Next.

Deploy OVF Template

+ 1Selectan OVF template Select a name and folder

IR oo~ - orie neme and trast focstion

3 Select a compute resource

4 Review details Virtual machine name: nsx-mgr-1

5 Select storage

6 Ready to complete Select a location for the virtual machine.

v (3 10197.79.141
> [A vSAN Datacenter

CANCEL BACK
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8. Onthe Select a compute resource screen:

a. Select the Resource Pool where the NSX Manager VM will be deployed.
b. Click Next.

Deploy OVF Template

+ 1Select an OVF template Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation

3 select a compute resource|

4 Review details v [ v8AN Datacenter
5 Select storage ~ [l vSAN Cluster
6 Ready to complete [ 10197.145.51
[ 1019714552
[ 10.197.145.53
[ 1019714554
> @ Kss
® MGMT
> @ PKS

Compatibility

+ Compatibility checks succeeded

CANCEL

9. Onthe Review details screen:

a. Verify the OVF template details.
b. Click Next.

Deploy OVF Template

v 1Select an OVF template Review details

+ 2 Select a name and folder Verify the template details.

v 3 Select a compute resource

Rg 4 Review details /N The OVF package contains advanced configuration eptions, which might pose a

5 Configuration security risk. Review the advanced configuration options below. Click next to
6 Select storage accept the advanced configuration options.
7 Select networks
8 Customize template Publisher VMware\, Inc. (Trusted certificate)
9 Ready to complete

Product nsx-unified-appliance

Version 2500
Vendor VMware, Inc

Download size 83GB

Size on disk 4.2 GB (thin provisioned)

200.0 GB (thick previsicned)

Extra configuration | time.synchranize tools.startup = false
ethernetl.rxDataRingEnabled = 0
isolation.toals vmxDnDVersionGet.disable = true
RemoteDisplay.maxConnections = 1
time.synchronize restore = false
time.synchronize.shrink = false
is0lation tools diskShrink.disable = true
isolation.toals memschedFakesamplestats. disable = true
ethernet3.rxDataRingEnabled = 0

CANCEL

10. Onthe Configuration screen:

a. Select either the Medium size VM or the Large size VM.
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b. Click Next.

Deploy OVF Template

v 1Select an OVF template Configuration

+ 2 Select a name and folder Select a deployment configuration

v 3 Select a compute resource

+ 4 Review details

¥4 5 configuration

O small
6 Select storage

- Extrasmall Description

This configuration requires

the following: * 6 vCPU *
7 Select networks ® Medium 24GB RAM * 200GB
8 Customize template Storage * VM hardware
9 Ready to complete 2 Large version 10 or greater

(vSphere 5.5 or greater)

4 Items

CANCEL BACK

11. Onthe Select storage screen:

a. Select the vsanDatastore if you are using vSAN, or a dedicated datastore if you are not.
b. Click Next.

Deploy OVF Template

v 1Select an OVF template

Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details ]

+ 5 Configuration

Select virtual disk format. As defined
6 Select storage

7 Select networks VM Storage Policy:

VSAN Default Storage Policy
8 Customize template

Name Capacity Provisioned Free
9 Ready to complete

4 storage Compatibility: Compatible

] vsenDatastore 69978 421368

“

Compatibility

v/ Compatibility checks succeeded

CANCEL BACK

12. Onthe Select networks screen:

a. Select Destination Network for the NSX Manager VM.
b. Click Next.
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Deploy OVF Template

 1Select an OVF template Select networks

+ 2 Select a name and folder Select a destination network for 2ach source network

+ 3 Select a compute resource
+ 4 Review details s e T  Destination Network v

+ 5 Configuration Network 1 PKS-VDS-DSWILCh-MGMT-VLANIOGO - :

+ 6 Select storage

7 Select networks

8 Customize template .
9 Ready to complete IP Allocation Settings
1P allocation Static - Manual

P protocol: 1Bvd

CANCEL BACK

13. Onthe Customize Template screen, configure the following settings:

—

a. System Root User Password: This password must comply with password strength restrictions.
b. CLI “admin” User Password: This password must comply with password strength restrictions.
¢. CLI “audit” User Password: This password must comply with password strength restrictions.
d. Hostname: Enter the hostname for the NSX Manager VM, such as nsx-manager-1 .

e.
f
g
h

Default IPv4 Gateway: Enter the default gateway IPv4 address for the NSX Manager VM.

. Management Network IPv4 Address: Enter the IPv4 address for the first network interface.
. Management Network Netmask: Enter the netmask for the first network interface.
. DNS Server List: Enter one or more DNS servers (space-separated if multiple).

NTP Server List: Enter one or more NTP servers (space-separated if multiple).
Enable SSH: Select Enable SSH. By default, this setting is disabled for security reasons.

Allow root SSH logins: Enable Allow root SSH logins. By default, this setting is disabled for security reasons.
Click Next.
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Deploy OVF Tem

plate

+ 1Select an OVF template Customize template

+ 2Selectaname and folder  Customize the deployment properties of this software solution

+ 3 Select a compute resource

+ 4 Review details
v 5C

‘ @ All properties have valid values

+ 6 Select storage

v 7 Select networks

~ Application 6 settings

8 Customize template System Root User

9 Ready to complete

Deploy OVF Template

Password

Tne passwaerd for root user for this VM
Please follow the password complexity rule as below:
minimum of 12 characters in length
=1 uppercase character
=1 lowercase character
numeric character
=1 special character
- >=5 unique characters
- default password complexity rules as enforced by the Linux PAM module
NOTE: Password strength validation will occur during VM boot. If the password
does not meet the above criteria then login as root user for the change password

prompt to appear
Password

Confirm Password

CANCEL

v 1Select an OVF template.
v 2 Selectaname and folder
+ 3 Select a compute resource

+ 4 Review details

Customize template
Customize the deployment properties of this software solution

@ Al properties have valid values

vs
v 6 Select storage

v 7 Select networks

9 Ready to compl

Copyright © 2020 VMware, Inc. All Rights Reserved.

> Application 6 settings
* Network properties 5 settings
Hostname:

The hostname for this VM.
NOTE: Underscores in hostname are not allowed. If hostname contains underscore, then the appliance
gets deployed with ‘nsx-manager’ as hostname

nsx-mar-1
Rolename

The role for this VM. Currently supports nsx-cloud-service-manager OR ‘NSX Manager' as rolename.
NSX Manager

Default IPv4 Gateway The default gateway for this VM

10.197.79.253

Management Network IPv4 Address  The IPv4 Address for the first interface

10.197.79.142

Management Network Netmask The netmask for the first interface.

255.256.255.0

CANCEL
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Deploy OVF Template

v 1Select an OVF template Customize template
v 2Selectaname and folder  Customize the deployment properties of this software solution.

v 3 Select a compute resource
v 4 Review details © Al properties nave vaid values
vs
v 6 Select storage

> Application 6 settings
7 Select networks

8 Customize template > Network properties 5 settings

9 Ready t let
eady to complete e 2 settings

DNS Server list
The space separated DNS server list for this VM (valid only if an IPv4 address is specified for the first interface)
10.142.71

Domain Search List

The space separated domain search list for this VM (valid only if an IPv4 address is specified for the first

interface).

> Services Configuration 3 settings

> Internal Properties - Do not set these 5 settings

parameters.

R

CANCEL

Deploy OVF Template

v 1Select an OVF template. Customize template

+ 2Selectaname and folder  Customize the deployment properties of this software solution

v 3 Select a compute resource

¥ 4Review details @ Al properties have valid values
v 5C
v 6 Select storage

> Application 6 settings
v 7 Select networks

Py T y— Network properties 5 settings

9 Ready to complets DNS 2 settings

Services Configuration 3 settings
NTP Server List The NTP server list(space separated) for this VM
10128.243.13
Enable SSH Enabling SSH service is not recommended for security reasons
»
Allow root SSH logins

Allowing root SSH logins is not recommended for seeurity reasons.

> Internal Properties - Do not set these 5 settings

parameters.

CANCEL
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Deploy OVF Template

v 1Select an OVF template. Customize template

v 2Selectaname and folder  Customize the deployment properties of this software solution.

v 3 Select a compute resource

+ 4 Review details
v5
v 6 Select storage

‘ © Al properties have valid values

> Application 6 settings
7 Select networks

Py — > Network properties 5 settings

9 Ready t et
eady to complete 5 DNS 2 settings

> Services Configuration 3 settings

> Internal Properties - Do not set these 5 settings

parameters.

CANCEL BACK

14. Onthe Ready to completescreen:

a. Verify that the OVF template specification is accurate.
b. Click Finish to begin the installation. It takes approximately 10 minutes to complete.

Deploy OVF Template

+ 1Select an OVF template Ready to complete

v 2Selectaname and folder  Click Finish to start creation

v 3 Select a compute resource
+ 4 Review details
v 5 Configuration Provisioning type | Deploy from template

6 Select storage
v 9 Name nex-mgr-1
v 7 Select networks

& Customize tempiate Template neme | nsx-unified-appliance-2.5.0.0.0.14663978
Download size | 83G8
Size on disk 200.0 68
Folder VSAN Datacenter
Resource MGMT
Storage mapping | 1

Al disks Policy: vSAN Default Storage Policy; Datastore: vsanDatastore; Format: As defined in the VM

storage policy
Network mapping | 1
Network 1 PKS-VDS-DSwitch-MGMT-VLANIG60

1P allocation
settings

1P protocol Pva

1P allocation | Static - Manual

CANCEL BACK FINISH

15. Expand the Recent Tasks panel at the bottom of the vCenter screen to view the progress of the OVA deployment.

Verify NSX-T Manager Installation
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1. From your browser, log in with admin privileges to the NSX Manager user interface at https:/NSX-MANAGER-IP-ADDRESS

- (m) X
[ vSphere - nscmgr-1-Summary X [l VMware NSX| Login X o+

< C A Notsecure | 10.197.79.142/loginjsp % % U @O

VMware® NSX-T™

admin|

2. Read and accept the EULA terms.

End User License Agreement

[#)1 understand and accept the terms of the license agreement

CONTINUE

3. Select whether to join the VMware’s Customer Experience Improvement Program (CEIP) and click Save.
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Customer Experience Improvement Program X

Join the VMware Customer Experience Improvement Progran

¥ Join the VMware Customer Experience Improvement Program

4. Notice at the Welcome to NSX-T screen, you are alerted that 1 NSX Manager Node is installed and a “3 node cluster is
recommended.” Before you can add additional NSX-T Manager nodes, you must add a Compute Manager.

Welcome to NSX-T

LET'S PREPARE THE HOSTS AND NSX EDGES TO GET STARTED

Select Get Started for a guided workflow experience. For

advanced configuration, select Fabric Nodes. \

{GhsYSTEM ©

) 1 NSX Management Node 3 node cluster is recommended Qpl_cy:NodEs X

For preparing Hosts and Eages, all you need to do is choose from below.

GET STARTED FABRIC NODES

For guided praparation flow For more granlar control

Click anywhere to skip & explore

Don't show this message again

5. Navigate to the Advanced Networking & Security tab. This is the tab to use for creating and working with NSX-T objects for
Enterprise PKS.

Note: For Enterprise PKS, you must use the Advanced Networking and Security tab to create, read, update, and delete

required network objects. For NSX-T host preparation and configuration, such as deploying NSX-T Managers and Edge
Nodes, use the System tab. Enterprise PKS does not support the Simplified UVAPT tab,
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Next Step

Add Compute Manager.

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Add vCenter as the Compute Manager for NSX-T

In this topic
Prerequisites
About the Compute Manager

Add vCenter as the Compute Manager
Next Step

Installation Instructions

Page last updated:

This topic provides instructions for adding vCenter as the Compute Manager for NSX-T Data Center.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About the Compute Manager

A Compute Manager 'is an application that manages resources such as hosts and VMs. VMware Enterprise PKS deployments on
vSphere with NSX-T use vCenter as the compute manager.

Add vCenter as the Compute Manager
Complete the following steps to add vCenter as the Compute Manager:
1. From your browser, log in with admin privileges to NSX Manager at https:/NSX-MANAGER-IP-ADDRESS |

2. In NSX-T Manager, select System > Fabric > Compute Managers > Add.
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Home Networking ~ Security  Inventory  Flan & Troubleshoot  System Advanced Networking & Security

« Compute Managers

System Overview -
+ADD PEDIT [i DELETE {8 ACTIONS v Q, search

Configuration 0 mpute Manager D Domaln Name/IP Addres Type Reglstration Status Verslon Connection Status Last Inventory Update
® Appliances
£ Get started
[ Fabric v
Nodes
Profiles
Transport Zones
Compute Managers
& Service Deployments

£3 Active Directory

Lifecycle Management
& Backup & Restore
& Upgrade

8, Migrate

Settings

# Users

& Licenses

3 Certificates

® Support Bundle

[ Customer Experience Impr.

[@ Proxy Settings

[ COLUMNS | [ REFRESH Last Updatad: a fow seconds ago No Compute Manager

3. Configure the Compute Manager as follows:

o Name: Enter the name to identify the vCenter Server.

o Description: Optionally add details such as the number of clusters in the vCenter Server.
o Domain Name/IP Address: Enter the IP address of the vCenter Server.

o Type: Keep the default option, vCenter.

o Username and Password: Enter the vCenter Server login credentials.

o SHA-256 Thumbprint: Leave the thumbprint value blank.

New Compute Manager

Name* vCenter

Description yCenter server Appliance

Domain Name/IP 10197.79:141
Adaress*

Type* vCenter

Username* administrator@vsphere.ocal

Password*

SHA-256 Thumbprint

CANCEL
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4. Click Add.

5. Click Add again.

o Since you left the thumbprint value blank, you are prompted to accept the server-provided thumbprint.
o After you accept the thumbprint, it takes a few seconds for NSX-T Data Center to discover and register the vCenter Server

resources.

Warning: Thumbprint is Missing

The thumbprint is not avallable.

Would you lke to use this server provided thumbprint?

7B:8A:C9:EB:90:C:

05:57:2D:6E:43:67

6. Verify that the vCenter Compute Manager is successfully Registered and its connection status is Up.

Home Networking Security Inventory Tools System Advanced Networking & Security
« Compute Managers
Overview N
+ ADD P EDIT [i] DELETE {G} ACTIONS ~ Q, search
L Get started
O  compute Manager © D Domain Name/IP Address | Type Registration Status  Version | Connection Status  Last Inventory Update
[ Fabric v
[0  VMware vCenter Server Appliance  2645..fb62 10 a2 vCenter e Registered 6.7.0 - Up Jul 9, 2019 2:11:03 PM
Nodes
Profiles

Transport Zones

Compute Managers

7. If the Compute Manager is not registered, troubleshoot as necessary @.

Next Step

Add NSX-T Manager Nodes.

Installation Instructions

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.
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Please send any feedback you have to pks-feedback@pivotal.io.
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Add NSX Manager Nodes

In this topic

Prerequisites

About the NSX-T Management Cluster
Deploy Additional NSX Manager Nodes
Verify the NSX Management Cluster
Next Step

Installation Instructions

Page last updated:

This topic provides instructions for deploying additional NSX Manager nodes and forming the NSX Management Cluster for use with

VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About the NSX-T Management Cluster

The NSX-T Management Cluster is a collection of three NSX Manager nodes for high availability. You can deploy additional NSX-T

Manager nodes using the NSX-T Manager web interface. All repository details and user credentials are synchronized across NSX-T
Manager Nodes by the management cluster database.

For more information, see Deploy NSX Manager Nodes to Form a Cluster from Ul in the NSX-T Data Center documentation.

Deploy Additional NSX Manager Nodes

Complete the following procedure to deploy additional manager nodes and form the NSX-T Management Cluster:
1. From your browser, log in with admin privileges to NSX Manager at https://NSX-MANAGER-IP-ADDRESS |

2. In NSX-T Manager, select System > Overview > Add Nodes.
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admin

Home Networking ~ Security  Inventory  Flan & Troubleshoot  System Advanced Networking & Security

N Overview

@ System Overview

Management Cluster | o STABLE ADD NODES
Configuration
Virtual IP: Not Set | eoir
@ Appliances
£1 Get Started
10.197.79.142 =
[ Fabric >
R NSX Version 25.0.0.0.14663978
&' Service Deployments
Deployment Type Manua
B3 Active Directory
Cluster Connectivity s Up
Lifecycle Management Transport Nodes
& Backup & Restore Repository Status Completed
& Upgrade Disk Utilization sOk @
5, Migrate iy
Settings e 12:25,5
# Users
@, Licenses o

Ed Certificates
© Support Bundle Interface Status
i Customer Experience Impr.

[3 Proxy Settings

NSX Intelligence Appliance

3. Enter the NSX-T Manager common attribute details as follows:

o Compute Manager: Registered resource compute manager is populated.

o Enable SSH: Toggle the button to allow an SSH login to the new NSX Manager node.

o Enable Root Access: Toggle the button to allow the root access to the new NSX Manager node.

o CLI Username and Password Confirmation The CLI username is set to admin . The password must comply with the

password strength restrictions.
o Root Password and Password Confirmation Set the root password for the new node. The password must comply
with the password strength restrictions.
DNS Servers: Enter the DNS server IP address available in the vCenter Server.
NTP Servers: Enter the NTP server IP address.
Form Factor: Select Medium (default) or Large. Do not select Small.

o

o

o
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Add Nodes

1 Common Attributes

2 Nodes

Common Attributes

Enable SS5H

Enable Root Access

Node Credentials
CLI Username

CLI Password *

Confirm CLI Password *
Root Password *
Confirm Root Password *

DN Servers

NTP Servers

Form Factor
Small ® Medium
6vCPU

24 GBRAM

CANCEL

4. Click Next.

5. Atthe Nodes tab, enter the configuration details for the second NSX-T Manager node:

o Name: Enter a name for the NSX-T Manager node, such as nsx-manager-2 .

o Cluster: Designate the cluster the node is going to join from the drop-down menu.

o Resource Pool or Host: Select the infra resource pool from the drop-down menu.

o Datastore: Select a datastore for the node files from the drop-down menu.

o Network: Assign the network from the drop-down menu.
o Management IP/Netmask: Enter the IP address and netmask.
o Management Gateway: Enter the gateway IP address.

Copyright © 2020 VMware, Inc. All Rights Reserved.

157

1.6



vmware Tanzu Docs

Add Nodes Nodes

1 Common Attributes + ADD NODE

2 Nodes v nschgr-2

D © nsx-mar-2

Cluster * VSAN Cluster (domain-c7)

Resource Pool MGMT (resgroup-43)
Host Select host v
Datastore vsanDatastore (datastore-) ¥

Did not find expected? Try refresh to fetch

iatest data from system (3 Refresh
RsErEss PKS-VDS-DSWitch-MG.

Management IP/Netmask CUETTREEED

Management Gateway * R

6. Click Add Node and configure a third NSX Manager node:

o Name: Enter a name for the NSX-T Manager node, such as nsx-manager-3 .

o Cluster: Designate the cluster the node is going to join from the drop-down menu.

o Resource Pool or Host: Select the infra resource pool from the drop-down menu.
o Datastore: Select a datastore for the node files from the drop-down menu.

o Network: Assign the network from the drop-down menu.

o Management IP/Netmask: Enter the IP address and netmask.

o Management Gateway: Enter the gateway IP address.

Add Nodes Nodes

1 Common Attributes
v nsxmgr-3 REMOVE

2 Nodes Name - oemara
Cluster * VSAN Cluster (domain-c7)
Resource Pool _MGMT (resgroup-43) %~
Host Select host

Datastore * vsanDatastore (datastore-)

Did not find expected? Try refrash to feteh
iatest data from system (% Refresh

Network * PKS-VDS-DSwitch-MG

Management IP/Netmask 10197.79.144/25

10.197.79.253

Management Gateway *
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7. Click Finish.

Add Nodes Nodes

1 Common Attributes /] There are 1 nodes in your cluster. You are adding 2 more nodes in cluster. Minimum 3 node cluster is recommended

2 Nodes + ADD NODE

nsx-mgr-2 REMOVE

nsx-mgr-3 REMOVE

CANCEL - FINISH

8. The additional NSX-T Manager nodes are deployed.

Home Networking ~ Security  Inventory  Plan & Troubleshoot  System Advanced Networking & Security
& Overview
System Overview
Management Cluster | s sTaBLE | | ADD NODES
Configuration
Virtual IP: NotSet | eom @
@ Appliances !
£1 Get Started
o F 10.197.79.142 = nsx-mgr-2 ) Deployment In nsx-mgr-3 ) Deployment In
0 Fabric v
Progress Progress
NSX Version 25.0.0.0.14663978
Nodes
Deployment Type Manual
Profiles
Cluster Connectivity sUp
Transport Zones
Transport Nodes o
Compute Managers
Repository Status Sync Completed
&' Service Deployments
Disk Utilization s Ok @
£3 Active Directory
Litecycle Management \sed
7%
& Backup & Restore
& Upgrade A
G Migrate " 226%
S Interface Status %
# Users
Interface Tx Rx
@ Licenses
elo 27GB 27GB
ER Certificates
® ethO 0.3MB
@ Support Bundle
4 Customer Experience Impr.
[& Proxy Settings
NSX Intelligence Appliance

Verify the NSX Management Cluster

1. Verify the deployment of the additional NSX Manager nodes.
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o Atthe System > Overview > Management Cluster, you should see the deployment of the additional nodes.

o Wait for 10-15 minutes for the deployment, cluster formation, and repository synchronization to complete.

o Track the deployment process at the System > Overview screen in vCenter Server.

10.197.79.144

Repository Status

Disk Utilization

Home Networking ~ Security  Inventory  Plan & Troubleshoot  System Advanced Networking & Security
« Overview
G System Overview
Management Cluster DEGRADED ADD NODES
Configuration %
Virtual IP: NotSet | eoir
@ Appliances
£1 Get Started
10.197.79.143 Bne- 10.197.79.142 =
B Fabric v
NSX Version 25.0.0.0.14663978 NSX Version 2500014663978 NSX Version
Nodes
Deployment Type Auto Deployment Type Manua Deployment Type
Profiles
Cluster Connectivity e Up Cluster Connectivity .Up Cluster Connectivity
Transport Zones
Transport Nodes o Transport Nodes o Transport Nodes
Compute Managers
Repository Status  sync In Progress @ Repository Status
& Service Deployments
Disk Utilization Ok @ Disk Utilization
£3 Active Directory
Lifecycle Management e
10 GB 12%
& Backup & Restore (e
& Upgrade " e
5, Migrate
S Interface Status Interface Status Interface Status
# Users N R
e x Rx e
& Licenses
. 24 M ol .
R Certificates
e 406 M8 i .
& Support Bundle
9 Customer Experience Impr.
[@ Proxy Settings
NSX Intelligence Appliance

Next Step

Configure VIP Address for the NSX-T Management Cluster.

Installation Instructions

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Add VIP Address for the NSX-T Management Cluster

In this topic

Prerequisites

About the NSX Management Cluster VIP

Configure a VIP Address for the NSX-T Management Cluster
Verify the VIP Address

Next Step

Installation Instructions Home

Page last updated:

This topic describes how to configure a Virtual IP address (VIP) for the NSX-T Management Cluster for VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About the NSX Management Cluster VIP

The NSX-T Management Cluster comprises three NSX-T Manager nodes. To support a single access point for the NSX Manager web
interface and API, assign a virtual IP address (VIP) to the NSX-T Management Cluster. Once the VIP is assigned, any Ul and APl requests
to NSX-T are redirected to the VIP address, which is owned by the leader node. The leader node then routes the request to the other
cluster nodes.

Using a VIP makes the NSX Management Cluster highly available. If you need to scale, you can provision a load balancer for the
NSX-T Management Cluster. Provisioning a load balancer requires that NSX-T be fully installed and configured. It is recommended

that you configure the VIP now, then if needed, install a load balancer after NSX-T is installed and configured. For more information
about configuring a load balancer for the NSX-T Management Cluster, see Provisioning a Load Balancer for the NSX-T
Management Cluster.

Configure a VIP Address for the NSX-T Management Cluster

Complete the following instructions to create a VIP for the NSX Management Cluster. The IP address you use for the VIP must be part of
the same subnet as the NSX-T Management nodes.

1. From your browser, log in with admin privileges to NSX Manager at https:/NSX-MANAGER-IP-ADDRESS |
2. Goto System > Overview.

3. Click Edit next to the Virtual IP field.

Copyright © 2020 VMware, Inc. All Rights Reserved. 161 1.6



vmware Tanzu Docs

Home

System Overview
Configuration
@ Appliances
£1 Get Started
[ Fabric
Nodes
Profiles
Transport Zones
Compute Managers
o Service Deployments

£3 Active Directory

Lifecycle Management
& Backup & Restore
& Upgrade

8, Migrate

Settings

# Users

& Licenses

3 Certificates

® Support Bundle

[ Customer Experience Impr.

[@ Proxy Settings

Security  Inventory  Plan & Troubleshoot  System
N Overview
Management Cluster | s sTaBLE | ADD NODES

Virtual IP: NotSet | epm @
10.197.79.143 BE-
NSX Version 2500014663978
Deployment Type Auto
Cluster Connectivity sUp
Transport Nodes 0

Repository Status

Disk Utilization s Ok @

Interface Status

Interface Tx Rx
.lo 4amB 44MB
°etho 60.9MB 30568

NSX Intelligence Appliance

Advanced Networking & Security

10.197.79.142
NSX Version
Deployment Type
Cluster Connectivity
Transport Nodes
Repository Status

Disk Utilization

25.0.0.0.14663978
Manual

sUp

o

Syne Completed

10.197.79.144

RO
NSX Version 2.5.0.0.0.14663978
Deployment Type Auto

Cluster Connectivity s Up

Transport Nodes o

Repository Status

Disk Utilization s 0k ©

] \
28%

4. Enter a VIP for the cluster, such as 172.16.11.81  Ensure that the VIP is part of the same subnet as the other NSX Management

nodes.

Change Virtual IP

Virtual IP Address ©

10.197.79.145

5. Click Save.
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Change Virtual IP

6. When prompted, click Refresh. In the Virtual IP field, you should see the VIP address in use as well as the NSX Manager leader
node that the VIP is associated with.

Change Virtual IP

( Setting e Virtual IP Ac r the Management Cluster

It might tal

After the VIP is configured, you use it to connect to the NSX-T Manager. The VIP is associated with a single NSX-T Manager. If that node

goes down, the VIP attaches to another node. If necessary, you can still connect to any NSX-T manager directly using its own IP
address.

Copyright © 2020 VMware, Inc. All Rights Reserved.
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Verify the VIP Address

To verify the VIP and troubleshoot issues, complete the following steps:

1. From your browser, log in with admin privileges to the NSX-T Management Cluster using the VIP address https://NSX-MANAGER-
VIP-ADDRESS |

2. To check the API leader of the management cluster, enter the get cluster status verbose command in the NSX Manager CLI.

3. To troubleshoot VIP issues, verify the following logs:

o Reverse Proxy logs at /var/log/proxy/reverse-proxy.log
o Cluster manager logs at /var/log/cbm/cbm.log

Next Step

See Create TZ_OVERLAY and TZ_VLAN.

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create NSX-T Transport Zones

In this topic

Prerequisites

About Transport Zones

Create Overlay Transport Zone
Create VLAN Transport Zone
Verify Transport Zone Creation
Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for creating transport zones for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Transport Zones

In NSX-T Data Center, a transport zone (TZ) is a logical construct that controls which hosts a logical switch can reach. A transport zone
defines a collection of hosts that can communicate with each other across the network. This communication happens over one or
more interfaces defined as Virtual Tunnel Endpoints (VTEPs).

There are two types of transport zones: Overlay and VLAN. For Enterprise PKS, the instructions in this topic use both.

e The Overlay transport zone is used by ESXi host transport nodes and NSX-T Edge Nodes. When an ESXi host or NSX-T Edge transport
node is added to an Overlay transport zone, an N-VDS is installed on the ESXi host or NSX Edge Node.

e The VLAN transport zone is used by NSX-T Edge Nodes and ESXi host transport nodes for VLAN uplinks. When an NSX-T Edge Node is
added to a VLAN transport zone, a VLAN N-VDS is installed on the NSX-T Edge Node.

For more information, see Transport Zones & in the NSX-T Data Center documentation.

Create Overlay Transport Zone

Create an Overlay Transport Zone ( TZ-OVERLAY ) for PKS control plane services and Kubernetes clusters overlay networks associated
with VDS hostswitchl :

1. In NSX Manager, select System > Fabric > Transport Zones > Add.
2. Enter a Name for the transport zone, such as TZ-OVERLAY
3. Entera N-VDS Name, such as N-VDS-OVERLAY |

4. Select a Host Membership Criteria (N-VDS mode): Standard or Enhanced Datapath.
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Note: In enhanced mode, only specific NIC configurations are supported (ESXi hosts v6.7+), and you must ensure that
you configure the supported NICs. Refer to the NSX-T Data Center documentation for more information.

5. For Traffic Type, select Overlay.

6. (Optional) Enter one or more uplink teaming policy names.

7. Click Add.
Edit Transport Zone - TZ_OVERLAY G) X
MName* TZ_OVERLAY|

Description

| CANCEL ‘

Create VLAN Transport Zone

Create the VLAN Transport Zone ( TZ-VLAN ) for NSX Edge Node uplinks (ingress/egress) for Kubernetes clusters associated with VDS

hostswitch2
1. In NSX Manager, select System > Fabric > Transport Zones > Add.
2. Enter a Name for the transport zone, such as TZ-VLAN |
3. Entera N-VDS Name, such as N-VDS-VLAN |

4. Select a Host Membership Criteria (N-VDS mode): Standard or Enhanced Datapath.

Note: In enhanced mode, only specific NIC configurations are supported (ESXi hosts v6.7+), and you must ensure that
you configure the supported NICs. Refer to the NSX-T Data Center documentation for more information.

5. For Traffic Type, select VLAN.
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6. (Optional) Enter one or more uplink teaming policy names.

7. Click Add.
Edit Transport Zone - TZ_VLAN G) X
MName* TZ_MLAN

Description

Uplink Teaming
Policy Names

CANCEL @

Verify Transport Zone Creation
To verify transport zone creation:

1. In NSX-T Manager, select System > Fabric > Transport Zones.

2. Verify that you see the TZ-OVERLAY and TZ-VLAN transport zones you created:
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Home Networking Security nventory Tools System Advanced Networking & Security

«
Transport Zones Transport Zone "TZ-VLAN" was successfully created. x

SO + ADD PEDIT [ DELETE {3 ACTIONS ~

B Get started O  Transport Zone ID Traffic Type N-VDs Name status

Q Fabric hd TZ-OVERLAY bd35..23ae Overlay hostswitchl » Unknown
Nodes O TZ-VLAN 8954..3cf4 VLAN hostswitch2 # Unknown
Profiles

Transport Zones
Compute Managers
& Service Deployments
£ Active Directory
& Users
£ Backup & Restore %
& Upgrade
‘5, Migrate
ER Licenses
Eq Certificates
& Support Bundle

[E Customer Program

[ COLUMNS | (J REFRESH Last Updated: A Few Seconds Ago

View

Host Membership Criterl; Where Used
Standard Where Used

Standard Where Used

1-2 of 2 Transport Zones

View a larger version of this image.

Next Step

Create DVS Port Group for Edge Nodes

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Create DVS Port Group for NSX-T Edge Nodes

In this topic

Prerequisites

About vSphere Distributed Switch and DVS Port Group
Create DVS Port Groups for Edge Nodes

Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for creating a distributed virtual switch (DVS) port group for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About vSphere Distributed Switch and DVS Port Group

AvSphere distributed switch acts as a single switch across all associated hosts in a data center to provide centralized provisioning,
administration, and monitoring of virtual networks. You configure a vSphere distributed switch on the vCenter Server system, and the
configuration is propagated to all hosts that are associated with the switch. This lets virtual machines maintain consistent network
configuration as they migrate across multiple hosts.

Adistributed port group is a port group associated with a vSphere distributed switch that specifies port configuration options for each
member port. Distributed port groups define how a connection is made through the vSphere distributed switch to the network.

For more information, see Networking Concepts & in the VMware vSphere documentation.

Create DVS Port Groups for Edge Nodes

To create DVS port groups:
1. Loginto vCenter.

2. Select the vSwitchO for the Edge Cluster.
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g @ 0 10.115.40.76 | actions~
v [110.40.206.61 Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [ Datacenter
~ [ coMp-Cluster-1  Storage Virtual switches ADD NETWORKING REFRESH
[ 10.115.40.72 Storage Adapters L |
o - s Storage Devices |
G;SPJEZ:;;;ivindows-w Host Cache Configur... € NFs-P6
5 PKS-Client-VM Protocol Endpoints VLAN ID: 3104 L
v CO;P-C\uster-Z VO Filters N VM::'T:Q: 1208’:;?;6 (]
[ 10.115.40.73 (Not responding) ¥ Networking S —
v [ _Cluster Virtual switches —
5D1<(3)E”?401e76 VMkernel adapters Q NSX-EDGE-UPLINK
o MGr/I‘T—(;\us;er Physical adapters VLAN ID: 4095 [
[ 10.15.40.87 TCP/IP configuration Virtual Machines (0) L
> @ IN;RA‘—SVERVER w Virtual Machines —
© @ NSX-T MGMT VM Startup/Shutdo... € VM Network
& nsx-mgr-2 Agent VM Settings VLAN ID: 1284 | —
E,: nsx-mgr-3 Default VM Compati... Virtual Machines (0)
[ nsx-unified-appliance-2.5.0.0.0.14663978 Swap File Location
E“) VMware vCenter Server Appliance ~ System
Licensing
Host Profile > Standard Switch: vSwitch1
. For vSwitchO, create an uplink port group.
o Port Group: NSX-EDGE-UPLINK.
o VLAN ID: All (4095). It is a TRUNK.
NSX-EDGE-UPLINK - Edit Settings
Properties
Security Network label NSX-EDGE-UPLINK
Traffic shaping
VLANID All (4095) v
Teaming and failover
4. Select the vSwitch1 for the Edge Cluster.
v Standard Switch: vSwitchi ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS see
@ NSX-EDGE-VTEP-PG eee v Physical Adapters
VLAN ID: -- 1 ] vmnic1 1000 Full ees

Virtual Machines (0)

5. ForvSwitchl, create a port group for VTEP.

o Port Group: NSX-EDGE-VTEP-PG.

o VLAN ID: None.
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v Standard Switch: vSwitch1 ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS
NSX-EDGE-VTEP-PG eee v Physical Adapters
VLAN ID:; -- ] ] vmnic1 1000 Full eee

Virtual Machines (0)

NSX-EDGE-VTEP-PG - Edit Settings

Network label NSX-EDGE-VTEP-PG

Security

Traffic shaping
VLAN ID None (0) v

Teaming and failover

6. Setthe MTU to 9000 bytes on the virtual switch that hosts the port group for the Edge Node VTEP. In this example, the VTEP

virtual switch is vSwitch1.

g @9 [J 10.115.40.76 | actions~
v (511040206 61 Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [i} Datacenter
v [}l COMP-Cluster-1 v Storage Virtual switches ADD NETWORKING. REFRESH
[ 10.115.40.72 Storage Adapters | v mases |
~ @ RP-MGMT-PKS Storage Devices
1 JUMPBOX-Windows-10 Host Cache Configur...
{51 PKs-Client-VM Protocol Endpoints
v COMP-Cluster-2 I/O Filters v Standard Switch: vSwitch1 ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS
R10.115.40.73 (Not responding) w Networking
 [[] EDGE-Cluster Virtual switches ]
[ 10.m5.40.76 VMkernel adapters © NSX-EDGE-VTEP-PG ’ H v Physical Adapters
(% edge-node-1 Physical adapters VLAN ID: - a X vimnic1 1000 Ful
[ edge-node-2 TCP/IP configuration > Virtual Machines (2)
v [ MGMT-Cluster ~ Virtual Machines
[] 10.115.40.87 VM Startup/Shutdo...
> @ INFRA-SERVER Agent VM Settings
v @ NSX-T MGMT Default VM Compati..
55 nsx-mgr-2 Swap File Location
% nsx-magr-3 ~ System
5 nsx-unified-appliance-2.5.0.0.0.14663978 Licensing
{55 VMware vCenter Server Appliance Host Profile
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vSwitch1 - Edit Settings

Number of ports Elastic
Security . por I

Traffic shaping MTU (Bytes) 9000

Teaming and failover

Next Step

Create Uplink Logical Switch for the Tier-O Router.

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Create Uplink Logical Switch for the Tier-0 Router

In this topic

Prerequisites

About Tier-0 Logical Routers
Create Uplink Logical Switch (LS)
Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for creating an NSX-T Tier-0 Logical Router for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Tier-0 Logical Routers

In NSX-T Data Center, a Tier-0 logical router provides a gateway service between the logical and physical network. For additional
information, see Tier-0 Logical Router &'in the NSX-T documentation.

Create Uplink Logical Switch (LS)

To create a new logical switch:
1. From your browser, log in with admin privileges to NSX Manager at https:/NSX-MANAGER-IP-ADDRESS |

2. In NSX Manager, go to Advanced Networking & Security> Networking > Switching.

admin

Home Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security

« Switches Ports Switching Profiles

@ Networking v
+ ADD ? ACTIONS v Q, searc
Switching © \ Search
Routers O Logical switch © D Admin Status  Logical Ports Traffic Type Config State Transport Zone

NAT
DHCP

IPAM

Load Balancing

3. Click Add to add a new logical switch.

4. Configure the logical switch as follows:

o Name: For example, TO-uplink-LS .
o Transport Zone: Tz-VLAN .
o Uplink Teaming Policy Name: Use Default.
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o Admin Status: Up.
o VLAN: Forexample, 1206 . The VLAN ID should match the ID for the PKS Management VLAN.

Add New Logical Switch @ X

General Switching Profiles

Name * TO-uplink-LS

Description

Transport Zone* TZ_VLAN v
Uplink Teaming Policy  [yse Default] v
Name*

Admin Status () Up

Replication Mode

VLAN*
1206

VLAN Id or VLAN Trunk Spec is allowed.

‘ CANCEL ’ ADD

5. Click Add to save the configuration.
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Switches Ports Switching Profiles

+ aDD A EDI ] DELETE 4¢3} ACTIONS v
D Logical Switch T D Admin Status

a TO-uplink-LS 2da7..838d e Up

Logical Ports

Traffic Type

O  VLAN:1206

O\ Search
Config State

Success

Transport Zone

TZ_VLAN

Next Step

Create a Tunnel Endpoint IP Pool

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create TEP IP Pool

In this topic
Prerequisites

About TEPs

Create TEP IP Pool

Verify TEP IP Pool Creation
Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for creating an IP pool for tunnel endpoints (TEPs).

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About TEPs

Tunnel endpoints (TEPs) are the source and destination IP addresses used in the external IP header to identify the ESXi hosts that
originate and end the NSX-T encapsulation of overlay frames. The TEP addresses do not need to be routable for VMware Enterprise

PKS, so you can use any random IP addressing scheme you want. For more information, see Tunnel Endpoint IP Addresses & in the
NSX-T Data Center documentation.

Create TEP IP Pool
To create the TEP IP Pool, complete the following procedure:

1. From your browser, log in with admin privileges to NSX Manager at https:/NSX-MANAGER-IP-ADDRESS |

2. In NSX Manager, select Advanced Networking & Security> Inventory > Groups > IP Pools.

admin

Home Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security

« Groups IP Sets IP/Pools MAC Sets

@ Networking v

+ ADD & ACTIONS v
Switching

O  pPools D Subnets Allocations
Routers

O si_Destination_IP_Pool 2831..9f60 1 0 of 248
NAT =

[J  si_service_Chain_ID_IP_Pool 61f2...d852 1 0 of 1022
DHCP

O sl_source_IP_Pool 168d...ac90

1 0 of 248
IPAM

Load Balancing
QO security >
E} Partner Services
Tools >

& Inventory v

Groups

Services
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3. Select Add.
Add New IP Pool @ X
Name* TEP-IP-POOL
Description
Subnets

+ ADD  [il] DELETE

IP Ranges * Gateway CIDR* DNS Servers DNS Suffix

192.23.0.1 - 192.23.0.100 192.23.0.254 192.23.0.0/24

CANCEL ADD

4. Configure the IP pool as follows:

o Name: For example, TEP-IP-POOL .
o Description. Optional.
o |IP Ranges: Enter the IP allocation ranges. For example, 192.23.0.1 - 192.23.0.100 .

Note: TEP addresses do not need to be publicly routable.

o Gateway: For example, 192.23.0.254 .

o CIDR: Enter the Network address. For example, 192.23.0.0/24 .
o DNS Servers (optional): Comma-separated list of DNS servers.

o DNS Suffix (optional): Such as corp.local .

Groups IP Sets IP Pools MAC Sets
4+ ADD  EDIT [ DELETE {}ACTIONS v

O  PPools © ID Subnets Allocations

O SI_Destination_IP_Pool a831...9f60 1 0 of 248

O SI_Service_Chain_ID_IP_Pool 61f2...d852 1 0 of 1022

O SI_Source_IP_Pool 168d...ac90 1 0 of 248

TEP-IP-POOL 17d0...aa71 1 0 of 100

Subnets : TEP-IP-POOL X

IP Ranges Gateway CIDR DNS Servers DNS Suffix
192.23.0.1-192.23.0.100  192.23.0.254 192.23.0.0/24

Verify TEP IP Pool Creation

To verify TEP IP Pool configuration, complete the following steps:
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1. In NSX Manager, select Advanced Networking & Security> Inventory > Groups > IP Pools.

2. Verify that the TEP IP Pool you created is present.

Next Step

Deploying NSX Edge Nodes for Enterprise PKS

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Deploying NSX Edge Nodes for Enterprise PKS

In this topic

Prerequisites

About Deploying NSX-T Edge Nodes for Enterprise PKS
Deploy Edge Node 1

Verify NSX Edge Node 1 Installation

Deploy Edge Node 2

Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for installing NSX Edge Node VMs on vSphere for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Deploying NSX-T Edge Nodes for Enterprise PKS

NSX Edge Nodes provide the bridge between the virtual network environment implemented using NSX-T and the physical network.
Edge Nodes for Enterprise PKS run load balancers for PKS API traffic, Kubernetes load balancer services, and ingress controllers. See
Load Balancers in Enterprise PKSfor more information.

In NSX-T, a load balancer is deployed on the Edge Nodes as a virtual server. The following virtual servers are required for Enterprise
PKS:

e 1TCP Layer 4 virtual server for each Kubernetes service of type: LoadBalancer
e 2 layer7 global virtual servers for Kubernetes pod ingress resources (HTTP and HTTPS)

e 1globalvirtual server for the PKS API

Enterprise PKS supports the medium and large VM Edge Node form factor, as well as the bare metal Edge Node. The default size of the
load balancer deployed by NSX-T for a Kubernetes clusteris small . The size of the load balancer can be customized using Network
Profiles.

See Scaling Load Balancer Resources @'in the NSX-T Data Center documentation for more information.

Deploy Edge Node 1
To deploy Edge Node 1 VM using the NSX-T Manager interface:
1. From your browser, log in with admin privileges to NSX Manager at https://NSX-MANAGER-IP-ADDRESS |

2. In NSX Manager, go to System > Fabric > Nodes > Edge Transport Nodes.
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vm NSX-T 0

Home

Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security

«

Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

(2 System Overview

+ ADD EDGE VM 43 {& ACTIONS v

Configuration O  Edge D Deployment Ty Management I Host Configuration ¢ Node Status  Transport Zone NSX Version
@ Appliances
O Get Started
B Fabric v
Nodes

Profiles

Transport Zones

View

Tunnels

[®)

admin

All v

N-VDS Edge Cluster  Logical Router:

3. Click Add Edge VM.

Add Edge VM

Name and Description

Ay Name* - -
1 Name and Description edge-node-1

Host name/FQDN* edge-node-1

Enter Fully Qualified Domain Name (FQDN)

e.g. subdomain.example.com

Description

Form Factor*

O Small O Medium
2 vCPU 4 vCPU
4 GB RAM 8 GB RAM

200 GB Storage 200 GB Storage

CANCEL NEXT

O Large
8 vCPU
32 GB RAM
200 GB Storage

4. Configure the Edge VM as follows:

o Name: edge-node-1
o FQDN: edge-node-1
o Form Factor: Medium
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Add Edge VM

1 Name and Description

Name and Description ® X

Name* edge-node-1

Host name/FQDN*  edge-node-1

Enter Fully Qualified Domain Name (FQDN)
e.g. subdomain.example.com

Description

Form Factor* O Small © Medium O Large
2 vCPU 4 vCPU 8 vCPU
4 GB RAM 8 GB RAM 32 GB RAM

200 GB Storage 200 GB Storage 200 GB Storage

CANCEL NEXT

5. Configure Credentials as follows:

o Enable SSH Login: Yes
o Enable Root SSH Login: Yes
o Passwords: Enter a password
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181

1.6



vmware Tanzu Docs

Add Edge VM

1 Name and Description

2 Credentials

Credentials

the read only command line interrace or the appliance.

v CLI Credentials

CLI User Name * admin

CLI Password* sssasesesassssse

CLI Confirm Password*  eeeeceseesceres

Allow SSH Login (_) Yes

v Root Credentials

System Root Password*  eeecececscscscns

System Root Confirm Password* = seeesseececceres

Allow Root SSH Login &) -

> Audit Credentials

CANCEL PREVIOUS NEXT

6. Configure the deployment as follows:

o Compute Manager: vCenter
o Cluster: EDGE-Cluster
o Datastore: VSAN Datastore
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Add Edge VM

1 Name and Description
2 Credentials

3 Configure Deployment

Configure Deployment ® X

Compute Manager *

Cluster*

Resource Pool

Host

Datastore*

vCenter-PA

EDGE-Cluster

NFS-LAB-DATASTORE

Did not find expected? Try refresh to fetch latest datastores

from System. C

CANCEL PREVIOUS NEXT

7. Configure the node settings as follows:

o Management IP: 10.40.206.6/25

o Default GW: 10.40.206.125

o Management Interface: CNA-INFRA
o DNS Server: 10.17.131.1

o NTP Server: 10.113.60.176

Copyright © 2020 VMware, Inc. All Rights Reserved.

183

1.6




vmware Tanzu Docs

Add Edge VM Configure Node Settings @ X

IP Assignment* DHCP
1 Name and Description O

© Static

2 Credentials Management IP* @

10.40.206.6/25

) Default Gateway €@
3 Configure Deployment 10.40.206.125

*
4  Configure Node Settings Management Interface CNA-INFRA v

Did not find expected? Try refresh to fetch latest interfaces

from System. C

Search Domain Names

DNS Servers 10.17.1311

NTP Servers 10.113.60.1776 x

CANCEL PREVIOUS NEXT

8. Configure NSX as follows:

o Transport Zone: TZ_OVERLAY and TZ_VLAN

o Edge Switch Name: N-VDS-OVERLAY

o Uplink Profile: nsx-edge-single-nic-uplink-profile

o IP Assignment: Use IP Pool

o IP Pool: TEP-IP-POOL

o DPDK Fastpath Interfaces: uplink-1 / NSX-EDGE-VTEP-PG
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Add Edge VM

1 Name and Description
2 Credentials
3 Configure Deployment

4 Configure Node Settings

5 Configure NSX

Configure NSX

Transport Zone*

-+ ADD N-VDS

v New Node Switch

Edge Switch Name*

Associated

Transport Zones

Uplink Profile *

IP Assignment*

IP Pool*

DPDK Fastpath
Interfaces*

|TZfO\/ERLAY /||T27VLAN X

OR Create New Transport Zone

N-VDS-OVERLAY v

nsx-edge-single-nic-uplink-profile v

OR Create New Uplink Profile

Use IP Pool v

TEP-IP-POOL v

OR Create and Use a new IP Pool

uplink-1 Vv NSX-EDGE-VTEP-PG (N.. @

CANCEL PREVIOUS FINISH

9. Click Add N-VDS and configure a second VDS for the Edge Node:

o Edge Switch Name: N-VDS-VLAN

o Uplink Profile: nsx-edge-single-nic-uplink-profile
o DPDK Fastpath Interfaces: uplink-1 / NSX-EDGE-UPLINK
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Add Edge VM

1 Name and Description
2 Credentials
3 Configure Deployment

4  Configure Node Settings

5 Configure NSX

Configure NSX

Transport Zone *

-+ ADD N-VDS
> N-VDS-OVERLAY
¥ New Node Switch
Edge Switch Name*

Associated
Transport Zones

Uplink Profile *

IP Assignment*

DPDK Fastpath
Interfaces*

@ X
1£L_OUVERLAY X | | 1£Z_VLAN ><| v
OR Create New Transport Zone
DELETE
DELETE
N-VDS-VLAN v
nsx-edge-single-nic-uplink-profile v

OR Create New Uplink Profile

v

uplink-1 v NSX-EDGE-UPLINK (Ne.. @

CANCEL PREVIOUS FINISH

10. Click Finish to begin the installation.

Host Transport Nodes Edge Transport Nodes

+ ADD EDGE VM /P EDIT [l DELETE 43} ACTIONS v

C] Edge ID Deployment Ty Management IF Host

edge-node-1  34f0...559%e Virtual Mac.. 10.40.206.6

O

Edge Clusters

Configuration ¢ Node Status

<. Deploy...

Not Availa...

ESXi Bridge Clusters

View All v
Transport Zone NSX Version Tunnels N-VDS Edge Cluster Logical Router
TZ_OVERL.. VERSION_.. Not Av... 2 (0]
TZ_VLAN

Verify NSX Edge Node 1 Installation

1. InvCenter, use the Recent Tasks panel at the bottom of the page to verify that you see the Edge Node 1 VM being deployed.
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vm vSphere Client Menu v

®@v Administrator@VSPHERE.LOCAL v/ @

[ g8 9 71 edge-node-1 L] ACTIONS v

v [5110.40.206.61

Summary Monitor Configure Permissions Datastores
v [} Datacenter

Networks Updates

o COMP-Cluster-1 Guest OS.‘ Ubuntu Linux (64-bit) )
Compatibility: ESXi 6.5 and later (VM version 13) O Hz
D 10.15.40.72 VMware Tools: Not running, not installed
v @ RP-MGMT-PKS Powered Off

More info T MEMORY USAGE
-L
El‘; JUMPBOX-Windows-10 DNS Name: oB

{5 PKS-Client-VM IP Addresses:
Host: 10.115.40.76
+ [ COMP-Cluster-2 3]

CPU USAGE

STORAGE USAGE

35.36 KB

[ 10.115.40.73 (Not responding) Launch Remote Console @ O
~ [[] EDGE-Cluster

[ 10.115.40.76
(51 edge-node-1
~ [ MGMT-Cluster
[] 10.115.40.87 L
> @ INFRA-SERVER
~ @ NSX-T MGMT
5 nsx-mgr-2
5 nsx-mgr-3
ﬁ nsx-unified-appliance-2.5.0.0.0.14663978
5 VMware vCenter Server Appliance

Recent Tasks Alarms

«

TaskName v  Target v Status v Initiator v  QueuedFor v StartTime v Completion.. v Server
Deploy OVF

11/05/2019,
template

edge-node-1 | ] 34% comvmware.nsx.management.nsxt 8ms
4m:31PM
Check new

11/05/2019, 11/05/2019,
7 10.40.206.61 +/ Completed VMware vSphere Update Manager Check Notifica.. 632 ms
3:34:01PM 3:34:02 PM
Power On

10.40.206.61

10.40.206.61
notifications

. 11/05/2019, 11/05/2019,
All v

More Tasks

Once the process completes, you should see the Edge Node 1 deployed successfully in NSX Manager.

Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

+ ADD EDGE VM A EDIT  [i] DELETE {3} ACTIONS v

View All
Edge ID

v

Deployment Ty Management IF Host Configuration ¢ Node Status

Transport Zone NSX Version Tunnels N-VDS Edge Cluster Logical Router

edge-node-1  34f0..559e Virtual Mac.. 10.40.206.6 » Success e Up @ TZ_OVERL.. 2.5.0.0.0.1.. Not Av... 2 (o]}
TZ_VLAN
Deploy Edge Node 2
1. Repeat this process for nsx-edge-2 and for each additional NSX Edge Node you intend to use for Enterprise PKS.
2. Once done, you should be able to see both Edge Nodes in NSX Manager.
Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
+ ADD EDGE VM A EDIT  [i] DELETE  {G} ACTIONS v View  All v

C] Edge ID Deployment Ty Management IF Host Configuration ¢ Node Status Transport Zone NSX Version Tunnels N-VDS Edge Cluster Logical Router

edge-node-1  34f0..559%e Virtual Mac.. 10.40.206.6

® Success e Up @ TZ_OVERL.. 2.5.0.0.0.1.. Not Av... 2 [o]
TZ_VLAN
@) edge-node... 002a...7bM Virtual Mac.. 10.40.206.7 e Success e Up 6] TZ_OVERL... 2.5.0.0.0.1... Not Av... 2 (o]
TZ_VLAN

Next Step

Create Edge Cluster.
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Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Create Edge Cluster

In this topic

Prerequisites

About Edge Clusters

Create Edge Cluster

Verify Edge Cluster Creation
Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for creating an NSX-T Edge Cluster for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Edge Clusters

In NSX-T Data Center, an Edge Cluster is a logical boundary for resourcing. Having a multi-node cluster of NSX-T Edge Nodes helps
ensure that at least one NSX Edge is always available. To create a Tier-0 logical router or a Tier-1 router with stateful services such as
NAT, a traffic load balancer, and other virtual network objects, you must associate them with an NSX Edge cluster.

An Edge Cluster can have a maximum of 10 Edge Nodes. If the provisioning requires more Edge Nodes than what a single Edge Cluster
can support, multiple Edge Clusters must be deployed. An NSX-T Edge Transport Node can be added to only one NSX-T Edge cluster.
After creating the NSX-T Edge cluster, you can later edit it to add additional NSX-T Edge Nodes. An NSX-T Edge cluster can be used to
back multiple logical routers.

For more information, see Edge Clusters &'in the NSX-T Data Center documentation.

Create Edge Cluster
Create an NSX Edge Cluster and add each Edge Transport Node to the Edge Cluster by completing the following procedure:

1. In NSX Manager, select System > Fabric > Nodes > Edge Clusters.

admin

Home Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security

« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

{9 System Overview
+ ADD &} ACTIONS v Q_ search

Configuration O  Edge Cluster D Member Type Cluster Profile Edge Transport Nodes

@ Appliances

O Get Started

B Fabric v
Nodes

Profiles
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2. Click Add.

3. Configure the NSX Edge Cluster as follows:
o Name: For example, edgeclusterl .

Edge Cluster Profile: Select nsx-default-edge-high-availability-profile from the menu.

o Transport Nodes > Member Type Select Edge Node from the menu.
From the Available column, select both NSX-T Edge Nodes and click the right-arrow to move them to the Selected

column.
o Click Add.
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Add Edge Cluster @ X
Name* edgeclusterl

Description

Edge Cluster Profile  nsx-default-edge-high-availability-profile v

Transport Nodes

Member Type Edge Node v

O Available (0) O selected (2)

O edge-node-2

U edge-node-1
No records found

No record

‘ CANCEL ’ ADD

Verify Edge Cluster Creation
To verify Edge Cluster creation, complete the following steps:

1. In NSX-T Manager, select System > Fabric > Nodes > Edge Clusters.

2. Verify that you see the new Edge Cluster.
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Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

4+ ADD A EDIT [I] DELETE {G} ACTIONS v Q, search
C] Edge Cluster ID Member Type Cluster Profile Edge Transport Nodes
@] edgeclusterl €23c...59d9 Edge Node nsx-default-edge-high-availability... 2

3. Select Edge Cluster> Related > Transport Nodes.

Home Networking Security Inventory Tools System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
Overview =
+ 2 W @~ edge-cluster
O Get Started Edge Cluster
Overview Related «
B Fabric v edge-cluster > —
s Transport Nodes
Nodes ~ Summary
} Edge Cluster edge—cBﬁer
Profiles
[»] aaa%1b5a-8e0b-4a21-a1e1-640e701dd039
Transport Zones Location
Description
CEE AR Member Type Edge Node
& Service Deployments Cluster Profile nsx-default-edge-high-availability-profile

Edge Transport Nodes 2
B3 Active Directory

e > Tags = MANAGE
& Backup & Restore

ey Upgrade

5, Migrate

ER Licenses

Eqd Certificates

# Support Bundle

Customer Program

4. Verify that both Edge Transport Nodes are members of the Edge Cluster.
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Transport Zones
Compute Managers
" Service Deployments
B3 Active Directory
& Users
& Backup & Restore
& Upgrade
‘G, Migrate
[E4 Licenses
54 Certificates
@ Support Bundle

Customer Program

Home Networking Security Inventory Tools System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters
Overview =
+ 2 m 8- edge-cluster
E1 Get Started Edge Cluster -
Overview Related ~
[ Fabric v edge-cluster > —_—
Transport Nodes
Nodes
; Transport Node
Profiles

nsx-edge-1-tn

nsx-edge-2-tn

ESXi Bridge Clusters

(o]
2a86.

b369

...5M

0Oc26

5. SSH to NSX Edge Node 1 and run the following commands to verify proper connectivity.

nsx-edge-1> get vteps

nsx-edge-1> get host-switches
nsx-edge-1> get edge-cluster status
nsx-edge-1> get controller sessions

6. SSH to NSX Edge Node 2 and repeat the above commands to verify proper connectivity.

7. Getthe TEP IP addresses.

o Navigate to System > Fabric > Nodes > Edge Transport
o Select the Edge Transport Node, such as nsx-edge-1-tn .
o Select the Monitor tab.

8. Verify Edge-TN1 to Edge-TN2 connectivity (TEP to TEP).

nsx-edge-1> get logical-router
nsx-edge-1> vrf 0
nsx-edge-1(vrf)> ping TEP-IP-ADDRESS-EDGE-2

Nodes.

You should be able to ping Edge Transport Node 2 using the TEP address.

Next Step

Prepare ESXi Hosts in the Compute Cluster as Transport Nodes

Installation Instructions Home
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See Installing and Configuring NSX-T v2.5 for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Prepare ESXi Hosts as NSX-T Transport Nodes

In this topic

Prerequisites

About ESXi Host Preparation

Create Host Transport Nodes

Verify ESXi Host Preparation for Enterprise PKS
Next Step

Installation Instructions Home

Page last updated:

This topic provides instructions for preparing ESXi hosts as NSX transport nodes.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About ESXi Host Preparation

In NSX-T Data Center, a Transport Node allows nodes to exchange traffic for virtual networks. ESXi hosts dedicated to the Enterprise
PKS Compute Cluster must be prepared as transport nodes.

For each ESXi host in the NSX-T Fabric to be used for Enterprise PKS-provisioned Kubernetes clusters, create an associated transport
node. For example, if you have three ESXi hosts in the vCenter Cluster reserved for Enterprise PKS use, create three transport nodes.
Add the Overlay Transport Zone to each ESXi Host Transport Node.

These instructions assume that for each participating ESXi host, the ESXi hypervisor is installed and the vmko is configured. In
addition, each ESXi host must have at least one free nic/vmnic for use with NSX-T Host Transport Nodes that is not in use by other
vSwitches on the ESXi host. Make sure the vmnicl (second physical interface) of the ESXi host is not used. NSX-T will take ownership of

it, and opaque NSX vSwitch will use it as uplink.

Note: The Transport Nodes must be placed on free host NICs not already used by other vSwitches on the ESXi host. Use the
VTEPS |IP pool that allows ESXi hosts to route and communicate with each other, as well as other Edge Transport Nodes.

Create Host Transport Nodes
Complete the following operation for each ESXi host to be used by the PKS Compute Cluster:

1. In NSX-T Manager, go to System > Fabric > Nodes > Host Transport Nodes.
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admin

Home Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security

« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

) System Overview Managed by None: Standalone Hosts v

+ ADD G} ACTIONS v View Al Y
Configuration

O  Node D IP Addresses 0S Type Configuration State | Node Status Tunnels Transport Zones NSX Version  N-VDS

@ Appliances

I Get Started

B Fabric v
Nodes

Profiles

2. Forthe Managed by field, select VMware vCenter Server App from the dropdown menu.

Note: This assumes that you configured vCenter as the Compute Manager.

3. Expand the Cluster icon so the ESXi hosts are displayed.

vm NSX-T Q L1 ©) admin
Home Networking Security Inventory Plan & Troubleshoot System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
) System Overview Managed by None: Standalone Hosts v
D + ADpD G} ACTIONS v View Al Ly
O  Node 1>} IP Addresses 0S Type Configuration State ~ Node Status Tunnels Transport Zones NSX Version  N-VDS

@ Appliances

I Get Started

B Fabric v

Nodes
Profiles
4. Select the ESXi compute host and click Configure NSX.
Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
Managed by vCenter-PA v
{3 ACTIONS v View Al v

C] Node ID IP Addresses OS Type NSX Configurati Configuration St Node Status Tunnels Transport Zones NSX Version N-VDS

O MGMT-Cluster (1) MoRef |... THost Not Co..

O EDGE-Cluster (1) MoRef I... 1 Host Not Co..

O COMP-Cluster-2 (1) MoRef I... 1 Host Not Co..

O 4 COMP-Cluster-1 (1) MoRef I... THost Not Co..

O 10.115.40.72 eefd...-.. 10.115.40.72,... ESXi 6.7.0 Not Config... Not Available Not Av... 0 o}

5. Atthe Host Details screen, click Next to configure the ESXi host as a transport node.
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Configure NSX Host Details

*
1 Host Details Name

Description

10.115.40.72

CANCEL NEXT

6. Configure the ESXi host as follows:

o Transport Zone: TZ-Overlay

o N-VDS Name: N-VDS-OVERLAY

o NIOC Profile: nsx-default-noic-hostswitch-profile

o Uplink Profile: nsx-default-uplink-hostswitch-profile
o LLDP Profile: LLDP [Send Packet Disabled]

o [P Assignment: use IP Pool

o IP POOL: TEP-IP-POOL

o Physical NICs: vmnicl and uplink-1

o PNIC only Migration: No
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Configure NSX

1 Host Details

2 Configure NSX

Configure NSX

Transport Zone*

TZ_OVERLAY X v

OR Create New Transport Zone
N-VDS Creation*

+ ADD N-VDS

v New Node Switch

N-VDS Name* N-VDS-OVERLAY v
Associated

Transport Zones

NIOC Profile * nsx-default-nioc-hostswitch-profile v

OR Create New NIOC Profile

Uplink Profile * nsx-default-uplink-hostswitch-profile v

OR Create New Uplink Profile

LLDP Profile* LLDP [Send Packet Disabled] v

IP Assignment* Use IP Pool v

CANCEL PREVIOUS FINISH
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1 Host Details

2 Configure NSX

Configure NSX Configure NSX

NIOC Profile*

Uplink Profile*

LLDP Profile*

IP Assignment *

IP Pool *

Physical NICs

PNIC only Migration

nsx-default-nioc-hostswitch-profile v

OR Create New NIOC Profile

nsx-default-uplink-hostswitch-profile v

OR Create New Uplink Profile

LLDP [Send Packet Disabled] v
Use IP Pool %
TEP-IP-POOL v

OR Create and Use a new IP Pool

vmnicl uplink-1 v

Add PNIC

D I

Enable this option if no vmks exist on PNIC selected for migration

Network Mappings for Install Add Mapping

Network Mappings for Uninstall Add Mapping

CANCEL PREVIOUS FINISH

7. Click Finish to create the ESXi Transport Node.

Host Transport Nodes Edge Transport Nodes Edge Clusters
Managed by vCenter-PA v
{& CONFIGURE NSX  [i] REMOVE NSX {6} ACTIONS v

0O Node ID IP Addresses 0S Type

O MGMT-Cluster (1) MoRef I...

O EDGE-Cluster (1) MoRef I...

@] COMP-Cluster-2 (1) MoRef I...

@] 4 COMP-Cluster-1 (1) MoRef I...

O 10.115.40.72 559b....  10.115.40.72,.. ESXi

ESXi Bridge Clusters

View All v
NSX Configurati Configuration S1 Node Status Tunnels Transport Zones NSX Version N-VDS
® 1Host Not Co...
® 1 Host Not Co...
® 1 Host Not Co...
® 1 Host Unkno...
Configured +: NSX Inst... Not Available Not Av... TZ_OVERL... VERSION_... 1

8. Repeat the process for each ESXi host in the vSphere Cluster dedicated for Enterprise PKS.

Verify ESXi Host Preparation for Enterprise PKS

1. In NSX Manager, go to System > Fabric > Nodes > Host Transport Nodes.

2. Forthe Managed by field, select VMware vCenter Server App from the dropdown menu.

3. Verify that the Node Statusis Success for the ESXi host.
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Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
Managed by vCenter-PA v
{& CONFIGURE NSX [l REMOVE NSX {6} ACTIONS v View Al v
0O Node ID IP Addresses OS Type NSX Configurati Configuration S1 Node Status Tunnels Transport Zones NSX Version N-VDS
O MGMT-Cluster (1) MoRef I... ® 1 Host Not Co...
@] EDGE-Cluster (1) MoRef I ® 1Host Not Co...
@] COMP-Cluster-2 (1) MoRef I... ® 1Host Not Co...
@] 4 COMP-Cluster-1 (1) MoRef I... ® 1Host Unkno...
O 10.115.40.72 559b..... 10.115.40.72,..  ESXi Configured +: NSXInst... Not Available Not Av... TZ_OVERL... VERSION_... 1

4. Select the information icon for the EXSi host in the Node Status column. Verify that Tunnel Statusis Up.
5. Verify that the NSX TEP vmk is created on ESXi host and TEP to TEP communication (with Edge TN for instance) works.

[root@ESXi-1:~] esxcfg-vmknic -1
[root@ESXi-1:~] vmkping ++netstack=vxlan <IP of the vmk10 interface> -d -s 1500

Next Step

Verify the NSX-T Installation.

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Verify NSX-T v2.5 Installation

In this topic
Prerequisites

Verify the Installation of NSX-T v2.5
Next Step

Installation Instructions Home
Page last updated:

This topic provides instructions for verifying your NSX-T environment after performing an installation of NSX-T v2.5.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

Verify the Installation of NSX-T v2.5

Complete the following operation for each ESXi host to be used by the PKS Compute Cluster.
1. In NSX-T Manager, create a TO router.

o Name: TO-router
o Edge Cluster: edgeclusterl
o HA mode: Active/Standby
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Edit Tier-O Router - TO-router

Tier-O Router Advanced

Name * TO-router|

Description

Edge Cluster edgecluster?

High Availability Mode

Failover Mode O Preemptive

© Non-Preemptive

‘ CANCEL ’ SAVE

2. Create a router port.

o Transport Node: edge-node-1
o LS: TO-uplink-LS
o Subnet: For example, 10.40.206.10/25
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Name*

Description

Type

Transport Node *

URPF Mode

Logical Switch

Logical Switch Port

Subnets

O P Address*

(J 10.40.206.10

Edit Router Port - port-1

® X
port-1
v MTU €@ *
edge-node-1 v
© sStrict O None
TO-uplink-LS v

+ ADD [ DELETE

O Attach to new switch port @ Attach to existing switch port

Switch Port Name 823d6f62-d5f2-4545-83a7-bfa972d4512b

OR Create a New Switch

Prefix Length *

25

CANC SAVE

3. Click Save to create the TO router.

TO-router X
Overview  Configuration « Routing + Services +
Logical Router Ports
4+ abD S EDIT [ DELETE {B ACTIONS v
D Logical Rou ID Type IP Address/mask Connected To Transport Node Relay Service Statistics
0 port-1 e992..... Uplink 10.40.206.10/25 3 TO-uplink-LS edge-node-1 il
( (3 823d6f62-d5H...
4. Create a static route.
o Network: 0.0.0.0/0
o Next hop: 10.40.206.125
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Edit Static Route - 0.0.0.0/0 @ X

Network (IP/mask)* 0.0.0.0/0|

Description

Next Hops

+ ADD  [IJ DELETE

(O Next Hop Admin Distance Logical Router Port

() 10.40.206.125 1

Select NULL as Next Hop to configure Null Routes

‘ CANCEL ’ SAVE

5. Click Save to save the TO router.

TO-router X

Overview Configuration « Routing . Services .

Static Routes

+ ADD A EDIT [ DELETE
Network (IP/mask) ID Next Hop Admin Distance Logical Router Port

0.0.0.0/0 355e...307a 10.40.206.125 1

6. Verify that you can ping the TO interface IP from the network.
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PING 10.40.206.10 (10.40.206.10): 56 data bytes

64 bytes from 10.40.206.10: icmp_seq=0 tt]=55 time=24.407 ms
64 bytes from 10.40.206.10: icmp_seq=1 tt]=55 time=23.984 ms
64 bytes from 10.40.206.10: icmp_seq=2 tt]=55 time=24.170 ms
64 bytes from 10.40.206.10: icmp_seq=3 tt]=55 time=30.211 ms

Next Step

Assuming you have successfully completed all preceding NSX-T installation tasks, NSX-T Data Center is now be installed and
configured for Enterprise PKS.

Depending on your requirements, you may want to complete the following additional tasks:

e The NSX-T Data Center administrator password expires after 90 days. To change the password or the expiration interval, see
Updating the NSX-T Admin Password

e If you require scalability for the NSX Management Cluster, Provision a Load Balancer for the NSX-T Management Cluster.

Installation Instructions Home

See Installing and Configuring NSX-T v2.5 for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Updating the NSX-T Admin Password

In this topic

Prerequisites

About the NSX-T Admin Password

Update the Password for NSX Manager Nodes
Update the Password for NSX Edge Nodes

Page last updated:

This topic provides instructions for updating the NSX-T administrator password for use with VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation and configuration tasks.

About the NSX-T Admin Password

VMware NSX-T Data Center v2.4 and later introduces the following password policy enhancements &:

e Enforces minimum password length of 12 characters for default passwords.

e Introduces ability to set password expiration times and generates alarms when password is about to expire.

The default password expiration interval is 90 days. After this period, the NSX-T administrator password will expire on all NSX-T
Manager Nodes and all NSX-T Edge Nodes.

Note: For existing Enterprise PKS deployments, anytime the NSX-T password is changed you must update the BOSH and PKS
tiles with the new passwords. See Adding Infrastructure Password Changes to the Enterprise PKS Tilefor more

information.

Update the Password for NSX Manager Nodes

To update the NSX Manager password, perform the following actions on one of the NSX Manager nodes. The changes will be
propagated to all NSX Manager nodes.

SSH to the NSX Manager Node

To manage user password expiration, you use the CLI on one of the NSX Manager nodes.

To access a NSX Manager node, from Unix hosts use the command ssh
USERNAME@IP_ADDRESS OF NSX MANAGER

For example:

ssh admin@10.196.188.22
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On Windows, use Putty and provide the IP address for NSX Manager. Enter the user name and password that you defined during the
installation of NSX-T.

Get the password expiration interval

To get the password expiration interval, use the following command:

get user USERNAME password-expiration &

For example:

NSX CLI (Manager, Policy, Controller 2.4.1.0.0.13716579). Press ? for command list or enter: help
nsx-manager> get user admin password-expiration
Password expires 90 days after last change

Update the admin password

To update the user password, use the following command:

set user USERNAME password NEW-PASSWORD old-password OLD-PASSWORD®.

For example:

set user admin password my-new-pwd old-password my-old-pwd

Set the admin password expiration interval

To set the password expiration interval, use the following command:
set user USERNAME password-expiration PASSWORD-EXPIRATION @&.

For example, the following command sets the password expiration interval to 120 days:

set user admin password-expiration 120

Remove the admin password expiration interval

To remove password expiration, use the following command:

clear user USERNAME password-expiration .

For example:

clear user admin password-expiration

To verify:
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nsx-manager-1> clear user admin password-expiration
nsx-manager-1> get user admin password-expiration
Password expiration not configured for this user

Update the Password for NSX Edge Nodes

To update the NSX Edge Node password, perform the following actions on each NSX Edge Node.

Enable SSH

SSH on the Edge Node is disabled by default. You have to enable SSH on the Edge Node using the Console from vSphere.

start service ssh
set service ssh start-on-boot

SSH to the NSX Edge Node

For example:

ssh admin@10.196.188.25
Get the password expiration interval for the Edge Node
For example:

nsx-edge> get user admin password-expiration
Password expires 90 days after last change

Update the user password for the Edge Node

For example:

nsx-edge> set user admin password my-new-pwd old-password my-old-pwd

Set the password expiration interval

For example, the following command sets the password expiration interval to 120 days:

nsx-edge> set user admin password-expiration 120

Remove the password expiration interval

For example:
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nsx-edge> clear user admin password-expiration
nsx-edge> get user admin password-expiration
Password expiration not configured for this user

Please send any feedback you have to pks-feedback @pivotal.io.
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Provisioning a Load Balancer for the NSX-T Management Cluster

In this topic

About the NSX-T Management Cluster
Overview

Component Interaction with the NSX-T Management Cluster
Load Balancer Provisioning for the NSX-T Management Cluster
Prerequisites for Provisioning a Load Balancer for the NSX-T Management Cluster

Provision the NSX-T Load Balancer for the Management Cluster
Step 1: Log in to an NSX-T Manager Node

Step 2: Configure a Logical Switch

Step 3: Configure a Tier-1 Logical Router

Step 4: Advertise the Routes

Step 5: Verify Router and Switch Configuration

Step 6: Configure a Small Load Balancer

Step 7: Attach the Load Balancer to the Router

Step 8: Configure a Virtual Server

Step 9: Attach the Virtual Server to the Load Balancer
Step 10: Verify the Load Balancer.

Step 11: Create an Active Health Monitor (HM)

Step 12: Create SNAT Rule

Step 13: Verify that NSX Manager Traffic Is Load Balanced

NSX-T Installation Instructions Home

Page last updated:

This topic describes how to deploy a load balancer for the NSX-T Management Cluster for Enterprise PKS.

About the NSX-T Management Cluster

This section describes the NSX-T Management Cluster and the external load balancer for use with Enterprise PKS.

Overview

Starting in NSX-T v2.4, NSX-T supports a converged management and control plane that is referred to as the NSX-T Management
Cluster. The new deployment model delivers high availability of the NSX-T Manager node, reduces the likelihood of operation failures
of NSX-T, and provides APl and Ul clients with multiple endpoints or a single VIP for high availability.

While using a VIP to access the NSX-T Management layer provides high-availability, it does not balance the workload. To avoid
overloading a single NSX-T Manager, as may be the case when HA VIP addressing &' is used, an NSX-T load balancer can be
provisioned to allow NCP and other components orchestrated by Enterprise PKS to distribute load efficiently among NSX Manager
nodes.

The diagram below shows an external load balancer fronting the NSX Manager nodes. The load balancer is deployed within the NSX-T
environment and intercepts requests to the NSX-T Management Cluster. The load balancer selects one of the NSX-T Manager nodes to
handle the request and rewrites the destination IP address to reflect the selection.
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Note: The load balancer VIP load balances traffic to all NSX-T Manager instances in round robin fashion. A Cluster HAVIP, on
the other hand, only sends traffic one of the NSX-T Manager instances that is mapped to the Cluster IP VIP; the other NSX-T
manager instances do not receive any traffic.

Worker

Node

Note: If you are using VMware Identity Manager (VIDM) to authenticate with the NSX Management environment, you need two
separate load balancer VIPs: one for VIDM and one for PKS. Refer to Configure VMware Identity Manager Integration &'in
the VMware NSX-T Data Center documentation.

Component Interaction with the NSX-T Management Cluster

Various components in an Enterprise PKS deployment interact with the NSX Management Cluster.
PKS Control Plane components:

e Ops Manager
e BOSH CPI (Cloud Provider Interface)
e NSX-T OSB Proxy

Kubernetes Cluster components:

e BOSH jobs running on Kubernetes master nodes to prepare and update Kubernetes clusters

e NSX-T Container Plugin (NCP)

The interaction of the PKS Control Plane components and the BOSH jobs with the NSX-T Management Cluster is sporadic. However,
the NCP component may demand a high level of scalability for the NSX-T API processing capability of the NSX Management Cluster,
and NCP is vital to the networking needs of each Kubernetes cluster. When a high number of Kubernetes clusters are subjected to
concurrent activities, such as Kubernetes Pod and Service lifecycle operations, multiple NCP instances may tax the system and push
NSX-T API processing to its limits.

Copyright © 2020 VMware, Inc. All Rights Reserved. 21 1.6


https://docs.vmware.com/en/VMware-NSX-T-Data-Center/2.5/administration/GUID-EAAD1FBE-F750-4A5A-A3BF-92B1E7D016FE.html

vmware Tanzu Docs

Load Balancer Provisioning for the NSX-T Management Cluster

For scalability, consider deploying a load balancer in front of the NSX-T Manager nodes. As a general rule of thumb, if you are using
Enterprise PKS with NSX-T to deploy more than 25 Kubernetes clusters, you should use a load balancer in front of the NSX-T
Management Cluster.

Note: If you do not require scalability, you can configure a Cluster VIP to achieve HA for the NSX-T Management Cluster. See
HA VIP addressing &.

For general purposes, a small NSX-T load balancer is sufficient. However, refer to the Scaling Load Balancer Resources & to ensure

that the load balancer you choose is sufficient to meet your needs.

When provisioning the load balancer, you configure a virtual server on the load balancer, and associate a virtual IP address with the
virtual server. This load balancer VIP can be used as the entry-point for PKS- and NCP-related API requests on the NSX-T Control Plane.
The virtual server includes a member pool where all NSX-T Management Cluster nodes belong. Additionally, health monitoring is
enabled for the member pool to quickly and efficiently address potential node failures detected among the NSX-T Management
Cluster.

Prerequisites for Provisioning a Load Balancer for the NSX-T Management Cluster
Before you provision a load balancer for the NSX-T Management Cluster, ensure that your environment is configured as follows:

e NSX-Tisinstalled and configured for servicing Enterprise PKS. See Installing and Configuring NSX-T for Enterprise PKS.

e Transport zone, transport node, Edge Cluster, Edge Node connectivity, and Tier-0 Router are deployed and operational with proper
static routes or BGP. See Installing and Configuring NSX-T for Enterprise PKS.

e ANSX-T Management Cluster with 3 NSX Manager nodes is provisioned. See Installing and Configuring NSX-T for Enterprise
PKS.

e Your NSX-T environment has enough Edge Cluster resources to deploy a new small-size load balancer VM.

e Adedicated IP Address is available to be used as the VIP and SNAT IP address for the new load balancer. The load balancer VIP
address must be globally routable from networks external to NSX-T. This IP address can be carved out from the standard IP Pool
required by Enterprise PKS PKS.

Provision the NSX-T Load Balancer for the Management Cluster

To provision the load balancer for the NSX-T Management Cluster, complete the following steps.

Step 1: Log in to an NSX-T Manager Node

1. Loginto an NSX-T Manager Node.
Note: You can connect to any NSX-T Manager Node in the management cluster to provision the load balancer.
2. Select the Advanced Networking & Security tab.

Note: You must use the Advanced Networking and Securitytab in NSX-T Manager to create, read, update, and
delete all NSX-T networking objects used for Enterprise PKS.
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Step 2: Configure a Logical Switch
Add and configure a new logical switch for the load balancer.
e Select Switching.

e Click Add.

e Configure the logical switch:

o Name: Enter a name for the logical switch, such as LS-NSX-T-EXTERNAL-LB.
o Transport Zone: Select the overlay transport zone, such as TZ-Overlay.

e Click Add.

Add New Logical Switch @ x

General  Switching Profiles

Name * LS-NSX-T-EXTERNAL-LB
Description
Transport Zone* TZ-Overlay v

Uplink Teaming Policy [Use Default]
Name *

Admin Status (> Up

Replication Mode

© Hierarchical Two-Tier replication

O Head replication

VLAN

Only VLAN Trunk Spec is allowed (eg: 1, 5, 10-12, 31-35).

cance. | RPN |

Step 3: Configure a Tier-1 Logical Router

Configure a new Tier-1 Router in Active/StandBy mode. Create the Tier-1 Router on the same Edge Cluster where the Tier-0 Router that

provides external connectivity to vCenter and NSX Manager is located.

e Select Routers.
e Click Add > Tier-1 Router.

e Configure the new Tier-1 Router and click Add.

o Name: T1-NSX-T-EXTERNAL-LB, for example.

o Tier-0 Router: Connect the Tier-1 Router to the Tier-0 Router, for example Shared-TO.
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o Edge Cluster: Select the same Edge Cluster where the Tier-0 Router is located, such as edgecluster1.
o Edge Cluster Members: Select nsx-edge-1-tn and nsx-edge-2-tn, for example.

New Tier-1 Router @ x

Tier-1 Router  Advanced

Name* T1-NSX-T-EXTERNAL-LB
Description
Tier-O Router Shared-TO v
Edge Cluster edgeclusterl v
StandBy .
Relocation C) Disable
Failover Mode ) .
O Preemptive © Non-Preemptive
Edge Cluster | edge-TNI /| | edge-TN2 X | v

Members @

CANCEL ADD

Step 4: Advertise the Routes

Configure Route Advertisement for the Tier-1 Router.

Select the Tier-1 Router.

Select the Routing tab.

Select Route Advertisement> Edit.

Enable Route Advertisement for all load balancer VIP routes for the Tier-1 Router:

o Status: enabled

o Advertise all LB VIP routes: yes

o Advertise all LB SNAT IP routes: yes
o Click Save
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@ Networking

Home Networking

«

Security  Inventory  Tools

Routers  Global Config

R ZA 1 - 2

TI-MGMT-PK

C
C
B  TINSX-T-EXTERNAL-LB

System

>

Advanced Networking & Security

T1-NSX-T-EXTERNAL-LB

Advertise Routes
+ AC

O Name

Switching
O Logical Router
p—— Overview Configurationv  Routing~  Services v
NAT
Route Advertisement | £DIT
DHCP
Status o Disabled
1PAM
Advertise All Connected Routes . No
Load Balancig Advertise All NAT Routes No
O security > Advertise Al Static Routes . No
. Advertise AllLB VIP Routes . No
£ Partner Services
06 194.7ct Advertise All LB SNAT IP Routes . No
 Tools > Advertise Al rder Routes . No
& inventory 5 Advertised N N

Networks,

Edit Route Advertisement Configuration X

Status () Enabled

Advertise All Connected Routes

Advertise All NAT Routes

Advertise All Static Routes

Advertise All LB VIP Routes

Advertise All LB SNAT IP Routes

Advertise All DNS Forwarder Routes

vABVuo

No

No

No

Yes

Yes

No

CANCEL SAVE

© Networking

Home Networking

«

Security  Inventory  Tools

Routers  Global Config

System

Advanced Networking & Security

v ) &~
v o o @ T1-NSX-T-EXTERNAL-LB
O Logical Router
routers Overview Configurationv  Routing - Services v
O GEAR2TI-MGMT-PKS EE—
NAT
e Route Advertisement | £DIT
DHCP.
e Status o Enabled
1PAM
Advertise All Connected Routes . No
Load Balancin 1
) Advertise All NAT Routes * No
- alc)
©) Ty > Advertise Al Static Routes No
(] Advertise AllLB VIP Yes
% Partner Services
e Advertise All LB SNAT P Routes ves
£ Tools > ) Advertise All DNS Forwarder Routes No
Advertised Networks ) Ne
& Inventory > ) TM
Advertise Routes
TI-NSX-T-EXTERNAL-LB > A
O Nme Networks
' Updated: 16 Minutes A N

Step 5: Verify Router and Switch Configuration

Verify successful creation and configuration of the logical switch and router.

e Select the Tier-1 Router.

e Select the Configuration tab and the Ports option.

o Verify that the router has a single linked port connecting the Tier-1 Router to the Tier-0 Router.
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Home Networking ~ Security  Inventory ~ Tools  System Advanced Networking & Security

“ Routers Global Config

© Networking v

T1-NSX-T-EXTERNAL-LB

Switching

O Losical Router cont

routers v Configuration Routing+ Services -

NAT - Logical Router Ports

oHCP

1PAM
O Logical 1D Type 1P Address/mask Connected To  Transport Node Relay Service Statistic

Load Balancin

o Link. blal..8528  Linked Port 100.64.112.37/31, fcS6.

O security > (LinkedPort.

% Partner Services
€3 Tools >

& Inventory >

Step 6: Configure a Small Load Balancer

Create a new small-size Load Balancer and attach it to the Tierl router previously created.

Note: The small-size VM is suitable for the NSX Management Cluster load balancer. Make sure you have enough Edge Cluster

resources to provision a small load balancer.

e Select Load Balancers.

e Click Add.

e Enter a Name for the load balancer.
o Select the SMALL size load balancer.
e Click OK.

vm NSX-T Smir

Home Networking ~ Security  Inventory  Tools  System Advanced Networking & Security

Load Balancing

@ Networking
- Load Balancers  Virtual Servers  Server Pools  Profiles  Monitors

Switching
Routers 0D
LU Name Attachment Virtua! Servers Virtusi Servers Down  Operat
DHCP

@ 1b-pks-591d139e-cica-46ea-a194-7cb13teaabal  Ib-pks-59(d13%e-clca-dGea-aidd-7cbi3leaabdl-cluster-router 0 v
1PAM

Load Balancers

O security
3 Partner Services

1]

Tools

& inventory
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Add Load Balancer (@)
Name * NSX-T-EXTERNAL-LB
Description
Z
Load Balancer Size *
Select from one of the three available choices of size for the Load Balancer
O smaLL () MEDIUM () LARGE
Pool Pool Pool
Virtual Member Virtual Member Virtual Member
Servers s Servers s Servers s
10 200 100 300 1000 3000
CPU 2 CPU 4 CPU 12
Memory 4GB Memory 8GB Memory 16GB
INFO v

Error Log Level *

Home Networking ~ Security  Inventory ~ Tools  System Advanced Networking & Security

< Load Balancing

© Networking
= Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors
Switching S —
Routers +ADD P EDIT [ DELETE & ACTIONS ¥
0y Name Attachment Virtual Servers Virtuai Servers Dow]
DHCP
© NSX-T-EXTERNAL-LE VSNSXT-EXTERNAL-. O
IPAM
o Io-ps-591 a-a194-7cbi3leaaba-cluster-router 3
Load Balancers
O security
3 Partner Services
£ Tools
& Inventory

Step 7: Attach the Load Balancer to the Router

Attach the load balancer to the Tier-1 Router previously created.

Select the load balancer you just provisioned.

Select the Overview tab.

Select Attachment > Edit.

Click OK.
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Home Networking ~ Security  Inventory  Tools  System

« Load Balancing

Advanced Networking & Security

© Networking
Load Balancers  Virtual Servers  Server Pools  Profiles  Monitors
Switching
Routers + 2 NSX-T-EXTERNAL-LB X
Ay Name
Overview  Virtual Servers
DHCP -
© NSX-T-EXTERNAL-LB >
1PAM Summary
© @ 1b-pks-591d139e-clca-a6ea-a194-7cb131eaabal
Load Balancers
NSX-T-EXTERNAL-LB
O security €2740c05-1729-4268-adea-fadefM6cTel
€3 Partner Services
DETACHED
& Tools
SMALL
& Inventory Disabled
INFO
Attachment
eoir
None
Manage

Tags | EDIT

Scope.

associated with it.

Tier-1 Logical Router *

Attach to a Logical Router X

Select the Router to which the Load Balancer NSX-T-EXTERNAL-LB is to be
attached. Only Tier-1 Routers in 'Active Standby' are currently supported.
Note: The Load Balancer can only be Enabled if it had a Virtual Server

T1-NSX-T-EXTERNAL-LB

Step 8: Configure a Virtual Server

Add and configure a virtual server for the load balancer.

e Select Load Balancers > Virtual Servers.

e Click Add.

vm NSX-T

Home Networking ~ Security  Inventory  Tools  System

« Load Balancing

Advanced Networking & Security

@  Networking -
= Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors
Switching —_—
Routers + DD
2y Name protocol P:port Detaut Ser Load 8al
DHCP.
Tcp 10.40.14.10:8443  To-pis-591d139e-clca-d6ea-a194-7cbi3leaabd-Ib-py -pks
IPAM
Tcp 10.401413:80 b-pks
Load Balancers
termi Tcp 10.4014.13:443 Io-pks
O security

€% Partner Services

®

Tools

& inventory

Configure General Properties for the virtual server:

e Name: VS-NSX-T-EXTERNAL-LB
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o Application Types: Layer 4 TCP
e Application Profile: default-tcp-lb-app-profile
e Access Log: Disabled
e Click Next
Add New Virtual Server General Properties ® X

3 Server Pool

X Load Balancer Application Profile
4 Load Balancing Profiles
Load Balancer Application Profile defines the application protocol characteristics of the Virtual Server. The current release supports three
types of App Profiles: Fast TCP Profile, Fast UDP Profile and HTTP Profile. For HTTP and HTTPS applications (Layer-7 load balancing), a

HTTP Profile must be chosen as the Application Profile. For Non-HTTP application you may select a Fast TCP or Fast UDP Application

Profiles.
Application Type * () Layer7 @ Layer4 TCP
Application Profile * default-tcp-lb-app-profile

Access Log Disabled ()

CANCEL NEXT

Configure Virtual Server Identifiers for the virtual server:

o |P Address: Enter an IP address from the floating pool, such as 10.40.14.250 .
e Port: 443

e Click Next.

Add New Virtual Server Virtual Server Identifiers @ X
1 General Properties IP Address * 10.40.14.250
2 Virtual Server Identifiers Port * 443)

Specify port (e.g. 8080) or port range (e.g. 80-90) or both separated by comma (e.g. 8080, 80-90,
20)

3 Server Pool

Protocol Tee
4 Load Balancing Profiles

Advanced Properties

Maximum Concurrent

Connection

Maximum New Connection Rate

Peafanlt Panl Mamher Part

CANCEL BACK NEXT

Configure Virtual Server Pool for the virtual server:

e Click Create a New Server Pool.

Add New Virtual Server Server Pool ® X

1 General Properties Server Pool Create A New Server Pool

2 Virtual Server Identifiers
v Advanced Properties

& S e Sorry Server Pool Create A New Server Pool

4 Load Balancing Profiles

CANCEL BACK NEXT
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Configure General Properties for the server pool:

e Name: For example NSX-T-MGRS-SRV-POOL
e Load Balancing Algorithm: ROUND_ROBIN
e Click Next

Add New Server Pool General Properties @ X
General Properties Name * NSX-T-MGRS-SRV-POC
SNAT Translation Description
Pool Members 4
Health Monitors Load Balancing Algorithm ROUND_ROBIN

+ Advanced Properties

TCP Multiplexing Disabled (I

Maximum Multiplexing
Connections

CANCEL NEXT

Configure SNAT Translation for the server pool:

e Translation Mode: IP List
e |P address: Enter the Virtual Switch IP (VIP) address here, for example 10.40.14.250 .

e Click Next.

Edit Server Pool SNAT Translation ® X

Three Modes based on the topology are supported. In case of Inline deployment of Load Balancer, use Transparent
(NO_SNAT) to preserve original Client IP and Port. Auto Map mode uses LB interface IP and ephemeral port. In
scenarios where both Clients and Pool Members are attached to the same Logical Router, SNAT (Auto Map or IP List)

must be used.

1 General Properties
2 SNAT Translation

3RRooliMembers Translation Mode * O Transparent () AutoMap @ IP List

4 Health Monitors .
IP Address 10.40.14.250 x | Enter IP or IP Range

Specify one or more IP Range or IP address. Eg. 10.10.1.108, 10.10.1.108 - 10.10.1120

CANCEL BACK NEXT

Configure Pool Members for the server pool:

e Membership Type: Static.
o Static Membership: Add all 3 NSX Managers as members by entering the node name, IP address, and port (443) for each node.

e Click Next.
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Add New Server Pool Pool Members ® X

§ Pool Members can either be Static members that allows you to add IPs and Ports of individual servers or Dynamic
General Properties
Members as defined by NSGroup Membership Criteria. The admin state in case of the Dynamic Members can be set
after Server Pool creation in the Members section of the Server Pool. Currently only IPv4 addressing is supported.
SNAT Translation vony 915 supp

Membership Type © static () Dynamic
Pool Members

Health Monitors
Static Membership

+ app
Name ® Port Weight state Backup ax.
Member Concurrent
Connection
NSX-T-MGR-1 10.40.206.2 443 1 ENABLED e ©
) NSXT-MGR2 10402063 443 1 ENABLED o X

Configure Health Monitors:

e We will create the Health Monitors separately.

e Click Finish.

Add New Server Pool Health Monitors ® X
General Properties ,
Minimum Active Members
SNAT Translation
Active Health Monitor Create A New Active Monitor
Pool Members
Passive Health Monitor Create A New Passive Monitor

Health Monitors

CANCEL m

Back at the Server Pool screen, click Next.

Add New Virtual Server Server Pool ® X

1 General Properties Server Pool NSX-T-MGRS-SRV-POOL Create A New Server Pool

2 Virtual Server Identifiers
+ Advanced Properties

3 Server Pool Sorry Server Pool Create A New Server Pool

4 Load Balancing Profiles

Configure Load Balancing Profiles for the load balancer:

e Persistence Profile > Source IP: Select default-source-ip-lb-persistence-profile

e Click Finish.

Note: If a proxy is used between the NSX Management Cluster and the PKS Control Plane, do not configure a persistence

profile.
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Add New Virtual Server

1 General Properties
2 Virtual Server Identifiers
3 Server Pool

4 Load Balancing Profiles

Load Balancing Profiles @ X

Persistence Profiles

Source IP default-source-ip-Ib-persistence-profile

Create A New Source IP Persistence Profile

CANCEL BACK m

@ Networking

vm NSX-T 3 3 o

Home Networking  Security  Inventory
€ Load Balancing

= Load Balancers  Virtual Servers  Server Pools  Profiles  Monitors

Tools  System Advanced Networking & Security

Switching
Routers A0D [ CLONE (i DELETE @ ACTIONS
Wy Name Protocol 1P:Port Default Server Pool Load Balar
DHCP
£  VS-NSX-T-EXTERNALLB e 1040142501443 NSX-T-MGRS-SRV-POOL )
PAM
atoa e 104014108443 Ib-pks-59fd13%e-cica-46ea-a194-7cbi3Teaabdl-b-poo
Load Balancers
pks-591d1396-clca-46ea-a194-7cb13Teaabdl-http TP 10401413:80
O Security
pks-591d1396-clca-46¢a-a194-7cb13Teaabd1-https_termi TP 10401413:443
3 Partner Services
& Tools
& inventory

Step 9: Attach the Virtual Server to the Load Balancer

Attach the virtual switch to the NSX-T load balancer.

e Inthe Load Balancing panel, select the Virtual Server you created.

e Select the Load Balancerstab.

e Click Attach.
e Load Balancer: Select the load balancer to attach, such as NSX-T-EXTERNAL-LB .
e Click OK.

vm NSX-T S di

Home Networking ~ Security  Inventory ~ Tools  System Advanced Networking & Security

Load Balancing

@ Networking .
= Load Balancers  Virtual Servers  Server Pools  Profiles  Monitors

Switching
Routers VS-NSX-T-EXTERNAL-LB X
(s Name
s Load Balancers  Statistics
DHCP Bt el
Q VS-NSX-T-EXTERNAL-LB. >
IPAM ATTACH
390-c
Load Balancers
Name Attachment  Virtual Servers  ServersDown  Operational Status

D security

") Partner Services

5 Tools

& Inventory

Copyright © 2020 VMware, Inc. All Rights Reserved. 222

1.6



vmware Tanzu Docs

Attach to a Load Balancer X

Select a Load Balancer to attach with VS-NSX-T-EXTERNAL-LB

Load Balancer * NSX-T-EXTERNAL-LB

Create A New Load Balancer

Home Networking ~ Security  Inventory  Tools  System Advanced Networking & Security

Load Balancing

@ Networking X
Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors

VS-NSX-T-EXTERNAL-LB

NAT Name
Overview LB Profiles Load Balancers ~ Statistics

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

Step 10: Verify the Load Balancer.

Once the load balancer is configured, verify it by doing the following:

e Pingthe NSX-T load balancer VIP address from your local machine.

e Access the NSX-T Manager interface using the load balancer VIP address, for example https://10.40.14.250 .

Note: The URL redirects to the same NSX-T Manager. Persistence is done on the source IP based on the persistence profile you

selected.

Step 11: Create an Active Health Monitor (HM)

Create a new Active Health Monitor (HM) for NSX Management Cluster members using the NSX-T Health Check protocol.

e Select Load Balancers> Server Pools.

e Select the server pool you created (for example, NSX-T-MGRS-SRV-POOL).
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Home Networking ~ Security  Inventory  Tools  System Advanced Networking & Security
Load Balancing
© Networking
= Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors
Switching -
Routers ADD P EDIT [ DELETE @ ACTIONS >
NAT Name L8 Algorithm  Membership Type  Members/NSGroup, Virtual Servers
oHCP
NSX-T-MGRS-SRV-POOL Round Robin  IPv4 - Static 3 VS-NSX-T-EXTERNAL-LB
1PAM
Round Robin  IPvd - Dynamic  Ib-pks-59fd130e-clca-46ea-a13d-7cb13leaabdlnsgroup  Ib-pks-59di30e-clca-dGea-al9a-7ct
Load Balancers
O security
£ Partner Services
& Tools
& Inventory
Home Networking  Securty  Inventory  Tools  System ‘Advanced Networking & Security

Load Balancing

> Networking

Load Balancers  Virtual Servers

Switching
Routers
A Name
DHCP.

NSX-T-MGRS-SRV-POOL
PAM

Server Pools  Profiles  Monitors

NSX-T-MGRS-SRV-POOL

Overview  Virtual Server

Summary | EoiT

Load Balancers
Security

Partner Services

& Tools
& Inventory

Name

SNAT
Translation | EDIT

SNAT Translation

Health Monitor
eorr

None
Operational
Status | eoIT

NSX-T-EXTERNAL LS

NSX-T-MGRS-SRV-POOL

08945704-9318-4c9a-b57e-cB50ac19424.

Round Robin
1

taise

6

i List

104014251

Operationsi state

3

e Click Health Monitor > Edit

Edit Server Pool

1 General Properties
2 SNAT Translation
3 Pool Members

4 Health Monitors

Health Monitors

Minimum Active Members

Active Health Monitor

Passive Health Monitor

Create A New Active Monitor

Create A New Passive Monitor

CANCEL

FINISH

e Click Create a new active monitor
Configure Monitor Properties:

e Name: NSX-T-Mgr-Health-Monitor
e Health Check Protocol: LbHttpsMonitor

e Monitoring Port: 443
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Add New Active Health Monitor Properties ® X
Monitor

Name * NSX-T-Mgr-Health-Mo

1 Monitor Properties

Description
2 Health Check Parameters
4
Health Check Protocol * LbHttpsMonitor
Monitoring Port 449
Monitoring Interval (sec) * 3
Fall Count * 3
Rise Count * 3
Timeout Period (sec) * 15

CANCEL NEXT

Configure Health Check Parameters.

Configure the new Active HM with specific HTTP request fields as follows:

e SSL Protocols: Select the TLS_v1 and TLS_v2 protocols.

e SSL Ciphers: Select Balanced (recommended)

Add New Active Health SSL and HTTP Health Check Parameters @ X
Monitor
1 Monitor Properties Configure the SSL Connection sent before the HTTP Request
2 Health Check Parameters SSL Protocols
) Available(2) Selected(2)
Q Q
Search Search
) SSL_V3 @ \7' TLS_VI_1
] T @ ) Tsvi2
SSL Ciphers

CANCEL BACK FINISH

Configure the HTTP Request Configuration settings for the health monitor:

e HTTP Method: GET
e HTTP Request URL: /api/vl/reverse-proxy/node/health

e HTTP Request Version: HTTP_VERSION_1_1
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Edit Active Health Monitor SSL and HTTP Health Check Parameters @ X

1 Monitor Properties
2 Health Check Parameters SSL Ciphers
O High security @
© Balanced (recommended) D

O High Compatibility @

O Custom

Configure the HTTP Request and Response used for health checks. HTTP Response Body is specificied is matched

against the received response; and the Pool Member is considered healthy only if there is a complete match.

HTTP Request Configuration

HTTP Method GET
HTTP Request URL /api/vi/reverse-proxy/no
HTTP Request Version HTTP_VERSION_1_1

CANCEL BACK m

Configure the HTTP Request Headers for the health monitor:

e Authorization: Basic YWwRtaw46vk13YxJ1MsE= , which is the base64-encoded value of the NSX-T administrator credentials
e Content-Type: application/json

e Accept: application/json

Edit Active Health Monitor SSL and HTTP Health Check Parameters @ X

/api/vi/reverse-proxy/no
1 Monitor Properties HTTP Request URL fapi/vijreverse-proxy/no.

HTTP_VERSION_1_1
2 Health Check Parameters HTTP Request Version ~VERSION.1

HTTP Request Headers

+ ADD il DELETE
Header Name Header Value
O Authorization Basic YWRIaW46VKI13YX
O content-Type application/json
O Accept application/json

HTTP Request Body

HTTP Response Configuration

HTTP Response Code 200

CANCEL BACK FINISH

Note: In the example, YWRtaW46Vk13YXJIMSE= is the base64-encoded value of the NSX-T administrator credentials, expressed
in the form admin-user:password. You can use the free online service www.base64encode.org & to base64 encode your NSX-
T administrator credentials.

Configure the HTTP Response Configuration for the health monitor:

e HTTP Response Code: 200

e Click Finish.
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Edit Active Health Monitor SSL and HTTP Health Check Parameters ® X
1 Clealiter et Authorization Basic YWRtaW46VKI3YX
2 Health Check Parameters
Content-Type application/json
Accept application/json

HTTP Request Body

HTTP Response Configuration

HTTP Response Code 200

comma (support up to 64 codes)

HTTP Response Body

CANCEL m

At the Health Monitors screen, specify the Active Health Monitor you just created:

e Active Health Monitor: Enter a name for the health monitor, such as NSX-T-Mgr-Health-Monitor.

e Click Finish.

Edit Server Pool Health Monitors ® X

1 General Properties
Minimum Active Members. 1

2 SNAT Translation

Active Health Monitor Create A New Active Monitor

3 Pool Members

Passive Health Monitor Create A New Passive Monitor

4 Health Monitors

CANCEL BACK m

Edit Server Pool Health Monitors ® X

1 General Properties
Minimum Active Members 1

2 SNAT Translation
Active Health Monitor NSX-T-Mgr-Health-Monitor Create A New Active Monitor

3 Pool Members

Passive Health Monitor Create A New Passive Monitor

4 Health Monitors

eancer [ sace | [

Step 12: Create SNAT Rule

If your Enterprise PKS deployment uses NAT mode, make sure Health Monitoring traffic is correctly SNAT-translated when leaving the
NSX-T topology. Add a specific SNAT rule that intercepts HM traffic generated by the load balancer and translates this to a globally-
routable IP Address allocated using the same principle of the load balancer VIP. The following screenshot illustrates an example of
SNAT rule added to the Tier0 Router to enable HM SNAT translation. In the example, 100.64.128.0/31 is the subnet for the Load Balancer
Tier-1 uplink interface.
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To do this you need to retrieve the IP of the T1 uplink (Tier-1 Router that connected the NSX-T LB instance). In the example below, the

Routers  Global Config

LZa - A

+ T1-NSX-T-EXTERNAL-LB X
O Logical Router ©
[w]

Overview ~Configuration .  Routing .  Services v
GEAR2-TI-MGMT-PKS —

. Logical Router Ports
0O Io-pks-591a13 <

Clca-46a-a194-7c131.

D© pks-59fdizge-cica-46ea-a194-7cH13 +aDD  Peoim [DELETE & ACTIONS v

O Logical Rot 1D Type 1P Address/mask Connected To Transport Node Relay Service statistics

0O pks-59fd139e-cica-46ea-al94-7

Linked..  blal.8. LinkedPort — 100.6411237/31fc.. @ Shared-TO edge-TN1 al

o196 clca-4bea-a194-7cb1 o
D© phe-sotarsse-cica-dges-aioa-reviiteas e e,

OO pks-59fd139e-cica-46ea-a194-7cbi3leaa.

0© prs-sefdi3

ea-a194-7cbi3leas,
O shared-TO
0O TI-MGMT-PKS

TINSX-T-EXTERNAL-LB >

T1luplink IPis 100.64.112.37/31 .

Create the following SNAT rule on the Tier-0 Router:

e Priority: 2000

e Action: snar

e Source IP: 100.64.112.36/31 ,for example
e Destination IP: 10.40.206.0/25 ,for example
e Translated IP: 10.40.14.251 ,forexample

e Click Save

Edit NAT Rule - 18549 X
Priority 2000 C
Action* SNAT hd
Protocol O Any Protocol

(O Specific Protocol
Source IP 100.64.112.36/31
Destination IP 10.40.206.0/25
Translated IP* 10.40.14.251
Applied To v
Status () Enabled
Logging () Disabled
Firewall Bypass ( ) Enabled

CANCEL SAVE

o Verify configuration of the SNAT rule and server pool health:
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Shared-TO X
Overview Configuration + Routing + Services
NAT | REFRESH
Total Rule Statistics | Last Updated: May 13, 2019 5:19:05 PM
40 Active sessions 213829682 Packet count 147 GB Data
+ ADD EDIT ] DELETE
Match Translated
D Action Applied Stats
Protocol = Source IP Source Ports  Destination IP Destination Ports  IP Ports
~  Priomy: 1011
@ 9239 SNAT Any 192.168.0.0/16 Any 10.40.206.0/24 Any 10.40.14.3 A ol
@ 9240 SNAT Any 192.168.0.0/16 Any 10.40.207.0/24 Any 10.40.14.3 A all
@ 1326 SNAT Any 192.168.0.0/16 Any 10.17.1311 Any 10.40.14.3 A alll
@ M327 SNAT Any 192.168.0.0/16 Any 10.17.131.2 Any 10.40.14.3 A ol
v Priority: 1024
@ 18528 SNAT Any 192.168.0.0/24 Any Any Any 10.40.14.1 A ol
@ 18533 SNAT Any 172.16.0.0/24 Any Any Any 10.40.14.12 A ol
@ 18534 SNAT Any 172.16.1.0/24 Any Any Any 10.40.14.14 A all
@ 18535 SNAT Any 172.16.2.0/24 Any Any Any 10.40.14.15 A alll
@ 18541 SNAT Any 172.16.3.0/24 Any Any Any 10.40.14.16 A ol
v Priority: 2000
© 18549  SNAT Any 100.64.112.36/31  Any 10.40.206.0/25 Any 10.40.14.251 A. ol
[ COLUMNS | {3 REFRESH Last Updated: A Minute Ago 1- 25 of 25 NAT Rules
Load Balancing
Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors
/W @~ NSX-T-MGRS-SRV-POOL X
[ Neme . N .
Overview Virtual Servers  Pool Members  Pool Member Statistics
NSX-T-MGRS-SRV-POOL >
Summary | EoiT
Oe Name NSX-T-MGRS-SRV-POOL.
o 0894b704-9318-4c9a-b57e-c1850ac19424
Description
L8 Agorthm Round Robin
Min. Active Members 1
TCP Multplexing fatse
Maximum Multiplexing 6
SNAT Transiation
o
SNAT Translation Mode 1P List
1P Address. 10.40.14.251
Health Monitor
o
Active Health Moritor NSX-T-Mar-HealthMonitor
Passtive Health Monitor  None
~ Operational Status
Eoir
Load Baiancers Operationsi state Server Pool Health
NSX-T-EXTERNAL-LB 4 up L]
Manage Tags | EoiT
Load Balancing
Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors
+ 0w @ NSX-T-MGRS-SRV-POOL X
tame Overview  Virtual Servers  Pool Members  Pool Member Statistics
(] NSX-T-MGRS-SRV-POOL. >
Display Statistics from Load NSX-TEXTERNAL-LB
Ue Balancer -
prport Status CurentSessions  MaxSessions  Bytes in Bytes out Hitp Request Rate
10.40.206.3:443 e o o o o o
10.40.206.2:443 » 1 20 933207 640399 o
10.40.206.4:443 o up o o o o o

Step 13: Verify that NSX Manager Traffic Is Load Balanced

Verify the load balancer and that traffic is load balanced.

e Confirm that the status of the Logical Switch for the load balancer is Up.

Home. Networking

Load Balancing

Load Balancers

Name

© NSX-T-EXTERNAL-LE

Security  Inventory  Tools  System

Advanced Networking & Security

Virtual Servers  Server Pools  Profiles  Monitors.

Attachment

Virtual Servers

TINSX-T-EXTERNALLE VS-NSX-T-EXTERNAL

Virtual Servers Down  Operational Status

0 * Up
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e Confirm that the status of the Virtual Server for the load balanceris Up.

Networking  Securty  Inventory  Tools  System Advanced Networking & Security

Load Balancing

Load Balancers  Virtual Servers  Server Pools  Profiles  Monitors

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Tcp 10.4014250:443  NSX-T-MGRS-SRV-POOI

Load Balancing

Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors

e Confirm that the status of the Server Pool is Up.

e Openan HTTPS session using multiple browser clients and confirm that traffic is load-balanced across different NSX-T Managers:

Home Networking ~ Security  Inventory ~ Tools  System Advanced Networking & Security
Load Balancing

Load Balancers  Virtual Servers ~ Server Pools  Profiles  Monitors

Routers + 2 W & NSX-T-MGRS-SRV-POOL

Name
ors Pool Member Statistics

@ Nsx-T-MoRs-sav-PoOL >

NSX-T-EXTERNAL-LB

ssssss

10402063443 1 UP 6 6 2020990 40436 0

104020621443 1 UP 3 30 16031404 810409 0

Inventor
& Yy 10402064:443 1 UP o o o o o

You can use the NSX API to validate that secure HTTP requests against the new VIP address are associated with the load balancer’s
Virtual Server. Relying on the SuperUser Principal Identity created as part of PKS provisioning steps, you can cURL the NSX
Management Cluster using the standard HA-VIP address or the newly-provisioned virtual server VIP. For example:

Before load balancer provisioning is completed:

curl -k -X GET "https://192.168.6.210/api/v1/trust-management/principal-identities" --cert $(pwd)/pks-nsx-t-superuser.crt --key $(pwd)/pks-nsx-t-superuser.key

After load balancer provisioning is completed:

curl -k -X GET "https://91.0.0.1/api/v1/trust-management/principal-identities" --cert $(pwd)/pks-nsx-t-superuser.crt --key $(pwd)/pks-nsx-t-superuser.key

Key behavioral differences among the two API calls is the fact that the call toward the Virtual Server VIP will effectively Load Balance
requests among the NSX-T Server Pool members. On the other hand, the call made toward the HA VIP address would ALWAYS select
the same member (the Active Member) of the NSX Management Cluster.

Residual configuration step would be to change PKS Tile configuration for NSX-Manager IP Address to use the newly-provisioned

Virtual IP Address. This configuration will enable any component internal to PKS (NCP, NSX OSB Proxy, BOSH CPI, etc.) to use the new
Load Balancer functionality.

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.
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Please send any feedback you have to pks-feedback @pivotal.io.
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Installing and Configuring NSX-T Data Center for Enterprise PKS

In this topic

Workflow for Installing and Configuring NSX-T Data Center

Page last updated:

This topic provides the workflow for installing and configuring NSX-T Data Center for use with VMware Enterprise PKS on vSphere.

Workflow for Installing and Configuring NSX-T Data Center

To perform a new installation of NSX-T Data Center for VMware Enterprise PKS, complete the following steps in the order presented.

1.

10.
11.
12.

13.

14.

Complete the prerequisites for installing NSX-T for Enterprise PKS
Install the NSX Manager Unified Appliance for Enterprise PKSusing the OVA template file.
Deploy Two Additional NSX Manager Nodes and Form an NSX Management Cluster

Configure a Virtual IP Address for the NSX-T Management Cluster

Note: Configure a VIP to provide high availability (HA) for the NSX-T Management Cluster.

Installing NSX Edge Nodes for Enterprise PKSusing the OVA template file.

Note: You must install either a medium or large size Edge Node VM, or the bare metal Edge Node for Enterprise PKS.

. Join Each Edge Node with the NSX-T Management Plane

Enable the Repository Service on Each NSX-T Manager Node

Create an IP Pool for Tunnel Endpoint IP Addresses

. Create Overlay and VLAN Transport Zones

Create Edge Node Uplink Profile
Create Edge Transport Nodes
Create an Edge Cluster.

Create a Tier-0 Logical Router.

Note: If you are using NAT-mode, you must configure the TO router in Active-Standby mode.

Configure Edge Node High Availability (HA).
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15. Configure ESXi Hosts as Transport Nodes.

16. (Optional) Update the NSX-T Admin Password Interval

Note: By default the NSX-T admin password expires in 90 days.

17. (Optional) Provision a Load Balancer for the NSX-T Management Cluster.

Note: To scale, provision an NSX-T load balancer in place of the NSX-T Management Cluster VIP.

18. (Reference) Verify NSX VM Deployment for Enterprise PKS .

Note: Refer to this topic to verify the installation of the NSX-T Manager and Edge Node VMs.

Please send any feedback you have to pks-feedback @pivotal.io.
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Prerequisites for Installing NSX-T for Enterprise PKS

In this topic

Prerequisites for Installing NSX-T for Enterprise PKS
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides the prerequisites for installing NSX-T Data Center for use with VMware Enterprise PKS on vSphere.

Prerequisites for Installing NSX-T for Enterprise PKS
Before you install NSX-T for Enterprise PKS, complete the following prerequisites:
1. Read the Enterprise PKS Release Notes for the supported versions of NSX-T Data Center.
2. Read the NSX-T Data Center Release Notes & for the NSX-T version you are installing.
3. Review the NSX-T installation documentation & for the version of NSX-T you are installing.

4. Read the topicsin Preparing to Install Enterprise PKS on vSphere with NSX-T Data Centerin the Enterprise PKS
documentation.

Next Step

Install the NSX Manager Unified Appliance for Enterprise PKSusing the OVA template file.

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Install the NSX Manager Unified Appliance for Enterprise PKS

In this topic

Prerequisites

About the NSX Manager Appliance

About the NSX Manager Ul

Install and Configure the NSX Manager Appliance
Verify NSX-T Manager Installation

Next Step

Installation Instructions

Page last updated:

This topic provides instructions for installing the NSX Manager VM on vSphere for use with Enterprise PKS.

Prerequisites

Make sure you have completed the Prerequisites for Installing NSX-T for Enterprise PKS.

About the NSX Manager Appliance

The NSX-T Manager VM is provided as an OVA file named the NSX Unified Appliance that you import into your vSphere
environment and configure.

For more information, see Install the NSX Manager Unified Appliance & in the NSX-T Data Center documentation. See also NSX
Manager VM System Requirements .

About the NSX Manager Ul

The NSX-T Manager provides the user interface and API for NSX-T Data Center. There are two options to interact with NSX-T Manager:
1. Simplified UI/API

o Declarative interface that uses the Declarative API/Data Model (Policy API).
o The NSX-T Container Plugin (NCP) that is embedded in the Enterprise PKS tile does not support the Policy API.
o You cannot use the Simplified UI/API to manage NSX-T for use with Enterprise PKS upgrades and new installations.

2. Advanced UI/API

o Legacy imperative interface based on the NSX Management API.

o Provides the user interface to address Enterprise PKS installation and upgrade use cases. Currently NCP only supports the
Management API.

o Will be deprecated over time; all features and use cases will eventually be transfered to the Simplified UI/API.

Enterprise PKS does not support the Simplified UI/API. For Enterprise PKS, you must use the Advanced Networking and
Security tab to create, read, update, and delete required network objects. For NSX-T host preparation and configuration, such as
deploying NSX-T Managers and Edge Nodes, use the System tab.
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wm NSX

7) CONFIGURATION
[ coniguration Overview \
@ Networkin: v
& o 9
1ER-O GATEWA| P
@ NAT .
Route
Load Baiancing
Forwarding Polices
0
© Address Management
Security
- Partne
To
& inventory

Simplified UI

G(New Declarative API's used)

Switches

Install and Configure the NSX Manager Appliance

Complete the following procedure to deploy the NSX Manager appliance.

1. Locate the NSX-T Data Center OVA file ( nsx-unified-appliance-VERSION.ova ) on the VMware download portal and download it to your

local machine.

2. Login to vCenter using the vSphere Client.

3. Create a Resource Pool for NSX-T infrastructure, such as infra |

4. Inthe vSphere Client, select the Resource Pool where you want to install NSX-T Data Center.

5. Right-click and select Deploy OVF Template to start the installation wizard.

vm vSphere Client

Menu s

g =2 8

v [ 10.196.188 249
v Datacenter
v [ Cluster
E 101 5.18
E 101 519
B 1w0memn20

> @ infra
> @ kas
> @ pks

@ Actions - infra

51 New Virtual Machine...

# New Resource Pool...

8 New vApp

13 Deploy OVF Template...

@ Edit Resource Settmgs...@
Move To...
Rename
Tags & Custom Attributes »

Add Permission..

Alarms >

@ infra ACTIONS ~

Summary Monitor Configure Permissions Resource Pools VMs
This pool / Tota CPU
VMs and Templates: 9/9
Used: 43 MHz
— Powerad on VMs: 8/8
Child Resource Pools: 0/ 0 =
Child vApps: 0/0 Usad: 128.27 GB
Resource Settings v Related Objects
Cluster [ cluster
Tags ~
Assigned Tag Category Description

3

Mo items to display

Free: 158.65 GHz
Capacity: 158.7 GHz

Free: 341.54 GB

Capacity: 471.11 GB

6. Atthe Select an OVF template screen:
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o

Select the Local file option
Click Choose Files

Navigate to where you downloaded the OVA file and select it
Click Next

o

o

o

Deploy OVF Template

1Select an OVF template Select an OVF template

2 Select a name and folder Select an OVF template from remote URL or local file system

3 Select a compute resource
4 Review details
5 Select storage

6 Ready to complete CD/DVD drive.

URL

® Local file

Choose Files | nsx-unified-appl....01371657%9 ova

Enter a URL to download and install the OWVF package from the Internet, or browse to a

location accessible from your computer, such as a local hard drive, a network share, or a

F
7. Atthe Select a name and folderscreen:
o Enter a name for the NSX Manager VM, such as nsx-manager-1
o Select the Datacenter for the VM deployment
o Click Next
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Deploy OVF Template

+ 1Select an OVF template Select a name and folder

_ Specify a unique name and target location

3 Select a compute resource

) ) Virtual machine name: nsx-manager-1
4 Review details g

5 Select storage
6 Ready to complete Select a location for the virtual machine.

v [ 10.197.79.142
> Datacenter

8. Atthe Select a compute resource screen:

o Select the Resource Pool where the NSX Manager VM will be deployed
o Click Next
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Deploy OVF Template

+ 15elect an OVF template
+ 2 Select a name and folder
4 Review details
5 Select storage

6 Ready to complete

9. Atthe Review details screen:

o Verify the OVF template details
o Click Next

Select a compute resource
Select the destination compute resource for this operation

~ [f Datacenter
> Cluster

Compatibility

" Compatibility checks succeeded.

CANCEL BACK
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Deploy OVF Template

+ 1 Select an OVF template

Verify the template details.

+ 2 Select a name and folder
+ 3 Select a compute resource

4 Review details

5 Configuration

6 Select storage

7 Select networks Publisher
8 Customize template Praduct
9 Ready to complete
Version
Vendor

Size on disk

10. Atthe Configuration screen:

o Select either the Medium size VM or the Large size VM

o Click Next

Copyright © 2020 VMware, Inc. All Rights Reserved.

Download size

Extra configuration

& The OVF package contains advanced configuration options, which might pose a
security risk. Review the adwvanced configuration options below. Click next to
accept the advanced configuration options.

VMwareh, Inc. (Trusted certificate)
nsx-unified-appliance

2410

WMware, Inc

6.9 GB

3.9 GB (thin provisioned)

200.0 GB (thick provisioned)

time.synchronize.tools.startup = false

ethernetl rxDataRingEnabled = 0
isolation_tools.vmxDnDVersionGet.disable = true
RemoieDisplay.maxConnections =1
time.synchronize restore = false
time.synchronize.shrink = false

isolation tools diskShrink. disable = true

isolation tools.memSchedFakeSamplestats disable = true
ethernet3.rxDataRingEnabled = 0

ethernetl rxDataRingEnabled = 0

isolation fools auestDinDVersionSet disabhle = true

CANCEL BACK
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Deploy OVF Template
+ 15elect an OVF template Configuration
+ 2 Select a name and folder Select a deployment configuration

+ 3 Select a compute resource

+ 4 Review details W ExtraSmall
5 Configuration
~ 2 Small
6 Select storage
7 Select networks ® pedium
8 Customize template
I Large

9 Ready to complete

4 ltems

Description

This configuration reqguires
the following: * 6 vCPU *
24GE RAM * 200GEB
Storage * WM hardware
version 10 or greater

(vSphere 5.5 or greater)

CANCEL BACK NEXT

11. Atthe Select storage screen:

o Select the vsanDatastore if you are using vSAN, or a dedicated datastore if you are not
o Click Next
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Deploy OVF Template

+ 15elect an OVF template
+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review details
+ 5 Configuration

7 Select networks

& Customize template

9 Ready to complete

12. Atthe Select networks screen:

Select storage
Select the storage for the configuration and disk files

Select virtual disk format: As defined in the Wik

WM Storage Policy: Datastore Default

'

MName Capacity Provisioned Free Tyr
& datastoret 216 GB 32277 GB 209.83 GB -
& datastoret (1) 216 GB 617 GB 209.83 GB VN
& datastoret (2) 82675 GB 618 GB £80.57 GB VI
& datastoret (3) 88675 GB 618 GB £80.57 GB VI
£ datastore2 216 G2 141 GB 21459 GB VI
& datastore2 1) 216 GB 1.41GB 21459 GB VI
:] vsanDatastore 349TE 68638 GB 343 TE Vir

4 P
Compatibility

v Compatibility checks succeeded.

o Select Destination Network for the NSX Manager VM

o Click Next
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+ 15elect an OVF template

v 2 Select a name and folder
" 3 Select a compute resource
+ 4 Review details

+ 5 Configuration

L4

6 Select storage

7 Select networks

8 Customize template

9 Ready to complete

Deploy OVF Template

Select networks
Select a destination network for each source network.

Source Metwork T Destination Network

Network 1 VLAN-1060

IP Allocation Settings
IP allocation: Static - Manual

|IP protocol: IPwd

1items

CANCEL BACK

13. Atthe Customize Template screen, configure the following settings:

o System Root User Password (must comply with password strength restrictions)

o CLI “admin” User Password (must comply with password strength restrictions)

o CLI “audit” User Password (must comply with password strength restrictions)

o Hostname: Enter the hostname for the NSX Manager VM, such as nsx-manager-1

o Default IPv4 Gateway: Enter the default gateway IPv4 address for the NSX Manager VM

o Management Network IPv4 Address: Enter the IPv4 address for the first network interface

o Management Network Netmask: Enter the netmask for the first network interface

o DNS Server List: Enter one or more DNS servers (space-separated if multiple)

o NTP Server List: One or more NTP servers (space-separated if multiple)
o Enable SSH: Select Enable SSH (by default this option is disabled for security reasons)

o Allow root SSH logins: Enable this option (by default this option is disabled for security reasons)

o Click Next
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Deploy OVF Template

1 Select an OVF template Customize template

2 Select a name and folder Customize the deployment properties of this software solution.

3 Select a compute resource

L
v
L
+ 4 Review details
W
L'y
W

~  Application & settings
5 Configuration
6 Select storage System Root User
7 Select networks Password

8 Customize template _ _
The password for root user for this VM. Please follow the password complexity rule

9 Ready to complete .
as below: - Min of 12 characiers - >=1 lower case letier - »=1 upper case letier - =1

number digit - ==1 special char - At least five different characters - Mo dictionary

words - Mo palindromes - Mo monotonic character sequence (more than 4 monotonic
characters are not allowed) NOTE: Password strength validation will occur during WM
hoot. If the password does not meet the above criteria then login as root user for the

change password prompt to appear.

Password sansansnrann @

Confirm Password ®

CLI "admin" User Password

The password for default CLI user for this WM. Please follow the password complexity
rule as below: - Min of 12 characiers - >=1 lower case letier - >=1upper caze |etter -
==1 number digit - =1 special char - At least five different characters - Mo dictionary

waords - Mo palindromes - Mo monotonic character sequence (more than 4 monotonic

rharactare e mad allmasenAY RIWTE - Dacmaunrd ctroneth cealid adiam il eeoare Avarimes VIRA

CAMNCEL BACK
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Deploy OVF Template

1 Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration
6 Select storage
7 Select networks

8 Customize template

9 Ready to complete

v
v
v
+ 4 Review details
v
v
v

Confirm Password ®

CLI "admin" User Password

The password for default CLI user for this VM. Please follow the password complexity
rule as below. - Min of 12 characters - >=1 lower case |letier - >=1 upper case letter -
==1 number digit - ==1 special char - At least five different characters - No dictionary
words - Mo palindromes - Mo monotonic character sequence (more than 4 monotonic
characters are not allowed) NOTE: Password strength validation will occur during VM
boot. If the password does not meet the above criteria then login as admin user for

the change password prompt to appear.

Password srareRaaEEay

Confirm Password FEERRRRREEEE

CLI "audit" User Password

The password for audit CLI user for this VM. Please follow the password complexity
rule as below: - Min of 12 characters - >=1 lower case letter - >=1 upper case letter -
==1 number digit - >=1 special char - At least five different characters - No dictionary
words - Mo palindromes - Mo monotonic character sequence (more than 4 monotonic
characters are not allowed) NOTE: Password strength validation will occur during WM
boot. If the password does not meet the above criteria then login as admin user and

use the MSX CLI command "set user audit” to change the audit user passwaord.

Password sesssanannes

CANCEL
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Deploy OVF Template

1 Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration

L

W

L4

+ 4 Review details
W

+ 6 Select storage
v

7 Select networks

8 Customize template

9 Ready to complete

~ Network properties 5 setfings

Hostname

The hostname for this VM. NOTE: Underscores in hostname are not allowed. If
hostname contains underscore, then the appliance gets deployed with 'nsx-manager’

as hostname.

nsx-manager-1

Rolename

The role for this WM. Currently supports nsx-cloud-service-manager OR 'nsx-manager

nsx-controller’ as rolename.

nsx-manager nsx-controller ¥

Default IPv4 Gateway The default gateway for this VM.
107 . 253
Management Network IPv4 The IPv4 Address for the first interface.
Address 10.1m 143
Management Network The netmask for the first interface.
Netmask — ___ ___ ___ -
~ DNS 2 settings

DMNS Server list

CANCEL BACK NEXT

-
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Deploy OVF Template

1Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration

L4

v

v

+ 4 Review details
v

+ 6 Select storage
L

7 Select networks

8 Customize template

9 Ready to complete

14. Atthe Ready to complete screen:

TS LTSS

255.255.255.0 -

~ DNS 2 seftings

DMNS Server list

The space separated DNS server list for this VM (valid only if an IPv4 address is

specified for the first interface).

101 72

Domain Search List

The space separated domain search list for this VM (valid only if an IPv4 address is

specified for the first interface).

~ Services Configuration 3 seftings
NTP Server List The NTP =erver list(space separated) for this VM.
10.128. 12431
Enable S5H

Enabling S5H service is not recommended for security reasons.

|+

Allow root S5H logins

CANCEL BACK

o Verify that the OVF template specification is accurate
o Click Finish to begin the installation. It will taker approximately 10 minutes to complete.
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vm vSphere Client Menu v
8 £ =3 nanager-1 C3 ACTIONS +
—_— {3 Actions - nsx-manager-1
v 97.79. h re etw tes
3 10.197.79.142 Cower | B Power On s Datastores Networks Updates
v [H Datacenter
« [ cluste Guest O v ® OLEHERSLID) CPU USAGE
and later (VM version 13) (] 0 Hz
97145 5 _
[ 10.197.145.51 Snapshots 4] ing, version:10247 (Uparade available)
[ 10.197.145.52 . m MEMORY USAGE
Open Remote Console
[0 1019714553 = op OB
[ 10.197.125.54 b Migrate = oon 5 STORAGE USAGE
(3 nsx-manager-1 . N i 19.3GB
Clone
£ VMware vCente
Fault Tolerance >
WM Policies ¥ lare v Notes ~
Template 3
Compatibility » plEcts ~
Custom Attributes ~
Export System Logs. Cluster
Attribute Vall
(3 Edit Settings. 0 1010714553 ibute alue
Move to folder rks @ VLAN-1060
Rename e S vsanDatastore
Edit Notes
Tags & Custom Attrioutes . -
Recent Tasks Alarms ¥
[E—— Add Permission
Task Name ~  Tar| v | Details ~  Initiator v | Queued For v SanTime | ~  Completion Time ~  Server v
Denloy OVF template g  Aams " VSPHERELOCALWpKG-..  2mg 07/02/2019. 4:12:28 PM 07/02/2019, 4:29:23 PM 1019779142
Quen | Remove from Inventory revsan.health 3Ims ), 4:11:58 PM
Query H comym sanheslth  2ms , 41158 PM
= Delete from Disk
Query H comvmwarevsanhealth  3ms . 41157 PM 9, 4:11:58 PM
Query 5| Undate Manager 4 comymwarevsan.health 6ms , 41157 PM 07/02/2019, 41157 PM 1019779142 .
Al v VSAN . More Tasks

15. Expand the Recent Tasks panel at the bottom of the vCenter screen to view the progress of the OVA deployment

Verify NSX-T Manager Installation

See Verify NSX-T VM Deployment for Enterprise PKS &.

Next Step

See Deploy Two Additional NSX Manager Nodes and Form an NSX-T Management Cluster

Installation Instructions

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.

Copyright © 2020 VMware, Inc. All Rights Reserved. 248

1.6


https://docs-pcf-staging.cfapps.io/pks/1-6/nsxt-install-verify-vm-deployment.html
mailto:pks-feedback@pivotal.io

vmware Tanzu Docs

Install Additional NSX Manager Nodes and Configure the NSX
Management Cluster

In this topic

Prerequisites

About the NSX-T Management Cluster
Log In to the NSX Manager Web Ul

Add vCenter as the Compute Manager
Deploy Additional NSX Manager Nodes
Verify the NSX Management Cluster
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for installing additional NSX Manager nodes and forming the NSX Management Cluster for use with

Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About the NSX-T Management Cluster

The NSX-T Management Cluster is a collection of three NSX Manager nodes for high-availability. For more information, see Deploy
NSX Manager Nodes to Form a Cluster &'in the NSX-T Data Center documentation.

All repository details and user credentials are synchronized NSX-T Manager Nodes in the management cluster. After the NSX-T
Management Cluster is formed, you define a virtual IP address (VIP) to access the management cluster.

Log In to the NSX Manager Web Ul

1. From your browser, log in with admin privileges to NSX Manager at https://<nsx-manager-ip-address>
2. Forfirst time logins, read and accept the EULA terms.

3. Select whether to join the VMware’s Customer Experience Improvement Program (CEIP) and click Save.

4, Atthe Welcome to NSX-T screen, the system indicates that you have 1 NSX-T Manager node installed, and that a “3 node
cluster is recommended.”
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Welcome to NSX-T

LET'S PREPARE THE HOSTS AND NSX EDGES TO GET STARTED

Select Get Started for a guided workflow experience. For

advanced configuration, select Fabric Nodes. N

{0 SYSTEM ©

) 1NSX Node (D /N 3 node cluster is recommended Deploy Nodes X

For preparing Hosts and Edges, all you need to do is choose from below.

GET STARTED FABRIC NODES

For guided preparation flow For more granular control

Click anywhere to skip & explore

Don't show this message again

Add vCenter as the Compute Manager

Before you can add additional NSX-T Manager Nodes, you must specify a Compute Manager &. A compute manager is an application
that manages resources such as hosts and VMs. For Enterprise PKS we use vCenter as the compute manager.

Complete the following steps to add vCenter as the Compute Manager.
1. In NSX-T Manager, select System > Fabric > Compute Managers > Add.

2. Configure the Compute Manager as follows:

o Name: Enter the name to identify the vCenter Server.

o Description: Optionally add details such as the number of clusters in the vCenter Server.
o Domain Name/IP Address: Enter the IP address of the vCenter Server.

o Type: vCenter (keep the default option).

o Username and Password: Enter the vCenter Server login credentials.

o SHA-256 Thumbprint: Leave the thumbprint value blank.

3. Click Add.
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New Compute Manager @ x
MName* vCenier Server
Description https: /10187 = m5480/

vienter server Appliance Management Interface

Domain Name/IP 10 142

Address*

Type* vCenter v
Username * administratori@vshpere.local

Password*

SHA-256 Thumbprint

CANCEL

4. Click Add again.

o Since you left the thumbprint value blank, you are prompted to accept the server-provided thumbprint.
o After you accept the thumbprint, it takes a few seconds for NSX-T Data Center to discover and register the vCenter Server

Warning: Thumbprint is Missing P

The thumbprint Is not avallable.

Would you like to use this server provided thumbprint?

A3:03:CO:C3:0A:7TB:5F:07:AD0:BA:D2:7C:1:F3:29:BEB:E6:2A:62:C4:0F17:88: AD:C2:BE:
16:8E:7C:39:7F:79

resources.
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New Compute Manager @ x
MName* vCenier Server
Description httes: /10187 =T 5480/
vienter server Appliance Management Interface
Domain Name/IP 10 142
Address*
Type* vCenter v
Username * administratori@vshpere.local
F‘ass'w‘el'd e FEEREEEE

SHA-256 Thumbprint

‘ CANCEL |

5. Verify that the vCenter Compute Manager is successfully Registered and that its connection status is Up.

Home Networking Security Inventory Tools System Advanced Networking & Security

« Compute Managers

Overview
+ ADD {8 ACTIONS ~ Q, search
B Get Started
(0  compute Manager D Domaln Name/IP Address = Type Registration Status ~ Verslon = Connectlon Status  Last Inventory Update
[ Fabric v

VMware vCenter Server Appliance 2645..fb62 10 a2 vCenter e Registered 6.7.0 ° Up

Jul 9, 2019 2:11:03 PM
Nodes

Profiles
Transport Zones

Compute Managers

6. If the Compute Manager is not registered, troubleshoot as necessary. See the Add a Compute Manager & in the NSX-T Data
Center documentation for guidance.

Deploy Additional NSX Manager Nodes

You can deploy two additional NSX-T Manager nodes using the NSX-T user interface. For more information, see Deploy NSX Manager
Nodes to Form a Cluster from Ul &'in the NSX-T Data Center documentation.

Complete the following procedure to deploy additional manager nodes and form the NSX-T Management Cluster.

1. In NSX-T Manager, select System > Overview > Add Nodes.

2. Enter the NSX-T Manager common attribute details as follows:
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o Compute Manager: Registered resource compute manager is populated.

o Enable SSH: Toggle the button to allow an SSH login to the new NSX Manager node.

o Enable Root Access: Toggle the button to allow the root access to the new NSX Manager node.

o CLI Username and Password Confirmation The CLI username is set to admin . The password must comply with the

password strength restrictions.
o Root Password and Password Confirmation: Set the root password for the new node. The password must comply

with the password strength restrictions.

[e)

o

DNS Servers: Enter the DNS server IP address available in the vCenter Server.
NTP Servers: Enter the NTP server IP address.
o Form Factor: Select Medium (default) or Large. Do not select Small.

Add Nodes

1 Common Attributes

2 Nodes

Common Attributes

Compuie Manager

Enable SSH

Enable Root Access

Node Credentials

CLI Username

CLI Password  *

Confirm CLI Password *
Root Password

Confirm Root Password  *

DMNS Servers *

NTP Servers

Form Factor
small
4vCPU

3. Enter the second NSX-T Manager node details.

Mware vCenter Server Appli..

w

e @D
%o
admin
............ ®
............ ®
............ ®
............ ®
' =,
|\ 71 Q/l
(10 -2 o:.
|<10 L 313 °>|
- =,
(Lo 149)

® Medium

6 vCPU

Large

cp!

£ VP

o Name: Enter a name for the NSX-T Manager node, such as nsx-manager-2 .

o Cluster: Designate the cluster the node is going to join from the drop-down menu.

o Resource Pool or Host: Select the infra resource pool from the drop-down menu.

o Datastore: Select a datastore for the node files from the drop-down menu.

o Network: Assign the network from the drop-down menu.

o Management IP/Netmask: Enter the IP address and netmask.

o Management Gateway: Enter the gateway IP address.
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Add Nodes

1 Common Attributes

2 Nodes

Nodes

+ ADD NODE

v nsx-manager-2
Name *
Cluster *
Resource Pool
Host

Datastore *

Network *

Management IP/Metmask *

Management Gateway

nsx-manager-2 B ©
Cluster (domain-c7) @
Select resource pool 2o
Select host w

vsanDatastore (datastore-40) ¥

Did not find expected? Try refresh to fetch

atest data from system (* Refresh

VLAN-1060 (network-14) v
10 124
10.1 53|

CANCEL

4. Click Add Node and configure a third NSX Manager node.

o Name: Enter a name for the NSX-T Manager node, such as nsx-manager-3 .

o Cluster: Designate the cluster the node is going to join from the drop-down menu.

o Resource Pool or Host: Select the infra resource pool from the drop-down menu.

o Datastore: Select a datastore for the node files from the drop-down menu.

o Network: Assign the network from the drop-down menu.
o Management IP/Netmask: Enter the IP address and netmask.
o Management Gateway: Enter the gateway IP address.
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Add Nodes

1 Common Attributes

2 Nodes

Nodes

ADD NODE

nsx-manager-2

nsx-manager-3

Name * nsx-manager-3

Cluster Cluster (domain-c7)

Frmaes Bl Select resource pool

Host Select host

Datastore

Did not find expect:

atest data from system
MNetwork VLAN-1060 (network-14)
Management IP/Netmask 10. 324
Management Gateway * 10. 253

+ vsanDatastore (datastore-40) v

? Try refresh to fetch

(3 Refresh

w

REMOVE

REMOVE

CANCEL

PREVIOUS

5. Click Finish and the new NSX-T Manager nodes are deployed.

Home Networking Security

& Overview

Overview

L Get started

[ Fabric > virtual IP:  Not Set
& Service Deployments

B3 Active Directory 10.7 -3
& Users NSX Version

£ Backup & Restore Deployment Type

& Upgrade Cluster Connectivity
‘G, Migrate Transport Nodes
EAL Repository Status

EA Licenses

) Disk Utilization
Ed Certificates

) Support Bundle

[E Customer Program

Interface Status

Inventory Tools System

Management Cluster

Advanced Ne

king & Security

o STABLE ADD NODES
EDIT
= nsx-manager-2
2.410.0.13716579
Manua
«Up
0
Sync Col

(_ Deployment In
Progress

nsx-manager-3 ( Deployment In

Progress

Verify the NSX Management Cluster
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1. Verify the deployment of the new NSX Manager nodes.

o Atthe System > Overview > Management Cluster, you should see the deployment of the additional nodes.

o Wait for 10-15 minutes for the deployment, cluster formation, and repository synchronization to complete.
o Track the deployment process at the System > Overview screen in vCenter Server.

2. See Verify NSX VM Deployment for Enterprise PKS @ to verify the installation of each additional NSX-T Manager node.

Next Step

See Configure VIP Address for the NSX-T Management Cluster.

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Configure VIP Address for the NSX Management Cluster

In this topic

Prerequisites

About the NSX Management Cluster VIP

Configure a VIP Address for the NSX-T Management Cluster
Verify the VIP Address

Determine Which NSX-T Manager the VIP Is Assigned To
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic explains how to configure a Virtual IP address (VIP) for the NSX-T Management Cluster for VMware Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About the NSX Management Cluster VIP

The NSX-T Management Cluster comprises three NSX-T Manager nodes. To support a single access point for the NSX-T Manager user
interface and API, assign a virtual IP Address (VIP) to the NSX-T Management Cluster. Once the VIP is assigned, any Ul and API requests
to NSX-T are redirected to the virtual IP address of the cluster, which is owned by the leader node. The leader node then routes the
request forward to the other components of the appliance.

Using a VIP makes the NSX Management Cluster highly available. If you need to scale, an alternative to the VIP is toprovision a load
balancer for the NSX-T Management Cluster. Provisioning a load balancer requires that NSX-T be fully installed and configured. It is
recommended that you configure the VIP now, then install a load balancer ater NSX-T is installed and configured, and only if needed.

Configure a VIP Address for the NSX-T Management Cluster

Complete the following instructions to create a VIP for the NSX Management Cluster. The IP address you use for the VIP must be part of
the same subnet as the NSX-T Management nodes.

1. From your browser, log in with admin privileges to NSX Manager at https://nsx-manager-ip-address .
2. Goto System > Overview.

3. Click Edit next to the Virtual IP field.

4. Enter a VIP for the cluster,suchas 172.16.11.81 . Ensure that the VIP is part of the same subnet as the other NSX Management
nodes.

5. Click Save.

6. When prompted click Refresh.
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Verify the VIP Address

To verify the VIP and troubleshoot issues, complete the following steps.

1. From your browser, log in with admin privileges to the NSX-T Management Cluster using the VIP address https://nsx-manager-VIP-

address |

2. To check the API leader of the management cluster, enter the following command in the NSX Manager CLI get cluster status verbose
See Verify NSX VM Deployment for Enterprise PKS & for instructions on access the NSX-T Manager CLI.

3. To troubleshoot VIP issues, verify the following logs:

o Reverse Proxy logs at /var/log/proxy/reverse-proxy.log
o Cluster manager logs at /var/log/cbm/cbm.log

Determine Which NSX-T Manager the VIP Is Assigned To

After the VIP is configured, you can still connect to any NSX-T manager using its own IP address, or use the VIP to connect to NSX-T
Manager. Both methods work. However, the VIP is associated with a single NSX-T Manager. If that node goes down, the VIP attaches to
another node. To determine which NSX-T Manager node the VIP is associated with, select the Virtual IP field in the NSX-T Manager Ul.

Virtual IP: 10. .5 | Associated with 10 3 | @

Next Step

See Installing NSX Edge Nodes for Enterprise PKS

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Installing NSX Edge Nodes for Enterprise PKS

In this topic

Prerequisites

About Deploying NSX-T Edge Nodes for Enterprise PKS

Install a Medium or Large NSX Edge Node VM Using the vSphere Client
Verify NSX Edge Node VM Installation

Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for installing NSX Edge Node VMs on vSphere for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Deploying NSX-T Edge Nodes for Enterprise PKS

NSX Edge Nodes provide the bridge between the virtual network environment implemented using NSX-T and the physical network.
Edge Nodes for Enterprise PKS run load balancers for PKS API traffic, Kubernetes pod load balancer services, and pod ingress
controllers. See Load Balancers in Enterprise PKSfor more information.

Enterprise PKS supports the NSX Edge Node medium (4 vCPU, 8 GB of RAM, 200 GB of disk space), and large (8 vCPU, 32 GB of RAM,
200 GB of disk space) VM form factors, and the bare metal Edge Node. The Edge Node VM can only be deployed on Intel-based ESXi
hosts. See NSX Edge VM System Requirements ' in the NSX-T Data Center documentation.

For high-availability Edge Nodes are deployed as pairs within an Edge Cluster. The minimum number of Edge Nodes per Edge Cluster is
2; the maximum is 10. In NAT mode, Enterprise PKS supports active/standby Edge Node failover. In standby mode, the standby load
balancer is not available for use while the active load balancer is engaged. If No NAT mode is used, active/active can be used.

The default size of the load balancer deployed by NSX-T for a Kubernetes clusteris small . The size of the load balancer can be
customized using Network Profiles.

In NSX-T a load balancer is deployed on the Edge Nodes as a virtual server. The following virtual servers are required for Enterprise
PKS:

e 1TCP layer 4 virtual server for each Kubernetes service of type: LoadBalancer

e 2 layer 7 global virtual servers for Kubernetes pod ingress resources (HTTP and HTTPS)

e 1globalvirtual server for the PKS API

To determine the maximum number of load balancers per Edge Cluster, multiply the maximum number of load balancers for the Edge
Node type by the number of Edge Nodes and divide by 2. For example, with 10 large VM Edge Nodes in an Edge Cluster, you can have
up to 200 small load balancerinstances (40 x 10/2), or up to 20 medium LB instances (4 x 10/2). See Scaling Load Balancer
Resources ' in the NSX-T Data Center documentation for more information.
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Note: Because of the load balancer requirements for Enterprise PKS, you cannot use the small Edge Node VM because this

form factor does not support a sufficient number of virtual servers. You must install either a medium or large size Edge Node

VM or the bare metal Edge Node for Enterprise PKS.

Install a Medium or Large NSX Edge Node VM Using the vSphere Client

The NSX Edge Node VM is provided as an OVA file named the NSX Edge VM that you import into your vSphere environment and

configure.

Complete the following steps to install a medium or large NSX Edge Node VM using the vSphere Client. To install an NSX Edge Node VM

using the ovftool CLI, see the NSX-T Data Center documentation &

Note: Repeat the deployment and verification process for each NSX Edge Node you intend to use for Enterprise PKS.

1. Locate the NSX-T Data Center OVA file and download it to your local machine, for example nsx-edge-VERSION.ova

2. Login to vCenter using the vSphere Client.

3. Inthe vSphere Client, select the Resource Pool where you want to install NSX-T Data Center.

4. Right-click and select Deploy OVF Template to start the installation wizard.

vm  vSphere Client Menu v

8 9 [h Datacenter | actionsw

M - o IER—
v [ Cluste
[ 101 1 AddHost

4
Machines: 4

0 10% g new Cuuster
@ 101
Qo New Foier

£ nsx; Distributed Switch
5 nsx
5 nex

- tom Attributes
@ vm| 13 Depioy OVF Template Custom Attribute

Aibute Value
Storage @.

Edit Default VM Compatibility.

1 New Virtual Machine.

#2 Migrate VMs to Another Net.
Move To.
Rename.
Tags & Custom Attributes
Edit
Add Permission.
Alarms *| Update Manager
Delete
x Host Baseline Compliance @ Compliant (checked 3 hours ago)

Update Manage:

CHECK COMPLIANCE PRE-CHECK REMEDIATION

v 3101 42 Summary ~ Monitor  Configure ~ Permissions ~ Hosts & Clusters ~ VMs  Datastores

Precheck Remediation State ® Remediation status unknown (never checked)

Updates

Tags

Assigned Tag Category

Assign.

5. Atthe Select an OVF template screen:

o

Select the Local file option
Click Choose Files

o

o

Navigate to where you downloaded the OVA file and select it
Click Next

o
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Deploy OVF Template

1 Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 Select storage

6 Ready to complete

Select an OVF template
Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a
location accessible from your computer, such as a local hard drive, a network share, or a
CD/DVD drive.

“ URL

® Local file

Choose Files |nsx-edge-2.41.0.0.13716583.0va

CANMNCEL

6. Atthe Select a name and folderscreen:

o Enter a name for the NSX Edge VM, such as nsx-edge-1
o Select the Datacenter for the VM deployment

o Click Next
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Deploy OVF Template

+ 15Select an OVF template
3 Select a compute resource
4 Review details
5 Select storage

6 Ready to complete

Select a name and folder
Specify a unigue name and target location

Virtual machine name:  nsx-edge-|

Select a location for the virtual machine.

v (3 10. 142
> Datacenter

7. Atthe Select a compute resource screen:

o Select the infra resource pool where the NSX Edge VM will be deployed

o Click Next
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Deploy OVF Template

+ 1Select an OVF template Select a compute resource

" 2 Select a name and folder Select the destination compute resource for this operation

3 Select a compute resource

s [H Datacenter
v [ Cluster
& 1o
& w0
& 1o
& w0
> @ Infra

=

B M

Compatibility

v Compatibility checks succeeded

CANCEL

BACK

8. Atthe Review details screen, verify the OVF template details and click Next.
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Deploy OVF Template

+ 1Select an OVF template i\. The OVF package contains advanced configuration options, which might pose a
security risk. Review the advanced configuration options below. Click next to

2 Select a name and folder
v accept the advanced configuration options.

+ 3 Select a compute resource

4 Review details

5 Configuration Publisher WMwarel, Inc. (Trusted certificate)
6 Select storage Product nsx-edge
7 Select networks
8 Customize template e Ion 2410
9 Ready to complete Vendor VMware. Inc
Download size 805.1MB
Size on disk 2.2 GB (thin provisioned)

200.0 GB (thick provisioned)

Extra configuration time.synchronize.tools.startup = false
ethernet3.ctxPerDev =1
isolation.tools vmxDnDVersionGet disable = true
RemoteDisplay maxConnections =1
time.synchronize restore = false
time. synchronize shrink = false
ethernet2 ctxPerDev =1
isolation.tools diskShrink. disable = true
isolation tocls. memSchedrFakeSampleStats disable = true
ethernetd.ctxPerDev =1
isolation tools guestDnDVersionSet disable = true
isolation.tools.unity Active disable = true

ethernetl.ctxPerDev =1
CANCEL BACK

9. Atthe Configuration screen, select either Medium or Large size VM and click Next.

Warning: You must select either Medium or Large size Edge Node VM. See About Deploying NSX-T Edge Nodes
for Enterprise PKS.
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Deploy OVF Template

+ 15elect an OVF template Configuration

« 2 Select a name and folder Select a deployment configuration

+ 3 Select a compute resource

+ 4 Review details = Small
5 Configuration
- '~ Medium
6 Select storage
7 Select networks i®] Large

8 Customize template

9 Ready to complete

3 ltems

10. Atthe Select storage screen:

Description

This configuration reguires
the following: * 8 wvCPU *
32GB RAM * 200GB
Storage * WM hardware
version 11 ar greater

(vEphere ©.0 or greater)

CANCEL BACK

o Select the vsanDatastore if you are using vSAN, or a dedicated datastore if you are not using vSAN

o Click Next

Copyright © 2020 VMware, Inc. All Rights Reserved. 265

1.6



vmware Tanzu Docs

Deploy OVF Template

+ 15elect an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuratio

+ 3 Select a compute resource

+ 4 Review details [ ]

+ 5 Configuration

6 Select storage

7 Select networks

Select virtual disk format:

WM Storage Policy:

n and disk files

vSAMN Default Storage Policy

'

& Customize template Name Capacity Provisioned Free
29 Ready to complete 4 Storage Compatibility: Compatible
& vsanDatastore 349TB 978.29 GB 3287B
4 Storage Compatibility: Incompatible
& datastore 216 GB 32277 GB 20983 GB
.:J datastore1 (1) 216 GB G617 GB 209.23 GE
& datastorel (2) 88675 GB 618 GB 82057 GB
:' datastorel (3) B886.75 GBE 618 GB 88057 GB
B datastore2 216 GB 141GB 21459 GB
= datastore2 )] 216 GB 141 GB 21459 GB
b
Compatibility
+ Compatibility checks succeeded.
CANCEL

11. Atthe Select networks screen, select the Destination Network for each of the Source Networks. Be sure to connect the vNICs

of the NSX Edge VM to an appropriate PortGroup for your environment.

o Network 0: For management purposes. Connect the first Edge interface to your environment’s PortGroup/VLAN where your

Edge Management IP can route and communicate with the NSX Manager.
o Network 1: For TEP (Tunnel End Point). Connect the second Edge interface to your environment’s PortGroup/VLAN where

your GENEVE VTEPs can route and communicate with each other. Your VTEP CIDR should be routable to this PortGroup.

o Network 2: For uplink connectivity to external physical router. Connect the third Edge interface to your environment’s

PortGroup/VLAN where your TO uplink interface is located.
o Network 3: Unused (select any port group)
o Click Next
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Deploy OVF Template

15elect an OVF template Select networks
2 Select a name and folder Select a destination network for each source network.

3 Select a compute resource

W
L
L'y
+ 4 Review details
v
v

Source Metwork T Destination Network T
5 Configuration Metwork 3 WLAN-1061
6 Select storage Network 2 VLAN-1060
Network 1 VLAN-060
8 Customize template Network O VLAN-1060
9 Ready to complete 4 tems

IP Allocation Settings
IP allocation: Static - Manual

IP protocol: 1Pyd

CANCEL BACK

12. Atthe Customize Template screen, configure the following settings:

o System Root User Password (must comply with password strength restrictions &)
o CLI “admin” User Password (must comply with password strength restrictions)

o CLI “audit” User Password (must comply with password strength restrictions)

o Hostname: for the NSX Edge VM, such as nsx-edge-1

o Default IPv4 Gateway: The default gateway for the NSX Manager VM

o Management Network IPv4 Address: The IPv4 address for the first network interface
o Management Network Netmask: The netmask for the first interface

o DNS Server List: One or more DNS servers (space-separated if multiple)

o NTP Server List: One or more NTP servers (space-separated if multiple)

o Enable SSH: Select Enable SSH (by default this option is disabled for security reasons)
o Allow root SSH logins: Enable this option to (by default this option is disabled for security reasons)
o Click Next
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Deploy OVF Template

15Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration

L4

W

v

+ 4 Review details
Y

+ 6 Select storage
W

7 Select networks

8 Customize template

9 Ready to complete

~ Application 12 settings

System Root User Password

The password for root user for this WM. Please follow the password complexity rule as below: - Min of 12 characters - >=1
lower case letter - >=1 upper case letter - >=1 number digit - >=1 special char - At least five different characters - Mo dictionary
words - No palindromes - No monotonic character sequence (more than 4 monotonic characters are not allowed) NOTE:
Password strength validation will occur during VM boot. If the password does not meet the above criteria then login as root

user for the change password prompt to appear

Password

Confirm Password

CLI "admin" User Password

The password for default CLI user for this VM. Please follow the password complexity rule as below: - Min of 12 characters -
==1 lower case lefter - =1 upper case letier - *=1 number digit - =1 special char - At least five different characiers - No
dicticnary words - Mo palindremes - No menetenic character sequence (more than 4 monotonic characters are not allowed)
MNOTE: Password strength validation will occur during WM boot. If the password does not meet the above criteria then login as

admin user for the change password prompt to appear.

Password

Confirm Password

CLI "audit" User Password

The password for audit CLI user for this WM. Please follow the password complexity rule as below: - Min of 12 characters - ==1

Iower case letter - >=1 unner case letter - >=1 numher diait - >=1 anecial char - At least five different characters - No dictinnarns

CANCEL

NEXT

-

Deploy OVF Template

1Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration

,,
,,

v

+ 4 Review details
o

+ 6 Select storage
o

7 Select networks

8 Customize template

9 Ready to complete

Optional parameters For internal use only.

~ Network properties 8 settings
Hostname

The hostname for this WM. NOTE: Underscores in hostname are not allowed. If hostname contains underscore, then the

appliance gets deployed with 'localhost’ as hostname.

nsx-edge-1

Default IPv4 Gateway The default gateway for this WM.

10. 53

Management Netwaork IPv4 Address The IPv4 Address for the first interface

100 el G

The netmask for the first interface.

255 0 %

The TCP port for VMC host agent connection.

Management Network Netmask

TCP port for VMC host agent connection

WMC Host Agent IPv4 Subnet The IPv4 Subnet for VMC host agent.

CANCEL

NEXT
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Deploy OVF Template

+ 15elect an OVF template

+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review details

+ 5 Configuration

+ 6 Select storage

v

7 Select networks

Y4 8 Customize template

9 Ready to complete

Customize template

Customize the deployment properties of this software solution.

‘ @ All properties have valid values

» Application

» MNetwork properties

~ DNS

DMS Server list

Domain Search List

» Services Configuration

12 settings

8 settings

2 settings

The space separated DMNS server list for this VM
(wvalid only if an IPv4 address is specified for the

first interface).

The space separated domain search list for this WM
(walid only if an IPv4 address is specified for the

first interface).

3 settings

CAMCEL BACK || NEXT
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Deploy OVF Template

1 Select an OVF template
2 Select a name and folder

3 Select a compute resource

5 Configuration

v

v

W

+ 4 Review details
v

+ 6 Select storage
W

7 Select networks

*d 8 Customize template

9 Ready to complete

Customize template

Customize the deployment properties of this software solution.

| ) Al properties have valid values

Application

Metwork properties

DNS

Services Configuration

NTP Server List

Enable S5H

Allow root SSH logins

12 settings
8 settings
2 settings
3 settings
The NTP server list{space separated) for this WM.

107 34

Enabling 55H service is not recommended for
security reasons.

Ld

Allowing root SSH logins is not recommended for
security reasons

[«

CANCEL BACK

13. Atthe Ready to complete screen:

o Verify that the OVF template specification is accurate

o Click Finish to begin the installation. The installation will approximately 10 minutes to complete

14. Use the Recent Tasks panel at the bottom of the vCenter screen to view the progress of the OVA deployment.

15. Repeat this process for nsx-edge-2 and for each additional NSX Edge Node you intend to use for Enterprise PKS.
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Deploy OVF Template

v 15Select an OVF template Select a name and folder

_ Specify a2 unique name and target location

3 Select a compute resource
Virtual machine name:  nsx-edge-2

4 Review details
5 Select storage

6 Ready to complete Select a location for the virtual machine.

v @10 12
> [Ef Datacenter

CANCEL

Verify NSX Edge Node VM Installation

See Verify NSX VM Deployment for Enterprise PKS &.

Next Step

See Join Each NSX Edge Node with the Management Plane

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Join NSX Edge Nodes with the Management Plane for Enterprise PKS

In this topic

Prerequisites

About Joining NSX Edge Nodes with the NSX Management Plane
Join NSX Edge Nodes with the NSX-T Management Plane

Verify NSX Edge Node Registration with the NSX Management Plane
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for joining NSX-T Edge Nodes with the NSX-T Management Plane.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Joining NSX Edge Nodes with the NSX Management Plane

Joining NSX Edges with the management plane ensures that the NSX Manager and NSX Edges can communicate with each other. For
more information, see Join NSX Edge with the Management Plane ' in the NSX-T Data Center documentation.

Join NSX Edge Nodes with the NSX-T Management Plane
To register an Edge Node with NSX Manager, complete the following procedure:

1. Open an SSH session to one of the NSX-T Manager VMs, such as nsx-manager-1

o Forexample, if you are using Unix: ssh admin@IP_ADDRESS_OF_NSX_ MANAGER-1
o Ifyou are using Windows, use Putty to SSH to the NSX-T Manager node

2. Open another SSH session to the target NSX Edge Node VM, such as nsx-edge-1

3. Onthe NSX-T Manager appliance, run the command gt certificate api thumbprint

The command output is a string of alphanumeric numbers that is unique to this NSX Manager. For example:

nsx-manager-1> get certificate api thumbprint
120a129d533601a6513abb...924210243d6d6bce8f8f0d84d66d

4. Onthe NSX-T Edge Node VM, run the following command to register the Edge Node with the NSX Management Plane.
join management-plane <nsx-manager-ip-address> username <username> thumbprint <nsx-manager-api-thumbprint>

For example:

join management-plane 10.197.79.143 username admin thumbprint 120a129d533601a6...210243d6d6bce88f0d84d66d
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5. When prompted, enter the admin password for the NSX-T Manager.

6. Verify that you see the following output, indicating that the NSX Edge Node is successfully registered.

Node successfully registered as Fabric Node: 2a8xYdec-aXa7-11x9-9063-0050512345f11

7. Repeat this join procedure for each NSX Edge Node you have installed for Enterprise PKS.

Verify NSX Edge Node Registration with the NSX Management Plane
To verify Edge Node registration with NSX Manager:

1. Verify Edge Node registration by running the command get managers on the NSX Edge Node.
You should see that the Edge Node is connected to one of the NSX Manager nodes. For example:

nsx-edge-1> get managers

- 10.XXX.XX.144 Standby

- 10.XXX.XX.145 Connected
- 10.XXX.XX.143 Standby

2. In NSX Manager, select the page System > Fabric > Nodes > Edge Transport Nodes.
You should see each registered Edge Node.

Note: Initially the “Configuration State” is yellow because the Edge Nodes are not configured a NSX-T Transport Nodes.
This is done later in the process.

3. Repeat this verification procedure for each NSX Edge Node you are deploying for Enterprise PKS.

Next Step

See Enable Repository Service on Each NSX Manager Node

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Enable NSX Repository Service for VIB Installs

In this topic
Prerequisites
About VIBs

Enable Repository Service on Each NSX-T Manager Node
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for enabling VIB installs from the NSX Manager repository service.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About VIBs

VIB stands for vSphere Installation Bundle. AVIB is a collection of files packaged into a single archive to facilitate software distribution
for vSphere hosts, similar to a tarball or ZIP archive for other operating systems.

VIB packages are installed on ESXi hosts. To enable VIB installations from the NSX-T Manager repository, the repository service needs
to be enabled on each NSX-T Manager node.

Enable Repository Service on Each NSX-T Manager Node

To enable VIB installation from the NSX Manager repository, the repository service needs to be be enabled in NSX Manager.
1. Open an SSH session to one of the NSX-T Manager VMs, such as nsx-manager-1

o Forexample, if you are using Unix: ssh admin@IP_ADDRESS_OF_NSX_ MANAGER-1
o If you are using Windows, use Putty to SSH to the NSX-T Manager node

2. Enable the repository service by running the following command:

nsx-manager- 1> set service install-upgrade enable

3. Repeat this procedure for each NSX Manager node you are deploying for Enterprise PKS.
For example:

nsx-manager-2> set service install-upgrade enable

nsx-manager-3> set service install-upgrade enable
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Next Step

See Create an IP Pool for Tunnel Endpoint IP Addresses

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create TEP IP Pool

In this topic
Prerequisites

About TEPs

Create TEP IP Pool

Verify TEP IP Pool Creation
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for creating an IP pool for tunnel endpoints (TEPs).

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About TEPs

Tunnel endpoints (TEPs) are the source and destination IP addresses used in the external IP header to identify the ESXi hosts that
originate and end the NSX-T encapsulation of overlay frames. You can use DHCP or manually configured IP pools for TEP addresses.
The TEP addresses do not need to be routable. so you can use any random IP addressing scheme you want. For more information, see
Tunnel Endpoint IP Addresses @'in the NSX-T Data Center documentation.

Create TEP IP Pool

To create the TEP IP Pool, complete the following procedure:
1. In NSX Manager, select Advanced Networking & Security> Inventory > Groups > IP Pools > Add.
2. Enterthe IP pool details.

e Name: TEP-ESXi-POOL , for example

e Description (optional)

o |P Ranges: Enter the IP allocation ranges, for example 192.168.200.100 - 192.168.200.115
o Gateway: 23.23.23.254 ,forexample

e CIDR: Enter the Network address in a CIDR notation, for example 192.168.200.0/24

e DNS Servers (optional): Comma-separated list of DNS servers, such as 192.168.66.10

e DNS Suffix (optional): Such as corp.local
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Add New IP Pool @ x
Name* TEP-ESXI-POOL
Description Navigate to Advanced Neworking & Securlty tab, select Groups = IP Pools = Add New IP Pool
The IP addresses are not fputable, so you can use anything you want |
Subnets
+ ADD T[] DELETE
IP Ranges * Gateway CIDR * DNS servers DNSs suffix
23.23.231 - 23232310 23.23.23.254 23.23.23.0/24 23.23.23.254 corp.local
=
Note: TEP addresses do not need to be publicly routable.
Verify TEP IP Pool Creation
To verify TEP IP Pool configuration, complete the following steps:
1. In NSX Manager, select Advanced Networking & Security> Inventory > Groups > IP Pools.
2. Verify that the TEP IP Pool you created is present.
1.6
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Home Networking Security nventory Tools System Advanced Networking & Security

«
Groups IP Sets P Pools MAC Sets IP Pool "TEP-ESXI-POOL" was successfully created. x

@ Networking v
+ADD ZEDIT {8 ACTIONS ~

Switching

IP Pools D Subnets Allocations

Routers

SI_Destination_IP_Pool 4ef7..45c4 1 0 of 248

NAT

o oo

SI_Service_Chain_ID_IP_Pool fb20...59ed 1 0 of 1022
DHCP

]

SI_Source_IP_Pool 2121...0e2e 1 O of 248
IPAM

]

TEP-ESXI-POOL 36f5..e863 1 0of10

Load Balancing

O Ssecurity >

E: Partner Services

£ Tools v
Port Connection
Traceflow
Port Mirroring Session
IPFIX

& Inventory =

Groups

Services I}

Context Profiles

Virtual Machines

@ COLUMNS | 3 REFRESH Last Updated: A Few Seconds Ago 1-4 of 41P Peols

Next Step

See Create Overlay and VLAN Transport Zones

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create Transport Zones

In this topic

Prerequisites

About Transport Zones

Create Overlay Transport Zone
Create VLAN Transport Zone
Verify Transport Zone Creation
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for creating transport zones for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Transport Zones

In NSX-T Data Center, a transport zone (TZ) is a logical construct that controls which hosts a logical switch can reach. A transport zone
defines a collection of hosts that can communicate with each other across a physical network infrastructure. This communication
happens over one or more interfaces defined as Virtual Tunnel Endpoints (VTEPs).

There are two types of transport zones: Overlay and VLAN. An overlay transport zone is used by ESXi host transport nodes and NSX-T
Edge Nodes. When an ESXi host or NSX-T Edge transport node is added to an Overlay transport zone, an N-VDS is installed on the ESXi
host or NSX Edge Node. The VLAN transport zone is used by NSX-T Edge Nodes and ESXi host transport nodes for its VLAN uplinks.
When an NSX-T Edge Node is added to a VLAN transport zone, a VLAN N-VDS is installed on the NSX-T Edge Node.

For more information, see Transport Zones & in the NSX-T Data Center documentation.

Create Overlay Transport Zone

Create an Overlay Transport Zone ( TZ-OVERLAY ) for PKS control plane services and Kubernetes clusters overlay networks associated
with associated with VDS hostswitchl .

1. In NSX Manager, select System > Fabric > Transport Zones > Add.
2. Enter a Name for the transport zone, such as TZ-OVERLAY |
3. Entera N-VDS Name, such as hostswitchl

4. Select a Host Membership Criteria (N-VDS mode): Standard or Enhanced Datapath.

Note: In enhanced mode, only specific NIC configurations are supported (ESXi hosts v6.7+), and you must ensure that
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you configure the supported NICs. Refer to the NSX-T Data Center documentation for more information.

5. For Traffic Type, select Overlay.

6. (Optional) Enter one or more uplink teaming policy names.

7. Click Add.

Mame*

Description

MN-VDS Mame*

Host Membership
Criteria

Traffic Type

Uplink Teaming
Policy Mames

New Transport Zone

TZ-OVERLAY

@
X

hostswitchl

© sStandard (For all hosts)

) Enhanced Datapath (For ESXi hosts with version 6.7 or above)

© Overlay

O VLAN

CANCEL

Create VLAN Transport Zone

Create the VLAN Transport Zone ( TZ-VLAN ) for NSX Edge Node uplinks (ingress/egress) for Kubernetes clusters associated with VDS

hostswitch2 .

1. In NSX Manager, select System > Fabric > Transport Zones > Add.

2. Enter a Name for the transport zone, such as TZ-VLAN |

3. Enter N-VDS Name, such as hostswitch2

4. Select a Host Membership Criteria (N-VDS mode): Standard or Enhanced Datapath.

Note: In enhanced mode, only specific NIC configurations are supported (ESXi hosts v6.7+), and you must ensure that

you configure the supported NICs. Refer to the NSX-T Data Center documentation for more information.

5. For Traffic Type, select VLAN.
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6. (Optional) Enter one or more uplink teaming policy names.

7. Click Add.

Name*

Description

N-VDS MName*

Host Membership
Criteria

Traffic Type

Uplink Teaming
Policy Names

New Transport Zone

TZ-MLAN

@

hostswitch2

© sStandard (For all hosts)

() Enhanced Datapath (For ESXi hosts with version 6.7 or above)

) Overlay

O VLAN

CANCEL

Verify Transport Zone Creation

To verify transport zone creation:

1. In NSX-T Manager select System > Fabric > Transport Zones.

2. Verify that you see the TZ-OVERLAY and TZ-VLAN transport zones you created:
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Home Networking Security nventory Tools System Advanced Networking & Security

«
Transport Zones Transport Zone "TZ-VLAN" was successfully created. x

SO + ADD PEDIT [ DELETE {3 ACTIONS ~

B Get started O  Transport Zone ID Traffic Type N-VDs Name status

Q Fabric hd TZ-OVERLAY bd35..23ae Overlay hostswitchl » Unknown
Nodes O TZ-VLAN 8954..3cf4 VLAN hostswitch2 # Unknown
Profiles

Transport Zones
Compute Managers
& Service Deployments
£ Active Directory
& Users
£ Backup & Restore %
& Upgrade
‘5, Migrate
ER Licenses
Eq Certificates
& Support Bundle

[E Customer Program

[ COLUMNS | (J REFRESH Last Updated: A Few Seconds Ago

View

Host Membership Criterl; Where Used
Standard Where Used

Standard Where Used

1-2 of 2 Transport Zones

View a larger version of this image.

Next Step

Create Edge Node Uplink Profile

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback@pivotal.io.
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Create an Uplink Profile

In this topic

Prerequisites

About Uplink Profiles

Create Uplink Profile for Edge Nodes
Verify Uplink Profile Creation

Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for creating an NSX-T uplink profile for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Uplink Profiles

An uplink profile defines policies for the uplinks from ESXi hosts to NSX-T logical switches. For more information, see Uplink Profile &
in the NSX-T Data Center documentation.

Create Uplink Profile for Edge Nodes

Complete the following steps to create an uplink profile:

1. In NSX-T Manager, select System > Fabric > Profiles > Uplink Profiles > Add.
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Home Networking Security nventory Tools System Advanced Networking & Security -
« Uplink Profiles NIOC Profiles Edge Cluster Profiles Edge Bridge Profiles Configuration Transport Node Profiles
Overview
+ ADD PEDIT [ DELETE B} ACTIONS v
1 Get started @
Uplink Profile D Teaming Policy Active Uplinks Standby Uplinks Transport VLAN MTU
il Fabric e O nsx-default-uplink-hostswitch-profile 0a26...dcof Failover Order uplink-1 uplink-2 o Using global MTU
Nodes O nsx-edge-lag-uplink-profile c352...5f3f Failover Order lag o Using global MTU
profiles O nsx-edge-multiple-vieps-uplink-profile ce82..107 Load balance sou... uplink-1,uplink-2 o] Using global MTU
Transport Zones [J  nsx-edge-single-nic-uplink-profile cf32..e3bc Failover Order uplink-1 o Using global MTU
Compute Managers
& Service Deployments
£ Active Directory
& Users
£ Backup & Restore
e Upgrade
‘5, Migrate
ER Licenses
Eq Certificates
& Support Bundle
[E Customer Program
O COLUMNS | 5 REFRESH Last Updated: A Few Seconds Ago 1- 4 of 4 Uplink Profilas
2. Enter a Name for the new uplink profile, such as edge-uplink-profile
3. Enter the MTU value. The uplink profile MTU default value is 1600.
4. Click Add.
New Uplink Profile @ %
Name* edge-uplink-profile
Description Navigate to System > Profiles > Uplink Profiles and click Add.
LAGs
+ ADD
0 Name* LACP Mode LACP Load Balancing * Uplinks * LACP Time Qut
Teamings
+ ADD = CLONE
Name * Teaming Policy * Active Uplinks* standby Uplinks
[Default Teaming] Failover Order uplink-1

Transport VLAN

o]

Active uplinks and Standby uplinks are user defined labels. These labels will be used to associate with the Physical NICs while adding Transport Nodes.

<>

MTU @

1600

<>
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Verify Uplink Profile Creation
To verify Uplink Profile creation:
1. In NSX-T Manager, select System > Fabric > Profiles > Uplink Profiles.

2. Verify that you see the Edge Node uplink profile you created:

admin

Home Networking ~ Security  Inventory  Tools  System Advanced Networking & Security

« Uplink Profiles NIOC Profiles Edge Cluster Profiles Edge Bridge Profiles Configuration Transport Node Profiles

Overview

+ aDD {0} ACTIONS ~
1 Get Started
O Uplink Profile D Teaming Policy Active Uplinks standby Uplinks Transport VLAN MTU
) (i e 0O  edge-uplink-profile d6ea..egea Failover Order uplink-1 o 1600
Nodes O  nsx-default-uplink-hostswitch-profile 0a26...dcof Failover Order uplink-1 uplink-2 0 Using global MTU
Profiles 0  nsx-edge-lag-uplink-profile €352, 5f3f Failover Order lag o Using global MTU
Transport Zones O  nsx-edge-multiple-vteps-uplink-profile ces2.1107 Load balance source uplink-1.uplink-2 o Using global MTU
Compute Managers J  nsx-edge-single-nic-uplink-profile cf32..e3bc Failover Order uplink-1 o Using global MTU

& Service Deployments

EJ Active Directory

& Users

& Backup & Restore

e Upgrade

G, Migrate

[= Licenses

R Certificates %
© Support Bundle

B Customer Program

Next Step

Configure Edge Nodes as NSX Transport Nodes

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create Edge Transport Nodes

In this topic

Prerequisites

About Transport Nodes

Configure Each Edge Node as as Transport Node
Verify Edge Transport Node Configuration

Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for configuring Edge Transport Nodes for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Transport Nodes

In NSX-T transport nodes are the hosts running the local control plane daemons and forwarding engines implementing the NSX-T data
plane. A transport node runs a NSX-T Virtual Distributed Switch (N-VDS) that is responsible for switching packets according to the
configuration of available network services.

A host can serve as a transport node if it contains at least one NSX-T-managed virtual distributed switch (N-VDS). When you create a
host transport node and then add the node to a transport zone, NSX-T Data Center installs an N-VDS on the host. For each transport
zone that the host belongs to, a separate N-VDS is installed. The N-VDS is used for attaching VMs to NSX-T Data Center logical switches
and for creating NSX-T Data Center logical router uplinks and downlinks.

In this portion of the NSX-T installation for Enterprise PKS, you create NSX Edge Transport Nodes that allow Edge Nodes to exchange
virtual network traffic with other nodes. You add both the VLAN and OVERLAY NSX Transport Zones to the NSX Edge Transport Nodes
and confirm NSX-T Manager connectivity.

We will use the MAC addresses of the Edge VM interfaces to deploy the virtual NSX Edges:

e Connect the OVERLAY N-VDS to the vNIC ( fp-eth# ) that matches the MAC address of the second NIC from your deployed Edge VM.

e Connect the VLAN N-VDS to the vNIC ( fp-eth# ) that matches the MAC address of the third NIC from your deployed Edge VM.

For more information, see NSX Edge Transport Node & in the NSX-T Data Center documentation.

Configure Each Edge Node as as Transport Node

To create an Edge Transport Node for Enterprise PKS, complete the following steps.

Note: Perform this procedure for each Edge Node pair you deploy for Enterprise PKS.
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1. Log in to NSX Manager at https://VIP_ADDRESS OF NSX MANAGEMENT CLUSTER |
2. Goto System > Fabric > Nodes > Edge Transport Nodes

3. Verify that you see both of the NSX-T Edge Nodes you have installed.

4. Click the Configure link in Configuration State column for the first Edge Node.

admin

Home Networking Security Inventory Tools System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
Overview L ADD EDGE VM & ACTIONS v View  All ~
£ Get Started O  Edge D D Type IP | Host  C sta Node Status Transport Zones  NSX Verslon N-VDs Edge Cluster Logcal Routers
[ Fabric v O  nsx-edge-1 2a86...5fT1 Virtual Machi..  10.197.79.146 Configure..  Not Available o 2.410.0.1371.. o o
Nodes 0 nsx-edge-2 b369...0c26 Virtual Machi..  10.197.79.147 c h:k here to configure NSX on this node 2.41.0.01371.. 0 0
Profiles

Transport Zones
Compute Managers
& Service Deployments
B3 Active Directory
& Users
& Backup & Restore
3 Upgrade
‘G, Migrate
[ Licenses
Eq Certificates

@ Support Bundle

[ Customer Program

5. Inthe General tab, configure the following:

o Name: Enter a name for the Edge Transport Node, such as nsx-edge-1-tn .
o Transport Zones: Select both Transport Zones: TZ-Overlay (Overlay) and TZ-VLAN (VLAN).
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Edit Edge Transport Node - nsx-edge-1 X

General * N-VDS =
IT

MName* nsx-edge-1-tn

Description

Transport Zones

Avallable (2) [0 selected (2)
2 Q
TZ-OVERLAY (Overlay) [J TZ-OVERLAY (Overlay)
TZ-VLAN (VLAN) D TZ-VLAM (WLAN)
1-2 of 2 records Max Limit: 10

Create Mew Transport Zone

CANCEL SAVE

6. Select the N-VDS tab.

7. Configure the distributed switch for the overlay network.

o Edge Switch Name: hostswitchl

o Associated Transport Zones: TzZ-OVERLAY
o Uplink Profile: edge-uplink-profile

o IP Assignment: Use 1P Pool

o |P Pool: TEP-ESXi-POOL

o Virtual NICs: uplink-1 and fp-eth0 (corresponds to Edge VM vnicl (second vnic))
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Edit Edge Transport Node - nsx-edge-1 X
General * N-VDS =

-— ADD N-VDS

~ New Node Switch

Edge Switch Name®* hostswiichl LV

Uplink Profile* edge-uplink-profile v

COR Create New Uplink Profile

IP Assignment* Use IP Pool v

IP Pool* TEP-ESXI-POOL ~

OR Create and Use a new IP Pool

Virtual NICs* uplink-1 v fp-ethQ LV

CANCEL | SAVE

8. Click Add N-VDS to add the second virtual distributed switch.

9. Configure the second transport node switch.

o Edge Switch Name: hostswitch2

o Associated Transport Zones: Tz-VLAN

o IP Assignment: leave blank

o Uplink Profile: edge-uplink-profile

o Virtual NICs: uplink-1 and fp-ethl (corresponds to Edge VM vnic2 (third vnic))
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Edit Edge Transport Node - nsx-edge-1 x

General * N-VDS =

-— ADD N-VDS

» hostswitchl DELETE

v hostswitch2 DELETE
Edge Switch Mame* hostswitch2 v

Uplink Profile* edge-uplink-profile ~

OR Create New Uplink Profile

Virtual MICs* uplink-1 LV fp-ethl v

| CANCEL ‘

10. Click Save. You should see that the Configuration Stateis Success and the Node Status is initially Up .

admin

Home Networking Security Inventory Tools System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
overview = . i
-+ ADD EDGE VM PEDIT [ DELETE {8} ACTIONS v View Al v
L Get Started O  Edge © D D Type P Host € Sta Node Status Transport Zones = NSX Verslon N-VDS Edge Cluster | Loglcal Routers
[ Fabric v - nsx-edge-ltn  2a86..5f1 Virtual Machi..  10.197.79.146 = Success «Up@ TZ-OVERLAY  2.41.0.01371. 2 0
TZ-VLAN
Nodes
nsx-edge-2 5369..0c26 Virtual Machi..  10197.79.147 Configure..  Not Available o 2.41.0.0.1371... o o
Profiles

Transport Zones
Compute Managers

& Service Deployments

B3 Active Directory

& Users

& Backup & Restore %

& Upgrade

G, Migrate

[Ed Licenses

[ER Certificates

) Support Bundle

Customer Program
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11. Repeat this procedure for the second Edge Transport Node.

Edit Edge Transport Node - nsx-edge-2

General * N-VDS =

MName* Dsx-edge-2-in

Description

Transport Zones

(J Avallable (2) (0 selected (2)
2 Q
TZ-OVERLAY (Overlay) [[] TZ-OVERLAY (Overlay)
TZ-VLAM (WVLAN) |:| TZ-VLAM (WLAN)
1-2 of 2 records Max Limit: 10

Create Mew Transport Zone

CANCEL
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General * N-VDS =

+— ADD N-VDS

~ MNew Node Switch

Edge Switch Mame* hostswitchl w

Edit Edge Transport Node - nsx-edge-2

Uplink Profile * edge-uplink-profile w
OR Create New Uplink Proflle
IP Assignment * Use IP Pool w
IP Pool* TEP-ESXI-POOL v
OR Create and Use a new IP Pool
Virtual NICs* uplink-1 v  [p-ethQ v

CANCEL
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Edit Edge Transport Node - nsx-edge-2 X

General * N-WVDS =

+— ADD MN-VDS

> hostswitchl DELETE

~ New Node Switch DELETE
Edge Switch Name®* hosiswlich2 v

Uplink Profile* edge-uplnk-profile v

OR Create Mew Uplink Proflle

Virtual NICs* uplink-1 ~  fp-ethl w

‘ CANCEL |

admin

Home Networking Security Inventory Tools Advanced Networking & Security

&« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

@ Overview

-+ ADD EDGE VM [ DELETE  {G} ACTIONS ~ View  All v
£ Get started Edge ™ D D Type IP | Host C Sta Node Status Transport Zones  NSX Version N-VDS Edge Cluster Loglcal Routers
[l Fabric v - nsx-edge--tn  2a86..5fM Virtual Machi..  10.197.79.146  Success e Up® TZ-OVERLAY  2.410.01371. 2 o

2
TZ-VLAN
Nodes
nsx-edge-2-in  D369..0c26 Virtual Machi..  10.197.79.147 » Success s Up@ TZ-OVERLAY  2.41.0.0.1371. 2 0
Profiles Y

Transport Zones
Compute Managers

& Service Deployments

£ Active Directory %
& Users

e Backup & Restore
e Upgrade

‘G, Migrate

Eq Licenses

Eq Certificates

® Support Bundle

[E Customer Program

Verify Edge Transport Node Configuration
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To verify the configuration of each Edge Transport Node, complete the following steps:
1. In NSX-T Manager, select System > Fabric > Nodes > Edge Transport Nodes

2. Forthe first Edge Transport Node:

o Verify that the Configuration Stateis success .
o Verify that the Node Status is Degraded, which is expected because there is no traffic yet.

Home Networking Security Inventory Tools System Advanced Networking & Security

« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

Overview view

+ ADD EDGE VM /PEDIT [l DELETE 4G} ACTIONS v

v

El Get Started O | Edge + D Deployment Type Management [P Host Configuration State Node Status Transport Zones  NSX Version N-VDs
[ Fabric v o) TSI ARSI MDRESL  WRIAD  EEDeE o Smes » Degraded @  TZ-OVERLAY  2.410.0.13716583
v
TZ-VLAN
Nodes
nsx-edge-2-tn  b369..0c.  Virtual Machi.  10.197.79.147 1019714552 e Success o Degraded @  TZ-OVERLAY  2.41.0.0.13716583
Profiles - AN

Loglcal Routers

1

1

3. Click the Information icon in the Node Status column for the first Edge Node.

4. Verify that Manager Connectivity, Controller Connectivity, and Tunnel Status are UP for the selected Edge Transport Node.

Note: The PNIC/Bond Status is expected to be Degraded. It will change when you will have traffic over the tunnel.

Transport Node Status - nsx-edge-... X
Manager Connectivity s Up

Controller Connectivity s Up

PMIC/Bond Status # Degraded

Tunnel Status s Up

MORE INFO

5. Repeat this verification process for the second Edge Transport Node.

Next Step

See Create Edge Cluster.

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create Edge Cluster

In this topic

Prerequisites

About Edge Clusters

Create Edge Cluster

Verify Edge Cluster Creation
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for creating an NSX-T Edge Cluster for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Edge Clusters

In NSX-T Data Center, an Edge Cluster is a logical boundary for resourcing. Having a multi-node cluster of NSX-T Edge Nodes helps
ensure that at least one NSX Edge is always available. To create a Tier-0 logical router or a Tier-1 router with stateful services such as
NAT, a traffic load balancer, and other virtual network objects, you must associate them with an NSX Edge cluster.

An Edge Cluster can have a maximum of 10 Edge Nodes. If the provisioning requires more Edge Nodes than what a single Edge Cluster
can support, multiple Edge Clusters must be deployed. An NSX-T Edge Transport Node can be added to only one NSX-T Edge cluster.
After creating the NSX-T Edge cluster, you can later edit it to add additional NSX-T Edge Nodes. An NSX-T Edge cluster can be used to
back multiple logical routers.

For more information, see Edge Clusters &'in the NSX-T Data Center documentation.

Create Edge Cluster
Create an NSX Edge Cluster and add each Edge Transport Node to the Edge Cluster by completing the following procedure:

1. In NSX Manager, select System > Fabric > Nodes > Edge Clustersand click Add.
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admin

Home Networking Security Inventory Tools System Advanced Networking & Security

« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

Overview

+ apD {5 ACTIONS v Q, search
O Get Started
m] dge Cluster D Member Type Cluster Profile Edge Transport Nodes
B Fabric v
Nodes
Profiles

Transport Zones
Compute Managers
& Service Deployments
B Active Directory
& Users
&3 Backup & Restore
e Upgrade
‘G, Migrate
[ Licenses
[ Certificates
@ Support Bundle

B Customer Program

2. Configure the NSX Edge Cluster as follows:

Name: Enter the NSX Edge cluster a name.
Edge Cluster Profile: Select nsx-default-edge-high-availability-profile from the menu.
Transport Nodes > Member Type Select Edge Node from the menu.

From the Available column, select both NSX-T Edge Nodes and click the right-arrow to move them to the Selected column.
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CANCEL

Add Edge Cluster @ %
MName* edge-cluster
Description
Edge Cluster Profile  nsx-default-edge-high-avallabllity-profile W
Transport Nodes
Member Type Edge Mode w
[J Avallable (0) [0 selected (2)
=} =}
J nsx-edge-1-tn
[J nsx-edge-2-tn
Mo record

e Click Add.

Verify Edge Cluster Creation
To verify Edge Cluster creation, complete the following steps:
1. In NSX-T Manager, select System > Fabric > Nodes > Edge Clusters
2. Verify that you see the new Edge Cluster.

3. Select Edge Cluster > Related > Transport Nodes

Copyright © 2020 VMware, Inc. All Rights Reserved. 298

1.6



vmware Tanzu Docs

Home Networking Security Inventory Tools System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
Overview =
+ 2 m @ edge-cluster
B Get Started Edge Cluster
Overview Related «
B Fabric v edge-cluster > —
s Transport Nodes
v Summar
Nodes vy ;
Edge Cluster edge-criter
Profiles
D aaa91b5a-8e0b-4a21-alel-640e701dd039
Transport Zones Location
Description
Compute Managers
P g Member Type Edge Node
&' Service Deployments Cluster Profile nsx-default-edge-high-availability-profile

Edge Transport Nodes 2
B3 Active Directory

> Tags = MANAGE
& Users
& Backup & Restore
£ Upgrade
'S, Migrate
Ed Licenses
Ed Certificates

@ Support Bundle

Customer Program

4. Verify that both Edge Transport Nodes are members of the Edge Cluster.

Home Networking Security Inventory Tools System Advanced Networking & Security

« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

Overview .
+ £ W B~ edge-cluster
B Get Started Edge Cluster -
Overview Related
[ Fabric v edge-cluster > —
Transport Nodes
Nodes
§ Transport Node ([v]
Profiles
nsx-edge-1-tn 2a86...5M
Transport Zones
nsx-edge-2-tn b369...0c26

Compute Managers
&" Service Deployments
B3 Active Directory
& Users %
& Backup & Restore
) Upgrade
‘G, Migrate
[E4 Licenses
ERd Certificates
B Support Bundle

Customer Program

5. SSHto NSX Edge Node 1 and run the following commands to verify proper connectivity.
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nsx-edge-1> get vteps
nsx-edge-1> get host-switches
nsx-edge-1> get edge-cluster status
nsx-edge-1> get controller sessions

6. SSH to NSX Edge Node 2 and repeat the above commands to verify proper connectivity.

7. Getthe TEP IP addresses.

o Navigate to System > Fabric > Nodes > Edge Transport Nodes
o Select the Edge Transport Node, such as nsx-edge-1-tn .
o Select the Monitor tab.

8. Verify Edge-TN1 to Edge-TN2 connectivity (TEP to TEP).

nsx-edge-1> get logical-router
nsx-edge-1> vrf 0
nsx-edge-1(vrf)> ping TEP-IP-ADDRESS-EDGE-2

You should be able to ping Edge Transport Node 2 using the TEP address.

Next Step

See Create Tier-0 Logical Router.

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Create Tier-0 Logical Router

In this topic

Prerequisites
About Tier-0 Logical Routers

Create TO Router
Create VLAN Logical Switch (LS)

Create TO Router Instance
Create TO Router Ports for both Edge Transport Nodes
Add a Static Route

Verify TO Router Creation

Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for creating an NSX-T Tier-0 Logical Router for use with Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Tier-0 Logical Routers
In NSX-T Data Center, a Tier-0 logical router provides a gateway service between the logical and physical network.

There are several steps involved in the process of creating a Tier-0 router, summarized as follows. Detailed step-by-step instructions
are provided after the summary. For additional information, see Tier-O Logical Router & inthe NSX-T documentation.

1. Define a TO logical switch with an ingress/egress uplink port.
2. Attach the TO LS to the VLAN Transport Zone.

3. Create alogical router port and assign to it a routable CIDR block ( 10.172.1.0/28 , for example) that your environment uses to
route to all Enterprise PKS-assigned IP pools and IP blocks. Work with your network administrator to get the IP address and
subnet mask (prefix length) to specify for the TO Router Port.

4. Connect the TO router to the uplink VLAN logical switch.

5. Attach the TO router to the Edge Cluster and set HA mode to Active-Standby, if you are using NAT mode. NAT rules are applied
on the TO by NCP. If the TO router is not setin Active-Standby mode, the router does not support NAT rule configuration. If you
are using No NAT mode, you can use Active-Active mode for the TO router.

6. Configure TO routing to the rest of your environment using the appropriate routing protocol for your environment or by using
static routes.

Create TO Router
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Create a Tier-0 Logical Router for Enterprise PKS by completing the following procedure.

Create VLAN Logical Switch (LS)

1. In NSX Manager, go to Advanced Networking & Security> Switching > Switches.
2. Click Add and create a VLAN logical switch (LS).
3. Configure the logical switch as follows and click Add to save the configuration:

e Name: uplink-Lsil ,forexample

e Transport Zone: Tz-vLaN ,for example

e Uplink Teaming Policy Name: [Use Default]
e Admin Status: Up

e VLAN: o

Add New Logical Switch G x

General Switching Profiles

Mame * uplink-Ls1

Description

Transport Zone* TZ-VLAN W
Uplink Teaming Policy  [yse Default] w
Name *

Admin Status [ @R

VLAN®

VLAN Id or VLAN Trunk Spec is allowed.

CANCEL

Create TO Router Instance

When you create the Tier-0 Router, you must specify the HA mode. If you are using NAT mode, you must select Active-Standby. NAT
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rules are applied on the T0 by the NSX-T Container Plugin (NCP) component. If the TO Router is not set to Active-Standby, NCP will
not be able to create NAT rules on the TO Router. If you are using routable IP addresses for Kubernetes nodes (that is, No NAT mode),

you can use Active-Active.

1. In NSX Manager, go to Advanced Networking & Security> Routing > Routers.

2. Click Add and select the Tier-0 Router option.

Home MNetwork ng
&«

& Networking v
Switching
Routers
NAT
DHCP

IPAM

Load Balancing

Security nventory Tools

w

I}

o

stem

Advanced Networking & Security

+ ADD ~ &7 EDIT
Tier-0 Router 1
Tler-1 Router

Routers Global Config

{3 ACTIONS ~

ID Type

Connected Tler-0 Router

3. Configure the new TO router as follows:

o Name: Enter a name for the TO router, T0-LR for example.

o Edge Cluster: Select the Edge Cluster, edge-cluster for example.
o High Availability Mode: Select Active-standby (if NAT mode)or Active-Active (if No NAT mode).

o Failover Mode: Select Preemptive or Non-Preemptive based onyourrequirements.

MName*

Description

Edge Cluster

High Awvailability Mode

Failover Mode

New Tier-O Router

Tier-O Router Advanced

@) x
TO-LR

Tier-0 Logical Router for Enterprise PKs

edge-cluster w

) Active-Active

) Presmptive

OR Create a New Edge Cluster
0 Active-Standby

© Non-Preemptive

4. Click Add and verify you see the new T0 Router instance:
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Home Networking Security nventory Tools

€| Routers Global Config

DHCP

Advanced Networking & Security

@ Networking i
itchi + ADD ~ i
Switching 174 m
Routers O Logical Router D
Ly g ToLr 1e83..3730

Q, search
Type Connected Tler-O Router High Avallabllity Mode Transport Zone Edge Cluster

Tier-0 Active-Standby edge-cluster

Create TO Router Ports for both Edge Transport Nodes

In this section you configure a new TO Router port by attaching the TO Router port to the logical switch you created at the beginning of

this procedure ( uplink-LS1 , for example). You then assign an IP address and CIDR that your environment uses to route to all PKS-

assigned IP pools and IP blocks.

1. In NSX Manager, go to Advanced Networking & Security> Routing > Routers.

2. Select the TO Router you just created.

3. Select Configuration > Router Ports.

Routers Global Config
ty 2 W @~ TO-LR

Logical Router - ] ]
Overview Configuration -

TO-LR >

v Summary

MName

D

Location
Description

Type

Failover Mode

Edge Cluster

Intra TierQ transit subnet
Tier0-Tier transit subnet

Created

Router Ports
HA VIP

Routing ~ Services ~

TO-LR

1e8371ac-1718-4617-8734-3975c6cd373b

Tier-0 Logical Router for Enterprise PKS
Tier-0

Non-Preemptive

edge-cluster

169 )28

1004 116, fca3:9e77:15b01::/48

Jul 11, 2019 2:42:36 PM by admin

4. Click Add and configure the new TO router port as follows:

o Name: Uplinkl

o Type: Uplink

o Transport Node: nsx-edge-1-tn ,for example
o URPF Mode: Strict (typically)

o Logical Switch: uplink-Ls1 (the logical switch you created earlier in this procedure)

o Logical Switch Port: Attach to new switch port

o Logical Switch Port: uplinkl-port ,forexample
o IP Address: 10.145.22.115 ,for example

o Prefix Length 24 ,forexample

Copyright © 2020 VMware, Inc. All Rights Reserved. 304

1.6



vmware Tanzu Docs

Edit Router Port - Uplink1 G) %
Mame?® Uplinkl
Description
w MTU €@ °
Transport Node* nsx-edge-1-in W
URPF Mode QO sStrict ) None
Logical Switch uplink-Ls1 v
OR Create a New Switch
Logical Switch Port (O Attach to new switch port @ Attach to existing switch port
Switch Port Name uplinkl-port v
Subnets
-+ ADD
O Ip Address* Preflx Length*
J 104 50 24
CANCEL

5. Click Add and verify that you see the new TO Router Port interface.

6. Repeat this procedure for the second Edge Transport Node.

o Name: Uplink2

o Type: Uplink

o Transport Node: Select the second Edge Node, nsx-edge-2-tn , for example

o URPF Mode: Strict (typically)

o Logical Switch: uplink-Ls1 (the logical switch you created earlier in this procedure)
o Logical Switch Port: Attach to existing switch port

o Logical Switch Port: Select the UUID of the switch port you created for Uplink1

o IP Address: 10.145.22.116 ,for example

o Prefix Length 24 ,forexample
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Edit Router Port - Uplink2

@
%

Name* Uplink2|
Description
v MTU @ <
Transport Node* nsx-edge-2-tn v
URPF Mode 0 strict O None
Logical Switch uplink-Ls1 v
OR Create a New switch
Logical Switch Port (O Attach to new switch port @ Attach to existing switch port
Switch Port Name 0e2092b9-59ce-457b-81f0-152399772e77 ~
Subnets
- ADD
O 1P Address* Prefix Length *
[ 101 48 24

CANCEL W

Add a Static Route

Configure TO routing to the rest of your environment using static routes (if you are using NAT-mode) or the appropriate routing
protocol (if you are using no-NAT-mode). The following example uses static routes for the TO router. The CIDR used must route to the IP

address you just assigned to your TO uplink interface.

1. Goto Advanced Networking & Security> Routing > Routersand select the TO Router.

2. Select Routing > Static Routesand click Add.

3. Create a new static route for the TO router.

o Network (IP/mask): 0.0.0.0/0
o Next Hop: 10.145.22.117 ,forexample
o Admin Distance: 1

Copyright © 2020 VMware, Inc. All Rights Reserved. 306

1.6



vmware Tanzu Docs

Add Static Route

Network (IP/mask)* 0.0.0.0/0

©
X

Description Mext Hop Is typically the Gateway
MNext Hops
+ ADD [ DELETE

Next Hop * Admin Distance

10 h3 1 Uplink1

Select NULL as Next Hop to configure Mull Routes

CANCEL

Logical Router Port

o Logical Router Port: uplinkl

4. Click Add and verify that see the newly created static route:

Home Networking Security nventory Tools System Advanced Networking & Security
« Routers  Global Config
& Networking v .
e R ZA I TO-LR
Switching
Loglcal Router - R R
Routers Overview Configuration « Routing « Services
TO-LR >
NAT Statlc Routes
DHCP -
4+ ADD APEDIT  [i] DELETE
IPAM
Network (IP/mask) D Next Hop Admin Distance
Load Balancing
0.0.0.0/0 8702...905 1C 163
O Security >

Loglcal Router Port

Verify TO Router Creation

If successfully configured, the TO Router uplink port IP address should be reachable from your corporate network.
1. Goto Advanced Networking & Security> Routing > Routersand select the TO Router.
2. Inthe Overview tab, review the Summary section and High Availability Mode.
3. From your local laptop or workstation, ping the uplink IP address. For example:

PING 10.40.22.24 (10.40.22.24): 56 data bytes
64 bytes from 10.40.22.24: icmp_seq=0 ttl=53 time=33.738 ms
64 bytes from 10.40.22.24: icmp_seq=1 ttl=53 time=36.965 ms
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Next Step

See Configure Edge Node HA

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Configure Edge Nodes for High Availability (HA)

In this topic

Prerequisites

About Edge Node HA

Verify Tier-0 Router Configuration
Create HAVIP

Disconnect Unused NICs

Verify Edge Node HA Configuration
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for configuring Edge Node high-availability (HA) for Enterprise PKS.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About Edge Node HA

If Enterprise PKS is deployed in NAT mode, Edge Nodes for high availability (HA) use Active/Standby mode to support failover.
Properly configuring the Edge Nodes for HA requires two uplinks on the TO router: one attached to Edge Transport Node 1, and the

other attached to Edge Transport Node 2. In addition, you need to create a VIP that is the IP address used for the TO uplink defined
when the TO Router was created.

Verify Tier-0 Router Configuration

If the TO Router is not correctly configured for HA, failover to the standby Edge Node will not occur. Before you configure Edge Node
HA, verify the following for the TO Router:

1. In NSX Manager, go to Advanced Networking & Security> Routing > Routers.
2. Select the TO Router you created for Enterprise PKS.

3. Select Configuration > Router Ports.

4. Verify that you created two uplink router ports for the Edge Nodes as described in the topic Create Tier-0 Logical Router.

Copyright © 2020 VMware, Inc. All Rights Reserved. 309 1.6



vmware Tanzu Docs

Home Networking Security Inventory Tools System Advanced Networking & Security
» Routers Global Config
=]
+t- 2 @ @~ TO-LR
Q0 Logical Router R
Overview Configuration Routing ~ Services «
I TO-LR > e —
Logical Router Ports
=]
& +ADD ¢ [l DELETE 5} ACTIONS v
Logical Routei 1D Type IP Address/mask Connected To Transport Node Relay service Statistics
Uplink1 5777..3e3.. Uplink 10.1 9/24 < uplink-LS1 nsx-edge-1-tn al
¢ T uplinki-port )
Uplink2 80db..20..  Uplink 101 y/24 5 uplink-LS1 nsx-edge-2-tn al
( © 0e2092b9-59ce-45..

5. With the TO router selected, select Routing > Static Routes.

6. Verify that you defined a default static route so that the next hop points to the physical router.

o Network: 0.0.0.0/0
o Next Hop: 10.179.67.233
o Logical Router Port: empty

7. If you did not create the required router ports and static routes for the Edge Transport Nodes, see Create Tier-0 Logical Router.

Create HAVIP

Create an HA virtual IP (VIP) address. This address is used for the TO router uplink. External router devices, such as the physical router,

that peer with the TO router must use the VIP address.
Note: The IP addresses for the uplink-1 router port, uplink-2 router port, and the HA VIP must belong to same subnet.

1. In NSX Manager, go to Advanced Networking & Security> Routing > Routers.
2. Select the TO Router you created for Enterprise PKS.
3. Select Configuration > HA VIP.

4. Create the VIP as follows.

o VIP Address: 10.179.67.235/24 ,forexample

o Status: Enabled
o Uplinks Ports: uplinkl and uplink2 ,for example
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10.197.79.150/24 =

VIF Address®*

Edit HA VIP Configuration - 10.1

0/24 X

Status*

@) creviea

Uplink Ports*
[0 Avallable (2)

o

[ selected (2)

(o]
-

[J Uplink1

-

Select Exactly: 2

CANCEL SAVE

Uplink2

-

[

5. Click Save and verify the creation of the HAVIP.

Disconnect Unused NICs

Disconnect unused vNICs to prevent the duplication of traffic from two vNICs connected to same VLAN. This can occur when you

configure HA for an active/standby Edge Node pair.

1. Using vCenter, disconnect any unused vNIC interface in each Edge Node VM (this interface can cause duplicate packets.)

2. Forexample, in the screenshot below, Network adapter 4 is not being used, so it is disconnected:

F T DNS Server

+ (3 Harbor
&1 Harbor

(3 Jenkins
51 Jenkins

b &3 Jumpbox

+ () KuBo-Bosh-0-7-0
1 Bosh-Client

+ (£ KuBo-Bosh-0-9-0
1 Bosh-Client-0-9-0
+ (23 NSX-T EDGE

[, nsx-edge-2

+ (23 NSX-T MGMT
{if nsx-controller-1
[ nsx-controller-2
[, nsx-controller-3

41 sc-446a54da-b425-4bc1-bele-c3cabfb5678¢
1 vm-31f6563f-caaa-41d2-9513-2baf1565b601

4

1)

VM Hardware
CPU 8 CPU(s), 7624 MHz used
Memory [I 16384 MB, 2785 MB memory active
Hard disk 1 120 GB

Network adapter 1 CNA-INFRA (connected)
Network adapter 2 NSX-EDGE-VTEP-PG (connected)
Network adapter 3 CNA-INFRA (connected)
Network adapter 4 CNA-API (disconnected)

Video card 4 MB
Other Additional Hardware
Compatibility ESXi 6.0 and later (VM version 11)

Edit settings..,

Copyright © 2020 VMware, Inc. All Rights Reserved.

311

1.6



vmware Tanzu Docs

Verify Edge Node HA Configuration

1. The TO router should display both Edge Node uplink ports in active/standby pairing.

Home Networking Security nventory Tools System

« Routers Global Config

Load Balancing

[

HA VIP Conflguration

2 Networking v ]
- tr 2w &~ TO-LR
Switching
Logical Router - -
Routers Overview  Configuration -
TO-LR > —_—
NAT
DHCP
+ ADD
IPAM

Advanced Networking & Security

£ EDIT

O wvIP Address

Services «

Uplink Ports

Uplink!,Uplink2

Status

Enabled

2. Run the following commands to verify HA channels:

nsx-edge-1> get high-availability channels

nsx-edge-1> get high-availability channels stats

nsx-edge-1> get logical-router

nsx-edge-1> get logical-router ROUTER-UUID high-availability status

3. Repeat for Edge Node 2.

Next Step

See Configure ESXi Hosts as NSX Transport Nodes

NSX-T Installation Instructions Home

See Installing and Configuring NSX-T for Enterprise PKS.

Please send any feedback you have to pks-feedback @pivotal.io.
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Prepare ESXi Hosts as NSX-T Transport Nodes

In this topic

Prerequisites

About ESXi Host Preparation

Create Host Transport Nodes

Verify ESXi Host Preparation for Enterprise PKS
Next Step

NSX-T Installation Instructions Home

Page last updated:

This topic provides instructions for preparing ESXi hosts as NSX transport nodes.

Prerequisites

Make sure you have completed all preceding NSX-T installation tasks.

About ESXi Host Preparation

In NSX-T Data Center, a Transport Node allows nodes to exchange traffic for virtual networks. ESXi hosts dedicated to the Enterprise
PKS Compute Cluster must be prepared as transport nodes.

For each ESXi host in the NSX-T Fabric to be used for Enterprise PKS-provisioned Kubernetes clusters, create an associated transport
node. For example, if you have three ESXi hosts in the vCenter Cluster reserved for Enterprise PKS use, create three transport nodes.
Add the Overlay Transport Zone to each ESXi Host Transport Node.

These instructions assume that for each participating ESXi host, the ESXi hypervisor is installed and the vmko is configured. In
addition, each ESXi host must have at least one free nic/vmnic for use with NSX-T Host Transport Nodes that is not in use by other
vSwitches on the ESXi host. Make sure the vmnicl (second physical interface) of the ESXi host is not used. NSX-T will take ownership of

it (opaque NSX vswitch will use it as uplink).
Note: The Transport Nodes must be placed on free host NICs not already used by other vSwitches on the ESXi host. Use the

VTEPS |IP pool that allows ESXi hosts to route and communicate with each other, as well as other Edge Transport Nodes.

Create Host Transport Nodes
Complete the following operation for each ESXi host to be used by the PKS Compute Cluster.

1. In NSX-T Manager, go to System > Fabric > Nodes > Host Transport Nodes

2. Forthe Managed by field, select VMware vCenter Server App from the dropdown menu.

Note: This assumes that you configured vCenter as the Compute Manager.

Copyright © 2020 VMware, Inc. All Rights Reserved. 313 1.6



vmware Tanzu Docs

3. Expand the Clustericon so the ESXi hosts are displayed.

4. Inthe NSX-T Configuration column, click the Not Configured icon to begin the process.

5. Click Yes to configure the ESXi host as a transport node.

Configure NSX

Node ?

6. Configure the ESXi host as follows:

o Transport Zone: TZ-Overlay
o N-VDS Name: hostswitchl
o NIOC Profile: nsx-default-noic-hostswitch-profile

This is not a Transport Mode. Do you want to configure NSX to make it a Transport

CANCEL

o Uplink Profile: nsx-default-uplink-hostswitch-profile

o LLDP Profile: LLDP [Send Packet Disabled]
o |P Assignment: Use IP Pool

o IP POOL: TEP-ESxi-POOL

o Physical NICs: vmnicl and uplink-1

o PNIC only Migration: No

Configure NSX Configure NSX

1 Host Details Transport Zone*

2 Configure NSX
-+ ADD N-VDS
~ New Node Switch

N-VDS Name*

NIOC Profile *

Uplink Profile *

LLDP Profile*
IP Assignment *

IP Pool*

Physical NICs

PNIC only Migration

TZ-OVERLAY x

©]
X

hostswitchl v

nsx-default-nioc-hostswitch-profile

OR Create New Transport Zone

~

nsx-default-uplink-hostswitch-profile

OR Create New NIOC Profile

~

LLDP [Send Packet Disabled]

OR Create New Uplink Profile

~

Use IP Pool

TEP-ESXI-PCOL ~

vmnicl uplink-1

-)Nu

Enable this option if no vmks exist on PNIC selected for migration
Network Mappings for Install Add Mapping

Rlntisinrls Mnmminae far | ininetall Add Mannina

OR Create and Use a new IP Pool

Add PNIC

CANCEL PREVIOUS FINISH

7. Click Finish to create the ESXi Transport Node.
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8. Repeat the process for each ESXi host in the vSphere Cluster dedicated for Enterprise PKS.

Verify ESXi Host Preparation for Enterprise PKS

1. In NSX Manager, go to System > Fabric > Nodes > Host Transport Nodes
2. Forthe Managed by field, select VMware vCenter Server App from the dropdown menu.

3. Verify that the Node Status is Up for the ESXi host.

admin

Home Networking  Security  Inventory  Tools  System Advanced Networking & Security
« Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters
& Overview Managedby  VMware vCenter Server App v
B Get Started {4 CONFIGURE NSX  [i] REMOVE NSX & ACTIONS v~ view  All v
[ Fabric o O  Node D IP Addresses 0s Type NSX Configuration | Configuration State ~ Node Status Transport Zones  NSX Version N-VDs.
— O 4 ® Cluster (4) MoRef ID:
—— O 10.197.145.52 2369..0744  10.197.145.52, 22.22.22.2 ESXi 6.7.0 Configured o Success Unknown @ TZ-OVERLAY 2.41.0.0.137165. 1
e O
Transport Zones O 10.197.145.54 4897..a480  10.197.145.54, 22.22.22.4 ESXi Configured £ NSXInstall In..  Not Available TZ-OVERLAY VERSION_UNK. 1
SRR O 10.197.145.53 16da..201e  10.197.145.53, 22.22.22.3 ESXi Configured £ NSXInstall In..  Not Available TZ-OVERLAY VERSION_UNK. 1
pute —
a5 . . 10.197.145.51 3039..56f4  10.197.145.51, 22.22.22.1 ESXi 6.7.0 Configured = Success -« Up® TZ-OVERLAY 2.41.0.0.137165. 1
&" Service Deployments
B3 Active Directory
Transport Node Status - 10.197.145.... X
& Users
Manager Connectivity s Up
) Backup & Restore
Controller Connectivity . Up
& Upgrade
. PNIC/Bond Status e Up
G, Migrate
[Ed Licenses Tunnel Status e Up
ER Certificates MORE INFO
& Support Bundle E
[E Customer Program

4. Select the information icon for the EXSi host in the Node Status column. Verify that the Tunnel Status statusis Up.

5. Verify that the NSX TEP vmk is created on ESXi host and TEP to TEP communication (with Edge TN for instance) works.

[root@ESXi-1:~] esxcfg-vmknic -1
[root@ESXi-1:~] vmkping ++netstack=vxlan <IP of the vimk10 interface> -d -s 1500

Next Step

Assuming you have successfully completed all preceding NSX-T installation tasks, NSX-T Data Center should now be installed and
configured for Enterprise PKS.

Depending on your requirements, you may want to complete the following additional tasks:

e The NSX-T Data Center administrator password expires after 90 days. To change the password or the expiration interval, see
Updating the NSX-T Admin Password

e If you require scalability for the NSX Management Cluster, Provision a Load Balancer for the NSX-T Management Cluster.

NSX-T Installation Instructions Home

Installing and Configuring NSX-T for Enterprise PKS.
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Creating the Enterprise PKS Management Plane

In this topic

Prerequisites

About the Enterprise PKS Management Plane

Step 1. Create vSphere Resource Pool for the Management Plane

Step 2. Create NSX-T Logical Switch for the Management Plane

Step 3. Create NSX-T Tier-1 Router for the Management Plane

Step 4. Connect the Tier-1 Router to the Tier-0 Router

Step 5. Create SNAT Rule on the Tier-0 Router for vCenter and NSX Manager
Step 6. Create DNAT Rule on the Tier-0 Router for Ops Manager

Step 7. Create DNAT on the Tier-0 Router for Harbor Registry

Step 8. Create DNAT Rule on TO Router for External Access to the PKS CLI
Next Step

Page last updated:

Prepare the vSphere and NSX-T infrastructure for the Enterprise PKS Management Plane where the PKS, Ops Manager, BOSH Director,
and Harbor Registry VMs are deployed.

Prerequisites

Before you begin this procedure, make sure you have completed the following prerequisites for installing Enterprise PKS on vSphere
with NSX-T:

e Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center

e Installing and Configuring NSX-T for Enterprise PKS

About the Enterprise PKS Management Plane

The Enterprise PKS Management Plane is the network for PKS Management Plane components, including the PKS API Server, Ops
Manager, BOSH Director, and Harbor Registry. The Enterprise PKS Management Plane includes a vSphere resource pool for
Management Plane components, as well as a NSX Tier-1 Logical Switch, Tier-1 Logical Router, and Router Port, and NSX-T NAT rules on
the Tier-0 Router.

For all types of NSX-T deployment topologies, create a Tier-1 (T1) Logical Switch and a Tier-1 Logical Router and Port. Enable route
advertisement for the T1 Logical Router and advertise All NSX connected routes for the Management Plane VMs. Lastly, link the Tier-1
Router to the Tier-0 Router.

If you are using the NAT Topology, you will also need to create the following NAT rules on the Tier-0 Router:

e Source NAT (SNAT) rule to allow the PKS Management VMs to communicate with your vCenter and NSX Manager environments. For
example, an SNAT rule that maps 172.31.0.0/24 to 10.172.1.1 ,where 10.172.1.1 isa routable IP address from your PKS

MANAGEMENT CIDR.

e Destination NAT (DNAT) rule that maps an external IP address from the PKS MANAGEMENT CIDR to the IP where you deploy
Ops Manager on the Management Plane logical switch. For example, a DNAT rule that maps 10.172.1.2 to 172.31.0.2 ,where
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172.31.0.2 istheIP address you assign to Ops Manager when connected to 1s-pks-mgmt .

e Destination NAT (DNAT) rule that maps an external IP address from the PKS MANAGEMENT CIDR to the IP where you deploy
Harbor on the Management Plane logical switch. For example, a DNAT rule that maps 10.172.1.3 to 172.31.0.3 ,where

172.31.0.3 istheIP address you assign to Harbor when connected to 1s-pks-mgmt .

Lastly, if you want to provide users with remote access to the PKS CLI, you will need to define a DNAT rule that maps an external IP
address from the PKS MANAGEMENT CIDRto the IP where you deploy the PKS API Server on the Management Plane logical
switch. This rule lets developers use the PKS CLI remotely from their workstations or laptops. Such a rule is needed for both NAT and

No-NAT topologies.

Step 1. Create vSphere Resource Pool for the Management Plane

1. Login to vCenter for your vSphere environment.

2. Select Compute Cluster > New Resource Pool
3. Name the resource pool, such as RP-MGMT-PKS .

4. Click OK.

5. Verify resource pool creation.

Step 2. Create NSX-T Logical Switch for the Management Plane

1. In NSX Manager, select Switching > Add.
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Add New Logical Switch @ X
General Switching Profiles

Narme * LS-MGMT-PKS

Description

Transport Zone * TZ-Overlay ~
Uplink Teaming Policy  [uUse Default] v

Narme *

Admin Status (\' Up

Replication Mode

© Hierarchical Two-Tier replication
(O Head replication

VLAN

Only VLAN Trunk Spec is allowed (eg: 1, 5, 10-12, 31-35).

2. Create a new logical switch.

3. Click Add.

4. Verify logical switch creation.

Switching

Switches Ports Switching Profiles

+ADD L EDIT DELETE G} ACTIONS v Q, search
(=] (m] Logical Switch D Admin Status Logical Ports Traffic Type Config State Transport Zone
0D LS-MGMT-PKS 63a7...b6bd o Up ©  Overlay : 54173 In Progress TZ-Overlay
O uplink-LS1 b4d7..1171 e Up 3 VLAN:O Success TZ-VLAN

Step 3. Create NSX-T Tier-1 Router for the Management Plane

Defining a Tier-1 Router involves creating the router and attaching it to the logical switch, creating a router port, and advertising the
routes.
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Create Tier-1 Router

1. In NSX Manager, select Routing > Add > Tier-1 Router.

Routing

Routers NAT

= ADD ~

Tier-0 Router t

Tier-1 Router

2. Configure the Tier-1 Router.

Edge Cluster

New Tier-1 Router @ X

Tier-1 Router  Advanced

Mame* T1-MGMT-PKS

Description

Tier-O Router v
S

3. Click Add.

4. Verify Tier-1 Router creation.
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Routing
= Routers NAT
(52
7
+ ADD v ] DELETE  {G}ACTIONS v Q, search
L; O Logical Router ™ D Type Connected Tier-0 Router High Availability Mode Transport Zone Edge Cluster
o) O TO-LR 7e4a..5e00 Tier-0 Active-Standby TZ-VLAN edgeclusterl
) 0O TI-MGMT-PKS 1632...ead5 Tier-1
Y
Create Tier-1 Router Port
1. Select the Tier-1 Router you created.
2. Select Configuration > Router Ports.
Routing
Routers NAT
+te 2 W &~ TI-MGMT-PKS x
(] Logical Router ™
Overview Configuration . Routing . Services .
O TO-LR
Logical Routd Router Ports
TI-MGMT-PKS >
+ ADD EC ] DELETE {8} ACTIONS v
O Logical Route 1D Type IP Address/mask Connected To Transport Node Relay Service Statistics

3. Click Add and configure the Tier-1 Router Port.

o Name: T1-MGMT-PKS-PORT
o Logical Switch: Select Ls-MGMT-PKs from the menu list
o IP Address/mask: 10.0.0.1/24 (forexample)
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Name*

Description

Type

URPF Mode

Logical Switch

Logical Switch Port

New Router Port

@ X

TI-MGMT-PKS-PORT

Downlink w
© Strict
) None
LS-MGMT-PKS hd

OR Create a New Switch

0 Attach to new switch port

Switch Port
MName

() Attach to existing switch port

IP Address/mask* 10.0.0.1/24]
Relay Service ~
CANCEL ADD
4. Click Add.
5. Verify Tier-1 Router Port creation.
Routing
Routers NAT
+v 2w & T1-MGMT-PKS X
O Logical Router 7 Overview Configuration ., Routing. Services .
0O  To-LR
Logical Router Ports
T1-MGMT-PKS >
+ ADD PEDIT [ DELETE {3} ACTIONS v
O Logical Route 1D Type IP Address/mask Connected To. Transport Node Relay Service Statistics
TI-MGMT... e08f...39e8 Downlink 10.0.0.1/24 4 LS-MGMT-PKS ol
( [0 cf5e0f08-522e-412.
Advertise the Tier-1 Routes
1. Select the Tier-1 Router > Routing > Route Advertisement.
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O

TO-LR

T1-MGMT-PKS

Routing
Routers NAT
te 2 W &~ T1-MGMT-PKS
O Logical Router T
Overview Configuration . Routing . Services .,

3 Route Advertisement

Status

EDIT

Static Routes
Route Advertisement

T Cliaued

2. Advertise the Tier-1 routes as follows:

o Status: enabled

o Advertise All Connected Routes: yes

Status

Advertise All Connected Routes

Advertise All NAT Routes

Advertise All Static Routes

Advertise All LB VIP Routes

Advertise All LB SNAT IP Routes

Advertise All DNS Forwarder Routes

Advertise All IPSec Local Endpoints

Edit Route Advertisement Configuration

@ ) creviea
@ v

Mo
No
Mo
No
Mo

MNo

CANCEL

3. Click Save.

4. Verify route advertisement.
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Home Security nventory Plan & Troubleshoot System Advanced Networking & Security
« Routers Global Config
@ Networking v
+v 2 W @~ T1-MGMT-PKS
Switching
O  Logical Router o - cont U Routi cervi
Routers verview Configuration~ Routing~ Services v
O  To-Router
NAT
TI-MGMT-PKS > Route Advertisement | EDIT
DHCP
Status » Enabled
IPAM
Advertise All Connected Routes » Yes
PORdIER SN Advertise All NAT Routes . No
O Security > Advertise All Static Routes e No
~ i Advertise All LB VIP Routes . NG
2> Partner Services Advertised Networks x
Advertise All LB SNAT IP Routes . NG
£ Tools > Advertise All DNS Forwarder Routes o NG Network Resource Name  Resource Type  Advertised Route Advertised
& Inventory > Advertise All IPSec Local Endpoints o N 10.0.0.0/24 TI-MGMT-PK..  LogicalRoute.  TI_DOWNLINK = Yes
Advertised Networks 1 Networks
Advertise Routes
+ ADD %
O Name
1 Advertised Natworks -

Step 4. Connect the Tier-1 Router to the Tier-0 Router

Connect the Tier-1 router to the Tier-0 router and verify router-to-router connectivity.
1. Atthe Tier-1 Router > Overview screen, select the option Tier-0 Connection > Connect.

2. Atthe Connect to Tier-0 Router, select the Tier-0 Router and click Connect.

Connect to Tier-O Router @ X

Tier-0 Router*® TO-LR v

CANCEL CONNECT

3. Verify connectivity between the Tier-1 and Tier-0 Routers.
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admin

Home

@ Networking
Switching
Routers
NAT
DHCP
IPAM
Load Balancing

) security

3 Partner Services

£ Tools

& Inventory

Security  Inventory  Plan & Troubleshoot
« Routers Global Config
+~ 2 m &~

(m] Logical Router
O  To-Router

TI-MGMT-PKS

% TI-MGMT-PKS

System Advanced Networking & Security
T1-MGMT-PKs
Overview Configuration~ Routing. Services.
> v Summary | EDIT
Name TI-MGMT-PKS
[} 3dd8f55e-9638-4aba-bccf-f94972598c98
Location

Description
Type

Failover Mode
Edge Cluster

StandBy Relocation

Intra Tier1 transit subnet

Tier1

o Disabled

169.254.0.0/28

Created Dec 11, 2019 1:27:48 PM by admin
~ High Avallabliity Mode = REFRESH
Transport Node ID
~ Tler-0 Connection | DISCONNECT
Tier-0 Router @ To-Router
“ Distributed Routers
Name o] Transit Router Port Transit switch
DR-T1-MGMT-PKS 3dd8..8c98 309d...8c02

<

Tler-0 Tler-1 Linked Switch

86fe._6cb5

Tags | MANAGE

Router LInks Information

Tler-0 Linked Switch Port

cfb0..cfO0 32944614

Tler-1Linked Switch Port

status.

Translt Switch Port

Tler-0 Linked Router Port

Link..-PKS

Transport Zone

TZ_OVERLAY

Tler-1Linked Router Port

Link..uter

4. Select the Tier-1 Router > Configuration > Router ports.

The Tier-1 Router created for the Management Plane should have 2 port connections: one connected to the Tier-0 router, and a second
port connected to the logical switch defined for the Management Plane. This second port is the default gateway for all VMs connected
to this logical switch.

admin

Home

& Networking M
Switching
Routers
NAT
DHCP
IPAM
Load Balancing
) security >
&% Partner Services

£ Tools >

& Inventory >

Security nventory Plan & Troubleshoot
Routers Global Config
te P T @~

(m] Logical Router
0  TO-Router

TI-MGMT-PKS >

System

Advanced Networkir

ng & Security

TI-MGMT-PKs
Overview Configuration «
Loglcal Router Ports

+ ADD
O Logical Router Port

LinkedPort_TO-Router

T1-MGMT-PKS-PORT

Routing ~ Services +

£+ ACTIONS ~

D Type IP Address/mask
al9a...azel Linked Port 100.64.96.1/31, fc99:1
32¢f...6b76 Downlink 10.0.0.1/24

Connected To

@ TO-Router
( LinkedPort_THMG...

5 LS-MGMT-PKS
( 7 9bb85515-8dd.

Transport Node

Relay service Statistic]

ol

Step 5. Create SNAT Rule on the Tier-0 Router for vCenter and NSX Manager

Create a Source NAT (SNAT) rule on the Tier-0 Router for Enterprise PKS management components to access vCenter and NSX
manager. The SNAT rule on the Tier-0 Router allows the Management Plane VMs to communicate with the vCenter and NSX-T
Management environments. For example, create a SNAT rule that maps 172.31.0.024 to 10.172.1.1 ,where 10.172.1.1 isaroutable IP

address from your PKS MANAGEMENT CIDR.

Note: Limit the Destination CIDR for the SNAT rules to the subnets that contain your vCenter and NSX Manager IP addresses.
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1. Select Tier-0 Router > Services > NAT.

2. Click ADD and configure the SNAT rule:

o Priority: 1024 (forexample)

o Action: snaT

o Source: 10.0.0.0/24 (forexample)

o Destination IP: 10.197.79.0/24 (for example)
o Translated IP: 10.197.79.151 (for example)

New NAT Rule X
Priority 1024 z
Action® SNAT W
Protocol O Any Protocol

) Specific Protocol
Source IP 10.0.0.0/24
Destination IP 10.197.79.0/24
Translated IP* 10.197.79.151
Applied To W
Status (jﬁ' Enabled
Logging Disabled
Firewall Bypass (_:' Enabled

‘ CANCEL |

3. Click Add.

4. Verify SNAT rule creation.

Home Networking Security nventory Plan & Troubleshoot System Advanced Networking & Security

« Routers Global Config

& Networking v )
+v 2 W B~ TO-Router

Switching
(m] Logical Router

Routers Overview Configuration . Routing« Services .
TO-Router > A
NAT
O  TI-MGMT-PKS NAT | REFRESH
DHCP .
Total Rule Statistics | Last Updated: Dec 1, 2019 1:56:08 PM
[ReE 0 Active sessions 0 Packet count 0 Bytes Data
Load Balancing + ADD
i Match Translated
O security > D Action Applled To  Stats
Protocol  Source I Source Ports  Destination IP Destination Ports 1P Ports

E: Partner Services
¥ Priority: 1024

N )
& Tools ® 1027 SNAT Any 10.0.0.0/24  Any 10197.79.0/24  Any 10.197.79.151 Any al

& Inventory >
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Step 6. Create DNAT Rule on the Tier-0 Router for Ops Manager

Create a DNAT rule on the TO Router to access the Ops Manager Web Ul, which is required to deploy Enterprise PKS.

The Destination NAT (DNAT) rule on the Tier-0 Router maps an external IP address from the PKS MANAGEMENT CIDRto the IP

where you deploy Ops Manager on the Management Plane logical switch. For example, a DNAT rule that maps 10.172.12 to 172.31.0.2 ,

where 172.31.0.2 is the IP address you assign to Ops Manager when connected to Is-pks-mgmt .

To create a DNAT rule for Ops Manager:

1. Inthe NSX-T Manager interface, select Routing > Routers.

2. Select the TO Router > Services > NAT.

Routing
Routers NAT

O TI-MGMT-PKS NAT | REFRESH

0 Active sessions

I~

t 2w @~ TO-LR

O Logical Router ™ R
Overview Configuration

TO-LR >

Total Rule Statistics | Last Updated

+apD  ZED ] DELE

Services

10/12/2018, ¢

0 Packet count

Match

Protocol Source IP Source Ports | Destination IP - Destinatien Ports

Translated
Applied To Stats

P Ports

3. Add and configure a DNAT rule with the routable IP address as the destination and the internal IP address for Ops Manager as the

translated IP:

o Priority: 1024 (forexample)
o Action: DNAT (for example)

o Destination IP: 10.197.79.152 (for example)
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o Translated IP: 10.0.0.2 (forexample)

4. Click Add.

5. Verify the DNAT rule you defined.

(:J Enabled

Firewall Bypass

New NAT Rule X
Priority 1024 z
Action* DMNAT “
Protocol © Any Protocol

) Specific Protocol
Source IP
Destination IP* 10.197.79.152
Translated IP* 10.0.0.2
Translated Ports
Applied To v
Status (:J Enabled
Logging Disabled

‘ CANCEL |

€ Routers Global Config

& Networking R R

+. P W &~
Switching

(m] Logical Router
Routers

TO-Router
NAT

O  T-MGMT-PKS
DHCP
IPAM

Load Balancing
O Ssecurity >
% Partner Services
£ Tools >

& Inventory >

Home Networking Security nventory Plan & Troubleshoot

System Advanced Networking & Security
TO-Router
Overview Configuration . Routing. Services .

NAT | REFRESH

Total Rule Statistics | Last Updated: Dec 11, 2019 1:56:08 PM

0 Active sessions 0 Packet count 0 Bytes Data

+ ADD
Match
) Action
Protocol source IP Source Ports  Destination IP Destination Ports
¥ Priority: 1024
© 1027 SNAT Any 10.0.0.0/24  Any 10.197.79.0/24 Any

@ 1028 DNAT Any Any Any 10.197.79.152 Any

Translated
Applled To  Stats

P Ports
10.197.79.151 Any
10.0.0.2 Any

Step 7. Create DNAT on the Tier-0 Router for Harbor Registry

If you are using VMware Harbor Registry with Enterprise PKS, create a DNAT rule on the Tier-0 router to access the Harbor Web UI. This

DNAT rule maps the private Harbor IP address to a routable IP address from the floating IP pool on the Enterprise PKS Management

network.

See Create DNAT Rule &'in the VMware Harbor Registry documentation for instructions.
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Step 8. Create DNAT Rule on T0O Router for External Access to the PKS CLI

This DNAT rule is optional depending on whether or not you need to provide external access to the PKS CLI. If you do need to provide
external access, this rule is needed for both NAT and no-NAT modes.

Note: You cannot create this rule until after Enterprise PKS is installed and the PKS API VM has an IP address.

1. When the Enterprise PKS installation is completed, retrieve the Enterprise PKS endpoint by performing the following steps:

a. From the Ops Manager Installation Dashboard, click the Enterprise PKS tile.
b. Click the Status tab and record the IP address assigned to the Pivotal Container Service job.

2. Create a DNAT rule on the shared Tier-0 router to map an external IP from the PKS MANAGEMENT CIDR to the Enterprise PKS
endpoint. For example, a DNAT rule that maps 10.172.1.4 to 172.31.0.4 ,where 172.31.0.4 isthe Enterprise PKS
endpoint IP address on the 1s-pks-mgmt NSX-T Logical Switch.

Note: Ensure that you have no overlapping NAT rules. If your NAT rules overlap, you cannot reach Enterprise PKS
Management Plane from VMs in the vCenter network.

Next Step

After you complete this procedure, follow the instructions in Creating the Enterprise PKS Compute Plane

Please send any feedback you have to pks-feedback @pivotal.io.

Copyright © 2020 VMware, Inc. All Rights Reserved. 329 1.6


mailto:pks-feedback@pivotal.io

vmware Tanzu Docs

Creating the PKS Compute Plane

In this topic
Prerequisites
About the PKS Compute Plane

Create vSphere Resource Pools for Kubernetes Cluster Nodes
Create vSphere Resource Pool for AZ-1

Step 2: Create vSphere Resource Pool for AZ-N

Create NSX-T Objects for Kubernetes Nodes and Pods
Create the Nodes IP Block

Create the Pods IP Block

Verify IP Blocks

Create Floating IP Pool
Next Step

Page last updated:

This section provides instructions for preparing the vSphere and NSX-T infrastructure for the PKS Compute Plane where Kubernetes
clusters run.

Prerequisites

Before you begin this procedure, ensure that you have successfully completed all preceding steps for installing Enterprise PKS on
vSphere with NSX-T, including:

e Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center

e |Installing and Configuring NSX-T v2.5 for Enterprise PKS Installing and Configuring NSX-T v2.4 for Enterprise PKS

e Creating the Enterprise PKS Management Plane

About the PKS Compute Plane

Installing VMware Enterprise PKS on vSphere with NSX-T requires the creation of vSphere resource pools that map to BOSH availability
zones where Kubernetes VMs will run, as well as NSX IP blocks for Kubernetes node and pod networks, and a Floating IP Pool from
which you can assign routable IP addresses to cluster resources.

Create separate NSX-T IP Blocks & for the node networks and the pod networks. The subnets for both nodes and pods should have
a size of 256 (/16). For more information, see Plan IP Blocksand Reserved IP Blocks.

e NODE-IP-BLOCK is used by Enterprise PKS to assign address space to Kubernetes master and worker nodes when new clusters

are deployed or a cluster increases its scale.

e POD-IP-BLOCK is used by the NSX-T Container Plug-in (NCP) to assign address space to Kubernetes pods through the Container
Networking Interface (CNI).

In addition, create a Floating IP Pool & from which to assign routable IP addresses to components. This network provides your load

balancing address space for each Kubernetes cluster created by Enterprise PKS. The network also provides IP addresses for
Kubernetes APl access and Kubernetes exposed services. For example, 10.172.2.0/24 provides 256 usable IPs. This network is used
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when creating the virtual IP pools, or when the services are deployed. You enter this network in the Floating IP Pool IDfield in the
Networking pane of the Enterprise PKS tile.

Create vSphere Resource Pools for Kubernetes Cluster Nodes

Create vSphere Resource Pool for AZ-1

1. Login to vCenter for your vSphere environment.
2. Select Compute Cluster > New Resource Pool
3. Name the resource pool, such as RP-PKS-AZ-1 .

4. Click OK and verify resource pool creation:

vm vSphere Client Menu

Il 2 9 [J VSAN Cluster | acTions~
v [ 10197 79141 Summary Monitor Configure Permissions Hosts WMs

w [ vSAN Datacenter
v [[] vSAMN Cluster
[ 10.137.145.51
[ 1013714552
[ 1013714553
[ 1013714554
> @ MGMT
@ PKsS
> (B RP-PKS-AZ-1
> (B RP-PKS-AZ-2

Total Processaors: 128
Total vMotion Migrations: 21

Related Objects

Datacenter v5AMN Datacenter

Step 2: Create vSphere Resource Pool for AZ-N

1. Login to vCenter for your vSphere environment.
2. Select Compute Cluster > New Resource Pool
3. Name the resource pool, such as RP-PKS-AZ-2 .

4. Click OK and verify resource pool creation:
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vm vSphere Client Menu

I g8 9 [J vSAN Cluster | actions~
v [ 10197 79141 Summary Monitor Configure Permissions Hosts WMs

v vSAN Datacenter
v [[]l vSAN Cluster
[ 10.137.145.51
[ 1013714552
[ 1019714553
[ 1019714554
> @ MGMT
@ PKS
> @ RE-PKS-AZ-1
> @ RE-PKS-AZ-2

Total Processors: 128
Total vMotion Migrations: 21

| S

Related Objects

Datacenter v5AMN Datacenter

Create NSX-T Objects for Kubernetes Nodes and Pods

Complete the following instructions to create the required NSX-T network objects.

Create the Nodes IP Block
1. In NSX Manager, go to Advanced Networking & Security> Networking > IPAM.

2. Add a new IP Block for Kubernetes Nodes. If you are using NAT mode, the CIDR is non-routable. For example:

o Name: NODES-IP-BLOCK

New IP Block G X
Name * NODES-IP-BLOCK
Description PK.S NODES-IP-ELOCK

MNAT-mode (non-routable)

CIDR* 40.0.0.0M16

CANCEL

o CIDR: 40.0.0.0/16 (forexample)

3. Click Add to add the Nodes IP Block.

Create the Pods IP Block
1. In NSX Manager, go to Advanced Networking & Security> Networking > IPAM.
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2. Add anew IP Block for Pods. The CIDR is non-routable. For example:

o Name: PODS-IP-BLOCK

o CIDR: 40.1.0.0/16 (forexample)

Verify IP Blocks

New IP Block
Mame * PODS-IP-BLOCK
Description PKs PODsS-IP-BLOCK

NAT-maode (non-routable)

CIDR* 40.1.0.0/1¢

CANCEL |

1. Verify creation of the IP Blocks.

vim NSX-T

& Networking
Switching
Routers
NAT
DHCP
IPAM

Load Balancing
) Security
5% Partner Services

£ Tools

%5 Inventory
Groups
Services
Context Profiles

Virtual Machines

Home Networking Security nventory Flan & Troubleshoot System

« IPAM

+ ADD & ACTIONS

O IP Blocks ID
O NODES-IP-BLOCK aBdf...3f3b

O PODS-IP-BLOCK bb04.. 3b6f

Advanced Networking & Security

CIDR

40.0.0.0/16

40.1.0.016

2. Record the UUID of both IP Block objects. You use the UUIDs when you install Enterprise PKS.
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vim NSX-T

Home Networking Security nventory Plan & Troubleshoot System Advanced Networking & Security

« IPAM

& Networking v
+ ADD & ACTIONS

Switching
O IP Blocks ID CIDR

Routers
O NODES-IP-BLOCK a8df...3f3b 40.0.0.016

NAT

(| ODS-IP-BLOCK bb04.. 3b6f 401.0.016
DHCP
IPAM

Load Balancing
) Security >
5% Partner Services

£ Tools >

% Inventory b
Groups

Services

Context Profiles %

Virtual Machines

Create Floating IP Pool

1. In NSX Manager, go to Advanced Networking & Security> Inventory > Groups > IP Pool

Q. Groups
& Groups IP Sets IP Pools MAC Sets
4 + ADD EC DELETE 4G} ACTIONS v
(=) ()] IP Pools 7 ID Subnets Allocations

O SI_Destination_IP_Pool 2e08...78ae 1 0 of 128

O sI_source_IP_Pool 64fa...b337 1 0 of 128
8 O TEP-ESXi-POOL 104f...615¢c 1 6 of 10
I O ip-pool-vips 86a7...411d 3 24 of 90
&

M COLUMNS ) REFRESH Last Updated: Just Now 1-4 of 4 IP Pools

Copyright © 2020 VMware, Inc. All Rights Reserved. 334 1.6



vmware Tanzu Docs

2. Add a new Floating IP Pool. For example:

o Name: PKS-FLOATING-IP-POOL

o IP Ranges: 10.40.14.10 - 10.40.14.253 (forexample)
o Gateway: 10.40.14.254 (forexample)

o CIDR: 10.40.14.0/24 (forexample)

Add New IP Pool

Name* PKS-FLOATING-IP-POOL

Description

Subnets
+ ADD [l DELETE
IP Ranges™* Gateway CIDR* DNS Servers

10.40.14.10 - 10.40.14.253 10.40.14.254 10.40.14.0/24

DNS Suffix

3. Verify creation of the Floating IP Pool.

Q. Groups
& Groups IP Sets IP Pools MAC Sets
4 + ADD P EDIT [l DELETE B ACTIONS v
® 0O IP Pools ID Subnets Allocations
PKS-FLOATING-IP-POOL 78¢6...f709 0 of 244
O
()] SI_Destination_IP_Pool 2e08...78ae 0 of 128
8 O SI_Source_IP_Pool 64fa...b337 0 of 128
o (J  TEP-ESXi-POOL 104f...615¢ 6 of 10
O ip-pool-vips 86a7...411d 24 of 90
&
4. Getthe UUID of the Floating IP Pool object. You use this UUID when you install Enterprise PKS.
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Q, Groups

& Groups |IP Sets IP Pools MAC Sets

7 + ADD P EDIT [ DELETE 3} ACTIONS v

® O IP Pools 1 ID Subnets Allocations

— X

o 78c6966e-c832-44a4-82ec-ef112244f709 78¢6...f709 1 0 of 244
(O SI_Destination_IP_Pool 2e08...78ae 1 0 of 128

S’ O SI_Source_IP_Pool 64fa...b337 1 0 of 128

= (0  TEP-ESXi-POOL 104f...615¢ 1 6 of 10
J  ip-pool-vips 86a7...411d 3 24 of 90

Next Step

After you complete this procedure, follow the instructions in Deploying Ops Manager with NSX-T for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Deploying Ops Manager with NSX-T for Enterprise PKS

In this topic
Prerequisites
Step 1: Generate SSH Key Pair for Ops Manager v2.6 and Later

Step 2: Deploy Ops Manager for Enterprise PKS
Network Selection for vSphere v6.5

Step 3: Configure Ops Manager for Enterprise PKS
Next Step

Page last updated:

This topic provides instructions for deploying Ops Manager on VMware vSphere with NSX-T integration for use with VMware Enterprise PKS.

Prerequisites
Before deploying Ops Manager with NSX-T for Enterprise PKS, you must have completed the following tasks:

e Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center
o Installing and Configuring NSX-T v2.5 for Enterprise PKS Installing and Configuring NSX-T v2.4 for Enterprise PKS
e Creating the Enterprise PKS Management Plane

e Create Enterprise PKS Compute Plane
In addition, review the supported Ops Manager versions for Enterprise PKS. See Enterprise PKS Release Notes or the Product Compatibility Matrix .
Review to the known issues for your version of Ops Manager. See one of the following:

e PCF Ops Manager v2.6 Release Notes &

o Pivotal Operations Manager v2.7 Release Notes &

Step 1: Generate SSH Key Pair for Ops Manager v2.6 and Later

Beginning with Ops Manager v2.6 for vSphere 2, password authentication is replaced with SSL/TLS authentication. If you are installing Ops Manager v2.6 or later on vSphere, you
cannot deploy Ops Manager successfully without adding a public SSH key in the appropriate field of the Customize Template screen. If you do not add a public SSH key, Ops Manager
shuts down automatically because it cannot find a key and may enter a reboot loop. For more information, see Passwords Not Supported for Ops Manager VM on vSphere 2 in the
Ops Manager v2.6 release notes.

For instructions on generating the required SSH key pair for installing Ops Manager v2.6 or later for vSphere, refer to the following KB article:Generate an SSH key pair for installing
Ops Manager v2.6 on vSphere .

When you add the key value to the Public SSH Key field, you must enter the entire public key similar to the format required for authorized keys . For example, the format required is

similar to the following:

ssh-rsa AAAAB3NzaClyc2EAAAABIQAAAQEANZBapWSsER/EO1hLYvV/rkZe78mUBueZGHx 1kw+ByfNbLoA385Cm72L+6qq40yOIH6R42nHN/bynbeHOD4Ptes4/s2IrLItTZEWgHIX Y nld4sESf+QTFd2kRtTzZcu8 WvFudElyCIWjO+09yvPETs05dEl/3K Dn+t9uXx

Step 2: Deploy Ops Manager for Enterprise PKS

1. Before starting, refer to the Enterprise PKS Release Notes for supported Ops Manager versions for Enterprise PKS. Or, download the Compatibility Matrix & from the Ops
Manager download page.

2. Before starting, refer to the known issues in the PCF Ops Manager Release v2.6 Release Notes (7 or the Pivotal Operations Manager Release v2.7 Release Notes .
3. Download the Pivotal Ops Manager for vSphere Z installation file from the Pivotal Network .

a. Open a browser to the Pivotal Operations Manager & download page on the Pivotal Network.
b. Use the dropdown menu to select the supported Pivotal Operations Manager release.
c. Select the Pivotal Ops Manager for vSpheredownload option. This downloads the Pivotal Ops Manager for vSphereVM template as an OVA file.

4. Loginto vCenter using the vSphere Client (HTML5) to deploy the Ops Manager OVA.

5. Select the Resource Pool defined for the Enterprise PKS Management Plane. See Create Enterprise PKS Management Planeif you have not defined the Enterprise PKS
Management Resource Pool.

6. Right click the Enterprise PKS Management Plane Resource Pool and select Deploy OVF Template.

7. Atthe Select an OVF template screen:

o Click Browse.
o Select the Ops Manager OVA file you downloaded and click Open.
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Deploy OVF Template
Select an OVF template

2 Select a name and folder Select an OVF template from remote URL or local file system

3 Select a compute resource

vie . Enter a URL to download and install the OVF package from the Internet, or browse to a
4 Review details

location accessible from your computer, such as a local hard drive, a network share, or a
CD/DVD drive

URL

5 Select storage

6 Ready to complete

® Local file

ops-manager-vsp..-build.229.ova

CANCEL

o Click Next.

8. Atthe Select Name and folderscreen, enter a name for the Ops Manager VM (or use the default name), select the Datacenter, and click Next

Deploy OVF Template

+ 1Selectan OVF template Select a name and folder

_ Specify a unique name and target location

3 Select a compute reso

" Virtual machine name: ps-manager
4 Review details = “ bs 9

5 Select storage

6 Ready to complete Select a location for the virtual machine

~ G 10197 79141
> [ vSAN Datacenter

CANCEL

9. Atthe Select a compute resource screen, select the Enterprise PKS Resource Pool or Cluster objectand click Next.
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Deploy OVF Template

+ 1Selectan OVF template Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation
4 Review details v VvSAN Datacenter
5 Select storage ~ [l vSAN Cluster
6 Ready to complete [ 1019714551

[ 1019714552
[ 1019714553
[ 1019714554

> @ Kes

> @ MGMT

> @ PKS

Compatibility

+/ Compatibility checks succeeded

CANCEL
10. Atthe Review details screen, confirm the configuration up to this point and click Next.
Deploy OVF Template
v 1Select an OVF template Review details
+ 2 Select a name and folder Verify the template details.
+ 3 Select a compute resource
4 Review details
5 Select storage Publisher No certificate present
6 Select networks o Ops Managar
7 Customize template
8 Ready to complete Ues=son 27.7-build 229
Vendor Pivotal
Description Pivotal Ops Manager installs and manages Pivotal Platform products and
services.
Download size | 4.6 GB
Size on disk Unknown (thin provisioned)
160.0 GB (thick provisioned)
CANCEL

11. Atthe Select Storage screen, select the desired Datastore, and click Next.
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Deploy OVF Template

+ 1Select an OVF template Select storage
+ 2 Select a name and folder Select the storage for the configuration and disk files
+ 3 Select a compute resource

+ 4 Review details [

5 Select storage

Select virtual disk format: As

6 Select networks
7 Customize template VM Storage Policy: vSAN Default Storage Policy ~
& Ready to complete Name Capacity Provisioned Free
4 Storage Compatibility: Compatible -
[ vsanDatastore 699 TB 135 TB 65318
Il (s
Compatibility

+/ Compatibility checks succeeded

CANCEL

warning: Ops Manager requires a Director VM with at least 8 GB memory. For more information, see Provisioning a Virtual Disk in vSphere .

12. Atthe Select Networks screen:

o Ifyou are using vSphere 6.7, select the Enterprise PKS Management T1 Logical Switch that you defined when Creating the Enterprise PKS Management Plang and click

Deploy OVF Template

+ 1Select an OVF template
" 2 Select a name and folder

+ 3 Select a compute resource

Select networks
Select a destination network for each source network

+ 4 Review details EoanchRletwork T  Destination Network r
+ 5 Select storage Network 1 LS-MGMT-PKS »
6 Select networks -

7 Customi:

8 Ready to complete

template
IP Allocation Settings

IP allocation Static - Manual

IP protoco IPv4

CANCEL

Next.
o Ifyou are using vSphere 6.5, see Network Selection for vSphere v6.5.

13. Atthe Customize template screen, enter the following information, and click Next.

o IP Address: The IP address of the Ops Manager network interface, for example 10.0.0.2 (assuming non-routable NAT-mode).

o Netmask: The network mask for Ops Manager, for example, 255.255.255.0 .

o Default Gateway: The default gateway for Ops Manager to use, for example 10.0.0.1 (assuming non-routable NAT-mode).

o DNS: One or more DNS servers for the Ops Manager VM to use, for example 10.14.7.1 .

o NTP Servers: The IP address of one or more NTP servers for Ops Manager, for example 10.113.60.176 .

o Public SSH Key: (Required) Enter the public SSH key to allow SSH access to the Ops Manager VM. You must enter the entire the public SSH key in the expected format. See
SSH Key Requirements for Ops Manager v2.6 and Later.

o Custom hostname: The hostname for the Ops Manager VM, for example ops-manager .
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Deploy OVF Template

N
+ 1Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.

+ 3 Select a compute resource

+ 4 Review details | (© Al properties have valid values X
+ 5 Select storage
+ 6 Select networks - Uncategorized 1settings

7 Customize template

8 Ready to complete IP Address The IP address for the Ops Manager. Leave blank
if DHCP is desired

10.0.02 m
~ Uncategorized 1settings
Netmask The netmask for the Ops Manager's network.

Leave blank if DHCP is desired

255.255.255.0
~ Uncategorized 1settings

Default Gateway The default gateway address for the Ops

Manager's network. Leave blank if DHCP is

desired.
10,001
~ Uncategorized 1 settings -
CANCEL
Deploy OVF Template
+ 1Select an OVF template
~ Uncategorized 1settings
+ 2 Select a name and folder
+ 3 Select a compute resource DNS The domain name servers for the Ops Manager
+ 4 Review details (comma separated) Lsave blank if DHCP is
+ 5 Select storage desired.

+ 6 Select networks

1014271101427 2
7 Customize template e

8 Ready to complete ~ Uncategorized 1settings

NTP Servers Comma-delimited list of NTP servers
10.128.24213.10.128.243.14
~ Uncategorized 1settings

Public SSH Key The Public SSH Key is used to allow SSHing into
the Ops Manager with your private ssh key The

username is ‘ubuntu’
ssh-rsa AAAAB3NzaClyc:
~ Uncategorized 1settings

Custom Hostname This will be set as the hostname on the VM

Default: "pivotal-ops-manager’.

aps-manage|

CANCEL

14. Atthe Ready to completescreen, review the configuration settings and click Finish. This action begins the OVA import and deployment process.
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Deploy OVF Template

e
+ 15elect an OVF template
v 2 Select a name and folder Name ops-manager
 3Select a CompUte 165OUICE | Tempiate | prvotaropemanaser
v 4 Review details =5

v 5 Select storage. Download | 46GB

v 6 Select networks

v 7 Customize template Sizeondisk | 1600 GB

8 Ready to complete

Folder VSAN Datacenter
Resource | PKS

Storage 1
mapping

Alldisks | Policy: vSAN Default Storage Policy; Datastore: vsanDatastore; Format
As defined in the VM storage policy

Network 1
mapping

Network 1 | LS-MGMT-PKS
P allocation
settings.

P

protocol

P Static - Manual
allocation

15. Use the Recent Tasks panel at the bottom of the vCenter dashboard to check the progress of the OVA import and deployment. If the import or deployment is unsuccessful, check
the configuration for errors.

vm  vSphere Client

al g8 @ @ PKS | acrionse
v @ 10197.79.141 Summary  Monitor  Configure  Permissions  Resource Pools  VMs
« [ vSAN Datacenter — A
[ vSAN Cluster This pool / Total ceu Er 17a50GHE
VMs and Templates: 0/0 ey ==
[ ro107145.51 PoweredonVMs:  0/0 !
[ 1019714552 Child Resource Pools: 0/0 . =
[ 10197145.53 Chitd vapps 0/0 e [
[ 10197145.54
@ xas
> @ MeMT
v @ s Resource Settings v Related Objects ~
ops-manager
& Cluster [T vsaN cluster
Tags ~
Assigned Teg Category Description
Recent Tasks  Alarms v
Task Name. v Taget v sweuws v Detais v initiator v Queusd For v SenTme | v | Completion Time v server v
Valldate the cluster =
. [T vsaN Cluster + Completed comvmwarevsan.heaith 3ms 12112019, 5:47:32 PM 121112019, 5:47:32 PM 1019779141
specification
Deploy OVF template @ ops-manager n " @ VSPHERE LOCAL\pxd-exte. 3ams 12/112019, 5:47:1PM 1019779141
Call DRS for cross vMiotion
. o [T vsaN Cluster + Completed 'VSPHERE LOCAL\vpxd-exte. 2ms 12112019, 5:47:10 PM 121112019, 5:47:10 PM 1019779141
placement recommendations
Import OVF package @ Frs [ ] () vephere localAdministrator 104me 121172019, 5:43:12 PM 1019779141
Delete virtual machine: 1 ops-manager  Compisted VSPHERELOCALAGMINEEtra..  4me 121112019, 5:42:27 PM 12/11/2019, 5:4228 PM 1019779141
Valldate the cluster
. /SAN Cluster +/ Completed comvmwarevsan health 3ms 121112019, 5:41:01 PM 1211112019, 54101 PM 1019779141
specification
Initiate guest OS shutdown 1 ops-manager  Compisted VSPHERE LOCALAdministra..  6ms 121112010, 5:40:26 PM 12/11/2010, 5:40:26 PM 1019779141
An More Tasks

16. Right-click the Ops Manager VM and click Power On.
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vm  vSphere Client

[s] 8 @

M ops-manager »

v @@ 1019779141 Summary  Monitor  Configure
[} vSAN Datacent p—

Guest OS:
v Bvsanc Compatioiity:  ESXi 5. and a
g 1019714551 VMware Tools: Not running, v
10197.145.52 More info
[ 1019714553 DNS Name:
0 tor9714558 P Addresses
o e Host 0197.145.51
> © vomT B Actions
v @ PKs

Power .
1 ops-manager
Guest 08 .

Snapshots B

& Open Remote Console

B Migrate VSAN Cluster
Clone > [ 10.197.145.51
Fault Tolerance » [esource pool
VM Policies » Jetworks
Template > horage
Compatibility .

Export System Logs.

& Eait Settings

Recent Tasks A .

—_— Move to foider.

Tosk Name - = T
Rename.

Vaidate the cluster s

Scan entty Edit Notes

v

the cluster s

Tags & Custom Attributes »

Deploy OVE

Add Permission

v Completed

Alarms .
mport OVF e v Completed
o1t OVF packag Remove from Inventory Compizted

Delete from Disk

Update Manager N

Networks ~ Updates

Custom Attributes

v
A~
Attribute
Edit
Initiator ~ Queued For
comym: sms
comymi whealth 21ms

comum

VSPHE

VSPHERE LOCALWpxd-extensl.  3ms

vephere JocalAdministrator 109 ms

Start Time 4
121172019, 516:03 P4
121172019, 51330 PM
1212019, 5:12:48 PM
12/112019, 512:04 PM

121112019, 5:12:03 PM

12/1112019, 5:02:49 PM

Value

Compieton Time
12711208,
12711208,
121m72019,

121112019, 519:22 PM

12112019, 5:12:03 PM

127112019, 5:19:22 PM

cPu Usace
O on:
MEMORY USA
oB
STORAGE USAGE
8 163668

1019770141

19770141

Network Selection for vSphere v6.5

With VMware vCenter Server 6.5, when initially deploying the Ops Manager OVA, you cannot connect to an NSX-T logical switch. You must first connect to a vSphere Standard (vSS) or
vSphere Distributed Switch (vDS). After the OVA deployment is complete, before powering on the Ops Manager VM, connect the network interface to the NSX-T logical switch. The
instructions below describe how to do this. This issue is resolved in VMware vCenter Server 6.7. For more information about this issue, see the VMware Knowledge Base .

If you are using vSphere 6.5, at the Select Networks screen, select a vSS or vDS port-group such as the standard VM Network, and click Next.

Complete the remaining deployment steps as described above.

After the OVA deployment completes successfully, right-click the Ops Manager VM and select Edit Settings. Change the vNIC connection to use the nsx.LogicalSwitch that is defined for

(f1 pcfvsphere-2.3-build.170 - Edit Settings

» [ cru
» W Memory
v O3 Hard disk 1

+ (@, SCsl controller 0

+ [H video card
b 2 VMCI device
» Other Devices

» Upgrade

[V\rtual Hardware | VM Options | SDRS Rules | wApp Options |

|vHMEI [~

159.9999179340088 3 lea |+]

LS| Logic Parallel

| Specify custom setiings | M

[] &chedule Y1 Compatibility Upgrade

MNew device

—— Seledt — [~

the PKS Management Plane, for example LS-MGMT-PKS .

‘Compatibility: ESXi 5.1 and later (VM version 89)

OK

+ [ *Network adapter 1 \ LS-MGMT-PKS (nsx.LogicalSwitch) | - | [ connect...

Cancel

Step 3: Configure Ops Manager for Enterprise PKS

The first time you start Ops Manager, you are required select an authentication system. These instructions use Internal Authentication. See Set Up Ops Manager ' in the Pivotal

Platform documentation for configuration details for the SAML and LDAP options.

1. If you are using the NAT deployment topology, create a DNAT rule that maps the Ops Manager private IP to a routable IP. SeeCreate Enterprise PKS Management Planefor

instructions.

2. If you are using the No-NAT deployment topology, create a DNS entry for the routable IP address that you set for Ops Manager. Use FQDN to log into Ops Manager.

Note: Ops Manager security features require you to create a fully qualified domain name to access Ops Manager. See Installing Pivotal Cloud Foundry on vSphere .
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3. Navigate to the IP address (NAT mode) or FQDN (No-NAT mode) of your Ops Manager VM in a web browser. The “Welcome to Ops Manager” page should appear.

Note: Itis normal to experience a brief delay before the interface is accessible while the web server and VM start up.

Pivotal

Welcome to Ops Manager

Select an Authentication System

Intemal Authentication |

SAML Identity Provider

LDAP Server

Upgrading Ops Manager?

Import Existing Installation

A Waning: The internal security module used by Ops
Manager will remember the IP or hostname of ths visit
and always redirect (o it. You should plan on maintaining
the current IP o hostname after this initial setup in order
10 avoid authentication problems later on. We recommend
using @ FQDN for Ops Manager.

PCF Ops Manager v2.6; ©2013-2019 Pivotal Software, Inc; All Rights Reserved.

APID | End User License Agreement

4. Select Internal Authentication and provide the following information:

o Username, Password, and Password confirmation to create a user with administrative privileges.

o Decryption passphrase and the Decryption passphrase confirmation. This passphrase encrypts the Ops Manager datastore, and is not recoverable.

HTTP proxy or HTTPS proxy, follow the instructions in Configuring Proxy Settings for the BOSH CPI .

o

5. Read the End User License Agreement, and select the checkbox to accept the terms.

Pivotal

Just a moment

Waiting for authentication system to start...

6. Click Setup Authentication. It takes a few minutes to initialize the database.

7. Login to Ops Manager with the username and password that you created.

€« C ¥ A NotSecure | https://10.40.14.1/uaa/login

% 016
@ source €} workspaceone [} Eng.kB [J Eng.WikI [ BuidWeb @b Bugzila

OpsMgr-PA  [7 vCenter-pA [l NSX-PA @ Harbor-PA [] vCenter-sC [l NSX-SC BB VMwarevCloudDi.. @ AWS [3 vCenter-Simone [l NSX-T-simone @& GCP

Pivotal

Welcome!

Email

Password

8. Verify success. You should be able to log in, and you should see the BOSH Director tile is present and ready for configuration, indicated by the orange color.
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P PCF Ops Manager INSTALLATION DASHBOARD ~ STEMCELLLIBRARY ~ CHANGE LOG

Installation Dashboard

Next Step

After you complete this procedure, follow the instructions in Generating and Registering the NSX Manager Certificate for Enterprise PKS

Please send any feedback you have to pks-feedback @pivotal.io.
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Generating and Registering the NSX Manager Certificate for Enterprise PKS

In this topic
Overview
Prerequisites

Generate the NSX-T Root CA Certificate using the Cluster Virtual IP Address
Configure a VIP for the NSX-T Management Cluster

Define the Certificate Signing Request Using the VIP
Generate the VIP Certificate and Private Key

Register the Cluster Virtual IP Certificate
Import the VIP Certificate to NSX Manager

Register the VIP Certificate Using the Cluster Certificate API
Verify the VIP Certificate
Add the VIP Certificate to BOSH and PKS Tiles

Generate the NSX-T Root CA Certificate using the Load Balancer IP Address
Configure a Load Balancer for the NSX Management Cluster

Define a CSR Using the Load Balancer IP Address
Generate NSX Root CA Certificate and Private Key Using the Load Balancer IP Address

Register the Load Balancer IP NSX-T Root CA Certificate
Import CA Certificate to All Three NSX Managers

Register Load Balancer Certificate with All Three NSX-T Manager Appliances
Verify Load Balancer Certificate
Add the VIP Certificate to BOSH and PKS Tiles

Add or Update the Certificate for the BOSH and PKS Tiles
Update the NSX-T Manager IP and Certificate for BOSH

Update the NSX-T Manager IP and Certificate for PKS
Deploy Enterprise PKS
Next Step

Page last updated:

This topic describes how to generate and register the NSX Manager certificate authority (CA) certificate in preparation for installing VMware Enterprise PKS on vSphere
with NSX-T.

Overview

The NSX Manager CA certificate is an IP-based, self-signed certificate that you create and register with the NSX Manager. The NSX Manager CA certificate is used to
authenticate Enterprise PKS with NSX Manager during Enterprise PKS installation on vSphere with NSX-T.

Both the BOSH Director and Enterprise PKS tiles require the NSX Manager CA certificate when on vSphere with NSX-T. Ops Manager requires strict certificate validation
and requires the subject and issuer of a self-signed certificate to be either the IP address or fully qualified domain name (FQDN) of the NSX Manager.

Note: By default, the NSX Manager includes a self-signed API certificate with both the subject and issuer populated with hostname instead of IP address or
FQDN. You must generate a valid self-signed certificate.

You can use either of the following methods to generate your NSX Manager CA certificate:

o Generate the NSX-T Root CA Certificate using the Cluster Virtual IP

e Generate the NSX-T Root CA Certificate using the Load Balancer IP
You can then register the generated certificate with the NSX Manager using the NSX API:

e Register the Cluster Virtual IP NSX-T Root CA Certificate
o Register the Load Balancer IP NSX-T Root CA Certificate

Note: The following instructions are specific to NSX-T v2.4.1.
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Prerequisites
Before you generate and register an NSX Manager CA certificate, ensure that you have successfully completed all of the following steps:

e Preparing to Install Enterprise PKS on vSphere with NSX-T Data Center
e Hardware Requirements for Enterprise PKS on vSphere with NSX-T

e Creating the Enterprise PKS Management Plane

e Creating Enterprise PKS Compute Plane

e Deploying Ops Manager with NSX-T for Enterprise PKS

Before configuring your BOSH and PKS tiles with your NSX Manager CA certificate, ensure that you have successfully completed the steps in Install Enterprise PKS in

Installing Enterprise PKS on vSphere with NSX-T.

For configuration information, see the Networking section of Installing Enterprise PKS on vSphere with NSX-T.

Generate the NSX-T Root CA Certificate using the Cluster Virtual IP Address

The NSX-T Management Cluster is comprised of three NSX-T Manager nodes. You can configure the NSX-T Manager Ul and API to support a single access point by
assigning a virtual IP address (VIP) to the NSX-T Management Cluster.

APl or
GUI Client

ViP

Cluster Virtual IP
10.1.1.1

IP

NSX Management Cluster

To generate an NSX-T Management Cluster root CA certificate using your NSX Management Cluster VIP, complete the following steps:

e Configure a VIP for the NSX-T Management Cluster
o Define the Certificate Signing Request Using the VIP

o Generate the VIP Certificate and Private Key

Configure a VIP for the NSX-T Management Cluster

The NSX-T Management Cluster VIP IP address is used to configure the NSX-T Management Cluster certificate.

1. Tosupport a single access point for the NSX Manager API, complete the steps in Assign a Virtual IP Address to the NSX-T Management Cluster

Define the Certificate Signing Request Using the VIP

To define the Certificate Signing Request, complete the following steps:
1. Create a new Certificate Signing Request (CSR) file named nsx-cert.cnf |

2. Complete the CSR file using the following template:
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[req]

default_bits = 2048

distinguished name = req_distinguished name
req_extensions = req_ext

prompt = no

[ req_distinguished name ]
countryName = COUNTRY-INIT
stateOrProvinceName = STATE
localityName = STATE-INIT
organizationName = NSX
commonName = [P-ADDRESS

[ req ext]

subjectAltName = @alt_names
[alt_names]

DNS.1 =IP-ADDRESS

Where:

o COUNTRY-INIT are the initials for your corporation’s country of origin.
o STATE isyour corporation’s state or province.

o STATE-INIT are the initials for your corporation’s state or province.

o IP-ADDRESS isyour Management Cluster VIP IP address.

For example:

[req]

default_bits = 2048

distinguished _name = req_distinguished name
req_extensions = req_ext

prompt = no

[ req_distinguished name ]
countryName = US
stateOrProvinceName = California
localityName = CA
organizationName = NSX
commonName = 10.40.206.5

[ req_ext ]

subjectAltName = @alt_names
[alt_names]

DNS.1 =IP-ADDRESS

Note: The Cluster VIP IP address must be used as the commonName attribute value because the certificate will be registered as a Cluster CA certificate, not
as a Node CA certificate.

3. Copy the completed nsx-certenf file to a Linux-based VM that is on the same network as the PKS Management Plane.

Generate the VIP Certificate and Private Key

To use your new CSR to generate a certificate and private key, complete the following commands:

1. Toexportthe NSX_MANAGER_IP_ADDRESS and NSX_MANAGER_COMMONNAME environment variables, run the following command:

export NSX_ MANAGER_IP. ADDRESS=IP-ADDRESS
export NSX MANAGER COMMONNAME=IP-ADDRESS

Where IP-ADDRESS jsyour Management Cluster VIP IP Address.
For example:

$ export NSX_MANAGER_IP_ADDRESS=10.40.206.5

$ export NSX_MANAGER_COMMONNAME=10.40.206.5

2. To use the above CSR to generate the certificate and private key files, nsx.crt and nsxkey |run the following command:

openssl req -newkey rsa:2048 -x509 -nodes \

> -keyout nsx.key -new -out nsx.crt -subj /CN=$NSX_MANAGER_COMMONNAME \

> -reqexts SAN -extensions SAN -config <(cat ./nsx-cert.cnf \

> <(printf "[SAN]\nsubjectAltName=DNS:$NSX MANAGER COMMONNAME,IP:SNSX MANAGER [P ADDRESS")) -sha256 -days 365

3. To verify the certificate, run the following command:
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openssl x509 -in nsx.crt -text -noout

Register the Cluster Virtual IP Certificate
To register the Cluster Virtual IP NSX-T Root CA certificate, complete the following:

o |mport the VIP Certificate to NSX Manager

e Register the VIP Certificate Using the Cluster Certificate API
o Verify the VIP Certificate

e Add the VIP Certificate to BOSH and PKS Tiles

Import the VIP Certificate to NSX Manager

To import the certificate to the NSX Manager, complete the following steps:
1. Loginto the NSX Manager Ul using the VIP IP address.

2. Navigate to System > Certificates.

« Certificates CSRs

> o2 Load

Balancing £1 IMPORT ~

= Firewall 3
Import Certificate

IEI Encryption Import CA Certificate

3. Click Import> Import Certificate. The Import Certificate screen is displayed.

Note: Ensure that you select Import Certificate and not Import CA Certificate.

4. Inthe Name field, enter a unique name for the certificate, such as NSX-VIP-CERT |

Note: The certificate name must be unique. The default NSX Manager CA certificate is typically named NSX-API-CERT
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Import Certificate

@
X

Name* NSX-API-CERT-NEW

Certificate | BEGINCERTII ATE-——— . - BROWSE...
Contents* IL CAMGIAWIE JZ2R0207x3 EXQIKZEa+WamyYWewWDQYJKoZInveNAQE
L -
Private Key | BEGIN RIFICAT ----- . - BROWSE
IL CAMGIAWIE JZ2R0207x3 EXQIKZEa+WamyYWewWDQYJKoZInveNAQE o
L
BQAwHzZEL MAKGAIUEBOMCYVMEDAORaNVBAGMBIBRdmI0YWwwHhcNMTaxME ™
Passphrase
Description

Service Certificate '::) No

Turn Service Certificate on to use th&tificate with services such as Load Balancer and VPN.

um Service Certificate off to use the certificate with NSX

CANCEL IMPORT

5. Inthe Certificate Contents field, enter the certificate string. You can locate the certificate string in the nsx.crt_ certificate file that you previously generated.
Copy and paste the certificate contents of the certificate file into the field.

6. Inthe Private Keyfield, enter your certificate’s private key. You can locate the key string in the nsxkey private key file that you previously generated. Copy and
paste the key content of the key file into the field.

7. Verify that the Service Certificate option is set to No. The Service Certificate setting should be “off” because you are using the certificate with NSX Manager

appliance nodes.
8. Click Import.

9. To verify that your configuration has replicated to all NSX-T Manager instances, perform the following steps:

a. Loginto each individual NSX Manager node.
b. Oneach node, navigate to the System > Certificates screen.
c. Confirm that the certificate has replicated to the NSX-T Manager instance.

Register the VIP Certificate Using the Cluster Certificate API

To register the imported VIP certificate with the NSX Management Cluster Certificate API, complete the following steps:

1. To retrieve the certificate UUID, open the NSX Manager System > Certificates screen that you used to import the certificate and copy the UUID.

(@] NSX-T certificate X 06.2 10.40.206.2 e 6/15/2018 - 6/15/2019 Self Signed
63bb6646-052c-49df-b603-64d7e5bdb5bf

O NSX-T-API-CER