
1. Introduction
The state of the Earth's magnetosphere-ionosphere-thermosphere system depends strongly on the input 
from the solar wind (SW) and the accompanying Interplanetary Magnetic Field (IMF). Case studies of 
the response of the terrestrial system to specific SW/IMF drivers can reveal valuable information on the 
structure and dynamics of the system and its interaction with the solar wind. It is not, however, until large 
statistical studies of specific system properties are conducted, that a better understanding of the system 
workings as a function of SW/IMF can be achieved. Such large statistical studies require a large collection 
of suitable SW/IMF drivers or “events” that, when analyzed together through superposed epoch analyses, 
can yield a statistical understanding of the behavior of the system. Traditionally, this has been done by man-
ual inspection of SW/IMF data of long periods in search of the suitable drivers, or by automated procedures 
that isolate (given certain criteria) the specific events. The first method obviously requires long periods of 
manual labor, and suffers from the bias introduced by the subjective criteria of the performing researcher. 
An automated procedure that takes the human error out of the equation is more suitable and objective. 
Several such procedures exist, each adapted to the needs of the specific project.

One of the most interesting and effective SW/IMF drivers is a step change in one or more SW/IMF variables. 
Such change has the ability to modify the system in very short timescales, and introduce short-lived tran-
sients or long-term disturbances alike. We introduce a procedure that involves comparison of the SW/IMF 
variables, for which a step-like change is sought with a predefined step-like function. The agreement of the 
SW/IMF data with the step-like function for a period around each point in time will be assessed through the 
cross-correlation technique (Bevington & Robinson, 1992). Our approach is similar to the technique used 
by Palmroth et al. (2007) in their study of the coupling efficiency of solar wind impulses. The result of the 
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procedure will be a set of events that satisfy the desired step-like characteristics, such as magnitude of the 
change, sign of the change (positive/negative), and rate of change.

The existing automated procedures in the literature that detect SW/IMF step discontinuities are motivated 
mainly by the desire to detect solar wind interplanetary shocks (Cash et al., 2014; Kruparova et al., 2013; 
Neugebauer et al., 2003; Vorotnikov et al., 2008). A step change in at least three out of four SW/IMF varia-
bles (density, velocity, temperature, and magnetic field magnitude) with magnitude above certain limiting 
values is sought in order for the discontinuity to be considered a candidate for an interplanetary shock (with 
additional criteria finalizing the classification). It should be noted here that our intention is not to identify 
the best limiting values for step detection, but to devise a mechanism that will accurately and consistently 
capture all step changes in the desired variables, given a set of limiting values. In that respect, the above 
studies used local variation of the respective parameters, either between two consecutive points or within 
a short period (<10 min averages) before and after each point in time to determine if there is a step jump 
in a SW/IMF variable. Our approach, as described in Section 2, utilizes a fit of the data with a predefined 
step-like function over a longer period before and after each point in the time series, thus more accurately 
identifying steps, steering away from short-term SW/IMF variations.

2. Step-Like Solar Wind Dynamic Pressure
In this section, we describe the methodology used for the automated detection of step changes in the SW/
IMF. The idea behind this procedure is to seek a step change in a SW/IMF variable by comparing the entire 
vicinity of the step with a predefined step function, instead of looking at local properties of the variable 
(within a few min from the step). We demonstrate the procedure using only one SW parameter, the solar 
wind dynamic pressure, SWP , thus seeking sudden enhancements in SWP .

The SW/IMF data used in the following are from the Wind and/or the Advanced Composition Explorer (ACE) 
spacecraft. The data are first propagated to (17, 0, 0) ER  GSM using the Weimer et al. (2003) minimum vari-
ance technique, and are given with 1-min resolution (Weygand & McPherron, 2006a, 2006b, 2006c, 2006d). 
The SW/IMF data do not need to be propagated for the application of the step detection technique, but the 
propagation is necessary for application to space physics studies, like in the demonstrated application of 
Section 3, and therefore we use it throughout for consistency.

2.1. Step Analytical Form

Palmroth et al. (2007) used a similar procedure for the detection of pressure changes for their study of the 
coupling efficiency of solar wind impulses. They compared their pressure data with the Heaviside step func-
tion of Equation 1 by means of a cross-correlation coefficient,  0 1R  (Bevington & Robinson, 1992). By 
accepting only coefficients with values higher than 0.95, they chose only pressure variations that resemble 
a step change.
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We follow a similar procedure, however with two modifications. First, the Heaviside step function exhibits 
a discontinuity in both its value and its derivative at  0x . At this point, its derivative becomes the Dirac 
delta function.
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Even though this does not pose any problems with the cross-correlation of  H x  with the data, it also does 
not provide information on the rate of change of the SW/IMF variable. A more useful function is the so-
called “logistic” function

  




1
1

f x
e ax (3)

BOUDOURIDIS AND ZESTA

10.1029/2021JA029198

2 of 15



Journal of Geophysical Research: Space Physics

which is a smooth approximation of  H x , resembling  H x  when  a .  
For our purposes where the initial and final values can be other than 0 
and 1, a more appropriate form of the logistic function is

  
 


1

0 21
af t a
e a t (4)

where the coefficients ia  represent the properties of the SW/IMF step, and 
t is the time with  0t  at the center of the step change. With the above 
convention,   0lim f at , which is the prestep value. On the positive t 
side,   0 1lim f a at , therefore  1a f , the change in f  after the step. 
Finally, 2a  represents the rate of change of f , with higher values leading 
to steeper changes. Figure 1 shows a plot of Equation 4 for 0 2a , 1 6a , 
and three values of 2a , 0.3, 0.5, and 0.9.

2.2. Step Detection

The second improvement over the Palmroth et  al.  (2007) study is that 
instead of directly performing the cross correlation with the data, using 
estimates and/or multiple variations of the parameters ia  in order to ob-
tain the best correlation, we perform a nonlinear least squares fitting of 

the data at each point of the time series with the step function f  for a specified interval around that point. 
We then perform a cross correlation of the fitted function with the data. If there is no step present the 
cross-correlation coefficient is low. If there is a step and the data point under examination is away from the 
step, the cross-correlation coefficient is again low. The cross-correlation coefficient maximizes right at the 
step change. We choose the points with  0.95R . Additional criteria about the step characteristics are then 
used to isolate the appropriate steps.

Let us demonstrate the steps involved in this process by seeking abrupt SWP  enhancements. First, we choose 
the intervals before and after the step for which semi-stable conditions should exist in order to identify 
isolated step changes. The period before the pressure step is necessary to avoid any prior activity present 
in the terrestrial system. We choose this to be bef 30t  min. The interval after signifies the minimum du-
ration of the pressure change before it returns to lower values or is further enhanced. We choose this to 
be aft 15t  min. For a typical solar wind velocity of 400 km/s this means the high pressure region spans 
∼56  ER . This is a high-pressure regime that engulfs the entire magnetosphere, thus causing global effects 
(Boudouridis et al., 2003). Longer times can be chosen to obtain long-lasting pressure changes. These, how-
ever, will miss all the shorter duration pulses. Alternatively, aftt  can be varied after the step fitting to deter-
mine when R returns to low values, thus determine the duration of the step.

The next step involves the nonlinear least square fitting of the chosen data interval at each time SWt , 
   SW bef SW aft,t t t t , with the function of Equation 4 in the interval    bef aft,t t . Initial values of the 
coefficients ia  need to be chosen for this fitting. Initial 0a  and 1a  are chosen by computing the average of the 
data in the intervals before and after. The initial value for 2a  can be chosen to be 0.5, a middle of the range 
value. More precisely, this value can be estimated by the linear least square fitting of a few points around 
SWt  which determines the local slope of the data at SWt . Taking this to be equal to the slope of the logistic 

function at  0t  yields the initial value of 2a  through the equation, 

df

dt

a a
t 

0

1 2

4
 (5)

However, we found the fitting procedure to be robust enough, converging fast even with the constant 
2 0.5a  value. The quality of the fit is then evaluated by computing the cross-correlation coefficient R of 

the fitted function with the data.

The procedure was applied to one day of Wind data, May 1, 1998. The pressure data were smoothed with 
a three point running average prior to the application of the procedure, but the original unsmoothed data 
are displayed. Two pressure steps were detected on this day. The fitted curves and parameters are shown in 
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Figure 1. Plot of the function of Equation 4, representing a “smooth” step 
function.
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Figure 2, initial (blue) and final (red). The cross-correlation coefficient R is also shown. Occasionally more 
than one points around a step have  0.95R  in which case the highest R fit is selected as the final step fit. 
This is the one shown in Figure 2.

2.3. Step Selection Criteria

As it is the case for this and many other days, more points in the time series have  0.95R . Those points 
do not qualify as steps in pressure based on two additional criteria we employed in this demonstration of 
the procedure. The first criterion has to do with the magnitude of the pressure change. We set a minimum 
positive pressure jump of  SW 2P  nPa, as we only wish to consider upward steps of significant magni-
tude. Therefore, 1a  resulting from the fitting routine has to be ≥2 nPa. The second criterion limits the rate 
of pressure change. In order for it to be considered an abrupt step, we require that the jump is completed 
in less than 10 min. However, the analytical logistic function changes from 0a  to 0 1a a  in infinite time 
(see plot of Figure 1), as the negative and positive parts of the curve move asymptotically toward the two 
values, before and after, respectively. So for practical purposes, we consider the step complete when the 
pressure change reaches 90% of 1a , or   1P pa , where  0.9p . If we consider this P to be centered around 
   0 10 / 2f a a  then Equation 4 yields that the change occurs in

 
    2

2 1ln
1

pt
a p

 (6)

which becomes 0 for  0p  and  for  1p . If we require that    max 10t t  min, the limiting condition 
for the time constant 2a  is

 
    

2
max

2 1ln
1

pa
t p

 (7)

For  0.9p , Equation 7 gives 2 0.589a . Any fit resulting in 2 0.589a  is therefore not considered a pres-
sure step, but more of a pressure ramp.

We illustrate the step detection process based on all three selection criteria (correlation, step magnitude, and 
step rate) for May 1, 1998 in Figure 3. The bottom panel (d) plots the Wind SWP  data. The next three panels, 
from bottom to top, plot (c) the cross correlation coefficient R, (b) the fit  SW 1P a , and (a) the fit time con-
stant 2a . The limiting values for the three criteria are denoted in these panels by the blue horizontal lines. 
In all panels, the plot line is red when all three criteria are satisfied, and green when  0.95R  but only one 
of the other two criteria is satisfied. In the top two panels, the green points are also marked with green dia-
monds to highlight their values. The red arrows and times in the bottom panel pinpoint the detected steps. 
It can be seen from the cross-correlation plot that R is greater than 0.95 in several occasions. However, in all 
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Figure 2. Two examples of the fitting procedure with the fit parameters and curves, initial (blue) and final (red), shown for two PSW steps, 2209 UT (left) and 
2249 UT (right), on May 1, 1998, using Wind data.
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but the two confirmed steps all step candidates fail in one or both of the other two criteria. At around 01 UT, 
several points have  0.95R  and  SW 2P  nPa, but the pressure increase rate is very low, 2 0.1a  min−1, 
and hence this is a clear pressure ramp. Just after 02 UT there is a sudden drop in pressure with  0.95R  
and high 2a , but obviously this is a negative 1a  case. In three more instances, 05–09 UT, the correlation is 
high but both the other two criteria fail to reach the limiting values.

The end result of the procedure is a list of dates and times of the selected step changes in pressure. The 
pressure characteristics such as  SWP  and  SW /r dP dt are also recorded, with the latter calculated from 
Equation 5 since the logistic function slope maximizes at  0t . The final results for the two steps of Figure 2 
are shown in Figure 4. The top panels show the specific step in each case with the derived step characteris-
tics in blue. The bottom panels show the entire day fitting results, highlighting the step above in a blue box.

2.4. Procedure Validation

The accuracy, and ultimately the success, of the procedure depend on the numerical values of the input pa-
rameters used. For the described technique, these are the two time intervals before and after the examined 
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Figure 3. (d) Wind PSW data for May 1, 1998. The next three panels (from bottom to top) plot the three selection 
criteria: (c) cross-correlation coefficient R, (b) the fit ΔPSW = a1, and (a) the fit time constant a2. Blue horizontal lines 
denote their limiting values. In all panels, the plot line is red when all three criteria are satisfied, and green when 
R ≥ 0.95 but only one of the other two criteria is satisfied.
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point in the SWP  time series, beft  and aftt . A choice other than 30 and 15 min for beft  and aftt , respectively, will 
affect the results of the procedure in cases when smoothly varying data do not exist before and/or after the 
potential pressure step. We required that the two periods before and after the pressure step are semistable 
in order to identify isolated step pressure enhancements, and therefore the procedure works best for those 
cases. Isolated pressure steps will provide the best results when used in statistical studies of the response of 
the magnetosphere-ionosphere system, as these events are devoid of any prior activity present in the system 
that can adversely affect the results of the statistical study. However, it can be argued that a robust procedure 
should be able to identify the presence of a pressure step, even in those highly variable cases. Below, we 
investigate the performance and limitations of the technique in that respect.

Another case, when the technique might not yield the desirable results is when the variability in the SWP  
time series occurs midfront, as opposed to prefront or postfront. This means that the step is not a single, 
well-defined step, but a series of two or more steps. The intermediate steps could be smaller and less steep 
than the criteria set for the step selection. Even if they satisfy the given criteria, the time before/after the step 
is not enough for a good fit of the transition with the function of Equation 4 and bef 30t  min, aft 15t  min, 
as in these cases the correlation coefficient R will fail to achieve the limiting 0.95 value. Finally, when all 
the steps are completed and a fit with high correlation is established for the overall step, the rate of change 
might be too small to qualify under the criterion of Equation 7. Smoothing the data, as we did here, can 
improve the correlations and detect the overall pressure enhancement as a one-step jump, but there is still 
a chance of a failed detection. We also examine these multiple step cases further down.

Before we proceed presenting the technique results on a validation interval, and specific examples of the 
limitations of the procedure during the above mentioned special cases, we need to emphasize one more 
point. The technique is set to work even with the presence of missing or invalid points in the fit interval. 
Currently, we have set a limit of half of the combined bef aftt t  interval points necessary for the application 
of the technique. The fit is simply applied only to the points present. Any fit interval with more than half 
of its points missing is not considered. In addition, at its present setting, the technique is not applied when 
the point in examination for a step is itself missing. Therefore, when the missing points are right on the step 
transition the step is not recognized as such. This could be modified to allow for the technique application 
using only the points present, before, and after the point in question. However, if all the step transition 
points are missing, even if a good fit is realized, the step timing and rate of change 2a  will be arbitrary (only 

0a  and 1a  could be definitively determined), and thus such avenue was not explored further.

The procedure was tested with Wind data for the full year of 1998. In every case of a candidate step (selected 
or not) the criteria were visually and graphically examined (with plots like those of Figures 2 and 3). Overall, 
88 pressure steps were detected. All of them (100%) were accurately selected, there were no false positives, 
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Figure 4. Final-fit results for the two steps of Figure 2, 2209 UT (left) and 2249 UT (right). The top panels show the specific step in each case with the step 
characteristics in blue. The bottom panels show the entire day fitting results, highlighting the step above in a blue box.
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as all conformed to the selection criteria of Section 2.3. Therefore, the technique is 100% accurate in not se-
lecting spurious events. In addition to the detected steps, 48 not selected candidate steps (green lines in plots 
like that of Figure 3) were closely examined to uncover the reason for the failed selection. It was determined 
that for 38 of those the technique had an accurate assessment. The remaining 10 events could have been 
selected, if it was not for some combination of prefront, midfront, or postfront variability. They are listed in 
Table 1, which includes the reason for the missed selection, and some notes on their further detailed inves-
tigation. Of the 10 cases, 8 were missed due to some prefront or postfront variability, and two of them due to 
the presence of a double step (midfront variability). Also, 8 were missed due to lower resulting correlation 
coefficient  0.95R , while 2 were not selected due to lower resulting rate of change, 2 0.589a . Another 
reason for a failed detection could be a lower step magnitude,  SW 2P  nPa, as prefront and/or postfront 
variability can lower the fitted 1a  parameter. We now examine in detail two of the events of Table 1.
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Date Time Reason for missed detection Notes

22-01-1998 2116 UT Prefront variability Prefront variability lowers R to ∼0.88. Removal 
of the variability results in step detection 
with R > 0.99.

04-05-1998 0536 UT Prefront spike Prefront spike inhibits proper identification, 
R ∼ 0.93. Removal of the spike results in step 
identification with R > 0.99.

04-05-1998 0722 UT Prefront and postfront spikes Prefront and postfront spikes interfere with 
identification, R ∼ 0.83. Removing both 
spikes results in step detection at 0721 UT, 
with R > 0.97.

10-06-1998 1346 UT and 1359 UT Double step Double step with two short duration 
components. Double step inhibits overall 
detection, with R < 0.94. Removal of the first 
step results in the detection of the second 
step at 1359 UT with R ∼ 0.97. Removal of 
the second step results in detection of the 1st 
step at 1346 UT with R > 0.99.

31-07-1998 1108 UT Postfront variability The presence of a postfront dip leads to missing 
detection with R < 0.89. Removal of the dip 
results in step detection at 1108 UT, with 
R > 0.96.

31-07-1998 1607 UT Prefront variability Prefront dip intereferes with the step detection 
by lowering R below 0.95. Removal of the dip 
results in a step detection with R ∼ 0.98.

01-08-1998 1449 UT Prior variability The presence of prior variability inhibits step 
detection as it lowers R to <0.87. The 
prefront fitting interval of 30 min is too long. 
Removal of part of the prior variability so 
that 30 min fit, results in step detection at 
1449 UT with R > 0.99.

01-09-1998 0527 UT Prefront variability Pre-front variability leads to lower R (0.8) and 
a smaller step, missing the step detection. 
Removing the variability results in a step 
with R ∼ 0.99 and acceptable jump.

01-09-1998 0620 UT Double step The presence of a small first step leads to lower 
rate of change, a2 = 0.33, even though the 
overall step has R ∼ 0.97. Removing the first 
step results in detection of the overall step 
with a2 = 1.05.

30-09-1998 0236 UT Postfront spike Lower rate due to postfront spike, a2 = 0.44, 
even though R > 0.98. Removal of the spike 
results in similar R and higher rate, a2 = 0.95.

Table 1 
List of Missed Wind Step Detections During the Validation Interval of 1998
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The first event we examine is an example of a prefront spike/variability that interferes with the step de-
tection at 0536 UT on May 4, 1998 (line 2 of Table 1). Figure 5 shows how this variability affected the fit 
parameters. The left panel shows the step fit and the derived fit parameters (red) with the presence of a 
large variation in pressure between 0515 and 0530 UT, approximately, prior to the pressure enhancement at 
0536 UT. The red diamond on these plots denotes the point around which the fit was performed. The results 
show that parameters 1a  and 2a  are in the appropriate range for selection. However, the cross-correlation 
coefficient R reaches just above 0.93, its highest value in the interval around the pressure step, and therefore 
the step is not selected. In the right panel of Figure 5 the prefront variability has been artificially removed, 
setting its values to missing data. Recall that the algorithm can handle missing data, up to half the bef aftt t  
interval. Without the prefront pressure variability, the technique now yields higher 1a  value, and slightly 
lower 2a  value (still within range of our criteria) at 0536 UT. However, the coefficient R is now higher than 
0.99, easily yielding a step detection.

The second event is an example of a double step on June 10, 1998 (line 4 of Table 1), with the two individual 
steps being close together at 1346 and 1359 UT. Figure 6 illustrates four fits of the data. The top two panels 
show the fits of the two individual steps separately, (a) the 1346 UT step on the left and (b) the 1359 UT step 
on the right. In both cases the step detection algorithm fails to achieve the required  0.95R  coefficient. 
This is due to the fact that the following/preceding step is too close and interferes with the individual fits. 
The double step fails to qualify in its entirety as well, as the logistic function fit of the overall step never 
reaches above  0.94R , and in that case the rate of change is only 2 0.2a . The latter is a common issue 
with double or multiple steps as mentioned before. The bottom two panels (c and d) show the same fits but 
now with one step artificially removed as we did in the previous event. In both cases, the correlation coeffi-
cient easily achieves higher than 0.95 value, with acceptable fit parameters.

Similar fits and results apply for the remaining cases of Table 1. If we assume the 10 events of Table 1 to 
be legitimate steps that were missed and considering that the double step of June 10, 1998 contributes two 
steps, while the double step of September 1, 1998 (line 9 of Table 1) contributes one step, there were sup-
posed to be a total of 99 steps in the Wind data of 1998, of which 88 were accurately identified. This is a 
success rate of 89%. However, we should put a strong cautionary note here. The procedure presented here 
is designed to provide a list of events suitable for superposed epoch analyses of the response of the magne-
tosphere-ionosphere system to solar wind step drivers, in our case the solar wind dynamic pressure. The 
time intervals bef 30t  min and aft 15t  min, before and after the step, respectively, during which semista-
ble pressure conditions were required, were specifically chosen with the intent of selecting events that are 
“clean,” devoid of any prefront or postfront variability. These events have been proven to be the most ap-
propriate drivers for large statistical studies of the solar wind/magnetosphere-ionosphere interaction (e.g., 
Boudouridis et al., 2011, and references therein), as they steer clear of any possible contamination of the 
system by adjacent in time activity. In that respect, the events of Table 1 do not qualify as isolated, “clean” 
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Figure 5. An example of a missed step detection at 0536 UT on May 4, 1998, due to prefront variability. (left) The detection parameters with the variability 
present. (right) The same with the variability removed.
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steps in pressure, leaving the original list of the 88 events as the most appropriate group of events, given the 
criteria set forth.

We should note here that, for a given set of selection criteria, namely time intervals before and after, mag-
nitude of the step change and rate of change, the selection can be more or less strict by simply varying the 
limiting value of the acceptable correlation coefficient, R. This value determines how strictly the event 
selection adheres to the given criteria. A higher limiting coefficient, will lead to fewer but “cleaner” events. 
A lower limiting R will yield a larger but less “clean” event sample. In fact, some of the events of Table 1 
would have qualified as pressure steps for  0.90R . But in that case, the step timing and characteristics 
would have been less accurate. It is all a balance between the desired number of events and the required 
quality of events.

2.5. Step Determination Errors

The nonlinear least square fitting procedure also returns the errors of the ia  parameters in the form of their 
standard deviation,  ai. We should emphasize here that, in the rest of this section, these “errors” refer to 
the natural fluctuation of the fit parameters stemming from the automated nonlinear least squares fit-
ting procedure, denoting the uncertainty associated with the results, and not pointing to any failure of the 
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Figure 6. An example of a missed step detection on June 10, 1998, due to the presence of two steps close together at 1346 and 1359 UT. The top two panels (a) 
and (b) show the step fit for the two steps when both are present. The bottom two panels (c) and (d) show the fits when one of the steps is artificially removed. 
Left panels (a) and (c) are for the 1346 UT step, right panels (b) and (d) for the 1359 UT step.
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technique. The error of the pressure front time can be estimated by considering the number of minutes be-
fore and after the selected step UT for which the cross correlation coefficient is still higher than the limiting 
value,  0.95R . For example, if for a selected step there are 2 min before and 1 min after the selected time 
that still qualify with  0.95R , then the step timing error is 1/2 min. If the selected time is the only point 
with the acceptable R then the error is 0 min. This means that for higher limiting R less points qualify, thus 
the error is smaller, while for lower limiting R more points have a passing correlation around the selected 
step UT, and therefore the step timing error is larger.

The errors were estimated for the same period as in the validation section, year 1998 of Wind data. Figure 7 
shows the error histograms for the parameters involved. From top left we plot the percent fractional error 
histograms of (a) 0a , (b)  1 SWa P , (c) 2a , (d)  SW /r dP dt, and (e) the histogram of the step UT error, cal-
culated as outlined above. The fractional error is estimated as  100 /A Aε , where A is one of 0a , 1a , 2a , 
and r. The standard deviation of r is calculated through Equation 5 as        1 22 1 1 2 /4r a a a aa a . 
The error is mostly less than 10% for 0a  (Figure 7a), and less than 15% for 1a  (Figure 7b). The error for 2a  
(Figure 7c) is usually below 100%, with a few cases exceeding 100%. This, in combination with the error in 

1a , yields a higher error in r (Figure 7d) as calculated above, often higher than 100%. Finally, the step UT 
error (Figure 7e), calculated as outlined above, is 2 min, with a preference for 1 min, signifying an impres-
sive accuracy in the determination of the step timing.

The high errors in 2a  and r introduce an additional error in the accuracy of the step determination. At first 
look, the high errors in 2a  could cast doubt in the step selection process, as any value of 2a  below its limiting 
value, 0.589 in our analysis, will prevent the event selection as an acceptable step. This can be especially 
concerning for cases with   22a a , or equivalently  2 100%a  (see Figure 7c). This means that any value 
of 2a  below its selected value, including those less than 0.589 are possible, signifying an uncertainty in the 
step selection process. However, a closer look at the possible range of 2a  values, and the performance of 
their step fit based on their cross-correlation coefficient R , puts this worry to rest. Figure 8 shows how the 
procedure performs for a varying 2a  value within its error range for a pressure front at 2044 UT on Novem-
ber 29, 1998. The left panel shows the step fit curves for  2 2 2L aa a  (orange), the lower end of the 2a  
error range, and  2 2 2H aa a  (green), the higher limit of the 2a  error range, in addition to the selected 2a  
step fit curve in red (blue again being the initial guess of the fit parameters). The standard deviation for 2a  
in this case is  2 0.41a , which is about 67% of 2a . The 0a  and 1a  parameters for the orange/green curves 
are the same as for the red curve. The correlation coefficients R for the selected 2a  value and its extremes 
are also indicated on the plot. We can see that the technique performs best for the selected 2a  value, both 
from the three values of R and the fit curves themselves. This becomes obvious by looking at the right panel 
of Figure 8 (the 2a  colors correspond to those of the left panel). We calculated the correlation coefficient R 
between the data and step fit curves for successive values of 2a , starting at the lower end of its error range 
all the way to the high end, 10 values on each side of the selected 2a  value. The plot shows that R maximizes 
at the 2a  value originally selected by the automated technique. Similar plots were created for all 88 selected 
steps, and all with no exception exhibit the same behavior of R versus 2a . These results lend strong confi-
dence to the performance of the step detection technique, despite the high errors in 2a  and r.

3. Sample Use: Pressure Front Effects on the Transpolar Potential
In this section, we demonstrate the effectiveness of the procedure on a space physics study. This relates 
to the effects of solar wind dynamic pressure fronts on the transpolar potential as measured by the As-
similative Mapping of Ionospheric Electrodynamics (AMIE) technique (Richmond & Kamide, 1988). The 
response of the transpolar potential to solar wind dynamic pressure fronts has been extensively studied in 
recent decades (Boudouridis et al., 2004, 2005, 2008; Connor et al., 2014). Statistical understanding of this 
response requires a large superposed epoch analysis of the potentials measured after solar wind pressure 
fronts. Before we proceed with our analysis, we should mention that other parameters can shed light on 
the effects of pressure fronts on the magnetosphere-ionosphere system. The combination of high-resolu-
tion (1 min) convection-related quantities, such as the polar cap index (e.g., Troshichev et al., 1988, 2007), 
and the variations in the 1-min ring current SYM-H indices (e.g., Araki & Shinbori, 2016) can be of great 
use. In addition, possible storm sudden commencement (SSC) events associated with the pressure-related 
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magnetopause compressional events might provide further or alternative verifications of the magneto-
spheric reactions to solar wind pressure steps (e.g., Gillies et al., 2012).

The core of the AMIE technique is a weighted least squares fit of observations from various sources, 
both on the ground (ground magnetometers, Super Dual Auroral Radar Network [SuperDARN] radar 
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Figure 7. Error histograms of the step fit parameters during the validation period, year 1998 of Wind data. From top left, we plot histograms of the fractional 
error (%) for parameters (a) a0, (b) a1 = ΔPSW, (c) a2, (d) r = dPSW/dt, and (e) the histogram of the step UT error (min).
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measurements), and in space (Defense Meteorological Satellite Program [DMSP] satellites). The result of 
the assimilative technique is the determination of the high-latitude ionospheric convection pattern, which 
then yields various ionospheric parameters, including the transpolar potential (Kihn & Ridley, 2005; Kihn 
et al., 2006; Lu et al., 1996, 1998; Ridley et al., 1998). For the sample statistical study below, we use AMIE 
results produced with only 1-min resolution magnetometer data from 60 to 130 Northern Hemisphere high 
latitude magnetometer stations, resulting in a transpolar potential with a continuous, 1-min resolution, 
global coverage.

For an accurate superposed analysis, the AMIE-derived quantities in the ionosphere need to be associ-
ated with the SW/IMF quantities upstream of the magnetopause. Instead of using the propagated SW/
IMF values directly, we first apply a time delay of 10 min to account for the travel time from 17  ER  to the 
magnetopause and the transmission to the ionosphere. Furthermore, we include preconditioning of the 
magnetosphere by taking an average of these variables for 10 min prior to the delayed time. This averaging 
smooths any short-term fluctuations that can affect our statistics, and provides a measure of the state of the 
magnetosphere prior to the pressure front impact. Thus, the SW/IMF value assigned to an AMIE data point 
at time AMIEt  is given by

 


  
 

AMIE

AMIE
AMIE

1 t td

t t t td p
A A t

N (8)

where  10dt  min is the applied time delay,  10pt  min is the preconditioning interval,  A t  is the SW/
IMF variable time series at 17  ER  upstream, and  5 pN t  is the number of points used for the averaging 
(considering that the propagated SW/IMF data have 1-min resolution, and depending on the presence or 
not of missing points).

Boudouridis et al.  (2008) presented a case study of a SWP  step increase on April 30, 1998, and its effects 
on the transpolar potential as derived from the AMIE technique. They argued that immediately after the 
increase in pressure the transpolar potential first increases but subsequently declines, thus exhibiting a 
transient response. Panel (a) of Figure 9 shows 1-min color-coded AMIE transpolar potential for an event 
on February 28, 1998, as a function of time relative to the pressure front impact time and prevailing IMF 

zB . By “prevailing,” we mean an IMF zB  value that was calculated according to Equation 8. This process is 
clear when looking at the Wind SW/IMF conditions shown in the panels on the left below the transpolar 
potential. From top to bottom we plot Wind spacecraft measurements of (b) SWP  (not delayed and precondi-
tioned for precision), (c) IMF yB  component, (d) IMF zB  component, and (e) solar wind electric field, SWE . 
The Weimer propagated values are in black, the assigned (delayed and propagated) values are in blue and 
red, red indicating the variable that is reflected on the Y axis of the transpolar potential plot at the top left.

BOUDOURIDIS AND ZESTA

10.1029/2021JA029198

12 of 15

Figure 8. An example of the procedure performance for different time constants a2 for a PSW step at 2044 UT on November 29, 1998. (left) The step fit curves 
for the limits of the a2 range. (right) The correlation coefficient R as a function of a2 for multiple values within the a2 range.



Journal of Geophysical Research: Space Physics

The reason for the inclusion of the IMF zB  on the Y  axis, and the 3-D plot format of the potential is that the 
IMF zB , which is the main driver of ionospheric activity, does not always remain constant during a pressure 
front impact, and thus can influence the result of a superposed epoch analysis by mixing events with differ-
ent and variable IMF zB  values. The inclusion of the IMF zB  dependence allows us to evaluate the potential 
behavior separately at different ranges of IMF zB . The significant transpolar potential increase is clearly seen 
after the step increase in SWP  at 2304 UT, even though the IMF Bz moved northward, thus in theory reducing 
the ionospheric response.

We can make similar plots for other solar wind pressure fronts, and put them all together in a superposed 
epoch analysis plot. This requires a consistent pressure front determination with certain characteristics. A 
list of 263 ACE pressure fronts from February 1998 to December 2000 was generated using the above step 
detection technique with min 0.95R . We also required that the pressure fronts have  SW 2P  nPa, and the 
pressure jump is completed in less than 10 min. This event list was produced in less than 10 min. Other 
event lists, with different pressure front characteristics can be produced easily in similar times. Therefore, 
stronger events can be compared with weaker ones, or faster events compared with slower ones, without the 
need for laborious manual event searches.

The right panels of Figure 9 show the result of the superposed epoch analysis of the effect of solar wind 
dynamic pressure fronts on the AMIE-derived transpolar potential, using the list generated with our auto-
mated step detection procedure. Panel (f) shows the transpolar potential, color-coded according to the scale 
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Figure 9. (left top) Assimilative Mapping of Ionospheric Electrodynamics (AMIE) transpolar potential for February 28, 1998 as a function of time relative to 
the pressure front impact time and prevailing Wind Interplanetary Magnetic Field (IMF) Bz. (left bottom) Solar wind and IMF conditions during the pressure 
front. (right top) Superposed epoch analysis showing average potential as a function of relative-to-impact time and IMF Bz. The event list contains 263 
Advanced Composition Explorer (ACE) pressure fronts detected with the automated step technique for ΔPSW ≥ 2 nPa, and a pressure jump completed within 
10 min. (right bottom) A line plot every 1 nT of IMF Bz of the plot above.
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on the right, as a function of time relative to the pressure front impact on the X axis, and IMF zB  on the Y 
axis. The data from all individual events are averaged within bins of 5 min by 1 nT, and further smoothed 
with a 9-bin box average. We limited the IMF zB  range between 10 and 10 nT, where enough data points 
are available. The transpolar potential increases after the pressure enhancement for almost all values of 
IMF zB  (except for the low northward IMF values). Then it declines again in ∼30 min, sometimes remaining 
elevated compared to the pre-front values. Panel (g) shows the same result in a line format, for cuts at every 
1 nT of IMF zB .

4. Conclusions and Future Directions
Thorough understanding of the interaction of the SW/IMF with the terrestrial environment requires high 
quality statistical studies that convey information on the most probable response of the magnetosphere-ion-
osphere-thermosphere system to SW/IMF drivers. These statistical studies rely on the consistent selection 
of time intervals with specific SW/IMF properties, a list of periods or events for which the system response 
is sought. We presented an automated technique that uses non-linear least squares fitting of the SWP  data to 
detect sharp step-like changes in solar wind dynamic pressure. The technique uses a given analytical func-
tional form that simulates a smoothly varying step change. In addition to the time of the SWP  step change, 
the procedure yields the magnitude of the change and the rate of change. The effectiveness of the procedure 
was tested with the application to a magnetospheric problem, the effects of solar wind dynamic pressure 
fronts on the transpolar potential.

In its current form, the presented technique has a narrow scope, the detection of step-like changes in a sin-
gle SW quantity, the solar wind dynamic pressure. There are many avenues of improvement, expansion, and 
generalization of the described procedure. One improvement that has been explored (not presented here) is 
the variation of the time aftt  in order to determine the duration of the high-pressure regime. Two automated 
algorithms are investigated in this respect and will be presented in future work. However, a lot more can be 
done to expand and generalize this procedure. Following are a few suggestions for future directions:

1.  Application of the technique to additional SW/IMF variables, such as solar wind density, velocity, elec-
tric field, IMF B, xB , yB , zB , clock angle, etc.

2.  Further assessment of the step fit errors, perhaps with additional criteria introduced to exclude results 
with higher than normal errors in the ia  parameters.

3.  Implementation of simultaneous step changes for more than one variables, so that structures such as 
shocks and other discontinuities, where more than one variables exhibit a step-like behavior, can be 
studied.

4.  Application of the procedure to OMNI Web data set that is most commonly used by the space sciences 
community.

5.  It is often desired that, when a step occurs in one SW/IMF variable, other variables remain steady so that 
they will not affect the response of the terrestrial system. This option can be added to the algorithm so 
that a choice will be given to select certain variables to be stable during the step variation of the primary 
variables. Various stability requirements can be explored, such as the limiting of the range of a variable, 
or its standard deviation, during a specific time interval preceding the time under examination. Such au-
tomated stability detection procedures have already been developed by the author, and will be presented 
in a separate publication.

6.  The current nonlinear least squares fitting algorithm is applied to the step-like functional form described 
in Section 2.1. However, there is no limitation as to what functional form the procedure is applied to. 
Other analytical forms, with the proper parameterization, can be used to study various SW/IMF struc-
tures and associated physical phenomena in the solar wind, such as waves, asymptotic structures, etc.

In conclusion, the described technique provides a flexible automated procedure that can be expanded to 
study a wide range of solar wind structures and phenomena, by furnishing a list of suitable events in a 
very short time. Its application to statistical studies of the interaction of the solar wind with the magneto-
sphere-ionosphere-thermosphere system, bypasses the cumbersome, time consuming, manual searches for 
appropriate events, letting the investigation of this interaction focus on the scientific merits of the physical 
mechanisms explored, and thus allowing for expedited and more efficient reporting of the results.
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Data Availability Statement
The propagated solar wind and IMF data can be found at http://vmo.igpp.ucla.edu/data1/Weygand/. The 
AMIE results can be found at http://vmr.engin.umich.edu/Model/_amie/plot.php.
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