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Abstract—The critical temperature of d-wave superconductors with a small coherence length is studied numer-
ically as a function of atomic disorder. Calculations are performed using the Bogolyubov–de Gennes method
with inclusion of spatial nonuniformity of the superconducting order parameter. This approach allowed us to
explain why the experimentally observed critical transition temperature decreases more slowly with increasing
disorder than that predicted from the Abrikosov–Gor’kov theory. The quasilinear dependence of the critical
temperature on the concentration of defects is also explained. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is not completely clear yet exactly how impurities
and defects influence high-temperature superconduc-
tors (HTSCs) with an anisotropic superconducting
order parameter ∆(k) (k is the wave vector). There is a
well-known relation between the critical temperature Tc

and the carrier relaxation time due to nonmagnetic
impurities and defects τ for superconductors with an
arbitrary symmetry of ∆(k). This relation was derived
using the BCS approximation in the framework of the
Abrikosov–Gor’kov theory [1] and has the form

 (1)

where Tc0 is the value of Tc in the absence of impurities,

Ψ is the digamma function, χ = 1 – 〈∆(k) /〈∆2(k)〉FS

characterizes anisotropy of the order parameter, and
〈…〉FS denotes averaging over the Fermi surface. In the
case of isotropic s-wave pairing symmetry, we have

∆(k) = const; hence, 〈∆(k)  = 〈∆2(k)〉FS and χ = 0. For
a superconductor with d-wave symmetry, we have χ =
1, because 〈∆(k)〉FS = 0. In the cases of anisotropic
s-wave and mixed (s + d)-wave symmetry, χ varies
from 0 to 1; the higher the anisotropy of ∆(k), the closer
χ to unity. It should be noted that finding the actual
symmetry of ∆(k) of an HTSC is a very important prob-
lem in itself, because its solution may help elucidate the
nature of the high-temperature superconductivity. At
present, it has been established that ∆(k) is highly
anisotropic in HTSCs, in contrast to that in ordinary,
low-temperature superconductors. Though it is widely
assumed that ∆(k) has d-wave symmetry in HTSCs [2],
there are experimental data (in particular, those
obtained by phase-sensitive techniques) that indicate
anisotropic s-wave symmetry of ∆(k) [3]. It is also rea-
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sonable to consider mixed (s + d)-wave symmetry; in
this case, the proportion of s-wave and d-wave compo-
nents in ∆(k) is of special interest.

Dependences of Tc/Tc0 on 1/τTc0 calculated from
Eq. (1) for various values of χ are presented in Fig. 1.
Note that impurities do not affect Tc in the case of isotro-
pic s-wave pairing symmetry (χ = 0), whereas at χ = 1
(d-wave pairing symmetry) Tc vanishes at a critical
value of τc, which is defined by the equation 1/τTc0 =
4πexp(–Ψ(1/2)) ≈ 1.76. Over the range 0 < χ < 1, Tc

falls off steadily with increasing 1/τTc0 and the falloff
becomes progressively steeper with increasing χ.

However, Eq. (1) contradicts experimental data (see,
e.g., [4] and references in [5]), which show a much
weaker effect of impurities on Tc of d-wave superconduc-
tors than that predicted by Eq. (1). In experiments, Tc
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Fig. 1. Reduced critical temperature Tc/Tc0 as a function of
1/τTc0 calculated from Eq. (1) for various values of χ: (1) 0,
(2) 0.25, (3) 0.5, (4) 0.75, and (5) 1.0. Tc0 is the critical tem-
perature in the absence of disorder.
004 MAIK “Nauka/Interperiodica”



1786 SEMENIKHIN
decreases almost linearly with increasing defect concen-
tration (which is proportional to 1/τ) [4, 6], whereas it
follows from Eq. (1) that the dependence of Tc/Tc0 on
1/τTc0 should have a negative curvature for d-wave super-
conductors (Fig. 1). According to Eq. (1), such a rela-
tively slow decrease in Tc should be exhibited by super-
conductors with anisotropic s-wave or mixed (s + d)-
wave symmetry of ∆(k). Several ways to settle this
inconsistency between theory and experiment have been
suggested. For example, it was shown in [5] that the con-
tradiction can be resolved in the framework of the Abri-
kosov–Gor’kov theory by assuming χ < 1 and the pres-
ence of magnetic impurities in the sample. In [6], effects
of phase fluctuations were assumed to be responsible for
changes in Tc in samples subjected to electron irradia-
tion. According to [7], the influence of nonmagnetic
impurities on Tc of d-wave superconductors can be weak-
ened if there is a singularity in the density of states.

In the present paper, we suggest another way to recon-
cile theory and experiment. As is well known, Eq. (1) was
derived with no consideration for spatial nonuniformity
of the order parameter, which exists in a superconductor
with impurities. This approximation is valid for supercon-
ductors with a large coherence length ξ0. In this case,
many different patterns of impurities exist on the length
scale of variations in ∆ and it is possible to use variables
averaged over impurity configurations, as is done in
deriving the equation for Tc in the Abrikosov–Gor’kov
theory. However, in a superconductor with a small ξ0, as
in HTSCs, it becomes vitally important to take into
account spatial nonuniformity of ∆, since, as shown in [8]
for s-wave superconductors, this nonuniformity can qual-
itatively change the behavior of Tc with increasing disor-
der. According to [9, 10], the effect of impurities on Tc of
d-wave superconductors becomes less pronounced if
nonuniformity of ∆ is taken into account.

Our goal here is to study in detail the influence of
disorder on the critical temperature of superconductors
with a small coherence length. We study extensively
how the effect of impurities on Tc varies as one goes
from superconductors with a large ξ0 (low values of Tc0)
to superconductors with a small ξ0 (HTSCs). We use
the Bogolyubov–de Gennes approach and take into
account spatial nonuniformity of the order parameter.

2. MODEL

To study the influence of disorder on the critical
temperature of a d-wave superconductor, we use the
model Hamiltonian

 (2)
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PH
where  and aiσ are the creation and annihilation
operators, respectively, for an electron with spin σ at

site i on a square lattice; niσ = aiσ; t is the hopping
matrix element characterizing the kinetic energy of
electrons; 〈…〉  stands for a sum over nearest neighbors;
and µ is the chemical potential. The diagonal impurity
potential εi is assumed to be distributed uniformly over
the range (–W/2, W/2). The diagonal Anderson disorder
introduced by εi  represents nonmagnetic impurities and
defects. The matrix elements Vi, j are given by

 (3)

The potential V0 > 0 gives the repulsion of electrons
positioned on the same site, and the potential V1 < 0 is
the attraction of electrons placed on adjacent sites.

It should be noted that Eq. (2) with this choice of Vi, j

differs from a generalized Hubbard model [10, 11]
(often used for modeling HTSCs) only in that the
Hamiltonian (2) takes into account interaction only
between electrons with opposite spins. We use this
approximation because only such electrons form Coo-
per pairs; this simplification is not critical but reduces
the computational effort. It can be shown that, in the
mean-field theory, terms of the form ni↑nj↑ and ni↓nj↓
change the Hartree–Fock energy only. As follows from
the discussion below, the inclusion of such terms does
not affect our conclusions.

In the framework of the Bogolyubov–de Gennes
approach [12], the problem with Hamiltonian (2) is
described by the effective Hamiltonian

 (4)

where

 (5)

are the superconducting order parameter and the Har-
tree–Fock energy at the site i, respectively, and ni is the
mean electron number at the site i. The Hamiltonian
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Heff can be diagonalized by the Bogolyubov transfor-
mation

 (6)

Here,  and γn are new quasiparticles operators and
amplitudes un(ri) and v n(ri) are obtained from the equa-
tion

 (7)

where En is the energy of quasiparticle excitations,

 (8)

 (9)

and δ = ± , ±  are vectors corresponding to the nearest
neighbors of the site i.

The quantities ∆(ri , rj) and U(ri) should satisfy the
self-consistency conditions

 (10)

 (11)

where fn = 1/(1 + exp(En/T)) is the Fermi–Dirac distri-
bution function (here and henceforth, the Boltzmann
constant is set equal to unity). The chemical potential
can be derived from the following equation for the elec-
tron density:

 (12)

The temperature Tc can be found using the method
described in detail in [8]. In a linear approximation with
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respect to ∆ (which is valid at T  Tc), it follows from
Eqs. (7) and (10) that

 (13)

where u(ri) and En are solutions to Eqs. (7), (10), and
(11) for the normal state, i.e., solutions to the equation

 (14)

the self-consistency condition

 (15)

and the corresponding equation for the chemical poten-
tial. The quantity ∆(ri , rj) and the amplitudes un(ri) can
be assumed to be real in the absence of current and
magnetic field. The temperature Tc is defined as the
maximum temperature at which uniform equation (13)
has a nonzero solution.

If we neglect nonuniformity of ∆(ri , rj), then the
averaged values of the diagonal (∆0) and off-diagonal
(∆1) components of the order parameter are given by

 (16)

 (17)

where  and  are the vectors corresponding to the
nearest neighbors along the x and y axes, respectively.
In Eq. (17), the plus sign corresponds to the s-wave
symmetry of ∆(k) and the minus sign, to the d-wave
symmetry. This difference in the definition of ∆1 is due
to the fact that the matrix elements ∆(ri , ri ± ) and
∆(ri, ri ± ) have opposite signs for a d-wave supercon-
ductor, in contrast to an s-wave one. Within the approxi-
mation made above, we obtain well-known expressions
for the order parameter in the quasi-momentum repre-
sentation: ∆(k) = ∆0 + 2∆1(cos(kx) + cos(ky)) for the
s-wave symmetry of ∆ and ∆(k) = 2∆1(cos(kx) – cos(ky))
for the d-wave symmetry. In the case where ∆ is uni-
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1788 SEMENIKHIN
form over space, Eq. (13) reduces to the following
equations for ∆0 and ∆1 in the vicinity of Tc:

 (18)

where an, m = (ri)(um(ri + )  um(ri + ) +

um(ri – )  um(ri – )), δn, m is the Kronecker delta,
and the plus and minus signs correspond to supercon-
ductors with s-wave and d-wave symmetry of ∆,
respectively. From the first of Eqs. (18), it follows that,
in the case of d-wave superconductors, the diagonal
component ∆0 is always zero if V0 > 0. It is interesting
that, in this approximation, the critical temperature of a
d-wave superconductor is independent of the magni-
tude of the potential V0 describing on-site electron
repulsion. In the case of anisotropic s-wave symmetry,
an increase in V0 brings about a decrease in Tc. We will
use Eqs. (18) to determine Tc in the approximation of
spatially uniform ∆.

In order to compare the results obtained for the case
of a spatially nonuniform order parameter with the
results based on Eq. (1), we need to know the depen-
dence of Tc on 1/τ. However, Eq. (13) gives us the
dependence of Tc on W. Hence, we have to find the τ(W)
dependence. In this case, our problem will become sim-
pler, because when dealing with Tc(1/τ) instead of
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Fig. 2. Critical temperature Tc0 as a function of the relative
electron density ne calculated for d-wave (solid line) and
anisotropic s-wave (dash line) symmetry of the order
parameter in the case of no atomic disorder (W = 0) for
V0 = 0 and V1 = –1.6t.
PH
Tc(W) we need not take the Hartree–Fock potential
U(ri) into account explicitly. To calculate Tc(W) and
τ(W), we assume  = εi + U(ri) to be a new impurity
distribution, which is defined in much the same way as
εi, and then calculate Tc and τ in the usual way, thus
obtaining Tc(1/τ) without explicit use of U(ri).

3. RESULTS AND DISCUSSION
First, we choose the electron density ne for calcula-

tions. The dependence of Tc on n calculated in the
absence of disorder is shown in Fig. 2. It can be seen
that, in the case of ne ≈ 1 (half-filled band), d-wave sym-
metry of ∆ is realized, while at low electron (hole) con-
centrations the superconductor has anisotropic s-wave
symmetry of ∆. The following point is of interest.

Near the crossing point of graphs of the critical tem-
perature for d-wave and anisotropic s-wave supercon-
ductors, let us choose a value of ne such that the critical
temperature for the d-wave superconductor is slightly
higher than that for the s-wave superconductor. In this
case, the symmetry of the order parameter can change
over from the d-wave to anisotropic s-wave type with
increasing impurity concentration, because suppression
of Tc by impurities is stronger for superconductors with
d-wave symmetry of ∆ (Fig. 1). Since we intend to
study superconductors with d-wave symmetry of ∆, we
should choose ne ≈ 1. However, the value of ne should
not be chosen very close to unity, because the mean-
field theory for a two-dimensional lattice may fail at
half-filling [11]. For this reason, we performed calcula-
tions for ne = 0.8.

Now, we are to select the potential V1. At low values
of |V1|, the critical temperature decreases exponentially

εi'

0.2

0.1

0
–1.2 –0.8 –0.4

V1/t

Tc0/t

Fig. 3. Critical temperature Tc0 as a function of potential V1
for d-wave symmetry of the order parameter in the case of
no atomic disorder (W = 0) for ne = 0.8.
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CRITICAL TEMPERATURE OF DISORDERED d-WAVE SUPERCONDUCTORS 1789
as |V1| grows (Fig. 3) and, accordingly, ξ0 increases.
Since ξ0 should be smaller than the linear dimension of
the system, |V1| is limited from below. On the other
hand, at high |V1|, the mean-field theory fails [11].
Therefore, we performed calculations for V1 values in
the range from –0.8t to –1.6t. The case of |V1| > t, where
ξ0 is of the order of several lattice constants, corre-
sponds to HTSCs.

Figure 4 shows the dependence of Tc/Tc0 on the
degree of disorder W for a d-wave superconductor cal-
culated neglecting spatial nonuniformity of the order
parameter in the same way as Eq. (1) was derived in [1].
By comparing this relation with Eq. (1) at χ = 1 (Fig. 1),
one can obtain the dependence of τ on W shown in
Fig. 5. As expected, 1/τ ~ W2. The proportionality fac-
tor is about 0.1 and depends on the disorder configura-
tion only slightly. The dependence of τ on W is calcu-
lated separately for each disorder configuration. Know-
ing τ(W), we can find the dependence of Tc/Tc0 on 1/τTc0
with allowance for the spatial nonuniformity of ∆. The
dependences of Tc/Tc0 on 1/τTc0 calculated for V0 = 0,
ne = 0.8, and various values of V1 are presented in
Fig. 6. The dashed line in Fig. 6 is calculated for the
pure d-wave symmetry from Eq. (1) with χ = 1.

As already mentioned, the approximations made in
deriving Eq. (1) are valid for large values of ξ0, i.e., for
low values of |V1|, which corresponds to the weak cou-
pling BCS limit. Therefore, for low |V1|, the depen-
dences of Tc/Tc0 on 1/τTc0 calculated with and without
inclusion of spatial nonuniformity of ∆ should be close
to each other. Indeed, as seen from Fig. 6, the curve cal-
culated for nonuniform ∆ at V1 = –0.8t is very close to

1.0

0.8

0.6

0.4

0.2

0 0.2 0.6 0.8

W/t

Tc/Tc0

0.4 1.0

Fig. 4. Tc/Tc0 as a function of the degree of disorder W for a
d-wave superconductor calculated neglecting spatial non-
uniformity of the order parameter for an arbitrarily chosen
disorder configuration on a square lattice of N = 50 × 50
sites at V0 = 0, V1 = –0.8t, and ne = 0.8.
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the curve for the uniform order parameter plotted
according to Eq. (1). As |V1| grows and, accordingly, ξ0

decreases, spatial nonuniformity of ∆ becomes impor-
tant. The dependence of Tc/Tc0 on 1/τTc0 is seen to differ
more and more from that calculated from Eq. (1). We
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0.02

0 0.2 0.6 0.8
W/t

t/τ

0.4 1.0

Fig. 5. Inverse carrier relaxation time due to impurities 1/τ
as a function of the degree of disorder W obtained by com-
paring the calculated dependence of Tc/Tc0 on W and the
dependence of Tc/Tc0 on 1/τTc0, see Eq. (1). These calcula-
tion data are obtained for one arbitrarily chosen disorder
configuration on a square lattice of N = 50 × 50 sites at V0 =
0, V1 = –0.8t, and ne = 0.8.
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Fig. 6. Tc/Tc0 as a function of 1/τTc0 calculated for several
values of V1 with inclusion of spatial nonuniformity of the
order parameter. Calculations are performed for V1 = –0.8t
and N = 50 × 50 (squares); V1 = –1.2t and N = 28 × 28 (cir-
cles); and V1 = –1.6t and N = 28 × 28 (triangles). In all cases,
V0 = 0 and ne = 0.8. Averaging is performed over 20 differ-
ent configurations of disorder in the case of a lattice of N =
50 × 50 sites and over 40 configurations in the case of a lat-
tice of N = 28 × 28 sites. The dashed line is plotted accord-
ing to Eq. (1) for χ = 1 (d-wave symmetry). Vertical lines
represent rms deviation of Tc/Tc0 due to variations in Tc for
different disorder configurations.
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1790 SEMENIKHIN
note that, with an increase in disorder, Tc/Tc0 decreases
much more slowly than it follows from Eq. (1). Similar
behavior was observed for Tc in experiments [4, 6]. It
should also be noted that, as |V1| grows, the curvature of
the Tc/Tc0 versus 1/τTc0 curve changes from negative to
positive. At |V1 | ≈ t, the dependence of Tc/Tc0 on 1/τTc0

is close to an experimentally observed linear depen-
dence [4, 6]. Thus, the critical temperature of a d-wave
superconductor with impurities calculated with consid-
eration of nonuniformity of the order parameter agrees
qualitatively with experimental data.

Up to this point, we limited ourselves to the case
where there is no electron on-site repulsion (V0 = 0)
and, therefore, the pure d-wave symmetry of the order
parameter persists under disordering, since the matrix
elements ∆(ri , ri) responsible for the s-wave compo-
nent remain zero. Hence, in the k representation, ∆(k)
is always equal to 2∆1(cos(kx) – cos(ky)), where ∆1 is the
average of ∆(ri , rj) over all sites calculated from
Eq. (17).

Thus, in the case of V0 = 0, we have ∆(ri , ri) = 0 for
all sites i and spatial nonuniformity of ∆ does not cause
the d-wave symmetry of ∆ to break under the influence
of disorder. However, ∆(ri , ri) ≠ 0 in the case of V0 > 0.
At first glance, this result can be seen as evidence in
favor of mixed (s + d)-wave symmetry. However,
according to numerical calculations, ∆(ri , ri) is an
alternating function of ri and, on the average, ∆0 =
〈∆(ri , ri)〉  ≈ 0.1 Therefore, in the case of V0 > 0, the
d-wave symmetry of the order parameter is also proba-
bly preserved under disordering.

0.8

0.6

0.4

0.2

0 2
1/τTc0

Tc/Tc0
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Fig. 7. Tc/Tc0 as a function of 1/τTc0 for various values of V0
in the case of a spatially nonuniform order parameter. Cal-
culations are performed for V0 = 0 (squares), V0 = 1.2t (cir-
cles), and V0 = 2.4t (triangles). In all cases, N = 28 × 28,
V1 = –1.2t, and ne = 0.8. Averaging is performed over 40
different disorder configurations. The dashed line is plotted
according to Eq. (1) for χ = 1 (d-wave symmetry).
PH
The dependence of Tc/Tc0 on 1/τTc0 for various val-
ues of V0 is presented in Fig. 7. It is seen that an
increase in V0 causes Tc to decrease faster with increas-
ing disorder. Variations in V0 also change the curvature
of the Tc/Tc0 versus 1/τTc0 curve. Hence, a linear depen-
dence of Tc/Tc0 on the impurity concentration, similar to
those observed in experiments, can be obtained for a
whole range of parameters V0 and V1. The fact that, as
in the case of V0 = 0 (Fig. 6), the dependence of Tc/Tc0
on 1/τTc0 for d-wave superconductors is not universal,
in contrast to the predictions from the Abrikosov–
Gor’kov theory [see Eq. (1), Fig. 1], is due to spatial
nonuniformity of ∆. This may be a key to understanding
of diverse behaviors of Tc/Tc0 in different HTSCs under
disordering.

4. CONCLUSIONS

To summarize, we make the following conclusions.

(1) The critical transition temperature of a d-wave
superconductor with a small coherence length
decreases with disordering more slowly than the Abri-
kosov–Gor’kov theory predicts. The smaller the coher-
ence length, the weaker the influence of disorder on the
critical temperature and the larger the discrepancy
between theoretical curves calculated with and without
inclusion of spatial nonuniformity of the order parame-
ter. This fact may well be the reason behind known con-
tradictions between predictions from the Abrikosov–
Gor’kov theory and experimental data on the influence
of impurities and radiation defects on the critical tem-
perature of HTSCs.

(2) For d-wave superconductors with a small coher-
ence length, the reduced critical temperature Tc/Tc0 is
not a universal function of parameter 1/τTc0, which
explains the diverse behavior of Tc/Tc0 in different
HTSCs under disordering.

(3) The experimentally observed linear dependence
of the critical temperature on the concentration of
impurities can be explained if spatial nonuniformity of
the order parameter is taken into account.
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1 Because of the finite size of the lattices used in the calculations,
we do not reach the strict equality ∆0 = 0. Nevertheless, the ratio
∆0/∆1 is very small (for example, ∆0/∆1 < 10–3 for N = 28 × 28,
W = 2.0t, V1 = –1.2t, and V0 = 2.4t) and decreases with increasing
lattice size.
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Abstract—Composites with a network of “superconductor–normal metal–superconductor” (S–N–S) weak
links are prepared from a Y3/4Lu1/4Ba2Cu3O7 high-temperature superconductor and BaPb1 – xSnxO3 (0 ≤ x ≤
0.25) metal oxides. It is found that an increase in the tin content x in the nonsuperconducting component of the
composite leads to an increase in the electrical resistivity ρ and, hence, to a decrease in the mean free path l of
charge carriers. The temperature dependences of the electrical resistivity ρ(T) and critical current jC(T) of the
composites are analyzed in the framework of the de Gennes theory of S–N–S junctions. It is demonstrated that
the network of weak links in the composites is characterized by a crossover from the “clean” limit (l ≥ L) to the
“dirty” limit (l ≤ L) (where L is the effective thickness of N interlayers between high-temperature superconduc-
tor grains). © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It has been universally accepted that, in high-tem-
perature superconducting ceramics, natural grain
boundaries forming a Josephson-type weak-link net-
work are responsible for the transport properties of
polycrystals. Taking into account disagreement among
authors regarding the nature of boundaries (metallic,
dielectric, etc.) in polycrystalline high-temperature
superconductors [1–12], the inference can be made that
their conductivity is governed by technological factors.
In our earlier works [5, 10–12], we analyzed the trans-
port properties of polycrystalline high-temperature
superconductors with a 1–2–3 structure and conclu-
sively proved that the standard procedure of synthesiz-
ing these materials leads to the formation of natural
grain boundaries of metallic nature. However, system-
atic investigations into the preparation and transport
properties of polycrystalline high-temperature super-
conductors with a network of “superconductor–normal
metal–superconductor” (S–N–S) weak links have been
undertaken neither in the “clean” limit (when the mean
free path l of charge carriers in the normal metal is
greater than the geometric thickness L of N interlayers;
i.e., l ≥ L [13]) nor in the “dirty” limit (l ≤ L [13]). In
composites based on high-temperature superconduc-
tors, the nonsuperconducting component is a material
forming boundaries between superconducting grains
[6–12, 14–18]. The transport properties of the compos-
ite as a whole are governed by the type of nonsupercon-
ducting component (metal [6, 8, 9, 16–18] or dielectric
[14, 15]).
1063-7834/04/4601- $26.00 © 21792
Earlier [11], we studied the transport properties of
Y3/4Lu1/4Ba2Cu3O7 + BaPbO3 composites. It was shown
that these composites have a network of S–N–S weak
links and that the transport properties of the composites
are determined by an N interlayer whose effective
thickness L depends on the volume content of the
metal. It was established that the experimental temper-
ature dependences of the critical current jC(T) for the
composites are in good agreement with the theoretical
dependences jC(T) for clean S–N–S junctions [19]. This
made it possible to estimate the effective thickness of N
interlayers in the composites under investigation. It
turned out that the effective thickness L of N interlayers
monotonically increases (in proportion to V1/3, where V
is the volume content of the nonsuperconducting com-
ponent) from ~40 Å for the composite with 4 vol %
BaPbO3 to ~125 Å for the composite with 45 vol %
BaPbO3 [9]. These values of L were used in the present
work to make a comparison with the mean free path of
charge carriers in the nonsuperconducting component
of the composite.

Investigations into the current–voltage characteris-
tics [16] and the critical current [17] of YBCO +
BaPbO3 and YBCO + BaPb0.9Sn0.1O3 composites and
their analysis in terms of the theory of S–N–S junctions
[20–23] gave grounds to assert that the network of S–
N–S junctions is formed in the clean limit for composites
containing BaPbO3 and in the effectively dirty limit for
composites with BaPb0.9Sn0.1O3. In the authors’ opinion,
it is of interest to investigate a crossover from the clean
limit to the dirty limit in a “high-temperature super-
conductor + BaPb1 – xSnxO3” composite by decreasing
004 MAIK “Nauka/Interperiodica”
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the conductivity of the BaPbO3 metal oxide through
partial replacement of lead by tin (0 ≤ x ≤ 0.25). In this
work, we compared the transport properties of compos-
ites with the same volume content of the BaPb1 – xSnxO3
component but with different tin contents x. All the
composites were simultaneously prepared according to
the same procedure. Therefore, the size distribution of
N interlayers can be considered to be identical for all
composites of the same series and all changes in the
transport properties of the composites thus prepared
can be explained by the evolution of the physical
properties (in particular, electrical resistance) of the
BaPb1 − xSnxO3 nonsuperconducting component, which
is responsible for the formation of weak links between
high-temperature superconductor grains.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

2.1. Synthesis and Electrical Resistivity 
of BaPb1 – xSnxO3 Compounds

Compounds BaPb1 – xSnxO3 at different tin contents
x were prepared by solid-phase synthesis from BaO2,
PbO, and SnO2 oxides at a temperature of 950°C for
160 h with 13 intermediate millings. According to
Mössbauer investigations [17], these conditions pro-
vide a uniform distribution of tin atoms in the BaPbO3
perovskite structure. The 119Sn Mössbauer spectra of
BaPb1 – xSnxO3 compounds at a tin content x = 0.1 are
given in [17]. In our experiments, we synthesized a
series of samples at tin contents x = 0, 0.037, 0.125, and
0.250. The choice of these values of x will be explained
below. All the samples were prepared simultaneously.
The x-ray powder diffraction patterns of the metal
oxides contain only the reflections corresponding to the
BaPbO3 structure. The table presents the electrical
resistivities ρ of the BaPb1 – xSnxO3 compounds at tem-
peratures of 5 and 77 K.

An increase in the tin content from 0 to 25 at. %
leads to an increase in the electrical resistivity ρ by
almost one order of magnitude. Since the structure of
the BaPb1 – xSnxO3 compounds in this case remains vir-
tually unchanged, the electrical resistivity increases as
the result of a decrease in the mean free path l of charge
carriers [24]. For a BaPbO3 single crystal, the mean free
path l = 220 Å was obtained by Kitazawa et al. [25]
from the classical expression

(1)

where " is the Planck constant, e is the elementary
charge, and n is the carrier density. It is known that, in
Ba(Pb1 – xBix)O3 polycrystals, charge scattering by
grain boundaries brings about an additional increase in
the magnitude of the electrical resistivity ρ [26–28].
Most likely, this increase is the reason why substituting
the resistivities ρ of our samples into formula (1) gives
underestimated mean free paths (smaller than the lat-
tice constant). In our opinion, it is expedient to calcu-

l 3
1/3π2/3

"e
2– ρ 1– n

2/3–
,=
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late the effective mean free path leff , which depends on
the most probable distance r between tin impurity
atoms in the structure of the BaPb1 – xSnxO3 com-
pounds. Taking into account that the mean free path in
a polycrystal is shorter than the mean free path in a sin-
gle crystal, the value of leff can be calculated from the
relationship

(2)

Here, l = 220 Å for BaPbO3 [25] and the most probable
distance r is determined from the formula r = ax–1/3

(where x is the atomic fraction of tin; and a = 4.268 Å
is the lattice constant, which is determined from the x-
ray powder diffraction patterns and agrees with the data
obtained in [29]). The most probable distances r and the
effective mean free paths leff calculated from the above
expressions are listed in the table.

2.2. Preparation of Composites Based 
on a High-Temperature Superconductor 

and BaPb1 – xSnxO3 Compounds

The Y3/4Lu1/4Ba2Cu3O7 high-temperature supercon-
ductor was prepared using the standard procedure. The
synthesis of the BaPb1 – xSnxO3 compounds was
described above. The composites were synthesized
according to the following procedure, which we called
the rapid sintering technique. Powder components of
the composite to be synthesized were taken in required
proportions, mixed thoroughly in an agate mortar, and
pressed into pellets. Then, the pressed pellets in pre-
heated boats were placed in a furnace heated to 930°C
and were allowed to stand for 5 min. After high-temper-
ature sintering, the samples were placed in another fur-
nace, held at 400°C for 6 h, and cooled to room temper-
ature together with the furnace. These conditions
ensured the recovery of the initial oxygen stoichiome-
try of high-temperature superconductors with a 1–2–3
structure, because oxygen losses due to sintering are
quite probable [30]. By this means, we prepared com-
posites with volume contents V = 7.5, 15.0, 30.0, 37.5,
and 45.0 vol % BaPb1 – xSnxO3. Note that the samples
with different x and identical V were sintered and satu-

leff
1–

l
1–

r
1–
.+=

Parameters of BaPb1 – xSnxO3 nonsuperconducting compo-
nents of the studied composites

x ρ(5 K),
Ω cm

ρ(77 K),
Ω cm

Designa-
tion r, Å leff, Å

0 0.0069 0.0057 Sn0 – 220

0.037 0.0085 0.0068 Sn0.037 12.8 12.1

0.125 0.0130 0.0130 Sn0.125 8.5 8.2

0.25 0.0590 0.0537 Sn0.25 4.3 4.2

Note: ρ is the electrical resistivity, r is the most probable distance
between Sn atoms, and leff is the effective mean free path
calculated from relationship (2).
04
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rated with oxygen at the same time. In this work, the
composite samples are designated as S + VSnx. Here,
Snx stands for the nonsuperconducting component (see
table). The volume content of the Y3/4Lu1/4Ba2Cu3O7
high-temperature superconductor is equal to 100% – V.
The x-ray powder diffraction patterns of the composites
prepared exhibit only the reflections attributed to the
two phases of the initial components. According to
electron microscopy, the mean size of high-temperature
superconductor grains is approximately equal to 1.5
µm. The superconducting transition temperature deter-
mined for the composites from magnetic measurements
is equal to 93.5 K. This temperature corresponds to the
temperature TC for the Y3/4Lu1/4Ba2Cu3O7 initial high-
temperature superconductor.

2.3. Measurements of Transport Properties

The temperature dependences of the electrical resis-
tance R(T) were measured by the standard four-point
probe method. These measurements were performed
with samples 1.5 × 1.5 × 12 mm in size. The distance
between the potential contacts was approximately
equal to 10 mm. The electrical resistivity corresponding
to the superconducting transition was measured accu-
rate to within ~10–6 Ω cm. The critical current jC was
determined from the initial portion of the current–volt-
age characteristic according to a standard criterion of
1 µV/cm [23].

3. RESULTS AND DISCUSSION

3.1. Transport Properties of High-Temperature 
Superconductor + BaPb1 – xSnxO3 Composites

Figure 1 shows the temperature dependences of the
electrical resistance R(T) of the composites under
investigation. The dependences are normalized to the
resistance R at T = 93.5 K. At this temperature, which
coincides with the temperature TC determined from the
magnetic measurements, the electrical resistance
exhibits a jump corresponding to the superconducting
transition in high-temperature superconductor grains.
The second (smooth) portion of the dependence R(T)
reflects the transition of weak links to the supercon-
ducting state. The temperature TC0 at which the electri-
cal resistance disappears strongly depends on the mea-
suring current j. This is characteristic of a weak super-
conductivity. The influence of the transport current on
the dependence R(T, j) was previously studied for other
composites prepared by the rapid sintering technique
[25–27]. The dependences R(T) shown in Fig. 1 were
measured at the current j = 5 mA/cm2 (this current was
chosen according to a reasonable signal-to-noise ratio).
At weaker currents j, the resistance R does not depend
on j. The current–voltage characteristics of all the stud-
ied composites, including the S + 45Sn0.25 composite,
are nonlinear in the temperature range from TC0 to TC.
This is typical of Josephson junctions. The S + 45Snx
composites are in a resistive state even at a temperature
PH
of 4.2 K. The shift in the threshold of percolation through
the superconducting component toward higher super-
conductor contents in the composites synthesized by the
rapid sintering technique was considered in [30, 31].

In [9, 28], it was demonstrated that an increase in
the volume content of a metal oxide (in our case,
BaPb1 – xSnxO3) leads to a decrease in the temperature
TC0 due to an increase in the effective length of metallic
weak links. The results of measurements of the electri-
cal resistance at different tin contents x are presented in
Fig. 1 in the corresponding panels for each volume con-
tent of BaPb1 – xSnxO3. The influence of the distribution
over the geometric parameters of S–N–S junctions in
the composites on the electrical resistance is assumed
to be identical due to the preparation procedure being
the same. Consequently, the decrease in the tempera-
ture TC0 and variations in the dependences R(T) for a
given series of samples depend only on the change in
the conductivity of the nonsuperconducting component
(or, eventually, on the change in the mean free path of
charge carries in the material of N interlayers between
high-temperature superconductor grains).

In the S + 37.5Snx composites, an increase in the tin
content in the metal oxide to the highest content (x =
0.25) leads to a change in the temperature TC0 by ~ 70 K.
For composites at a lower content of the metal oxide, the
temperature TC0 varies over narrower ranges: ~ 30 K for
S + 30Snx, ~7 K for S + 15Snx, and ~5 K for S + 7.5Snx.
It is known that, with a decrease in the thickness of N
interlayers in S–N–S junctions, the effect of their trans-
parency on the superconducting current becomes
weaker [13, 19, 23]. This circumstance clearly mani-
fests itself in the temperature dependences of the elec-
trical resistance of the composites.

3.2. Analysis of the Temperature Dependences 
of the Critical Current for Composites

The nature of weak links can be judged from the
temperature dependence of the critical current in a bet-
ter way than, for example, from the magnitude of the
critical current even for a single junction [13, 23, 32,
33] and, especially, for a random network of weak
links. The processing of the experimental data for S–N–
S junctions in terms of the de Gennes theory [22] makes
it possible to evaluate indirectly their physical parame-
ters, such as the mean free path of charge carriers and
the geometric thickness of an N interlayer [8, 17, 33–
37]. It is expedient to apply this approach to the com-
posites studied in the present work.

At temperatures not far from TC , the critical current
through an S–N–S junction within the de Gennes theory
is described by the relationship [22, 23, 35–37]

(3)

where k is a constant determined in [22, 23, 35–37]. For
a network of S–N–S junctions, the constant k plays the

jC T( ) k 1 T /TC–( )2 L/ξN

h L/ξN( )sin
---------------------------,=
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Fig. 1. Temperature dependences of the electrical resistance (normalized to the resistance R at T = 93.5 K) for the S + VSnx com-
posites at volume contents V = (a) 45.0, (b) 37.5, (c) 30.0, (d) 15.0, and (e) 7.5%.

x = 0.037
role of a normalizing factor. In relationship (3), the
coherence length ξN for a normal metal is determined
by the following expressions [35–37]:

(4)

for a clean N interlayer and

(5)

for a dirty N interlayer. In expressions (4) and (5), kB is
the Boltzmann constant and VF is the Fermi velocity in

ξN "VF/2πkBT=

ξN "VFl/6πkBT( )1/2
=
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the normal metal. For BaPb1 – xSnxO3 compounds, the
Fermi velocity VF was obtained from the relationship
VF = "31/3π2/3n1/3m–1 (where m is the electron mass) at
n = 1.4 × 1020 cm–3 with the use of the data taken from
[25]. In [11], the effective thickness of N interlayers for
the 85 vol % Y3/4Lu1/4Ba2Cu3O7 + 15 vol % BaPbO3

composite was estimated as L ~ 100 Å. These parame-
ters were used to describe the experimental depen-
dences jC(T), because the composites studied in [11]
and in this work were prepared according to the same
4



1796 PETROV et al.
procedure. As a result, apart from the normalizing fac-
tor, relationship (3) involves a single fitting parameter l.

Figure 2 depicts the experimental temperature
dependences of the critical current jC(T) for S + 15Snx
composites and the corresponding curves obtained by
fitting to the de Gennes theory. The dependence jC(T)
for the S + 15Sn0 composite in the temperature range
60–80 K was calculated from expressions (3) and (4).
The use of expression (4) for the coherence length ξN in
the case of a composite containing 15 vol % BaPbO3
without impurities is justified because the quantities l
(220 Å for BaPbO3 [25]) and L (~100 Å) satisfy the
condition for the clean S–N–S junction: l ≥ L. The solid
curves in Fig. 2 approximate the experimental depen-
dences jC(T) for the S + 15Sn0.037 and S +
15Sn0.25 composites fairly well and represent the
results of the best fitting to the de Gennes theory with
the use of formulas (3) and (5) for mean free paths l =
11 ± 3 and 4.2 ± 1 Å, respectively. These values are
close to the calculated effective mean free paths leff for
BaPb1 – xSnxO3 compounds (see table). For S + 7.5Snx
composites, the experimental dependences jC(T) are
also in good agreement with the theoretical curves cal-
culated from expression (4) for the coherence length
ξN(T) of the clean N interlayer in the S + 7.5Sn0 sample
at L = 80 Å and from expression (5) for the coherence
length ξN(T) of the dirty N interlayer in the S +
7.5Sn0.25 sample at l = 4.2 ± 1 Å. Therefore, the results
of processing of the experimental dependences jC(T) in
terms of the de Gennes theory at temperatures close to
TC indirectly confirm the mean free paths determined
above for the BaPb1 – xSnxO3 compounds (see Subsec-
tion 2.1 and table). It can be seen that the inequality

1

0
70

jC, A/cm2

T, K
80 9060

2

3

S + 15Snx

1
2
3

Fig. 2. Experimental temperature dependences of the criti-
cal current for the S + 15Snx composites at x = (1) 0, (2)
0.037, and (3) 0.25. Solid lines are the results of the best fit-
ting to the de Gennes theory with the use of formulas (3)–
(5) for the effective thickness L = 100 Å and mean free paths
l = (1) 220, (2) 11, and (3) 4.2 Å.
PH
leff < L (L ~ 80–125 Å) holds for composites with
BaPb1 – xSnxO3 compounds even at x = 0.037. The more
strict inequality leff ! L (the diffusive limit [38, 39]) is
satisfied at x ≥ 0.125. Thus, the crossover from the clean
limit to the dirty limit in the network of S–N–S weak
links in Y3/4Lu1/4Ba2Cu3O7 + BaPb1 – xSnxO3 compos-
ites is observed with an increase in the tin content x
from 0 to 0.25. In the near future, the results obtained
will be described in terms of the theories developed for
current–voltage characteristics of S–N–S weak links
with a variable mean free path in an N interlayer.
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Abstract—The penetration of a magnetic field into superconducting grains and weak links of YBa2Cu3O7 – δ
ceramic high-temperature superconductors is investigated using measurements of the transverse and longitudi-
nal magnetoresistances at T = 77.3 K and 0 ≤ H ≤ ~500 Oe as a function of the transport current in the range
~0.01 ≤ I/Ic ≤ ~0.99. The effects associated with the complete penetration of Josephson vortices into weak links
of the high-temperature superconductor in magnetic fields Hc2J, the onset of penetration of Abrikosov vortices
into superconducting grains in magnetic fields Hc1A, and the first-order transition from the Bragg glass phase to
the vortex glass phase in fields HBG–VG are revealed and interpreted. The I–H phase diagrams of the
YBa2Cu3O7 – δ high-temperature superconductors are constructed for I ⊥  H and I || H. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, considerable interest has been
expressed by researchers in the study of the effects
associated with the penetration of magnetic flux vorti-
ces into high-temperature superconductors in a mag-
netic field H, the formation and evolution of the vortex
structure, pinning of the magnetic flux, melting of the
vortex lattice, etc. In our previous work [1], the reso-
nance and magnetic properties of YBa2Cu3O7 – δ
ceramic high-temperature superconductors in the
superconducting state were studied in weak magnetic
fields (T = 77.3 K, 0 ≤ H ≤ 600 Oe). We revealed corre-
lations between the field dependences of the parameters
of the internal friction spectra (logarithmic damping
decrement Q–1, resonance frequency f ) and the trapped
magnetic flux ∆M and determined the boundaries of the
regions corresponding to different magnetic states of
superconducting grains.

Unfortunately, investigations of the resonance and
magnetic properties and critical currents (see, for
example, [2]), as a rule, cannot provide information
regarding the penetration of a magnetic field into quasi-
two-dimensional intergranular contacts (Josephson
weak links) in high-temperature superconductors. For
these links, the critical temperatures Tc and the lower
(Hc1) and upper (Hc2) critical fields are considerably
less than those for superconducting grains (see, for
example, [3]): TcJ ≤ TcA, Hc1J ! Hc1A, and Hc2J ! Hc2A
(the superscripts J and A refer to weak links and super-
conducting grains, i.e., Josephson and Abrikosov
media, respectively). It is evident that the penetration of
a magnetic field into weak links and superconducting
grains of ceramic high-temperature superconductors
1063-7834/04/4610- $26.00 © 21798
can be more effectively studied using a more sensitive
method based on measurements of the magnetoresis-
tance in weak magnetic fields.

It should be noted that, despite the great potential of
this method for studying fundamental parameters of
superconductivity (such as the lower Hc1 and upper Hc2
critical fields (see review [4])) and the dynamics of
magnetic vortices (see reviews [5–7]), the magnetore-
sistance measurements occupy a relatively modest
place in investigations of “vortex matter” in high-tem-
perature superconductors (as compared, for example,
with measurements of critical currents). The main
advantage of magnetoresistance investigations (mea-
surements of V–H characteristics at I = const) over
investigations of critical currents (measurements of V–
I characteristics at H = const) is the possibility of per-
forming measurements at very small currents I ! Ic
(where Ic is the critical current), i.e., when the magnetic
fields induced by transport currents are relatively weak.

Analysis of the experimental data on the magnetore-
sistance of high-temperature superconductors is rather
complicated, because the orientational dependence

(H) is described by a fourth-rank tensor [8]. For this

reason, when interpreting the experimental depen-

dences (H, T) for granular high-temperature super-

conductors, the object of investigation is usually treated
as a continuous medium consisting of a mixture of
superconducting and normal phases [9–13]. In some
cases, the effective-medium approximation [14], as
applied to granular high-temperature superconductors

∆ρ
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in combination with the percolation theory used for
solving the problem of charge transfer in a supercon-
ducting–normal medium [15], appears to be highly effi-
cient for interpreting the experimental data.

In this work, we investigated the penetration of
magnetic vortices into superconducting grains and
weak links of the YBa2Cu3O7 – δ granular (ceramic)
high-temperature superconductor and the evolution of
the vortex structure in the magnetic field. For this pur-
pose, we measured the field dependences of the longi-
tudinal (I || H) and transverse (I ⊥  H) magnetoresis-

tances (H) at T = 77.3 K in the range of magnetic

field strengths 0 ≤ H ≤ ~500 Oe, which covers the crit-
ical fields Hc1J, Hc2J, and Hc1A.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Samples of the YBa2Cu3O~6.95 high-temperature
superconductor were synthesized according to the stan-
dard ceramic technique [16]. For measurements, we
used samples 20 × 3 × 2 mm in size. Low-resistance
current and potential silver contacts were applied to
samples with a conducting silver-based adhesive. The
samples were characterized using x-ray diffraction and
measurements of the critical temperature Tc of the
superconducting transition and the critical currents Ic
(T = 77.3 K, H = 0).

The samples prepared had a nearly single-phase
composition. According to the x-ray diffraction data,
the crystal structure was weakly pronounced and
resembled the texture of the (001) basal plane of an
orthorhombic lattice [17, 18]. This structure is most
likely formed at the stage of uniaxial pressing of the
powders prior to the final synthesis stage (sintering in
an oxidizing atmosphere). For all samples, the temper-

ature  at the midpoint of the superconducting tran-
sition range was 92.6 K and the temperature range of
the transition was determined to be ∆Tc = 0.4 K. The
critical current Ic varied over a rather wide range. Since
the critical currents in the samples differed significantly
and the resistances R273 K of the samples in the normal
state were also somewhat different (typical values:
ρ273 K ~ 100 µΩ cm, jc ~ 100 A/cm2), we considered the
relative currents I/Ic and the relative resistivities ρ/ρ273 K.
Running a little ahead, it should be noted that, when the
results are presented in this way, the data obtained for
different samples appear to be in rather good agree-
ment.

In the experiments, the electrical resistance of the
YBa2Cu3O~6.95 samples was precisely measured at a
constant temperature T = 77.3 K as a function of the
magnetic field H. As was noted above, the measure-
ments were performed for two orientations of the mag-
netic field I ⊥  H and I || H. The distinctive feature of the
present work is that the V–H characteristics were mea-

∆ρ
ρ

-------
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sured by varying the measuring (transport) current over
a wide range ~0.01 ≤ I/Ic ≤ ~0.99.

In order to measure the V–H characteristics at I =
const, we devised a special setup on the basis of an IBM
PC 386 computer [2]. The setup consisted of a unit con-
trolling the current Isol of a magnetic field source (a
solenoid) and a unit controlling the measuring (trans-
port) current Imeas passing through the sample. A Dewar
vessel (filled with liquid nitrogen) with a rotation gear
(a sample holder) was placed in the solenoid. The angle
between the sample and solenoid axes could be speci-
fied accurate to within ~2° with the use of the rotation
gear.

All the measurements were carried out in automatic
mode: at a specified transport current Imeas, the solenoid
current Isol was gradually increased to a value corre-
sponding to a specified maximum strength of the mag-
netic field Hmax. The data obtained in the form of the
dependence R(H) at I = const were recorded on com-
puter. [The error in the measurement of the relative
magnetoresistance ∂R/∂R(H) did not exceed 10–2%.]
Then, the transport current was switched off, the sample
was heated to T > Tc, the next value of current Imeas was
specified, and the measurement cycle was repeated.

3. RESULTS

3.1. Transverse Magnetoresistance (I ⊥  H)

The typical dependences of the transverse magne-
toresistance ∆ρ/ρ273 K(H) of the YBa2Cu3O~6.95 high-
temperature superconductor on the magnetic field
strength in the range 0 ≤ H ≤ 500 Oe at I ⊥  H are plotted
in Fig. 1.

The characteristic features of the dependences
∆ρ/ρ273 K(H) are as follows. For all the transport cur-
rents used (~0.01 ≤ I/Ic ≤ ~0.99), the magnetoresistance
arises in sufficiently weak magnetic fields (the corre-
sponding critical field is designated as H1). A further
increase in the field strength leads to an increase in the
resistance R. The dependences ∆ρ/ρ273 K(H) exhibit
pronounced kinks at H = H2, even though it is very dif-
ficult to determine the kink positions precisely. In mag-
netic fields Hjump @ H1, the resistance R increases jump-
wise (or, more exactly, over a very narrow range of field
strengths H). Note also that the dependences
∆ρ/ρ273 K(H) obtained at low densities of the transport
current (I/Ic ≥ ~0.3) are characterized by maxima at
H > Hjump.

An increase in the transport current I is attended by
the following regularities: (i) the total magnetoresis-
tance ∆ρ/ρ273 K increases, (ii) the critical field H1

decreases drastically, (iii) the jump ∆ρjump/ρ273 K in the
dependences ∆ρ/ρ273 K(H) decreases and then disap-
pears almost completely (see inset to Fig. 1), (iv) the
maxima in the dependences ∆ρ/ρ273 K(H) are flattened
and then disappear completely, and (v) the critical fields
H2 and Hjump do not depend on the current to within the
experimental error.
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Fig. 1. Dependences of the transverse magnetoresistance of the YBa2Cu3O~6.95 high-temperature superconductor (I ⊥  H) on the
magnetic field strength at different transport currents. The inset shows the dependence of the magnetoresistance jump on the trans-
port current at H = Hjump.
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Fig. 2. Dependences of the critical fields H1 (Hc2J), H2

(Hc1A), and Hjump (HBG–VG) on the transport current for the
YBa2Cu3O~6.95 high-temperature superconductor. Trans-
verse magnetoresistance (I ⊥  H).
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The corresponding I–H phase diagram is depicted in
Fig. 2.

3.2. Longitudinal Magnetoresistance (I || H)

The evolution of the dependence of the longitudinal
magnetoresistance ∆ρ/ρ273 K(H) at I || H on the mag-
netic field strength for the YBa2Cu3O~6.95 high-temper-
ature superconductor with a variation in the transport
current is shown in Fig. 3.

Although the dependences ∆ρ/ρ273 K(H) for the lon-
gitudinal magnetoresistance are qualitatively similar to
those depicted in Fig. 1, there are significant quantita-
tive differences:

(i) On the whole, the magnetoresistance at I || H is
slightly less than that at I ⊥  H.

(ii) The critical fields H1 at I || H are somewhat
stronger than those at I ⊥  H.

(iii) The jumps in the dependences ∆ρ/ρ273 K(H) in
fields Hjump at I || H are considerably less than those at
I ⊥  H.

(iv) As the transport current increases, the magne-
toresistance jump in the field Hjump at I || H increases
(see inset to Fig. 3) rather than decreases, as is the case
with I ⊥  H. For I/Ic > ~0.4, no jumps are observed in the
dependences ∆ρ/ρ273 K(H).

(v) The dependences ∆ρ/ρ273 K(H) exhibit no max-
ima over the entire range of transport currents I.
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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Fig. 3. Dependences of the longitudinal magnetoresistance of the YBa2Cu3O~6.95 high-temperature superconductor (I || H) on the
magnetic field strength at different transport currents. The inset shows the dependence of the magnetoresistance jump on the trans-
port current at H = Hjump.
As in the case when I ⊥  H, the critical fields H2 and
Hjump at I || H do not depend on the transport current.
Moreover, the critical fields H2 and Hjump at I ⊥  H and
I || H coincide to within the limits of experimental error.

The corresponding I–H phase diagram is depicted in
Fig. 4.

4. DISCUSSION

We will discuss the following experimental results
obtained in this work:

(1) the appearance of the magnetoresistance of the
YBa2Cu3O7 – δ ceramic high-temperature superconduc-
tors in the vicinity of the critical fields H1,

(2) the dependence of the critical field H1 on the
density of the transport current,

(3) the orientational dependence of the critical
field H1,

(4) the appearance of anomalies in the field depen-
dences of the magnetoresistance in the vicinity of the
critical fields H2, and

(5) the appearance of magnetoresistance jumps in
magnetic fields Hjump and the dependence of these
jumps on the density of the transport current and on the
mutual orientation of the vectors H and I.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
4.1. Magnetoresistance in the Vicinity 
of the Critical Fields Hc2J

Judging from the critical fields H1, which are of the
order of 20 Oe at the lowest densities of the transport
current (Figs. 2, 4), the appearance of nonzero magne-
toresistance of the YBa2Cu3O7 – δ ceramic high-temper-
ature superconductors cannot be attributed to the onset
of the penetration of the magnetic field into weak links,
because the critical fields Hc1J are very weak at liquid-
nitrogen temperature (see, for example, [3, 19]). Note
that, in measurements at considerably lower tempera-
tures [20] (when the critical fields Hc1J are substantially
stronger), the magnetoresistance of the YBa2Cu3O7 – δ
high-temperature superconductors in weak magnetic
fields remained zero.

On the other hand, the critical fields H1 determined
for weak transport currents I are rather close to the crit-
ical fields Hc2J for complete penetration of the magnetic
flux into weak links in the YBa2Cu3O7 – δ high-temper-
ature superconductors according to the data obtained
by magnetic (and other) methods [3, 21, 22]. Thus,
there are strong grounds to believe that H1 ≡ Hc2J.

4.2. Dependence of the Critical Field Hc2J 
on the Transport Current

The considerable decrease observed in the upper
critical fields Hc2J of weak links and the increase in the
magnetoresistance with an increase in the transport cur-
rent I (Figs. 1–4) are obviously associated with the tran-
sition of weak links to the resistive state due to the elec-
4
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trical current [23]. According to the existing notions
[20], the conditions for the transition of an individual
weak link to the resistive state are completely deter-
mined by the local magnetic field Hlocal and the local
current density jlocal. The local magnetic field Hlocal is a
superposition of the demagnetizing fields Hdemagn
induced by adjacent superconducting grains and the
external magnetic field Hext and can be substantially
stronger than the external field.

The dependence of the local current density on the
local magnetic field strength can be written in the
form [20]

(1)

where jlocal, 0 is the local current density in the absence
of a magnetic field and H0 is a parameter dependent on
the microstructure of a granular superconductor.

It is obvious that we have the equality Hlocal = Hc2J.
In this case, from relationship (1), we obtain

(2)

On the whole, the behavior of the dependences
Hc2J(I), namely, a sharp decrease in the critical field
with an increase in the transport current (Figs. 2, 4), is

jlocal jlocal 0,
H0

πH local
---------------,=
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Fig. 4. Dependences of the critical fields H1 (Hc2J), H2

(Hc1A), and Hjump (HBG–VG) on the transport current for the
YBa2Cu3O~6.95 high-temperature superconductor. Longi-
tudinal magnetoresistance (I || H). Open and closed sym-
bols indicate the experimental data obtained for two sam-
ples with different resistances R273 K and critical currents Ic.
PH
in agreement with the results of solving Eq. (2). The
deviation from the hyperbolic dependence is most
likely associated with the fact that the condition I ~ jlocal
providing this dependence can be satisfied only for a
normal distribution of local current densities in
YBa2Cu3O7 – δ ceramic samples, whereas the distribu-
tion of local currents in ceramic materials according to
[24] is described by a power function.

4.3. Orientational Dependence 
of the Critical Field Hc2J

The orientational dependence of the critical field
Hc2J, i.e., Hc2J(I ⊥  H) ≠ Hc2J(I || H) (Figs. 2, 4), can be
caused by a number of factors. These include a substan-
tial difference in the demagnetizing fields for different
experimental geometries (it is well known that these
fields for ceramic high-temperature superconductors
can be taken into account quantitatively only in the sim-
plest cases [25]), a significant difference between the
longitudinal and transverse sizes of grains in
YBa2Cu3O7 – δ ceramic samples, the presence of a tex-
ture, etc.

It seems likely that the anisotropy of the critical
fields Hc2J in weak links is predominantly governed by
the crystallographic texture (i.e., the different orienta-
tion of the magnetic vector H with respect to weak
links), the difference in the critical parameters of weak
links depending on their orientation relative to super-
conducting grains (“the hierarchy of weak links” [3]),
the orientational dependence of the current density jlocal,
etc. In order to reveal the contributions of different fac-
tors to the anisotropy of the critical fields Hc2J, it is nec-
essary to measure the magnetoresistance of the
YBa2Cu3O7 – δ high-temperature superconductor at dif-
ferent angles between the vectors I and H (such mea-
surements are currently being performed at our labora-
tory).

4.4. Anomalies of Magnetoresistance 
in the Vicinity of the Critical Fields Hc1A

A change in the behavior of the dependences
∆ρ/ρ273 K(H) in the vicinity of the critical fields H2,
namely, the appearance of kinks in the dependences
above which the curves tend to flatten out (Figs. 1, 3),
indicates that a new magnetoresistance mechanism
comes into play. Most likely, this mechanism is associ-
ated with the onset of the penetration of the magnetic
flux into YBa2Cu3O7 – δ superconducting grains, i.e., the
formation of Abrikosov vortices in the superconductor
[26]. To put it differently, we can make the inference
that H2 ≡ Hc1A.

It is important that the critical fields Hc1A depend
neither on the transport current I nor on the mutual ori-
entation of the vectors I and H (Figs. 2, 4). Note that,
although the kink positions in the dependences
∆ρ/ρ273 K(H) are determined with low accuracy, the
above inference is significant statistically. On the other
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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hand, as is well known, direct measurements of the crit-
ical field Hc1A for YBa2Cu3O7 – δ high-temperature
superconductors demonstrate that this field is charac-
terized by a strong anisotropy [27–30]. It is evident
that, in measurements of the magnetoresistance, the
kinks in the dependence ∆ρ/ρ273 K(H) correspond to the
minimum critical fields Hc1A, i.e., the weaker critical

fields  of superconducting grains in the ab basal
plane of the orthorhombic lattice. Recall that, when the
critical field Hc1A is measured from a change in the crit-

ical current Ic, the field  also corresponds to the
point at which the dependence Ic(H) begins to deviate
from Ic = max [2, 18, 21, 31]. It should also be noted

that the critical field  obtained in the present work
is very close to the field determined in our earlier works
[2, 18] for YBa2Cu3O7 – δ high-temperature supercon-
ductors similar to those studied in this work.

4.5. Magnetoresistance Jumps

The anomalies (apparently revealed for the first
time) in the field dependences of the magnetoresistance
∆ρ/ρ273 K(H) for the YBa2Cu3O7 – δ ceramic high-tem-
perature superconductors at Hjump > Hc1A (i.e., a jump-
wise change in the transport properties in magnetic
fields) primarily suggest that a first-order phase transi-
tion is induced by the magnetic field. Note that, in the
I/Ic range corresponding to these jumps, the maxima in
the dependences ∆ρ/ρ273 K(H) are observed in fields H
> Hjump at least for the orientation I ⊥  H (Fig. 1). It
seems likely that both of the aforementioned effects are
associated with the change in the vortex structure in
superconducting grains. It should be remembered that
these effects are observed for ceramic samples with a
defect crystal lattice and, at Hjump > Hc1A, with an imper-
fect vortex lattice (the Bragg glass (BG) state [32–35]).

It can be assumed that the magnetoresistance jumps
for the YBa2Cu3O7 – δ ceramic high-temperature super-
conductors in weak magnetic fields are caused by the
change in the vortex structure, namely, by the melting
of a vortex lattice or the first-order transition from a
Bragg glass phase to a vortex glass (VG) phase
(BG−VG transition) [36–39]. The change in the kinetic
properties upon BG–VG transition (a jumpwise
decrease in the critical current Ic along the c axis and a
drastic increase in the critical current Ic in the ab basal
plane) was predicted by Hernández and Domínguez
[36]. The critical magnetic fields for the melting of a
vortex lattice in ceramic high-temperature supercon-
ductors Bi2Sr2CaCu2O8 ± δ [37] and HgBa2CuO4 ± δ [40]
are close to the critical fields Hjump obtained in the
present work for the YBa2Cu3O7 – δ high-temperature
superconductor. The appearance of a maximum of the
magnetoresistance (transforming into a plateau at high
densities of the transport current) in the dependences
∆ρ/ρ273 K(H) at H > Hjump can be associated with the

Hc1A
ab

Hc1A
ab

Hc1A
ab
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decrease in the pinning force due to the formation of the
vortex glass phase.

Therefore, we can draw the inference that Hjump ≡
HBG–VG.

The behavior of the field dependences of the magne-
toresistance upon the BG–VG first-order phase transi-
tion is consistent with the predictions made from theory
in [36] (see insets to Figs. 1, 3). Note that the lines of
the BG–VG phase transitions in the I–H diagrams ter-
minate at I/Ic > ~ 0.3–0.4 (Figs. 2, 4) and the magne-
toresistance jumps at I ⊥  H decrease considerably with
an increase in the ratio I/Ic. These circumstances show
that the differences between the Bragg glass and vortex
glass phases become smoother with an increase in the
current and that the BG–VG phase transition is com-
pleted at a critical point.
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Abstract—A study has been made of the cathodoluminescence of ZnSe crystals annealed in vacuum
[ZnSe(Vac)], in vacuum and, subsequently, in antimony melt [(ZnSe(Vac)(Sb)], or in a zinc melt with subse-

quent annealing in antimony [ZnSe(Zn)(Sb)]. The emission of all samples contained the –nLO series. The
LO-phonon replicas of the emission line  observed in ZnSe(Vac) samples are accompanied by single-plasmon
satellites. The plasmon energy determining the replica separation is "ωp ≅  10 meV. The emission lines of
ZnSe(Zn)(Sb) samples have the smallest half-width. We report the first observation of anomalous broadening
of the zero-phonon line  in ZnSe(Vac) samples caused by a high zinc vacancy content. A theory on the shape
of the emission spectrum under two-phonon resonance is developed including bound-exciton interaction with

mixed plasmon–phonon vibrational modes. It is shown that the splitting of the  line at T ≅  2 K may originate
from resonance exciton–phonon interaction between exciton–impurity complexes. © 2004 MAIK “Nauka/Inter-
periodica”.
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1. INTRODUCTION

The emission line  in ZnSe crystals forms in
recombination of an exciton bound to a neutral accep-
tor, which may be either a zinc vacancy (VZn) or a cop-
per atom substituting for zinc (CuZn) [1–7]. Because

annealing ZnSe crystals in liquid zinc makes the  line
disappear and annealing in vacuum brings about an
increase in Zn vacancy concentration and, accordingly,
an increase in the intensity of this line, the close relation

of Zn vacancies to the  line is unquestionable. As for

the involvement of copper in the formation of the 
line, we believe this problem remains open. The high-
purity ZnSe crystals studied in [1] were first annealed
in saturated selenium vapor (which led to the formation
of VZn) and then doped with copper by diffusion in
argon vapor. It was natural to expect that after this pro-

cedure the emission spectrum would contain the  line
due to VZn, and this was corroborated by experiment
[1]. Subsequent annealing in zinc should have excluded

the effect of VZn on the spectrum. Because the –nLO
line remained in the emission spectrum after low-tem-
perature annealing, it was decided in [1] that this could
be only the CuZn-based exciton–impurity complex
series. In our opinion, the experimental data from [1]
can also be explained by an incomplete disappearance
of zinc vacancies in such low-temperature annealing.
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Another argument for the existence of two centers

based on VZn and CuZn is the shift of the  line to
shorter wavelengths with increasing Cu concentration

[1]. However,  was observed in [4] to shift to longer
wavelengths after ZnSe crystals were doped by copper.
As in [1], this shift was accounted for by the existence
of two lines originating from two different complexes

based on VZn and CuZn. One sees that shifts of the 
line in opposite directions may be caused by the inter-
action of a bound exciton with an electron–hole plasma.
Indeed, the bound-exciton energy reckoned from the
conduction band bottom

 (1)

depends on the plasma concentration through its depen-
dence on the static-screening factor 1 – ε∞/ε(k, 0).

Hence, the position of the  spectral line can depend
on the sample and the excitation level. The Hamilton

operator  in Eq. (1) is the sum of the Hamilton oper-
ator of a free exciton and of its interaction with an
impurity center. The other notation here and in what
follows is the same as in [8–10].
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The frequency dependence of the spontaneous
recombination rate of a bound exciton interacting with
ω± vibrational modes [11] can be written as

(2)

As seen from Eq. (2), at low temperatures, the intensi-
ties of phonon replicas obey the Poisson distribution.
Our theory [8–10] provides an explanation for many of
the fine features observed in experiment. For instance,

the  and –LO lines exhibit additional sidebands on
the long-wavelength side in some samples [7, 9, 10].
These sidebands are assigned in [7] to the involvement
of acoustic phonons in the emission. In other samples,
however, no such sidebands are observed. Hence, the
totality of the data cannot be explained as due only to
the interaction of bound excitons with acoustic
phonons. The shape of the emission spectrum calcu-
lated using Eq. (2) agrees with experiment only if these

sidebands are assumed to be plasmon replicas of the 

and –LO lines at low plasma concentrations. In the
case where plasmons are not elementary excitations,
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Fig. 1. Cathodoluminescence spectra of ZnSe crystals mea-
sured at 4.2 K: (a) ZnSe(Vac) and (b) ZnSe(Zn)(Sb) sam-
ples.
PH
Coulomb interaction of a bound exciton with plasma in
inelastic collisions gives rise to the formation of a side-
band on the long-wavelength side of the spectrum.

Based on the deviation of the intensity distribution

of -line LO-phonon replicas from a Poisson profile at
T = 4.2 K, we put forward the assumption [9] that there

is a new spectral line  that coincides in position (at
plasma concentrations N ≅  1017 cm–3) with the second

LO-phonon replica of the  line. It might seem that the
deviation from the Poisson distribution could be related
to the presence of two centers, VZn and CuZn (which are

responsible for the  line), if the coupling with LO
phonons is considered weak for one center and strong
for the other. This assumption does not, however, find
experimental support, because either in copper-doped
or in pure crystals the first LO-phonon replica should

have been stronger than the  line, which is not
observed in practice [1, 4]. Direct experimental evi-

dence for the existence of the –nLO–mP1 series was
furnished in [10]. At low electron–hole plasma concen-

trations (≤1016 cm–3), superposition of the  and –
2LO lines is fairly obvious [10, Fig. 1]. We consider

here new experimental features in the –nLO series
and analyze the conditions fostering resonance interac-
tion of excitonic complexes.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Cathodoluminescence in ZnSe crystals was excited
at T = 4.2 K by an electron beam with an energy of
40 keV. The pulse repetition frequency was 200 Hz, and
the pulse duration was 40 µs. The radiation was ana-
lyzed with a DFS-12 monochromator in the wavelength
range 400–800 nm. ZnSe crystals grown from the vapor
phase were first annealed in vacuum [ZnSe(Vac)] (their
emission spectrum is shown in Fig. 1a) and then in an
antimony melt [ZnSe(Vac)(Sb)]. We also studied
ZnSe(Zn)(Sb) samples, the spectrum of one of which

(Fig. 1b) consists of  and  lines and their
LO-phonon replicas. The Poisson distribution for

phonon satellite intensities in the –nLO series is met
with NLO ≅  0.1. As seen from Fig. 1b, the dominant

spectral line is , for which the average number of LO
phonons per photon is NLO ≅  0.25, if NLO is derived

from the intensity ratio of the first –LO replica to the

zero-phonon  line. In the region of the second LO-
phonon replica, however, the Poisson distribution breaks

down. At λ = 456.2 nm, the  and –2LO lines

become superposed. For the –nLO series, the constant
NLO ≅  1.5. The emission spectrum of ZnSe(Vac)(Sb)
crystals is similar in shape to the one presented in
Fig. 1b. The most significant distinctions are that the
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dominant line here is  and the lines of the –nLO
series have a larger half-width and are somewhat

weaker in intensity. For the –nLO series measured in
ZnSe(Vac)(Sb) samples, the constant NLO ≅  1. In both

cases, the –nLO series turns out to be superposed, as
is evident from Fig. 1b, on the donor–acceptor pair
emission band. Spectra of ZnSe(Vac) crystals exhibit

substantial differences (Fig. 1a). The  line is almost

not at all seen. The  line and its first LO-phonon rep-
lica are broadened, and a broad structureless band is
observed near λ = 455 nm. Each of the first several LO-

phonon replicas of the –nLO series (n = 1, 2, 3, 4) is
accompanied by the first plasmon satellite. The plas-
mon energy as derived from the line separation is
"ωp ≅  10 meV. The low emission intensity, the absence

of the  line, and the large linewidth in the –nLO
series should be assigned to strong interaction of the
bound exciton with VZn, whose concentration here is
substantially higher than in the ZnSe(Zn)(Sb) samples.

The high concentration of the  centers responsible for

the –nLO series (we believe these centers to be actu-
ally complexes including VZn and the selenium vacancy
[9]) follows from analyzing the emission spectra. As

seen from Fig. 1a, the intensity of the  line is slightly

weaker than that of the  line. The matrix element

 (3)

which determines the probability of finding an electron

and a hole within one unit cell, is less for the  center

than for , because one of the carriers is localized near

the  center and the other is far away. Hence, the com-

paratively high intensity of the  line can be due only
to the high concentration of the corresponding centers.

Consider an  center with a localized exciton and a
nearby unoccupied center of the same type, which is
separated from the first one by a potential barrier. The
exciton tunneling from one center to the other will
result in energy level splitting. At high impurity con-
centrations, the split levels merge to form a miniband
similar to the impurity band. Because interaction of a
bound exciton with an adjacent center weakens the cou-
pling with the center to which the exciton is bound, the
miniband will extend from the level of an isolated cen-
ter toward the conduction band bottom. Recombination
of bound excitons from this miniband broadens the 
emission line. This broadening, rather than being sym-
metric relative to the  line, will extend from it toward
shorter wavelengths. The electron and the hole residing
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in bound-exciton states belonging to the miniband have
large radii of states, which are approximately equal in
magnitude. As a result, the coupling of these excitons
with LO phonons and plasmons is weak and the mini-
band excitons recombine without involving phonons
and plasmons in optical transitions. Phonon replicas
appear only when excitons of comparatively distant 
centers recombine. It is these features that we do indeed
observe in the emission spectrum of vacuum-annealed
ZnSe crystals in the wavelength region λ ≥ 455 nm
(Fig. 1a).

3. TWO-PHONON BOUND-EXCITON 
RESONANCE

Excitons bound to a center can interact not only with
centers of the same type. Interaction of an exciton
bound to an  center with an empty  center is, how-
ever, of a different resonance character. Indeed, the
binding energies of excitons bound to  and  centers
differ from each other by an amount ≈2"ωLO. As soon
as the distance between the electronic energy levels
becomes equal to the energy of one or several vibra-
tional quanta, strong interaction with lattice vibrations
characteristic of electron–phonon resonance arises
[12–16]. Under resonance pinning conditions [12–15],
the perturbation splits the degenerate energy level. In
our case, the state of an exciton at the lowest level Em =

 with two phonons and the state of an exciton at the

top level En =  without phonons belong to the same
twofold degenerate energy level of the electron–
phonon system, which is split by the interaction of the
electron with the phonon subsystem. In this case, in
addition to the Hamilton operator of the free exciton, its
interaction with the  and  centers should be
included in the Hamilton operator . The exciton can
be localized near either of these centers. The standard
perturbation theory is invalid here, because it yields
diverging results. Consider the problem of radiative
recombination of bound excitons under resonance con-
ditions, En – Em – 2"ω0 ≈ 0, where the highest plasmon–
phonon vibrational mode of frequency ω+ falls in reso-
nance.

Invoking the calculation technique developed in [8–
10], the bound-exciton contribution to the rate of spon-
taneous emission of light in a semiconductor can be
found to be

 (4)

Here, ω and v g are the frequency and group velocity of
light, respectively; e and m0 are the electronic charge
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and mass; k0 is the Boltzmann constant, T is the crystal
temperature, "ωg = Eg is the crystal band-gap width,
Nn is the number of bound excitons in the nth quantum
state per unit volume of the semiconductor, and n sym-
bolizes the set of quantum numbers of a bound exciton.
The generating function of the emission spectrum
shape can be written as

 (5)

where |n〉  = Ψn( , ) is the bound-exciton wave func-

tion and  is the bound-exciton Hamilton operator
(not containing interaction with lattice vibrations) in

the Heisenberg representation, (s) = .
Interaction with phonons and plasmons leads to
retarded self-interaction of the exciton (t) given by

 (6)

Here, re and rh are the position vectors of the electron and
the hole, respectively. The frequencies of the vibrational
modes of the crystal (including plasma vibrations) with
which the exciton interacts are derived from the condi-
tion of vanishing of the dielectric function ε(k, Ω).

 (7)

The state vectors |n〉  of a bound exciton are eigenfunc-

tions of operator , and  are its eigenvalues. Oper-

ator  differs from operator  in the presence of
instantaneous interaction mimicking the retarded inter-
action (6). The parameters of this conventional operator
should be determined self-consistently. When calculat-
ing the expectation value in Eq. (5), two-phonon pro-
cesses can be included using the approximation of the
second semi-invariant employed in the method of Kubo

[17],  ≈ . Taking into account res-
onant two-quanta processes of spontaneous emission of
the ω+ vibrational modes [11], the self-consistent equa-
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Ĥ̃ Ĥ
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Â〈 〉 1
2
--- Â
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tion for the upper level energy of a bound exciton can
be cast as

 (8)

Here, En is the bound-exciton energy defined by Eq. (1),
the summation in Eq. (8) is preformed over the states of
the bound-exciton discrete spectrum, and the levels n
and m are assumed to be in resonance. At low tempera-
tures, the splitting of the lowest level can be neglected.
The upper level splits into two sublevels, which can be
found [by solving the quadratic equation (8)] to be

 (9)

Here,  is the phonon counterpart of the Rabi fre-
quency. The interaction of an exciton with the wave
forming in vibrations is a resonant periodic perturba-
tion acting on the exciton subsystem. We thus come to
the well-known quantum-mechanical problem [18] in
which a periodic perturbation transforms functions Ψn

and Ψm into functions anΨn + amΨm. If at t = 0 the exci-
ton was in the state Ψn, then the probability for observ-
ing it in the state Ψm will vary periodically from zero to

 with a period 2π/ , where ∆ =  – ω

is the resonance detuning. The relative intensity of the
components of the zero-phonon doublet produced in
exciton recombination from the doublet state with ener-

gies  given by Eq. (9) is defined by the relation  =

 and can be either larger or smaller than unity,

depending on the magnitude and sign of the resonance
detuning ∆. At an exact resonance, we have ∆ = 0 and
I1/I2 = 1.

Pinning in a magnetic field is observed by changing
∆ through varying the field strength [12–15]. For rare-
earth ions, ∆ has a fixed value and no pinning is
observed. The zero-phonon line exhibits a splitting
[16]. In the case of bound excitons, as follows from
Eq. (1), the energy En depends on the electron–hole
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plasma concentration; hence, ∆ can be changed by
properly varying the pump level. The positions of the
doublet components and their relative intensities can
vary with plasma concentration irrespective of whether
or not the plasma is in equilibrium. Therefore, the split-
ting pattern will have all the features of pinning. We
believe that it is such a doublet structure with different

relative component intensities of the  zero-phonon
emission line (a feature characteristic of pinning) that
was observed in [1, 7] at temperatures T ≈ 2 K. The I1/I2
ratio in the doublet varied in magnitude from greater
than to smaller than unity [1, 7]. At T = 4.2 K, however,
the structure smoothens out and the resonant exciton–
phonon interaction brings about only a broadening of

the  line [4, 9, 10]. If the  and  centers are far
from one another, so that the wave functions of their
bound excitons do not overlap, then (ρk)nm = 0 and no
splitting is observed. The centers closest together pro-

vide the major contribution to the splitting of the 
zero-phonon line. If the number of such pairs in the
crystal is large enough, splitting will be observable. If
the magnitude of the splitting depends strongly on the

center separation, splitting of the energy level of the 
center will give rise only to inhomogeneous broadening
of the emission line, much like what is seen in Fig. 1a.

We note in conclusion that interaction can involve
not only two levels belonging to different centers and
separated by an energy equal to an integral multiple of
a vibrational quantum but also levels of the same center.
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Abstract—The forward-current dependence of defect-related electroluminescence (EL) in silicon structures
produced by erbium and oxygen implantation into silicon single crystals with subsequent annealing in a chlo-
rine-containing ambient at 1100°C has been studied. At 80 K, an increase in the current was observed to cause
the photon energies corresponding to the maxima of two defect-related EL peaks to increase from 0.807 and
0.87 eV to 0.85 and 0.92 eV, respectively. The increase in the current was also accompanied by an increase in
the half-width and intensity of the EL peaks. To explain the observed effects, a model that was proposed earlier
for the defect-related EL in plastically deformed silicon is developed further; this model assumes the possible
generation of inverse population involving four energy levels. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in studies of the luminescence of single-
crystal silicon (c-Si) stems from both the wide use this
material enjoys in semiconductor technology and the
potential of the c-Si electroluminescence (EL) in opto-
electronics. One of the kinds of luminescence observed
in silicon is that related to defects in the wavelength
region λ ~ 1.2–1.6 µm [1–11], more specifically, the so-
called D peaks, which are usually assigned to disloca-
tions and oxygen precipitates present in silicon. The
best studied of them are the four D luminescence lines
(D1, D2, D3, D4), which are located at the following
energies at sufficiently low temperatures (for instance,
≤80 K) [6]: Em ≅  0.807, 0.87, 0.95, and 0.99 eV, respec-
tively (Em is the photon energy at the maximum of the
wavelength distribution). Such EL and photolumines-
cence (PL) peaks have been observed, for example, in
plastically deformed silicon. Two PL peaks near the
positions of the D1 and D2 lines indicated above were
observed in silicon structures obtained by implantation
of the rare-earth element Er, followed by annealing in a
chlorine-containing ambient (CCA) at 1100°C [3–5, 7].
The positions of the luminescence intensity maxima in
such structures not only differ sometimes from those of
the D1 and D2 lines but also depend on the preparation
technology [4, 7]. Defect-related PL was not seen if
argon was employed in place of CCA. Studies of the
Si : Er structures [3–5, 7] have shown that the observed
defect PL correlates with the presence of pure edge dis-
locations.

This communication reports on a continuation of an
investigation into the defect-related luminescence in
1063-7834/04/4610- $26.00 © 21810
the wavelength interval λ ~ 1.2–1.6 µm observed in
erbium-implanted silicon structures annealed in CCA
at 1100°C. In particular, we report here on the first
study of the effect of forward current on the defect EL.

2. EXPERIMENTAL TECHNIQUE

Samples needed for the EL studies (samples 1) were
prepared in the following way. Erbium ions with ener-
gies of 2.0, 1.6, 1.2, and 0.8 MeV were implanted to a
dose D = 1 × 1013 cm–2 into Czochralski-grown, (100)-
oriented, polished n-silicon plates with an electrical
resistivity of 15 Ω cm. To increase the probability of
formation of oxygen-containing defects, oxygen ions
were coimplanted (0.28, 0.22, 0.17, 0.11 MeV; D = 1 ×
1014 cm–2) into the front face of the plates. To produce
optically active centers, the samples were annealed at
T = 1100°C (for 3 h) in CCA, which was a flow of oxy-
gen with an addition of 1 vol % carbon tetrachloride.
Ions of boron (60 keV, D = 5 × 1015 cm–2) and phospho-
rus (100 keV, D = 5 × 1015 cm–2) were implanted into
the front and back faces of the plates, respectively, to
produce heavily doped p+ and n+ layers. To reduce the
density of the defects created by boron and phosphorus
implantation, the samples were annealed in CCA at
1000°C for 30 min. Mesa diodes with an operating p–n
junction area of 1.5 mm2 were prepared by conven-
tional technology involving thermal deposition of alu-
minum. The EL was excited by square current pulses
3-ms long at a frequency of 33 Hz. The structure lumi-
nescence was focused by a lens system onto the
entrance slit of an MDR-23 monochromator, with its
004 MAIK “Nauka/Interperiodica”
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output measured by an uncooled InGaAs diode (7-nm
resolution at λ = 1.0–1.65 µm). In studies of the PL, the
samples were illuminated by visible light from a halo-
gen lamp through a band-pass filter. A mechanical
chopper interrupted the beam with a frequency of
36 Hz. The radiation power was about 50 mW. The
luminescence spectra were corrected for the spectral
response of the photodetector and the entire optical
train. The samples intended for PL studies described
below (samples 2) were prepared as follows. Erbium
ions with an energy of 1.0 MeV were implanted to a
dose D = 1 × 1013 cm–2 into the front face of Czochral-
ski-grown (Cz-Si) (100)-oriented, polished p-silicon
plates with an electrical resistivity of 20 Ω cm. To
obtain optically active centers, annealing at T = 1100°C
(for 1 h) was employed in CCA. After the annealing, a
~10-µm-thick silicon layer was etched off the back side
of the plate. The structural defects produced in sample
2 by ion implantation and annealing were studied ear-
lier and described in [3].

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents PL spectra of sample 2 obtained
under illumination from the front (curve 1) and back
(curve 2) sides at 80 K and normalized to the maximum
intensity. The maxima in the PL spectra obtained under
sample illumination from the back side lie at 0.8065
and 0.873 eV; i.e., they practically coincide in position
with the D1 and D2 lines quoted in the literature. When
illuminated from the front side, the maxima shift
toward shorter wavelengths (0.810 and 0.89 eV, respec-
tively) and the peaks broaden from ~25 to ~40 nm.
Broadening of the D1 peak and the shortward shift of
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Fig. 1. PL intensity normalized to its maximum level,
PLmax, vs. wavelength graphs obtained under illumination
of sample 2 from (1) the front and (2) back sides at 80 K.
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the maximum were already observed in plastically
deformed Cz-Si single crystals in [2] and assigned to an
increase in the luminescence excitation intensity. When
Si : Er structures are illuminated from the back side, the
carrier concentration in the defected, optically active
layer is substantially smaller than in the case of illumi-
nation from the front. The concentration difference is
larger, the smaller the exciton diffusion length. The
results of this PL study and those reported in [2] sug-
gest the conclusion that, in the Si : Er structures, the
above different positions and half-widths of the D1 and
D2 peaks, as well as their dependence on the prepara-
tion technology employed [4, 7], may also be associ-
ated with different concentrations of carriers responsi-
ble for the luminescence and with specific properties of
the defects accounting for the formation of these peaks.
The results of EL studies made on Si : (Er,O) structures
and presented below support this conclusion.

Figure 2 shows EL spectra of sample 1 measured at
80 K and different currents. The spectra contain EL peaks
with maxima at wavelengths of ~1.13 and ~1.2 µm,
which are presently believed to originate primarily
from phonon-mediated radiative recombination of free
excitons. For currents ≤15 mA, the EL spectra featured
only one defect-related EL peak of Gaussian shape. For
higher currents (for instance, ≥90 mA), the defect EL
spectrum could be fitted by two Gaussian curves.
Decomposition of an experimental EL curve obtained
at a current of 600 mA into two Gaussian peaks is illus-
trated in Fig. 2 by dotted curves. Figure 3 plots the for-
ward-current dependences of the photon energies that
correspond to the maxima of the Gaussians describing
the experimental spectra of defect-related EL. As is evi-
dent from Fig. 3, the structures studied reveal a consid-
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Fig. 2. EL spectra of sample 1 measured at 80 K and differ-
ent currents (indicated in milliamperes by adjoining figures)
(solid curves). Dashed curves are Gaussians fitting the
defect-related EL spectrum at a current of 600 mA.
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erable growth of these photon energies with increasing
current. It is only at relatively small currents that the
peaks agree with the commonly accepted positions of
the D1 and D2 lines. Figure 4 displays the current
dependences of the half-widths W of the Gaussian
peaks. These curves characterize the EL peak broaden-
ing. The variation of the integrated EL intensity of the
D1 and D2 peaks can be characterized by the current
dependence of the product of the EL intensity at the
Gaussian maximum (ELm) multiplied by the half-width
W. Such dependences are depicted in Fig. 5. A compar-
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Fig. 3. Forward-current dependence of photon energies Em
corresponding to the maxima of the Gaussians fitting the
defect-related EL spectra at 80 K.
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Fig. 4. Forward-current dependence of half-width W of the
Gaussians fitting the defect-related EL spectra at 80 K.
Curve numbers are the same as in Fig. 3.
PH
ison of the results of the experiments presented in
Figs. 2–5 suggests the following conclusions. Both EL
peaks exhibit a monotonic growth of Em, W, and ELm
with increasing current. At high enough currents, the
above parameters practically stop growing and the max-
ima of the two broad Gaussian peaks of the defect EL are
positioned at Em1 ≅  0.85 eV and Em2 ≅  0.92 eV. These
positions differ from the commonly accepted and given
above positions of the D1 and D2 peaks by ~40–50 meV.

When the diode operating temperature was
increased to 300 K, the spectral region under study con-
tained, in addition to the interband EL peak, one defect-
related EL peak with a maximum at λ ≈ 1.59 µm
(Fig. 6). For comparison, Fig. 6 also shows an EL spec-
trum measured for the same current but at 80 K. The
maximum of the defect EL peak coincides in position
with that of the D1 luminescence peak obtained at
300 K in silicon samples in which dislocations were
created by treating the crystal with radiation from a
high-power argon laser [10].

Note that the increase in Em and W with increasing
luminescence excitation intensity observed in [2] in
plastically deformed silicon relates to the D1 peaks
only (the D2 peak was not observed). Furthermore, the
shift of the D1 peak maximum to shorter wavelengths
measured in [2] at 80 K and at a current density of
400 mA/mm2 is substantially smaller than that obtained
in this study. Indeed, the maximum value of Em for the
D1 peak quoted in [2] was only ~0.83 eV. Because the
current density at which the energy Em1 = 0.85 eV was
reached by us for the D1 peak practically coincides
with the maximum current density in [2], this differ-
ence could be assigned to the minority carrier lifetimes
τp reached in [2] having been shorter than those attained
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Fig. 5. Product of the EL intensity ELm at the maximum of
the Gaussian curve multiplied by its half-width W plotted vs.
forward current. Curve numbers are the same as in Fig. 3.
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in the present work. Indeed, a decrease in τp, with all
other conditions being equal, entails a decrease in the
density of minority carriers generated by light or injec-
tion from the p–n junction region. The above reasoning
suggests that the smaller shift of the EL peak D1 with
increasing current and the absence of any mention of
observation of the D2 peak in the same sample in [2]
are due to the fact that the carrier concentrations in the
diode base reached in [2] were not as high as those in
our samples.

An explanation for the above increase in Em1 and W
with current was put forward in [2]. It builds on the idea
that radiative transitions do not occur between the
defect band in the silicon band gap and one of the
allowed (conduction or valence) bands but rather
between defect levels themselves, which form bands in
the silicon band gap. At relatively low luminescence
excitation intensities, only the levels farthest from the
valence band top in the defect band nearest to the
valence band are occupied by holes. Therefore, the
emitted photons have the lowest energy in this case.
One may conceive of a case where a similar effect is
caused by electrons filling only the deepest levels in the
defect band closest to the conduction band. We note
that, at high enough luminescence excitation intensi-
ties, the energy level diagram described in [2] is similar
to the well-known four-level system in which inverse
population can be readily realized. This fact suggests
that the class of light-emitting structures considered
here might turn out to be among the most promising for
achieving the laser effect in silicon. No results obtained
in this study argue against the explanation put forward
in [2] for the observed effects. At the same time, our
present measurements and those reported in [11] permit
us to complement these model concepts. The study
reported in [11] compared defect PL spectra of c-Si
plates with different oxygen contents but similar dislo-
cation densities that were plastically deformed in clean
conditions. At 4.2 K, the maxima of the D1 and D2 PL
peaks in samples with a lower oxygen concentration
(Fz-Si) were found to lie at 0.807 and 0.873 eV, respec-
tively. In samples with a higher oxygen concentration
(Cz-Si), the maxima of the D1 and D2 peaks were mea-
sured to lie at 0.825 and 0.877 eV, respectively. The D1
and D2 peaks in Cz-Si were broader and weaker in
intensity than those in Fz-Si. These results suggest that
the broadening and shortward shift of the D1 and D2
peaks are due to the D1 and D2 centers interacting with
oxygen. This results in the defect levels lying at differ-
ent energies (depending on the extent of this interac-
tion). Therefore, for some defects, the emitted photons
gain in energy relative to those in the case of weak
defect interaction with oxygen. For other defects, inter-
action with oxygen can cause the D1 and D2 defects in
silicon not to emit. The above model concepts allow
us to conclude that the difference in the effect of cur-
rent density on the D1 and D2 luminescence peaks in
Si : (Er,O) structures and plastically deformed Cz-Si
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
[2] may be related not only to a difference in τp but also
to different oxygen contents in the defect region.

4. CONCLUSIONS

Cz-Si : Er and Cz-Si : (Er,O) structures at ~80 K
exhibit a growth of Em and W with increasing lumines-
cence excitation intensity for two defect-related lumi-
nescence peaks. At low excitation levels, the values of
Em are ~0.807 and ~0.87 eV, which coincides with the
commonly accepted positions of the D1 and D2 peak
maxima. When sufficiently strong currents are passed
through the Si : (Er,O) diodes, the maximum values of
Em are ~0.85 and ~0.92 eV. The increase in Em and W is
similar to that for the D1 peak with increasing lumines-
cence excitation intensity in plastically deformed Cz-Si
[2]. This similarity indicates that the defects responsi-
ble for the D1 luminescence peak in plastically
deformed silicon and in the structures studied by us are
of the same nature. A comparison of our results with lit-
erature data suggests that the large width of the EL
spectra may originate from different interaction of the
D1 and D2 defects with oxygen.
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Abstract—Amplitude-phase spectra of light reflection from distributed Bragg reflectors and Fabry–Pérot
microcavities based on a-Si : H/a-SiOx : H thin films have been studied. The frequency dependence of the phase
difference between the amplitude p- and s-light reflection coefficients within the photonic band gap is mea-
sured. The phase spectrum exhibits predominantly a monotonic, close-to-linear frequency behavior, except for
spectral regions near the stop band edges and near the singularities related to the microcavity eigenmodes. The
experimental spectra are compared with theoretical calculations based on the transfer matrix method and
approximate analytical relations. A method based on analyzing amplitude-phase reflectance spectra is proposed
for structural characterization of multilayer microcavity systems. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Propagation of an electromagnetic field in layered
periodic media, with which Bragg structures can be
classed, is accompanied by a number of optical phe-
nomena of fundamental nature widely used in modern
optoelectronics [1]. Of particular interest are solid-state
structures made up of distributed Bragg reflectors
(DBRs) and an active layer sandwiched between them,
the so-called Fabry–Pérot microcavities (MCs). An MC
permits controllable quantization of a photon field with
a wavelength on the order of the cavity active-region
thickness. As the microcavity Q factor increases, there
can occur a number of novel quantum-electrodynamic
effects, in particular, enhancement or suppression of
spontaneous emission bands [2, 3] (with the corre-
sponding energy shifts [4]) and Rabi splitting [5, 6].
The MCs have considerable application potential for a
new generation of optoelectronics devices, including
low-threshold lasers and light-emitting diodes capable
of operating in both the visible and IR spectral ranges
[7, 8].

While many studies have dealt with the optical prop-
erties of MCs, they focused primarily on measuring the
energy parameters of the light flux interacting with the
structures of interest [9–11]. However, in addition to
energy parameters, an electromagnetic wave has phase
characteristics, whose measurement offers additional
information on the properties of the object under study.
When light is reflected from the DBRs present in a
microcavity structure, the phase of the reflected wave
undergoes a change relative to that of the incident wave
because of the specific properties of a periodic system
in the spectral region where propagating photonic
modes are not excited in a DBR [photonic band gap
region (PBG)]. Note that the phase spectrum of the
1063-7834/04/4610- $26.00 © 21815
amplitude reflectance is closely related to the geometric
and optical parameters of a system, in particular, with
the Q factor [12].

The importance of spectral ellipsometric studies of
MCs and DBRs has been pointed out several times [13–
17]. Until recently, however, no systematic studies of
amplitude-phase spectra of the reflectance of DBRs and
MCs in the PBG region (including a comparison of the-
ory with experiment) had been carried out.

It thus appeared of interest to perform direct experi-
mental measurements of the phase characteristics of
light reflection coefficients from both single DBRs and
MCs, to work out theoretical approaches for analyzing
such systems, and to develop methods for their struc-
tural characterization with due account of the specific
features of their amplitude-phase spectra.

2. EXPERIMENT

We used multilayer planar systems grown on glass
substrates as the objects of our investigation. The sam-
ples consisted of alternating a-Si : H and a-SiOx : H lay-
ers and were made up only of DBRs in one case and of
MCs in another. A description of the fabrication tech-
nology employed and the results obtained in studies of
the intensity reflectance and transmittance spectra of
such systems can be found in [18–20].

An important feature of a DBR based on a-Si : H
and a-SiOx : H thin films is its high optical contrast
(ratio of the refractive indices, larger to smaller, of the
layers making up a DBR), which is substantially
greater than that for structures fabricated from III–V
compounds [21]. Therefore, by using amorphous sili-
con as a base material, one can prepare DBRs with a
high reflectance and a large PBG spectral width for a
004 MAIK “Nauka/Interperiodica”



 

1816

        

GOLUBEV 

 

et al

 

.

                                                                                                                                                                   
comparatively small number of layers in each reflector.
This makes the technology of growing of DBRs based on
thin a-Si : H and a-SiOx : H films more promising than
that based on III–V semiconductors.

(a)
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Ψ
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ϕ z
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DBR Substrate
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A BActive
layer

Substrate

La Lb

Fig. 1. (a) Geometry of phase measurements in studies of
microcavity reflectance spectra. ϕ is the angle of incidence
of light; Ψ0 and Ψ are the azimuthal angles of polarizer P
and analyzer A, respectively, reckoned from the plane of
incidence; K is the phase-shifting wedge introducing an
additional phase shift δ between the p and s components of
the amplitudes of the reflected light; and the z axis is per-
pendicular to the surface and layers of the structure. (b) Dis-
tributed Bragg reflector DBR (schematic). The sample was
grown on a glass substrate and consists of 13 quarter-wave
a-SiOx : H and a-Si : H layers with refraction indices na and
nb, respectively. (c) Microcavity (schematic). The sample
consists of two DBRs [(A) top and (B) bottom DBRs made
up of six layers each]; La and Lb are the thicknesses of quar-
ter-wave DBR layers with low (na) and high (nb) refractive
indices, respectively, and Lc is the thickness of the active
layer.
PH
The DBR reported on here consisted of 13 alternat-
ing a-Si : H and a-SiOx : H quarter-wave layers. The
layer thicknesses were chosen such that the PBG lied
completely within the sensitivity band of the photode-
tector used (InGaAs-based photodiode) and was
entirely accessible for measurements. The microcavity
structure contained two (top and bottom) DBRs, which
sandwiched a half-wave (λ/2nc) a-Si : H active layer of
thickness Lc, with a refractive index nc = 3.31 (Fig. 1).
The top (A) and bottom (B) DBRs are identical and
include three pairs of quarter-wave (λ/4na, b) layers of
a-SiOx : H (thickness La, refractive index na = 1.46) and
a-Si : H (thickness Lb, refractive index nb = 3.31) each.
The values of na and nb were preliminarily measured
with an LÉF-3M ellipsometer at a wavelength of
632.8 nm and reduced to the 1.5 µm region, with allow-
ance made for dispersion of the refractive indices of
a-SiOx : H and a-Si : H films.

The geometric parameters of the structure were
monitored interferometrically during its growth, which
allowed us to estimate the thickness of individual layers
to within about 10%. The microcavity parameters were
chosen such that the MC eigenmode under normal inci-
dence of light lied in the region of 1.5 µm, which cor-
responds to the TELECOM standard for optical fiber
communication lines.

The phase measurements were performed using the
technique developed by us earlier [22], which allows
one to determine the phase difference ∆ = ∆p – ∆s of
complex amplitude reflectances rp = |rp |exp(i∆p) and
rs = |rs |exp(i∆s) for the p- and s-light polarization com-
ponents, respectively. The frequency response ∆(ω)
was found using an optical setup (Fig. 1a) that allowed
measurement of the intensity reflectance spectra Rδ(Ψ0,
ϕ, Ψ) under oblique incidence of light at an angle ϕ to
the surface normal (the z axis in Fig. 1). Ψ0 and Ψ are
the azimuths of the polarizer (P) and analyzer (A),
respectively, reckoned clockwise from the plane of
incidence if looking along the direction of light propa-
gation, and δ is an additional controllable phase shift
(introduced by the phase-shifting quartz wedge K)
between the p and s components of the electric field
amplitudes of reflected light. The output signal from the
measuring circuit was proportional to the intensity
reflectance, which depends on the actual properties of
the structure under study and parameters δ, Ψ0, and Ψ:

 
Rδ Ψ0 ϕ Ψ, ,( )

=  r
p

iδ( ) Ψ( ) Ψ0( )coscosexp r
s Ψ( ) Ψ0( )sinsin+

2
.
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The Rδ(Ψ0, ϕ, Ψ) spectra were obtained at Ψ0 = 45° in
four configurations corresponding to Ψ = ±45° and δ =
0 and –π/2, and the relation [22]

 (1)

was used to derive the spectral response of the relative
phase ∆(ω).

To exclude the effect of dispersion in the refractive
indices of the optical components of the setup, the
phase-shifting wedge was adjusted during the measure-
ments in order to maintain the values δ = 0 and –π/2
constant within the spectral interval under study.

3. THEORY

Prior to switching to an analysis of the microcavity
structure, let us consider the reflection of light from a
single DBR bounded by air on one side and by a semi-
infinite substrate on the other. At a given angle of inci-
dence ϕ (Fig. 1b; the source of radiation is located in air
to the left of the DBR), the frequency response of the

phase  of the amplitude reflectance  =

exp( ) for a DBR can be approximated in
the spectral region near the PBG center by a linear func-
tion [23, 24]:

 (2)

where σ = p, s is an index indicating the polarization of

incident light;  is the intensity reflectance; 

is a coefficient independent of frequency ω; and 

is the phase compensation frequency (  = 0 for ω =

), which assumes different values for different
polarization states σ in the case of oblique incidence.

The phase difference (relative phase) ∆DBR =  –

 of the p and s coefficients of reflection from a
DBR can also be considered a linear function of fre-
quency in the central part of the PBG:

 (3)

where αDBR =  –  and ωDBR is the phase com-
pensation frequency for the relative phase (∆DBR = 0 for
ω = ωDBR).

From direct numerical calculations performed
using the transfer matrix method, it follows that

ωDBR ≈  ≈  for the DBRs studied here for
angles of incidence that are not very large (ϕ < 40°).
Therefore, we will not differentiate between the phase

∆ ω( )

=  
R π/2– 45° ϕ 45°, ,( ) R π/2– 45° ϕ 45°–, ,( )–

R0 45° ϕ 45°, ,( ) R0 45° ϕ 45°–, ,( )–
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σ ω ωDBR
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–( ),=
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σ
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σ
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σ
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σ
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s
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p αDBR

s
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p ωDBR

s
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compensation frequencies ωDBR and  in our sub-
sequent approximate analytical estimations.

Turning now to an analysis of light reflection from

an MC, we note that the amplitude reflectance  of
the microcavity structure as a whole (Fig. 1c; light
strikes the structure from air from the left) can be

expressed in terms of the amplitude reflectances  and

 for the light incident from the active layer onto the
A and B DBRs, respectively, as

 (4)

where  is the amplitude reflectance of the A DBR for
light falling from the outer medium (air), Φ =
exp(ik0nczLc) is the phase delay experienced by the light
wave in propagating through an active layer of thick-

ness Lc, k0 = ω/c, ncz = , nx = sinϕ, εV is
the permittivity of the outer medium, and c is the veloc-
ity of light in free space. The tilde indicates that the pro-
jection of the wave vector of incident light on the z axis
is negative. By virtue of approximations (2), the phase
of the MC reflectance in the PBG region (just as in the
case of a single DBR) depends almost linearly on fre-
quency, with the exception of a narrow region of reso-
nance singularities associated with the MC eigen-
modes.

Using Eqs. (2) and (4), one can easily show that the
spectral response of the complex amplitude reflectance
of an MC near an eigenmode frequency  can be cast as

 (5)

where Γσ is the eigenmode broadening parameter orig-
inating from the finite radiative lifetime of the mode
because of the limited number of DBR layers and

absorption in the MC layers,  is the intensity
reflectance of an MC at the minimum of the resonance

reflectance line, Cσ =  – ,  =

, and  = . The shape of the resonance line
given as a dip in the reflectance spectrum allows
approximate description by a Lorentzian profile:

 (6)
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where xσ = 2(ω – )/Γσ and the phase of the ampli-

tude reflectance  =  can be written as

 (7)

The frequency dependence of  contains a back-
ground linear contribution determined only by the
phase of the coefficient of reflection of the A DBR. The
effect of the B DBR manifests itself only in the last term
of Eq. (7), which is nonlinear in frequency.

The parameters Γσ and  are determined by the
reflectances of the A and B DBRs and coefficients of

ωm
σ

∆MC
σ

rMC
σ

arg

∆MC
σ α A

σ ω ωA
σ

–( )
Rmin
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σ
1+( )x
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2
–

-----------------------------------------.arctan+≈
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Fig. 2. (a) Experimental spectra of light reflection from a
distributed Bragg reflector in the region of the photonic
band gap obtained for p and s polarizations at an angle of
incidence ϕ = 30°. (b) (1) Experimental and (2) theoretical
spectra of the relative phase shift ∆ obtained in the region of
the photonic band gap for an angle of incidence ϕ = 30°;
ωDBR is the frequency at which the p and s reflectances
coincide in phase.
PH
extinction in the active layer and also depend on the val-

ues of , , and αc ≡ 2LcRe(ncz)/c as

 (8)

 (9)

If the active-layer material is transparent (which is typi-

cal of the MCs under study), one should set  =
1 in the above equations.

The relations obtained above reveal clearly which
factors affect the formation of resonance singularities
in the MC mode states and in what way. A comparison
of experimental spectra with calculations made using
Eqs. (5)–(9) affords the possibility of placing additional
constraints on the DBR parameters that determine the

values of the internal reflectances  and  of the
structure under study.

In the experiments, one measures the relative phase

of reflection from an MC, ∆MC =  – . In a
region of PBG not containing mode singularities, this
phase is a linear function of frequency,

 (10)

where ωMC = (  – )/(  – ) is the fre-
quency of phase compensation for the MC.

4. RESULTS AND DISCUSSION

The DBR reflectance spectra Rδ(Ψ0, ϕ, Ψ) were
measured at an angle of incidence ϕ = 30° in six exper-
imental configurations: R0(45°, ϕ, ±45°), R–π/2(45°, ϕ,
±45°), R0(0°, ϕ, 0°) ≡ Rp, and R0(90°, ϕ, 90°) ≡ Rs. The
spectra obtained for p- and s-polarized light are dis-
played in Fig. 2a and exhibit a well-pronounced band of
nearly total reflection originating from the PBG, with a
sharp drop in reflectance observed in the long- and short-
wavelength wings of this band (at ~0.8 and ~1.35 eV,
respectively). The series of narrow lines near 0.9 eV is
due to light absorption by water vapor present in the air.
The spectral dependence of the phase difference ∆(ω)
(Fig. 2b) was obtained using Eq. (1) and experimental
spectra Rδ(Ψ0, ϕ, Ψ). This dependence is close to linear
over a broad frequency region within the PBG. At
"ωDBR = 1.08 eV, the reflectance phases for the p and s
polarizations coincide and are approximately zero.
Outside the PBG, the DBR reflectance spectra exhibit a
complex interference structure (Fig. 2a).

To compare theory with experiment, the DBR spec-
tral response ∆(ω) was calculated using the transfer
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matrix method [25]. The theoretical spectrum, on the
whole, fits well with the experimental data in the region
of PBG and the spectral positions of the singularities at
its edges if the DBR layer thicknesses are taken to be
La = 208 and Lb = 88 nm. Some quantitative discrepan-
cies in the phase (particularly at the PBG edges) may be
due to our having neglected the effects associated with
DBR layer thickness fluctuations in the calculation.

Figure 3 presents the following experimental MC
amplitude-phase reflectance spectra needed to con-
struct the spectral response of ∆: (a) Rp and Rs,
(b) R0(45°, 30°, ±45°), and (c) R–π/2(45°, 30°, ±45°).
For "ω < 0.95 eV, a band of nearly total reflection cor-
responding to the PBG is observed (Figs. 3a, 3b). The
short-wavelength PBG edge manifests itself clearly for
"ω > 0.95 eV in a noticeable decrease in reflectance
toward shorter wavelengths. Part of the MC reflectance
spectrum deriving from the long-wavelength PBG edge
(unlike the DBR spectrum in Fig. 2) lies beyond the
region of sensitivity of the photodetector used and,
hence, is not presented in Fig. 3. It should be pointed
out that the PBG of the MC fabricated by us (Fig. 3) is
shifted to longer wavelengths relative to the corre-
sponding PBG for a single DBR (Fig. 2), which should
be assigned to the difference in the DBR layer thick-
nesses in our structures. In contrast to the spectra
obtained from a single DBR (Fig. 2), the MC spectra
clearly reveal resonance singularities at the energies

"  = 0.834 and "  = 0.843 eV, which correspond to
MC eigenmode excitation in the p and s polarizations
and exhibit a noticeable polarization mode splitting [12].

The spectral response of the relative phase shift ∆
calculated from Eq. (1) using experimental spectra
(Figs. 3b, 3c) is displayed in Fig. 3d. The experimental
∆(ω) dependence is close to linear in the PBG spectral
region (0.72–0.92 eV), except for the region of mode-
state resonance singularities. This dependence can be
approximated, in the greater part of the PBG, by a
straight line (dashed line ∆b in Fig. 3d), whose slope is
related to the thicknesses of the microcavity structure
layers. At an energy of 0.736 eV (the phase compensa-
tion frequency ωMC in Fig. 3d), the phases of the p- and
s-polarized light reflectance are the same. In the spec-
tral region corresponding to excitation of the MC
eigenmodes, the ∆(ω) phase undergoes an abrupt
change.

Note that the polarization splitting of mode states for
the p and s polarizations in the MC under study is larger
than the resonance line width (Fig. 3a). This makes it
possible to observe the resonance character of variation
of each of the ∆p and ∆s phases in the difference spectrum

∆ = ∆p – ∆s near the frequencies  and .

Figure 4 gives MC reflectance spectra for the p and
s polarizations (Fig. 4a) and spectra of the relative
phase shift ∆ (Fig. 4b) obtained in the resonance region
of eigenmode states. The experimental spectra are pre-

ωm
p ωm

s

ωm
p ωm

s
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sented by points. The solid lines were calculated
numerically using the transfer matrix method, and the
dashed lines were constructed using approximate ana-

lytical expressions for  [Eq. (6); Fig. 4a] and ∆MC =

 –  [Eq. (7); Fig. 4b].

The calculations involving analytical formulas (6)
and (7) were carried out by varying the resonance fre-

quencies, broadening parameters, and  in order to
obtain the best fit of the theoretical to experimental
curves. The parameters of the linear background contri-
bution ∆b [given by Eq. (10)] to the relative phase ∆ of
MC reflectance were derived from experiment:

d∆b/d("ω) = (  – )/" = 0.8 rad/eV and "ωMC =
0.736 eV. The theoretical calculation reproduces the
basic qualitative features well, both in the intensity
reflectance spectra and in the spectral response of the
phase shift, provided one uses the following numerical
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Fig. 3. Experimental spectra of (a–c) the reflectance Rδ(Ψ0,
ϕ, Ψ) and (d) the relative phase shift ∆ for a microcavity
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values of the parameters: "Γp = 3.1 meV, "Γs = 2.4 meV,

 = 0.05, and  = 0.25. The discrepancy between
the experiment and theory (just as in the case of Fig. 2
for a single DBR) should apparently be assigned to the
inhomogeneous broadening of the mode states, which
is neglected in the theoretical model and arises as a
result of microscopic fluctuations in the layer thickness,
particularly in that of the active layer [12].

As already mentioned, the interferometric method
employed by us to measure the layer thicknesses in
periodic structures during the growth process provides
only a limited accuracy. Using the thicknesses derived
by this method causes the theoretical curves to deviate
noticeably from the experimental amplitude-phase
reflectance spectra for the MCs. However, an analysis
reveals that one can determine the MC layer thick-
nesses (Lc, La, Lb) independently by making use of the
experimental ∆(ω) graph. For this purpose, one can
employ three independent equations relating these
parameters. The frequency derivatives of Eqs. (7) (for
σ = p, s) in the region where the ∆(ω) dependence is lin-
ear define the equation
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Fig. 4. (a) Reflectance spectra of a microcavity structure in
the region of mode states for p and s polarizations: points
are experimental data, dashed lines are calculated in the
approximation of Lorentzian profiles using Eq. (6), and
solid lines are calculated using the transfer matrix method.
(b) Spectrum of the relative phase shift ∆: (1) experimental
data, (2) calculation using Eq. (7), and (3) transfer matrix
calculation.
PH
 (11)

The relations for the eigenmode frequencies in p and
s polarizations yield two more equations:

 (12)

The experimental values of "  and "  derived
from the spectrum in Fig. 3a were given above. Because
our MC consists of two DBRs (A, B) with similar

parameters, we have  ≈  and  ≈ . Therefore,

for practical estimates, one can assume that  =

 =  and  =  = . The quantities 

and  can be expressed analytically through the
thicknesses La and Lb of the DBR layers and their
refractive indices [23]. By solving the coupled equa-
tions (11) and (12) for the parameters La, Lb, and Lc, we
find La = 296, Lb = 130, and Lc = 205 nm with a relative
error of no greater than 2%.

The numerical values of La, Lb, and Lc thus found
were used to calculate the resonance spectra of reflec-
tances Rp and Rs and the relative phase shift ∆ by using
the transfer matrix method (solid curves in Fig. 4). As
seen from Fig. 4, the approach based on the more accu-
rate transfer matrix method yields results that are in
good agreement with the experimental data and are
close to those obtained from approximate analytical
expressions (6) and (7).

An important characteristic of MC quality is the Q
factor, which is experimentally found as the ratio of the
frequency of a resonance line to its half-width, ωm/∆ω.
Inclusion of the spectral responses of the DBR reflec-
tance phases is needed to calculate the Q factor of an
MC. The Q factor can be calculated as [18]

 (13)

In the case of a transparent active layer under consider-

ation here, one may assume  = 1. The numeri-
cal values of La, Lb, and Lc obtained by solving the cou-
pled equations (11) and (12) permit one to determine
the other quantities entering into Eq. (13) and to find the
Q factor for any angle of incidence and polarization of
light. The quality factor found experimentally for p
polarization and the angle of incidence ϕ = 30° is

 = 245, and the theoretical factor  derived
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from Eq. (13) is 257. We see that   and  are
in good agreement, thus confirming the correctness of
the choice of the parameters of the MC used in this
study.

5. CONCLUSIONS

Amplitude-phase reflectance spectra of distributed
Bragg reflectors and Fabry–Pérot microcavities based
on a-Si : H/a-SiOx : H thin films have been studied. The
spectral response of the reflectance phase for a light
wave incident on a distributed Bragg reflector and a pla-
nar microcavity structure has been measured for the
first time. It was shown that the frequency dependence
of the phase is close to linear over a broad spectral
interval within the photonic band gap, with the excep-
tion of its edges and of the singularities associated with
the microcavity eigenmodes. Approximate analytical
expressions describing the spectral response of the
microcavity reflectance phase near the MC eigenmode
states were derived. A method based on analyzing the
amplitude-phase reflectance spectra is proposed for
determining the thicknesses of Bragg mirror layers and
of the microcavity active layer. The theoretical calcula-
tions performed are in good agreement with experimen-
tal data. The proposed approach to investigating Bragg
structures, which makes use of amplitude-phase reflec-
tance spectra, demonstrates new attractive aspects of
the spectral characterization of layered periodic media
in the optical range.

ACKNOWLEDGMENTS

This study was supported by the Ministry of Indus-
try, Sciences, and Technology of the Russian Federa-
tion under the program “Physics of Solid-State Nano-
structures” (project no. 01.40.01.09.03) and by NATO
(grant PST.CLG 980399).

REFERENCES

1. A. Yariv and P. Yeh, Optical Waves in Crystals (Wiley,
New York, 1984; Mir, Moscow, 1987).

2. P. Goy, J. M. Raimond, M. Gross, and S. Haroche, Phys.
Rev. Lett. 50 (24), 1903 (1983).

3. R. G. Hulet, E. S. Hilfer, and D. Kleppner, Phys. Rev.
Lett. 55 (20), 2137 (1985).

4. V. Sandoghdar, C. Sukenik, E. Hinds, and S. Haroche,
Phys. Rev. Lett. 68 (23), 3432 (1992).

5. F. Bernardot, P. Nussenzveig, M. Brune, J. M. Raimond,
and S. Haroche, Europhys. Lett. 17 (1), 33 (1991).

6. M. Lipson and L. C. Kimerling, Appl. Phys. Lett. 77 (8),
1150 (2000).

Qexp
p

Qtheor
p

PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
7. Y. Yamamoto and R. Slusher, Phys. Today 46 (6), 66
(1993).

8. M. S. Skolnick, T. A. Fisher, and D. M. Whittaker, Semi-
cond. Sci. Technol. 13 (7), 645 (1998).

9. H. Benisty, C. Weisbuch, and V. M. Agranovich, Physica
E (Amsterdam) 2 (1–4), 909 (1998).

10. W. Heiss, T. Schwarzl, and G. Springholz, Phys. Status
Solidi A 188 (3), 929 (2001).

11. M. S. Skolnick, V. N. Astratov, D. M. Whittaker,
A. Armitage, M. Emam-Ismael, R. M. Stevenson,
J. J. Baumberg, J. S. Roberts, D. G. Lidzey, T. Virgili,
and D. D. C. Bradley, J. Lumin. 87–89, 25 (2000).

12. A. A. Dukin, N. A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, Phys. Rev. E 67
(4), 046602 (2003).

13. G. Jungk, Thin Solid Films 313, 594 (1998).
14. G. Jungk, M. Ramsteiner, and R. Hey, Nuovo Cimento D

17 (11–12), 1519 (1995).
15. B. Rheinlander, J. Kovac, J.-D. Hecht, J. Borgulova,

F. Uherek, J. Waclawek, V. Gottschalch, and P. Barna,
Thin Solid Films 313, 599 (1998).

16. M. Patrini, M. Galli, M. Belotti, L. C. Andreani,
G. Guizzetti, G. Pucker, A. Lui, P. Bellutti, and L. Pavesi,
J. Appl. Phys. 92 (4), 1816 (2002).

17. G. Jungk, Philos. Mag. B 70 (3), 493 (1994).
18. V. G. Golubev, A. A. Dukin, A. V. Medvedev, A. B. Pev-

tsov, A. V. Sel’kin, and N. A. Feoktistov, Fiz. Tekh. Polu-
provodn. (St. Petersburg) 35 (10), 1266 (2001) [Semi-
conductors 35, 1213 (2001)].

19. A. A. Dukin, N. A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, Appl. Phys. Lett.
77 (19), 3009 (2000).

20. A. A. Dukin, N. A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, J. Non-Cryst.
Solids 299–302, 694 (2002).

21. Semiconductor Quantum Optoelectronics: from Quan-
tum Physics to Smart Devices: Proceedings of 50th Scot-
tish Universities Summer School in Physics, St. Andrews,
1998, Ed. by A. Miller, M. Ebrahimzadeh, and
D. M. Finlayson (Inst. of Physics, Bristol, 1999).

22. A. B. Pevtsov and A. V. Sel’kin, Fiz. Tverd. Tela (Lenin-
grad) 23 (9), 2814 (1981) [Sov. Phys. Solid State 23,
1644 (1981)].

23. G. Panzarini, L. C. Andreani, A. Armitage, D. Baxter,
M. S. Skolnick, V. N. Astratov, J. S. Roberts, A. V. Kavo-
kin, M. R. Vladimirova, and M. A. Kaliteevski, Fiz.
Tverd. Tela (St. Petersburg) 41 (8), 1337 (1999) [Phys.
Solid State 41, 1223 (1999)].

24. V. Savona, L. C. Andreani, P. Schwendimann, and
A. Quattropani, Solid State Commun. 93 (9), 733
(1995).

25. M. Born and E. Wolf, Principles of Optics, 4th ed. (Per-
gamon, Oxford, 1969; Nauka, Moscow, 1970).

Translated by G. Skrebtsov
4



  

Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1822–1824. Translated from Fizika Tverdogo Tela, Vol. 46, No. 10, 2004, pp. 1763–1765.
Original Russian Text Copyright © 2004 by Muntyanu, Dubkovetski

 

œ

 

, Gilevski.

                                                                         

SEMICONDUCTORS
AND DIELECTRICS

            
Quantum Oscillations of Hall Resistance in Bismuth Bicrystals 
with Twist Low-Angle Internal Boundaries

F. M. Muntyanu*, Yu. A. Dubkovetskiœ*, and A. Gilevski**
* Institute of Applied Physics, Academy of Sciences of Moldova, Academiei 5, Chisinau, MD 2028 Moldova

e-mail: CSA@moldnet.md
** International Laboratory of Strong Magnetic Fields and Low Temperatures, Wroclaw, 53-421 Poland

Received February 16, 2004

Abstract—Quantum oscillations of the Hall resistance ρij(B) of bismuth bicrystals are investigated in magnetic
fields up to 35 T. It is found that the twist low-angle internal boundary possesses n-type conductivity and com-
prises a central part and two adjacent layers, which are characterized by the specific features of the Fermi sur-
face of electrons. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The internal boundary (CI) in bicrystals is consid-
ered a two-dimensional defect separating two physi-
cally identical phases (monoblocks) with different spa-
tial orientations of the crystallographic axes. This
boundary can compare in degree of perfection only
with a surface cleaved under high vacuum. As a rule,
the crystal lattice of the twist internal boundary is
strongly distorted and differs significantly from the
structure of monoblocks. The twist boundary is charac-
terized by the angle of misorientation Θ1 with respect to
the plane of the internal boundary and by the angle of
rotation Θ2 of crystallites about the normal to this plane
(Fig. 1) [1].

Detailed investigations of the Shubnikov–de Haas
effect in strong magnetic fields have revealed consider-
able changes in the electron energy spectrum of twist
high-angle internal boundaries of bismuth crystals. For
example, in our earlier work [2], it was shown that the
Fermi surface of the internal boundary with a misorien-
tation angle Θi > 22° consists of one general hole ellip-
soid that is elongated along the bisecting axis of individ-
ual parts of the bicrystal. This ellipsoid is appreciably
larger than the hole ellipsoid of revolution of rhombohe-
dral bismuth (the hole part of the Fermi surface of bis-
muth is elongated along the trigonal axis, and the hole
density p in this part is approximately equal to 3.015 ×
1023 m–3). It was revealed [2, 3] that, at low temperatures,
the twist high-angle internal boundaries contain super-
conducting inclusions (single-crystal bismuth is not a
superconductor!) with Tc ≈ 8.5 K (for some bicrystals,
Tonset ≈ 16 K). On the other hand, the twist low-angle
boundaries of bismuth (Θi < 6°) do not exhibit supercon-
ducting properties, even though these boundaries are
characterized by a higher degree of perfection and a
lower dislocation density as compared to internal bound-
aries with a misorientation angle Θi > 22°.
1063-7834/04/4610- $26.00 © 21822
In this work, we studied the quantum oscillations of
the Hall resistance ρij(B) in bismuth bicrystals in static
(up to 18 T) and pulsed (up to 35 T) magnetic fields.
The quantum oscillations of the Hall resistance ρij(B)
were examined both in a magnetic field aligned with the
principal crystallographic directions and under the con-
ditions where the magnetic field rotates in the bisecting
trigonal and bisecting binary planes. In our experi-
ments, we used four bicrystal samples with an internal
boundary width in the range 170 ≤ L ≤ 250 nm.

(001)

(001)

A

B

nA

nB

Θ2

Θ1

Fig. 1. Schematic drawing of the bicrystal with a twist inter-
nal boundary.
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2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Bismuth bicrystals were grown through zone recrys-
tallization with a double seed. For measurements, bic-
rystal samples were prepared in the form of parallelepi-
peds. Contacts were spark-welded to the internal
boundary. The measurements were carried out at the
International Laboratory of Strong Magnetic Fields and
Low Temperatures (Wroclaw, Poland). The quantum
oscillations of the Hall resistance were investigated in
Bitter, superconducting, and pulsed magnets. The
experimental setups used made it possible to record the
curves ρij(B) in the forward and backward fields, to
compensate for the monotonic component, to deter-
mine the frequencies of the components of the oscilla-
tion curves from Fourier analysis, etc.

3. RESULTS AND DISCUSSION

The orientation of the magnetic field B || C3 (C3 is
the trigonal axis of the crystallites) is best suited to
investigate the structure of the internal boundary of bis-
muth bicrystals with the use of quantum-oscillation
effects. As is known [4], single-crystal bismuth in a
magnetic field of this orientation exhibits Shubnikov–
de Haas oscillations. These oscillations are character-
ized by periods corresponding to a small cross section
(Sh ≈ 6.76 × 10–52 kg m s–1) of the hole ellipsoid located
at the T point of the Brillouin zone and a cross section
(Se ≈ 8.98 × 10–52 kg m s–1) of three equivalent electron
ellipsoids (the isoenergetic surfaces of L electrons are
elongated along the directions [C1, axis 1] ≈ 6.23°). In
a magnetic field B || C3, the oscillations of holes of the
Fermi surface make the main contribution to the Shub-
nikov–de Haas effect, whereas the contribution from
electrons predominantly manifests itself in quantum
oscillations of the Hall resistance.

According to Hiruma and Miura [5], the magnetore-
sistance of single-crystal bismuth in a magnetic field
B || C3 monotonically increases to 45 T. However, the
Shubnikov–de Haas oscillations disappear in magnetic
fields B > 10 T. On the other hand, quantum oscillations
of the Hall resistance of bicrystals also manifest them-
selves in magnetic fields B > 10 T for the same orienta-
tion [1], but their frequencies are not characteristic of
the Fermi surface of single-crystal bismuth. For exam-
ple, the harmonic of quantum oscillations of the Hall
resistance ρij(B) from the cross sections of the Fermi
surface, which exceed the extreme cross sections of the
Fermi surface of single crystals by a factor of approxi-
mately 5, was revealed in the low-angle bismuth bicrys-
tals with a tilt internal boundary [1]. For bicrystals with
a twist internal boundary, the frequency of these oscil-
lations corresponds to even larger (~25%) cross sec-
tions of the Fermi surface [1]. As a rule, the oscillations
of the Hall resistance at this frequency manifest them-
selves in magnetic fields B ≥ 2–2.5 T. According to esti-
mates, the diameter of cyclotron orbits dcycl of charge
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
carriers in these fields correlates with the thickness of
the boundary layer between the monoblocks, which
was determined using electron microscopy. In addition
to this harmonic of oscillations of the Hall resistance
ρij(B), a second component, whose frequency is higher
by a factor of approximately 2, is observed for bismuth
bicrystals with a twist internal boundary in magnetic
fields B ≥ 10 T (Fig. 2). The diameter of the cyclotron
orbit of charge carriers dcycl ~ 70–90 nm, which corre-
sponds to the field of the disappearance of the second
harmonic (in the low-field range), determines the width
of the central part of the intercrystalline boundary.
Therefore, the experimental results indicate that the
twist internal boundary in low-angle bismuth bicrystals
consists of a central part with a high density of states
and two adjacent layers from which the space-charge
region propagates into the crystal bulk.

The cyclotron masses of charge carriers for differ-
ent directions of the magnetic field B were estimated
from the temperature dependences of the oscillation
amplitude. In particular, we obtained m3 ≈ 0.085m0 for
B || CI || C3 and m1 ≈ 0.1m0 for B || CI || C1, where C1 is
the bisecting axis of the single crystal. These estimates
demonstrate that the periodic change in the density of
states in a magnetic field at the internal boundary of the
bicrystal is predominantly determined by electrons.

Judging from the frequencies of quantum oscilla-
tions of the Hall resistance ρij(B), the electron density
is equal to ~1.5 × 1020 m–2 in the central part of the
internal boundary and ~0.67 × 1020 m–2 in the adjacent
layers. These values are three orders of magnitude
higher than those for bismuth films of approximately
the same size [6].

Fig. 2. Quantum oscillations of the Hall resistance ρij(B) in
the bismuth bicrystal with a twist boundary and misorienta-
tion angles Θ1 = 5° and Θ2 = 5.5° for different orientations of
the magnetic field at different temperatures: (1) B || CI || C3,
T = 1.5 K; (2) B || CI || C1, T = 4.2 K; (3) [B, CI] ~ 10°,
T = 4.2 K; and (4) B ⊥  CI ⊥  I, T = 4.2 K.
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The use of magnetic fields up to 35 T in the experi-
ments made it possible to determine the frequencies of
quantum oscillations of the Hall resistance ρij(B) in dif-
ferent field ranges. These frequencies characterize the
Fermi surface of monoblocks, adjacent layers, and the
central part of the internal boundary.

Figure 3 shows the angular dependences of the peri-
ods of quantum oscillations of the Hall resistance in
bismuth bicrystals. It can be seen from Fig. 3 that the
structure of the electron part of the Fermi surface in the
adjacent layers is similar to that of the monoblocks
(three electron surfaces localized at the L points of the
Brillouin zone and rotated through an angle of 120° rel-
ative to each other). However, the isoenergetic surfaces
are less anisotropic and are oblate in the bisecting trig-
onal plane. Their volume considerably exceeds the vol-
ume of the electron quasi-ellipsoids of the monoblocks.
It is found that the ratio between the axes of the electron
quasi-ellipsoid in the adjacent layers of the crystals
studied is 1 : 1.34 : 12.6. (Note that, for rhombohedral
bismuth, this ratio is 1 : 1.40 : 14.8 [4].) Therefore, not
only the electron density increases in low-angle internal
boundaries of bismuth bicrystals (as, for example, upon
doping of bismuth with Se or Te donor impurities) but
also the shape of the Fermi surface and the A7 Bi crystal
lattice transforms (the internal displacement u and the
trigonal angle α increase) [7].

0 30 60 90 120 150 180

0.1

0.2

0.3 1 2 3

4

5

BIS BISTRIG
ϕ, deg

∆H–1, T–1

Fig. 3. Angular dependences of the periods of quantum
oscillations of the Hall resistance upon rotation of the mag-
netic field in the bisecting trigonal plane of the bismuth bic-
rystal: (1, 2, 5) monoblocks and (3, 4) adjacent layers of the
internal boundary of the bicrystal.
PH
Quantum oscillations of the Hall resistance from the
central layer of the internal boundary of bismuth bic-
rystals, which are associated with the Fermi surface of
electrons, were clearly observed only when the mag-
netic field was oriented along the plane of the internal
surface. As the magnetic field deviated by an angle ϕ >
10°, the quantum oscillations disappeared. Nonethe-
less, the results obtained indicate that the electron den-
sity in the central part of the internal boundary is con-
siderably higher than that in the adjacent layers (i.e., the
Fermi surface extends). This means that the low-angle
internal boundaries of bismuth bicrystals exhibit a more
pronounced tendency to metallization of bonds as com-
pared to the crystal bulk.

4. CONCLUSIONS

Thus, we investigated the quantum oscillations of
the Hall resistance of bismuth bicrystals and estab-
lished that the twist internal boundary consists of a cen-
tral part and two adjacent layers. The Fermi surface of
the layers significantly increases in volume. The exten-
sion of the Fermi surface of electrons is caused by
structural transformations of the bismuth lattice
(towards metallization of bonds) and by the formation
of regions with a high density of states of unsaturated
bonds between monoblocks of the bicrystal.

ACKNOWLEDGMENTS

We would like to thank Ya. Klyamut, V. Nizhank-
ovskiœ, and T. Palevskiœ for their assistance in perform-
ing the measurements at the International Laboratory of
Strong Magnetic Fields and Low Temperatures (Wro-
claw, Poland).

REFERENCES
1. F. M. Muntyanu, M. I. Onu, and V. G. Kistol, Phys. Sta-

tus Solidi B 158, 301 (1990).
2. F. M. Muntyanu and N. I. Leporda, Fiz. Tverd. Tela (St.

Petersburg) 37 (2), 549 (1995) [Phys. Solid State 37, 298
(1995)].

3. D. V. Gitsu, A. D. Groav, V. G. Kistol, N. I. Leporda, and
F. M. Muntyanu, Pis’ma Zh. Éksp. Teor. Fiz. 55 (7), 398
(1992) [JETP Lett. 55, 403 (1992)].

4. V. S. Edelman, Adv. Phys. 25, 555 (1976).
5. K. Hiruma and N. Miura, J. Phys. Soc. Jpn. 52, 2118

(1983).
6. J. A. van Hulst, H. M. Jaeger, and S. Radelaar, Phys. Rev.

B 52 (8), 5953 (1995).
7. A. B. Shick, B. Ketterson, D. L. Novikov, and A. J. Free-

man, Phys. Rev. B 60 (23), 15 484 (1999).

Translated by N. Korovin
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



  

Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1825–1829. Translated from Fizika Tverdogo Tela, Vol. 46, No. 10, 2004, pp. 1766–1769.
Original Russian Text Copyright © 2004 by Daunov, Kamilov, Gabibov.

                                                                                           

SEMICONDUCTORS
AND DIELECTRICS
Experimental Determination of the Constants 
of Absolute Volume Deformation Potentials 

at Band Edges in Semiconductors
M. I. Daunov, I. K. Kamilov, and S. F. Gabibov

Institute of Physics, Dagestan Scientific Center, Russian Academy of Sciences, 
ul. 26 Bakinskikh Komissarov 94, Makhachkala, 367003 Dagestan, Russia

e-mail: kamilov@datacom.ru
Received November 16, 2003; in final form, February 24, 2004

Abstract—A method is proposed for determining the constants of absolute volume deformation potentials at
edges of the conduction and valence bands in semiconductors. This method is based on (i) the volume-concen-
tration effect, (ii) the concept that the energy of deep-lying strongly localized impurity centers does not depend
on the hydrostatic pressure, and (iii) the use of experimental data on the electrical resistivity and Hall coeffi-
cient. For Ge, GaAs, InAs, and InSb semiconductors, the constants of absolute volume deformation potentials
at edges of the conduction and valence bands are determined from our results and data available in the literature.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Determining the constants of absolute volume
deformation potentials at band edges in semiconduc-
tors, i.e., the individual constants of deformation poten-
tials at edges of the conduction band aCi = (dECi/dP)B
(where i stands for Γ, L, and X) and the valence band
aV = (dEV/dP)B (where B is the bulk modulus), is a
complex theoretical problem [1, 2]. It should be noted
that, in general, the constants of the volume deforma-
tion potential, which characterize the change in the
energy of charge carries under hydrostatic pressure, do
not coincide with the constants of the deformation
potential, which describe the interaction of charge car-
ries with acoustic phonons. The difference between the
constants of the deformation potentials can be
explained by the fact that the strain induced by an
acoustic wave is universally inhomogeneous. However,
these parameters of the deformation potentials can be
determined from the results of investigations into the
electron-transfer phenomena and optical properties of
samples under hydrostatic pressure.

In this work, we proposed an experimental method
for estimating the constants of absolute volume defor-
mation potentials at edges of the conduction and
valence bands in semiconductors under hydrostatic
pressure from data on the electrical resistivity and Hall
coefficient. This method is based on the concept postu-
lated in our previous papers [3–5], according to which
the energy of deep-lying strongly localized states does
not depend on the hydrostatic pressure. Moreover, the
proposed approach allows for the volume-concentra-
tion effect [6].
1063-7834/04/4610- $26.00 © 21825
2. THEORETICAL BACKGROUND

Let us consider a heavily doped degenerated semi-
conductor with a single type of charge carriers in the
impurity region. It is assumed that the Hall coefficient
does not depend on the temperature and the strength of
the magnetic field. For this semiconductor, we can
write the following relationships:

(1)

(2)

(3)

(4)

Here, VR is the Hall potential difference; R is the Hall
coefficient; I is the current intensity; H is the strength of
the magnetic field; b is the thickness of the sample; Ω is
the volume of the crystal; N is the total number of free
charge carriers in volume Ω; n is the concentration of
charge carriers; e is the elementary charge; dΩ and dVR

are the changes in the quantities Ω and VR under hydro-
static pressure P, respectively; and α = θ/χ is the ratio
of the isothermal coefficients of the volume compress-
ibility θ and linear compressibility χ. In the isotropic
approximation, the relationship α ≅  3 is satisfied to
within small quantities. For anisotropic crystals, the
quantity α is determined by the crystallographic orien-
tation of the sample with thickness b.

N nΩ,=
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Ω
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Relationship (3) holds for a sample in the form of a
rectangular parallelepiped. Expression (4) immediately
follows from relationship (3). It is evident that, upon
compression of the crystal, a decrease in the volume Ω
is accompanied by an increase in the charge carrier con-
centration n [see formula (1)] and a decrease in the
quantities R and VR [see relationship (3)]. Since the
increase in the charge carrier concentration is caused by
compression of the semiconductor, the phenomenon
under consideration is referred to as the volume-con-
centration effect.

It follows from expression (4) that the bulk modulus
B and the Hall potential difference VR can be repre-
sented in the form

(5)

(6)

where the subscript R0 indicates the unstrained state of
the sample.

3. RESULTS AND DISCUSSION

Analysis of the experimental data obtained for 11
crystals of n-InSb and n-CdSnAs2 semiconductors with
an electron concentration ranging from 1017 to 1018 cm–3

at temperatures of 77 and 300 K revealed that, in all

cases, the dependences (P) at pressures up to P =

B P
V R

V R0 V R–
---------------------α 1–
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1
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Fig. 1. Dependences of the inverse Hall potential difference
on the hydrostatic pressure for n-InSb and n-CdSnAs2 semi-
conductors: (1, 1') n = 1018 cm–3 for n-InSb (scale I), (2, 2')
n = 6.25 × 1017 cm–3 for n-CdSnAs2 (scale III), and (3, 3')
n = 1.8 × 1018 cm–3 for n-CdSnAs2 (scale II). Temperature
T, K: (1–3) 77 and (1'–3') 300.
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1.5 GPa exhibit a linear behavior in accordance with
relationship (6) (Fig. 1). From these data and relation-
ship (6), we determined the following values of the bulk
modulus for the InSb compound: B = 43.7 GPa at 77 K
and B = 46.0 GPa at 300 K. For the CdSnAs2 com-
pound, averaging over a series of unoriented crystals
led to the following values: B = 37.0 GPa at 77 K and
B = 43.5 GPa at 300 K. It turned out that, for all the
studied crystals of the aforementioned two compounds,
the bulk modulus determined at 300 K is 5–10% greater
than that obtained at 77 K.

For the InSb semiconductor, the bulk modulus
obtained with the use of the volume-concentration effect
is in satisfactory agreement with the values estimated by
other methods. In particular, the value of B calculated
from elastic constants at room temperature [2, 7] is equal
to 45 ± 1.8 GPa, whereas the bulk modulus calculated
from the relationship B = (aCΓ – aV)/(dεg/dP) (where
εg is the band gap) according to the data presented in [2]
is found to be 49 GPa.

However, when estimating the constants of absolute
volume deformation potentials at edges of the conduc-
tion and valence bands in semiconductors, it is neces-
sary to know not only the bulk modulus but also the sec-
ond factor, namely, the pressure coefficient for the band
edges. In order to determine this coefficient, it is expe-
dient to use the experimental data for the derivative of
the difference between the energies at the band edge
and at the impurity level with respect to the pressure.
Moreover, the calculation should be performed consid-
ering that the energy of deep-lying strongly localized
impurity centers does not depend on the hydrostatic
pressure. This concept was postulated in our recent
papers [3–5] on the basis of analyzing and generalizing
the results obtained in our earlier works [3, 4, 8–10],
experimental data published by other authors in [11–
16], and theoretical inferences made in [17, 18].

It should be noted that the pressure dependence of
the energy of deep-lying impurity centers (measured
from the vacuum level) is negligible within the limits of
the experimental error. Therefore, the wave functions of
these centers should be constructed throughout the
Brillouin zone. In this case, the effect of pressure on the
energy of a deep-lying impurity center is determined by
the evolution of the band structure as a whole rather
than by the nearest one or two bands. In this respect,
mention should be made of the simplified models pro-
posed in [19–21]. These models have often been used to
predict the pressure coefficients for energy gaps between
the band edges and the energy levels of deep-lying impu-
rity centers. In particular, Hong et al. [20] made the infer-
ence that the pressure coefficients for a number of deep-
lying levels in IV, III–V, and II–VI semiconductors vary
in the range from –30 to +30 meV/GPa (depending on
the location of the energy level in the band gap). Chadi
and Chang [21] derived a relationship between the pres-
sure coefficient for a deep-lying level of donor impurity
centers and the pressure coefficients for the Γ, L, and X
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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valleys with respect to the valence band top. It is perti-
nent to note that, in contrast to the trivial case of shal-
low-lying acceptor and donor impurities, “the theory of
charged defects, regardless of their origin, is still in a
primitive stage of development …, and the models pro-
posed fall far short of reality” [17].

The above assumption that the energy of deep-lying
impurity centers (measured from the vacuum level)
does not depend on pressure is convincingly supported
by experimental data. Analysis of the experimental data
obtained in this work and those available in the litera-
ture demonstrates that, in Ge : Au (Fig. 2) and InSb
(Fig. 3), the energy separation between the levels of
deep-lying impurity centers located at different dis-
tances from the band edges does not depend on pressure
[3, 11, 13, 22, 23].

The experimental data on the pressure coefficients for
energy levels of deep-lying impurity centers of gold [3,
11] and copper [24] in germanium are presented in the
table and Fig. 2. A detailed analysis of these data was
performed earlier in [3]. In the present paper, we will
dwell briefly on only two factors responsible for the
decrease in the pressure coefficients γCL = d(ECL – Ei)/dP
and γV = d(Ei – EV)/dP in n- and p-regions, respectively.
First and foremost, it is necessary to use the Gibbs sta-
tistics, which was not correctly included in the analysis
carried out by Pel’ et al. [24]. Holland and Paul [11]
took into account the Gibbs statistics and, moreover,
measured the pressure dependence of the electrical
resistivity in Ge : Au at low temperatures with the aim
of obtaining more reliable results. However, slightly
soluble impurities (such as Au, Hg, and Cu) in doped
and compensated germanium can form clusters with a
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Fig. 2. Density of states g(E) in a heavily doped compen-
sated semiconductor (germanium) and pressure coefficients
for gold and copper impurity levels according to the data
taken from (1) [9] (gold impurity levels), (2) [2] (gold impu-
rity levels), and (3) [22] (copper impurity levels).
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high probability. As the temperature decreases and the
pressure increases, the concentration of free charge car-
riers decreases and the amplitude of a random potential
and, correspondingly, the degree of fluctuation bending
of energy bands increase. In this situation, if an energy
level of a deep-lying impurity center is located in the
band gap, there can occur a transition to a state similar
to that of a heavily doped, completely compensated
semiconductor [25]. This must necessarily lead to a
decrease in the pressure coefficients for the energy gaps
calculated from the pressure dependence of the charge
carrier concentration, which is confirmed by the data
presented in Fig. 2 and in the table. It is also evident that
the effect of the random potential increases with a
decrease both in the temperature and in the energy sep-
aration between the level of the deep-lying impurity
center and the edge of the intrinsic band (see Fig. 2 and
table).

Figure 3 presents the pressure coefficients for two
energy levels of deep-lying acceptor impurity centers in
InSb [13, 22], which were calculated from the pressure
dependences of the electrical resistivity and Hall coef-
ficient. It can be seen from Fig. 3 that, in the InSb semi-
conductor, the energy separation between the levels
does not depend on the pressure and the pressure coef-
ficients calculated with respect to the band edges coin-
cide, as is the case with the Ge : Au semiconductor.
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Fig. 3. Pressure coefficients for deep-lying levels of accep-
tor impurity centers in InSb according to the data taken
from (1) [11] and (2) [21].

Pressure coefficients for four Au impurity levels in germanium
[9] according to the data obtained from the pressure depen-
dences of the electrical resistivity in the range up to 0.7 GPa [9]

Level Type EC – Ei,
eV

d(ECL – Ei)/dP,
meV/GPa T, K

E4 Acceptor 0.043 21 45–49.3

E3 " 0.19 29(44) 112–194

E2 " 0.60 44 170–273

E1 Donor 0.71 49 49.5

EV " 0.75 50

Note: The parenthetic value of d(ECL – Ei)/dP was obtained from
the pressure dependences of the electrical resistivity and
Hall coefficient in the range up to 0.7 GPa at 300 K [2].
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Thus, when determining the pressure coefficients
for extrema of the conduction band γCi (i is Γ or L) and
the valence band γV , we took into account that Ei/dP ≈
0. As a result, the following values of the pressure coef-
ficients γCi and γV and the corresponding constants of
absolute volume deformation potentials for Ge, GaAs,
InAs, and InSb were determined from the data obtained
in [2, 12, 15, 26] and in this work.

Ge: γCL = 44 meV/GPa, γV = –6 meV/GPa,

aCL = 3.4 eV, aV = –0.47 eV;

GaAs: γCΓ = 100 meV/GPa, γV = –16 meV/GPa,

aCΓ = 7.5 eV, aV = –1.2 eV;

InAs: γCΓ = 90 meV/GPa, γV = –8 meV/GPa,

aCΓ = 5.22 eV, aV = –0.46 eV;

InSb: γCΓ = 140 meV/GPa, γV = –20 meV/GPa,

aCΓ = 6.7 eV, aV = –0.95 eV.

The bulk moduli for the InSb semiconductor are given
above. For the other semiconductors, the bulk moduli B
are as follows: B = 78.7 GPa [27] for Ge, B = 75 GPa
[28] for GaAs, and B = 58 GPa [2] for InAs.

In the aforementioned semiconductors and in CdTe
[12], the top of the valence band (Γ25, Γ15) and the bot-
tom of the X valley are displaced in a nearly identical
manner when the crystal lattice is subjected to isotropic
compression.

Yu and Cardona [2] discussed the available data on
the constants of volume deformation potentials for ger-
manium, silicon, III–V, and II–VI semiconductors. It was
noted that, in optical experiments under hydrostatic pres-
sure, it is possible to measure only the relative volume
constants of deformation potentials (aC – aV) between
the conduction band and the valence band. In [2, Table
3.1], the constants of absolute volume deformation
potentials are given only for GaAs (aCΓ = 8.6 eV, aV =
−0.4 eV) and InP (aCΓ = 7.0 eV, aV = 0.6 eV). The value
of aCΓ for GaAs seems to be overestimated, because, for
aC – aV = 9.0 eV, we obtain dεg /dP = 120 meV/GPa.
However, according to [26], we have dεg /dP ≤
116 meV/GPa. As regards the estimates obtained for
InP, the positive value of aV is at variance with the
above values of aV for Ge, GaAs, InAs, InSb, and CdTe.

4. CONCLUSIONS
From the above discussion, it follows that reliable

estimates of the pressure coefficients for energy gaps
and, correspondingly, the constants of absolute volume
deformation potentials (in particular, from the results of
investigations into the electron-transfer phenomena)
requires comprehensive analysis and adequate quanti-
tative interpretation of a concrete situation. In order to
suppress the adverse effect of the random potential, it is
necessary to perform the experiments at sufficiently
high temperatures and moderate pressures, because
variations in the statistics of charge carriers lead to a
PH
change in the amplitude of the random potential. Fur-
thermore, the effect of hybridization of the resonance
deep-lying energy levels located in the band continuum
must be taken into account. Under resonant conditions,
the mobility of charge carriers in the impurity energy
band approaches the mobility of charge carriers in the
intrinsic band; i.e., the charge carriers undergo a partial
delocalization to the extent that there occurs a crossover
to quasi-metallic conduction. As a result, the ratio of the
charge carrier mobilities reaches several units and,
hence, in quantitative analysis, allowance must be made
for at least two types of charge carriers [25, 29]. Under
pressure, the bands become widely separated and the
impurity band is displaced into the band gap. The
charge carriers are localized at impurity centers, and the
effective mobility of impurity states tends to zero.
Ignoring this circumstance can lead to substantially
overestimated values of the pressure coefficient (by
approximately 50%), as was the case, for example, in
n-CdTe [30] and n-InAs [31] with resonance donor
impurity levels.

It should also be noted that, when determining the
pressure coefficients for energy gaps, it is necessary to
analyze thoroughly the optical and other properties of
semiconductors (tails of the density of states at band
edges, hybridization of resonance states with states of
the band continuum, etc.). Let us adduce only one
example. In-Hwan Choi and Yu [18, 32] obtained
underestimated values of the pressure coefficient for the
band gap in I–III–VI2 and II–IV–V2 (CdGeP2) chalcopy-
rite semiconductors from the results of studies of the
optical properties: for CdGeP2, dεg/dP = 65 meV/GPa in
[32] and dεg/dP = 97 meV/GPa in [9].

The proposed method for estimating the constants
of absolute volume deformation potentials in semicon-
ductors from experimental data on the electrical con-
ductivity and Hall coefficient is based on the volume-
concentration effect and the concept postulated in [3–
5], according to which the energy of deep-lying impu-
rity centers does not depend on pressure. This method
is relatively simple and can be used to determine the
constants of absolute volume deformation potentials in
IV, III–V, and II–VI semiconductors.

The results reported in this paper were presented in
part at the Joint 19th AIRAPT–41st EHPRG Interna-
tional Conference “High Pressures in Science and
Technology,” Bordeaux, France, 2003 [33].
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Abstract—A modified version of x-ray photoelectron spectroscopy (XPS) is proposed for analysis of the phase
chemical composition of substances. In contrast to the well-known XPS method of Siegbahn, the proposed ver-
sion is standardless and permits determination of the chemical composition of complex multiphase compounds
with high accuracy and reliability. In addition to the chemical composition, the method yields the core-level
binding energies of atoms in the chemical phases of a studied compound, which have had to be determined in
separate experiments on reference samples. The main idea underlying the proposed approach consists in self-
consistent unfolding of photoelectron lines of two or more elements. The binding energies act as fitting param-
eters in this decomposition. The requirement that the contents of like chemical phases derived from the decom-
position of spectra of two or more elements be identical makes the solution of the problem unique. This method
was used to study the chemical composition of nanofilms of the InP plasma oxide containing several chemical
phases. It is shown that, in order to improve the quality of a film and of the interface, the oxidizable surface
should be enriched by phosphorus. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

X-ray photoelectron spectroscopy (XPS), proposed
by K. Siegbahn in the 1960s for chemical analysis of
matter [1–3], became a major method for establishing
the chemical state of elements in a solid in the decades
following, and photoelectron spectrometers needed for
this purpose are now available at practically all large
centers involved in research and technology. The sensi-
tivity to a layer only 1–3 nm thick makes this method
indispensable in the development of nanotechnologies.
The method consists essentially in irradiating a sample
for study with monochromatic x rays and measuring the
photoelectron spectra, and it is based on the chemical
shift of photoelectron lines, i.e., on the change in the
core-electron binding energy induced by a change in
the chemical state of the atom. Determination of the
chemical composition of a material reduces to solving
the problem of decomposing an experimental photo-
electron spectrum into primary constituents corre-
sponding to the various chemical states of the atoms.
The chemical composition to be found is derived from
the contributions of these constituents, with due
account made of the stoichiometry of the chemical
phases.

The problem of spectral decomposition is solved
easily, reliably, and accurately if the primary constitu-
ents of the spectrum are single (resolved) lines, i.e., if
their widths are less than the chemical shifts. Other-
wise, these constituents merge to form one line of the
experimental spectrum, thus making the problem much
more complicated. This case becomes, however,
1063-7834/04/4610- $26.00 © 21830
increasingly more typical with the advent of new mul-
tielement and multiphase materials, such as the cuprate
HTSCs, solid solutions, and oxides. Determination of
the chemical composition becomes a particularly com-
plex problem in the development of technologies of
materials production, a process entailing the formation
of additional undesirable chemical phases, which give
rise to an increase in the number of unresolved lines. In
such unfavorable cases, the solution is searched for by
minimizing the error functional between the experi-
mental photoelectron spectrum and the envelope of a
set of model primary lines, with the intensities of the
lines being fitting parameters. For this solution to be
unique, one has to set in advance the possible number
of lines (number of chemical states), as well as the cor-
responding values of the binding energies Eb and of the
errors of their determination δEb. The binding energies
are derived from measurements performed with refer-
ence materials. Most of the applied research is done
with the use of published data. The accuracy and even
reliability of determination of the binding energies Eb
turn out frequently to be inadequate because of the
complexity or impossibility of preparing reference
samples in pure form and of preventing surface degra-
dation and contamination. A noticeable contribution to
the error δEb derives from uncontrollable systematic
errors, which are different in experiments with different
references. Therefore, the problem of separating unre-
solved lines is solved unreliably or inaccurately. The
costly process of monochromatization of x rays from
standard sources does not always successfully solve the
problem of unfolding an experimental spectral line,
004 MAIK “Nauka/Interperiodica”
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because this procedure usually improves the spectrom-
eter resolution by only a factor of 2 (from 0.8–0.7 to
0.5–0.3 eV) while decreasing the x-ray fluxes by more
than an order of magnitude and, thus, decreasing the
sensitivity of the method. Further improvement of the
resolution by using highly monochromatic synchrotron
radiation is generally pointless because of the finite nat-
ural width of a photoelectron line.

We propose a modification of the method that is free
of the above shortcomings; i.e., it makes possible reli-
able and fairly accurate determination of the chemical
phase composition of multiphase substances. The pro-
posed method does not require experiments with refer-
ence samples but does make it possible to determine
(simultaneously with the chemical composition) the
binding energies Eb in the chemical compounds that
make up the substance under study with a substantially
higher accuracy than in experiments with reference
samples. The characteristics of the new method are
described in considerable detail in [4]. The method was
tested in solving the comparatively simple problem of
establishing the part played by atomic oxygen in the
formation of CuO films [5].

2. FORMATION OF NANOFILMS 
OF A NATIVE OXIDE ON THE InP SURFACE

The shortcomings of the commonly used method
and specific features of the proposed approach are illus-
trated in the present communication through the spe-
cific example of the formation of a thermodynamically
stable and dielectrically strong InP native plasma oxide
with a low density of states of the interface with the InP
surface [6]. The advantages of the III–V semiconduc-
tors over silicon are known to be counterbalanced to a
considerable extent by the poor dielectric properties of
their native oxides (NatO), i.e., by the absence of a
good and technologically compatible insulator, which
is provided by the silicon oxide SiO2 in silicon-based
electronics. Indeed, the InP interface with a multiphase
NatO layer usually exhibits a fairly high density of
states and poor thermodynamic and temporal stability
of its parameters. Nevertheless, the technological com-
patibility of native oxides with semiconductor material
stimulated in the 1980s–1990s an active search for
ways to improve the quality of insulating oxide layers
and of their interfaces with the use of various diagnos-
tics, including XPS [6–16]. Out of the various methods
of oxidation, including thermal, chemical, electro-
chemical, anode, and plasma oxidation, the last two
yield sufficiently good results [6, 7]. The major factor
determining the interface quality was found to be the
chemical composition of the oxide layer: the lower the
fraction of the In2O3 oxide and the higher that of the
InPO4 and In(PO3)3 oxides, the lower the density of sur-
face states of the interface and the higher its stability.
Thus, the development of adequate diagnostics for the
chemical composition of the InP native oxides is an
urgent problem in the formation of NatO–InP/InP
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
structures. Determination of the phase composition of
NatO–InP has remained an urgent problem over recent
years. Considerable efforts were devoted to methods of
chemical cleaning of an oxidized InP surface [17] and
thermal [18, 19], anode [20, 21], and plasma [22–24]
oxidation of InP with the purpose of obtaining MOS-
FET structures and long-wavelength lasers. Multilayer
In-tin oxide (ITO)/InP structures are employed in solar
cells [25]. A new direction of research is the develop-
ment of perfect MIS structures through preliminary
passivation of the InP surface by plasma oxidation. An
insulating layer is prepared by deposition (on the passi-
vated surface) of a thin metallic film (Al, Bi, Sb) with
subsequent plasma oxidation [26–28]. SiO2/InP struc-
tures are fabricated through the chemical deposition of
SiH4 molecules on a passivated surface followed by
plasma oxidation [24]. In all these cases, the interface
turns out to be multiphase.

3. OBJECTS OF STUDY

The study was carried out on samples similar to those
obtained in [6], where a record-low density of states of
the NatO–InP/InP interface (Nss ~ 4 × 1010 eV–1 cm2) and
hysteresis of the C–V characteristics (∆U ~ 0.2 eV)
were demonstrated. The XPS method was used in this
study for controlling the quality of the NatO–InP chem-
ical composition by monitoring the position of the cen-
ter of gravity of the experimental line and the shifts of
this center caused by variations in the technological
parameters. The native oxide layer was formed on the
InP surface by plasma oxidation. Its thickness, as
derived by layer-by-layer ion milling, was 3–5 nm,
which was found to agree with ellipsometric measure-
ments. Earlier studies and the present study were per-
formed on an LHS-11 (Leybold) electron spectrometer.
The samples were subjected to AlKα x rays (hν =
1486.6 eV). The spectra of the photoelectrons emitted
from the inner (core) shells of indium and phosphorus,
In3d5/2 and P2p, were measured. Figures 1 and 2
present typical spectra with the quasi-continuous back-
ground subtracted. The NatO–InP spectra exhibit a
common bell-shaped photoelectron line, which has to
be decomposed into the primary constituents corre-
sponding to different chemical phases. This problem is
aggravated by the presence of several oxide phases with
very similar binding energies of core electrons forming
the single bell-shaped photoelectron line. InP is known
to produce the following thermodynamically stable
oxides: In(PO3)3 (1), InPO4 (2), InPO3 (3), In2O3 (4),
and P2O5 (7). Tables 1 and 2 list for these compounds
the electron binding energies Eb for the phosphorus 2p
and indium 3d5/2 shells, respectively, as well as data for
the starting material InP (5), metallic indium In (6), and
elemental phosphorus P (8). We solve below the prob-
lem of unfolding an experimental line into its primary
constituents using the common method and proposed
methods. Comparison of these solutions offers deeper
insight into the potential of the latter method.
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4. DETERMINATION OF THE CHEMICAL 
COMPOSITION OF NATO–INP 

BY TRADITIONAL XPS

We assume that the number of possible chemical
phases in the problem is known. The shape of the
indium and phosphorus lines was derived from the pho-
toelectron lines of unoxidized InP. For the binding ener-
gies of indium and phosphorus in the above com-
pounds, we took values obtained by averaging the liter-
ature data (Tables 1, 2). Note that the values obtained in
this way have errors as large as δEb ~ ±0.7 eV, although
the errors indicated in the corresponding publications
generally do not exceed ±0.1 eV. The content of the
chemical phases was determined from the amplitudes
of the primary constituents, which were derived by
minimizing the difference between the areas bounded
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Fig. 1. Phosphorus P2p photoelectron spectra with the con-
tinuum background removed. Solid curve is an experimen-
tal spectrum. Dashed curves represent primary constituents
corresponding to different chemical phases and also show
the total model spectrum. Panels (a) and (b) relate to spec-
tral decomposition performed by the common method and
proposed methods, respectively.
PH
by the fitting envelope and by the experimental curve.
Figures 1a and 2a present the results of such a decom-
position carried out in accordance with the prototype.
The version thus obtained cannot, however, be consid-
ered acceptable, because the contents of the like phases
derived independently from the indium and phosphorus
lines differ strongly. Indeed, the sum of phases “1 + 2”
(P) as found from the phosphorus line yields 40%,
while the sum “1 + 2” (In) obtained from the indium
line is 74%. The values of the fraction of phase 3
(InPO3) determined independently from the indium and
phosphorus lines differ by nearly an order of magnitude
(41 and 5%). Variations in the width of the primary
lines do not reduce these differences. It may thus be
concluded that insufficient accuracy in determining the
binding energy, errors in measurements of the spectra
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Fig. 2. Indium In3d5/2 photoelectron spectra with the con-
tinuum background removed. Solid curve is an experimen-
tal spectrum. Dashed curves represent primary constituents
corresponding to different chemical phases and also show
the total model spectrum. Panels (a) and (b) relate to spec-
tral decomposition performed by the common method and
proposed methods, respectively.
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and of the shape of the instrument function, and calcu-
lation accuracy, as well as errors involved in correcting
for static charging of a dielectric sample under irradia-
tion, do not hinder reliable determination of the chemi-
cal composition of a complex system.

5. DETERMINATION OF THE CHEMICAL 
COMPOSITION AND CORE-ELECTRON 

BINDING ENERGIES OF NatO–InP
BY THE NEW XPS METHOD

5.1. Determination of Chemical Composition

Decomposition of a photoelectron spectrum into
primary constituents in the prototype method has a
unique solution. However, as shown above, this solu-
tion may be unacceptable because of the use of inaccu-
rate or completely incorrect values of the core-electron
binding energies Eb in chemical phases. The idea
underlying the proposed approach consists actually in
carrying out a self-consistent analysis of photoelectron
lines of two or more elements present in the material
under study [4]. It turns out that no self-consistent solu-
tion can be found without introducing additional fitting
parameters. We accepted for such free parameters the
binding energies Eb, because the reliability and accu-
racy of their determination from experiments with ref-
erence samples is entirely inadequate in many cases.
The requirement that the contents of different chemical
phases derived from decomposing spectra of two or
more elements be identical makes the solution of the
problem unique. An important implication of this
approach is the possibility of dispensing with reference
samples and determining, in one experiment, not only
the chemical composition of a material but also the
core-electron binding energies of the elements entering
these phases. As will be shown subsequently, the accu-
racy and reliability of determination of these energies
are substantially higher than those of the relevant data
cited in the literature.

To illustrate the potential of the proposed approach,
let us analyze the chemical composition of the phase of
the above indium phosphide plasma oxide. The decom-
position basis necessary for analysis is well known and
consists of the five thermodynamically stable indium
phosphide oxides mentioned above and listed in Tables 1
and 2. The binding energies Eb of In3d5/2 and P2p core
electrons in these compounds are known, although with
a large error (δEb ~ ±0.3–0.7) (Tables 1, 2). In contrast
to the prototype, however, these data are not needed in
our modification of the method. Only information on
the decreasing order of these energies in the above

compounds is used:  >  >  >  (@  > )

and  >  >  >  > . Furthermore, this
sequence for the above oxides was obtained indepen-
dently earlier [6] from thermodynamic estimates. As a
zero approximation for the above binding energies in
our example, we chose the average energies from

E7
P
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Tables 1 and 2. However, the final result presented
below can be obtained for any choice of these energies
from an interval of the experimental spectra, provided
the above inequalities are preserved. The experimental
spectral lines were unfolded using a Gaussian approxi-
mation of the spectrometer instrument function, which
was determined in experiments with unoxidized indium
phosphide. Variation of the primary constituent lines in
width did not change the results of the decomposition.

Table 1.  Phosphorus P2p core electron binding energies in
various chemical compounds

7 1 2 3 8 5 Refer-
encesP2O5 In(PO3)3 InPO4 InPO3 P InP

135.5 133.7 134.1 – 130.2 128.8 [7]

– 134.6 134.2 – – 128.8 [8]

135.4 – 134.2 – – 129.2 [9]

– – 134.3 – – 129.2 [10]

– – – – – 128.6 [11]

135.8 – 133.8 133.3 – 128.8 [12]

136.0 – 134.0 133.5 – 129.0 [13]

– – 136.0 133.5 – 129.0 [14]

– – – – – – [15]

135.8 – 133.1 – – – [16]

135.7
± 0.3

134.2
± 2.0

134.1
± 0.7

133.4
± 0.2

130.2 128.9
± 0.2

Mean

135.8
± 0.1

134.3
± 0.1

133.9
± 0.1

132.9
± 0.1

– 128.8
± 0.1

This 
work

Table 2.  Indium In3d5/2 core electron binding energies in
various chemical compounds

1 2 3 4 5 6 Refer-
encesIn(PO3)3 InPO4 InPO3 In2O3 InP In

445.4 445.7 – 444.7 444.4 444.0 [7]

445.7 445.7 – 444.7 443.9 – [8]

– – – – – – [9]

– 445.6 – 444.8 444.4 444.0 [10]

– – – 444.4 444.1 443.6 [11]

– 446.4 446.1 445.4 444.6 – [12]

– 446.0 445.7 445.0 444.2 – [13]

– 446.0 445.7 445.0 444.2 – [14]

– – – 444.7 – – [15]

– – – 445.4 444.6 – [16]

445.6
± 0.7

445.9
± 0.5

445.8
± 0.5

444.9
± 0.3

444.3
± 0.2

443.9
± 0.4

Mean

445.5
± 0.1

445.5
± 0.1

444.9
± 0.1

444.2
± 0.1

444.0
± 0.1

443.7
± 0.1

This 
work
04
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The results of the final decomposition of indium and
phosphorus spectra are presented in Figs. 1b and 2b,
respectively. Because of phases 1 and 2 being similar in
binding energies, their sum envelope is shown in the
indium spectrum. The line of unoxidized InP (5) also
falls onto the low-energy tail of this spectrum. Its con-
tribution is small, however, as follows from the phospho-
rus spectrum. The small contributions deriving from
unoxidized InP (5) and elemental phosphorus P (8) man-
ifest themselves in the phosphorus spectrum as a single
weak line separated from the oxide spectrum by about
5 eV. The convergence of the iteration procedure turned
out to be very fast. Only five iteration cycles were
needed to complete the decomposition. The fractions of
chemical phases 1, 2, 3, 4, and 7 turned out to be 16, 49,
29, 4, and 2%, respectively. In the last decomposition,
the chemical phase fractions derived from the indium
and phosphorus spectra coincide to within 1–3%.
Within these limits, the relative error in determining the
fractions of main phases does not exceed 5–10%.

Summing up the above steps, we propose the fol-
lowing algorithm for the decomposition of a spectrum
in lines, for instance, of two elements.

(1) Determination of the largest possible number of
chemical phases, setting the order of the binding ener-
gies Eb of each element chosen for the analysis, and
zero-approximation choice of any values of Eb within
the experimental line.

(2) Approximation of the experimental spectra by a

set of primary lines centered on the  energies, and
determination of the relative chemical phase fractions

, , … for each of the elements under analysis
(b is the number of the chemical phase; 1 and 2 are the
numbers of the elements under study or of the spectral
lines; i is the iteration cycle index). Here, the relative
fraction is understood to be the ratio of the correspond-
ing primary line area (corrected for the stoichiometric
coefficient of the phase) to the sum of the areas of the
primary lines of the phases common to each of the ele-

ments under analysis. The composition ( , , …)
is determined by varying the intensity of the primary
lines (and the width, if the width of the instrument func-
tion is less than the natural line width) and minimizing
the difference between the experimental and calculated
spectra.

(3) Determination of the difference  =  –

 between the relative chemical phase fractions
obtained for each element.

(4) The iteration procedure comes to an end if  <
δ (the preset error of determination of the chemical
composition). Determining the chemical composition
in molecular percentage by renormalizing the relative
chemical phase fractions to the total area bounded by

Eb i,
1 2,

Cb i,
1

Cb i,
2

Cb i,
1

Cb i,
2

∆b i,
2 1–

Cb i,
2

Cb i,
1

∆b i,
2 1–
PH
the primary lines of all chemical phases present in the
sample.

(5) If  > δ, then the step ∆  is chosen to
minimize this difference and a new iteration cycle is

performed with a new set of energies ; i.e., we
return to the second point of the proposed algorithm.

This algorithm was also used to advantage in an anal-
ysis of copper oxide films grown by magnetron sputter-
ing with the use of a source of atomic oxygen [5].

5.2. Core-Electron Binding Energies Eb 
in Native InP Oxides

The above unfolding procedure yielded consider-
ably more accurate and reliable binding energies. As
seen from Tables 1 and 2, the data obtained in this study
are generally close to the data derived by averaging
over many sources, although in some cases the differ-
ence may be as large as 0.6–0.9 eV. Significantly, the
systematic error of determination of the binding energy
was reduced by a few times. The total error for the main
phases did not exceed δEb ~ ±0.1 eV. Shifting the center
of the primary line produced in the final decomposition
by an amount larger than 0.1 eV does not allow us to
reach the preset error of determination. The conclusion
that the reliability of determining the binding energy is
improved in the above example is based on the fact that,
if this quantity had been found with insufficient accu-
racy, the energy Eb could be identified with a wrong com-
pound. For instance, the In3d5/2 binding energy found in
[12] for InPO3 (446.1 eV) exceeds by 0.2 eV the energy
for the InPO4 oxide averaged over many sources instead
of being less than this value (Tables 1, 2). The P2p bind-
ing energy determined in [14] for InPO4 (136.0 eV)
exceeds by 0.2 eV the averaged value for P2O5, thus
also changing the sequence of the above phases. By
contrast, the P2p binding energy for InPO4 (136.0 eV)
quoted in [16] is not 0.7–1.0 eV higher but rather 0.3 eV
smaller than the averaged value for InPO3. Hence, the
technological processes based on these erroneous fig-
ures would be aimed at producing incorrect com-
pounds.

5.3. The Surface To Be Oxidized Should Be Enriched
in Phosphorus

The above illustration shows that the total fraction
of the most stable and dielectrically strong InPO4 and
In(PO3)3 oxides in samples prepared by plasma oxida-
tion may be as high as 65%, with the fraction of the
undesirable oxide In2O3 not exceeding 4%. From the
chemical formulas of these oxides, it follows that, in
order to reach these figures, the surface to be oxidized
has to be enriched in phosphorus. The conditions pro-
duced in the plasma oxidation technology employed
here are apparently favorable for outdiffusion of this
element from the bulk of the material. Preliminary dep-

∆b i,
2 1–

Eb i,
1 2,

Eb i 1+,
1 2,
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osition of a certain amount of phosphorus onto the sur-
face to be oxidized can conceivably change the chemi-
cal composition in the desired direction and thus
improve the quality of the oxide and of the interface.

6. CONCLUSIONS

Thus, a new method has been proposed for analyz-
ing the chemical phase composition of a substance and
determining the core-electron binding energies, which
is a modification of the XPS technique. In contrast to
the prototype, this method is standardless. The method
improves the reliability and accuracy of quantitative
determination of the chemical composition of a sub-
stance and of the core-electron binding energies of
atoms in the chemical phases under study. Indeed, in
the above example of determining the NatO–InP chem-
ical phase composition, the relative error of determina-
tion of the main phase fractions did not exceed 5–10%.
The systematic error of determining the binding-energy
was reduced by a few times. The total error for the main
phases did not exceed 0.1 eV.
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Abstract—The electronic structure of lead hexacyanoferrate(III) is calculated by the ab initio tight-binding lin-
ear muffin-tin orbital (TB-LMTO) method in the LSDA + U approximation. The influence of vacancies in the
lead sublattice on the electronic spectrum, chemical bonding, and magnetic properties of the Pb1.5Fe(CN)6
phase is investigated. Analysis of the electronic spectrum shows that this compound is characterized by semi-
conductor conductivity. It is demonstrated that the semiconductor gap is associated with the charge ordering of
iron(III) ions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, Polyakov et al. [1] synthesized anhydrous
lead and tin hexacyanoferrates(II) and hexacyanofer-
rates(III). X-ray and neutron diffraction investigations
revealed that the Pb2Fe(CN)6, Pb1.5Fe(CN)6, and
Sn2Fe(CN)6 phases crystallize in a trigonal crystal sys-
tem [2]. These compounds belong to the group of cya-

nometallate complexes of the [Fe(II, III)(CN)6

type (where A is a transition metal cation). The majority
of these compounds possess high Curie temperatures
and good ion-exchange properties (the ability of transi-
tion metal cations involved in the first coordination
sphere of the complexes to exchange with heavy univa-
lent alkali metal ions in solutions) [3–6]. Owing to their
physicochemical properties, the p and d element
hexacyanoferrates can be used as inorganic sorbents
and precursors for designing three-dimensional molec-
ular magnets with controlled magnetic moments [3–6].

It is known that the magnetic ordering in hexacyano-
ferrates is associated with the indirect exchange inter-
actions through CN groups [3, 4], whereas the Fe–Fe
direct interactions are absent, because the distances
between the nearest neighbor iron ions are usually
larger than 6 Å. The magnetic interactions between
Fe(CN)6 octahedra occur through an A magnetic ion
according to the scheme …–(NC)5–FeIII–CN–A–NC–
FeIII–(CN)5–…, where A = Fe, Co, Ni, Cr, and Mn. In
the Pb1.5Fe(CN)6 compound, Fe(CN)6 octahedra are
joined through Pb2+ ions. At present, the origin of mag-
netic interactions in lead hexacyanoferrate is not clearly
understood. Quantum-chemical investigations of the
electronic spectra and chemical bonding in cyanomet-
allate complexes are predominantly reduced to cluster

Ak
II( )

]m
n–
1063-7834/04/4610- $26.00 © 21836
calculations of crystal lattice fragments of the (CN)5–
A–NC–B–(CN)5 type [7, 8]. The exception is provided
by a few recent works [9–11]. Ryzhkov et al. [9] calcu-
lated the electronic structure of the Pb2Fe(CN)6 com-
pound and the effective charges at atoms (three-dimen-
sional integrals of the charge density over spatial
domains between minima of the electron density) by
the discrete variation method within an extended-clus-
ter model. The effective charge at iron atoms varied
from 2.35 to 2.75 and appeared to be greater than that
corresponding to their formal oxidation state in the
Pb2Fe(CN)6 compound. Zhukov et al. [10] and
Zaœnullina et al. [11] analyzed the electronic spectra
and chemical bonding in the Pb2Fe(CN)6,
Pb1.5Fe(CN)6, and Sn2Fe(CN)6 phases in the framework
of the ab initio tight-binding linear muffin-tin orbital
(TB-LMTO) approach and Hückel band calculations.

In this work, we investigated the magnetic proper-
ties of the Pb1.5Fe(CN)6 compounds. For this purpose,
the electronic structure of Pb1.5Fe(CN)6 was calculated
by the ab initio TB-LMTO method in the LSDA + U
approximation [12].

2. CRYSTAL STRUCTURE

According to x-ray and neutron powder diffraction
data obtained with the Rietveld method, the
Pb1.5Fe(CN)6 anhydrous compound crystallizes in a

trigonal crystal system (space group , Z = 1) with
the lattice parameters a = 7.1879(3) Å and c =
5.5092(4) Å [11]. The Pb1.5Fe(CN)6 compound is isos-
tructural to the Pb2Fe(CN)6 compound (Table 1). The
structure of the Pb1.5Fe(CN)6 compound consists of lay-
ers formed by [Fe(CN)6]n– complexes, where n = 3 and

P3
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4 (Fig. 1). Iron ions Fe2+ and Fe3+ are located inside
these complexes and coordinate six (CN)– groups. Lead
ions are positioned within distorted octahedra formed
by six nitrogen ions belonging to the six nearest
Fe(CN)6 complexes (three complexes from one layer
and three complexes from another layer). There are
three long and three short Pb–N interatomic distances.
The Pb2Fe(CN)6 and Pb1.5Fe(CN)6 compounds have a
layered structure: triads of the nearest [Fe(CN)6]n– com-
plexes are joined together into layers by bridging lead
atoms. The same bridging lead atoms (the coordination
number is 3 + 3) link the nearest triad of the complexes
from the adjacent layer. The interaction between com-
plexes occurs through nitrogen–lead–nitrogen bonds.

In the crystal lattice of the Pb1.5Fe(CN)6 compound,
unlike the crystal lattice of the Pb2Fe(CN)6 compound,
approximately a quarter of the lead positions turn out to
be vacant. Vacancies in the lead sublattice are distrib-
uted in a random manner.

3. CALCULATION TECHNIQUE

The electronic structure of lead hexacyanofer-
rate(III) was calculated in terms of the LSDA + U local
spin density functional [12], which includes one-site
Coulomb correlations.

The calculations were performed with a cell of com-
position Pb3[Fe(CN)6]2E39, where E stands for empty
spheres. Since the methods under consideration were
developed and used for close-packed structures, addi-
tional empty spheres were introduced into the atomic
basis set of hexacyanoferrate with a rather loose struc-
ture. The empty spheres were predominantly located
between layers composed of iron–carbon–nitrogen octa-
hedra. The computational cell for the Pb1.5Fe(CN)6 phase
was constructed in the following way. First, the compo-
sition of the computational cell was chosen such that it
would be most similar to the composition of the phase
under investigation. Second, the cell with the minimum
atomic basis set was used for this composition. The cho-
sen cell of the composition Pb3[Fe(CN)6]2E39 was
obtained through double translation of the trigonal unit
cell along the c axis and removal of one out of four lead
atoms. The symmetry of this cell was lower than that of
the unit cell of the Pb2Fe(CN)6 phase. The model struc-
ture of the Pb1.5Fe(CN)6 phase contained two types of
nonequivalent iron atoms (Fe1, Fe2), three types of
nonequivalent lead atoms, and six types of carbon and
nitrogen atoms. The Fe2 atom was positioned closer to
the lead vacancy. Our model of the cell was based on
the assumption that defects (lead vacancies) are located
at regular intervals.

The basis set of valence orbitals of the Pb1.5Fe(CN)6
phase included the valence ns and np orbitals of Pb, C,
N, and E atoms and the 4s, 4p, and 3d orbitals of Fe
atoms. The (n + 1)d orbitals of C and N atoms and the
nd states of Pb atoms were taken into account only
within the down-folding approach [13], which is based
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
on the Löwdin perturbation theory [14]. The calcula-
tions were performed using 32 k points in the Brillouin
zone (12 k points per irreducible part of the Brillouin
zone). For the Pb1.5Fe(CN)6 phase, the optimum radius
ratios rPb/rC and rFe/rC were equal to 3 and 1.92, respec-
tively. It was assumed that, in the Pb1.5Fe(CN)6 struc-
ture, the radius of the empty sphere occupying a lead
site is equal to the atomic radius of lead.

It turned out that the results of nonmagnetic calcula-
tions for the Pb1.5Fe(CN)6 phase are inconsistent with
experimental data. The absence of the band gap at the
Fermi level in the electronic spectrum of the
Pb1.5Fe(CN)6 crystal is associated with the fact that
strong correlation effects characteristic of iron com-
pounds were ignored in the LSDA calculations. For this
reason, the ab initio calculations for the Pb1.5Fe(CN)6
phase were performed in the LSDA + U approximation,
which provides a way of analyzing systems with strong
Coulomb correlations. The parameters used in the cal-
culations were as follows: U = 8.0 eV and J = 0.88 eV.

The schemes of filling 3d orbitals of iron ions in the
Pb1.5Fe(CN)6 phase were examined by calculating the

Table 1.  Structural parameters of the Pb2Fe(CN)6 and
Pb1.5Fe(CN)6 phases

Atom
(position) x/a y/b z/c N

Pb2Fe(CN)6

Pb(2d) 1/3 2/3 0.6005(5) 1.00

Fe(1a) 0 0 0 1.00

C(6g) 0.0654(6) 0.2502 0.1956(8) 1.00

N(6g) 0.3014(5) 0.9053 0.3070(7) 1.00

Pb1.5Fe(CN)6

Pb(2d) 1/3 2/3 0.5959(6) 0.91

Fe(1a) 0 0 0 1.00

C(6g) 0.0595(7) 0.2455(7) 0.1979(9) 1.00

N(6g) 0.3016(6) 0.9085(5) 0.3093(8) 1.00

Note: N is the occupancy of the atomic position.

C
N
Pbc

b a

Fig. 1. Crystal structure of the Pb2Fe(CN)6 phase.
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occupation matrices for Fe3+ ions in a local coordinate
system. The local coordinate system is a Cartesian
coordinate system that involves an iron atom at the ori-
gin and is obtained by transforming a trigonal coordi-
nate system into a cubic coordinate system [15]. As a
result, the E2, E1, and A1 3d orbitals of iron atoms
(characterizing the trigonal crystal system) are trans-
formed into the eg and t2g orbitals.

Table 2.  Atomic parameters used in the extended Hückel
calculations: the ionization potentials of valence orbitals Hii,
the exponents ξi, and the weight coefficients Ci of exponents
in the expressions for atomic orbitals of the Slater type [17]

Atom Orbital Hii, eV ξ1(C1)
ξ2(C2)

Pb 6s 15.7 2.35 (1.00)

6p 8.0 2.06 (1.00)

Fe 4s 9.10 1.90 (1.00)

4p 5.32 1.90 (1.00)

3d 12.60 5.35 (0.5505)

2.0 (0.6260)

C 2s 21.4 1.625 (1.00)

2p 11.4 1.625 (1.00)

N 2s 26.0 1.95 (1.00)

2p 13.4 1.95 (1.00)
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Fig. 2. Densities of states for the Pb1.5Fe(CN)6 semimetal
compound: (a) the total density of states and (b) Fe1 3d and
(c) Fe2 3d partial densities of states. LSDA + U calcula-
tions.
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The nature and strength of the chemical interactions
in the Pb1.5Fe(CN)6 compound were analyzed in the
framework of semiempirical extended Hückel calcula-
tions [16]. The standard parameters used in the
extended Hückel calculations are tabulated in [17] and
presented in Table 2.

4. RESULTS AND DISCUSSION

The electronic structures calculated in the LSDA
approximation for the Pb2Fe(CN)6 and Pb1.5Fe(CN)6
phases were discussed in our earlier works [10, 11].
According to the calculations, the electronic band
structure of these phases is characterized by a large
number of sharp narrow peaks. This is typical of molec-
ular crystals. In the electronic spectrum of the com-
pounds, it is possible to distinguish four bands. The
band observed in the low-energy range corresponds to
the Pb 6s and Fe 4s states. This band is split into two
bands for the Pb1.5Fe(CN)6 phase. The broad valence
band is formed by the hybrid C 2p and N 2p states with
a considerable contribution from the Fe 3d and Pb 6s
states. In the vicinity of the Fermi level, the Fe 3d states
are substantially split into two narrow peaks corre-
sponding to the t2g and eg types of cubic symmetry.

As follows from the results of nonmagnetic calcula-
tions, the Pb1.5Fe(CN)6 phase has metallic conductivity.
The Fermi level corresponds to the maximum of the
narrow peak, which is predominantly attributed to the
Fe 3d states.

In order to take into account the correlation effects,
which are most likely rather strong for the Pb1.5Fe(CN)6
phase, the calculations were carried out in the LSDA + U
approximation. These calculations resulted in two sta-
ble solutions (with close values of the total energy) for
ferromagnetic ordering of iron ions. The first and sec-
ond solutions correspond to a semiconductor with a
band gap of 1.18 eV and a semimetal, respectively. For
both solutions, the magnetic moment is equal to 2 µB
per Pb3[Fe(CN)6]2E39 computational cell. The total and
partial densities of states for the Pb1.5Fe(CN)6 phase
with metallic and semiconductor conductivities are
depicted in Figs. 2 and 3. The total density of states for
the Pb1.5Fe(CN)6 phase with metallic conductivity
(Fig. 2) is intermediate in shape and band location
between the electronic spectra of the nonmagnetic
phases Pb2Fe(CN)6 and Pb1.5Fe(CN)6. The calculated
magnetic moments of Fe13+ and Fe23+ ions are identical
and equal to 1 µB. The analysis of the occupation matri-
ces for Fe3+ ions in the local coordinate system (see
Section 3) enables us to propose the scheme of filling of
the 3d orbitals of these ions (Fig. 4a). Both iron ions are
in a low-spin state (have one unpaired electron in the 3d
orbitals).

The electronic spectrum determined within the
LSDA + U approximation for the Pb1.5Fe(CN)6 phase
with semiconductor conductivity (Fig. 3) differs sub-
stantially from the electronic spectrum obtained on the
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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basis of nonmagnetic calculations [11]. Three peaks
(C ', D', C '') associated with the Fe2 3d states appear at
energies of –7.4, –6.7, and 1.2 eV. Three peaks corre-
sponding to the Fe1 3d states are observed in the energy
range from –1.2 to 0 eV. A considerable contribution to
the density of states in the range of the peaks D and D'
is made by the valence ns and np states of carbon, nitro-
gen, and lead ions. The bands of the Pb 6s states (peaks
A, A') and Fe 4s states (peak B) are shifted toward the
low-energy range in the electronic spectrum of the
Pb1.5Fe(CN)6 phase as compared to their positions in
the spectrum of the Pb2Fe(CN)6 phase. The calculated
magnetic moments of iron ions in the Pb1.5Fe(CN)6
semiconductor are equal to 0 and 1.97 µB for the Fe1
and Fe2 ions, respectively. The analysis of the occupa-
tion matrices for the Fe13+ and Fe23+ ions in the local
coordinate system made it possible to propose different
schemes of filling of the 3d orbitals of iron ions. The
Fe1 iron ion is nonmagnetic; i.e., it is in the low-spin
state. The Fe2 iron ion has two unpaired electrons in the
3d orbital (intermediate state). As a rule, trivalent iron

ions in the low-spin state have a  configuration
(Fig. 4a). The Fe3+ ions with magnetic moments equal
to 0 and 1.97 µB in the Pb1.5Fe(CN)6 semiconductor can
be represented using either of two possible schemes. In
the first scheme, the presence of trivalent iron ions with
these magnetic moments is due to a strong hybridiza-
tion of the Fe 3d orbitals and the C 2p orbitals (Fig. 4b).
According to the second scheme, the aforementioned
magnetic moments of the iron ions are associated with
the charge ordering of Fe2+ and Fe4+ ions (Fig. 4c).

In the former case, a strong Fe 3d–C 2p hybridiza-
tion results in electron transfer from one carbon ion to
the t2g level of the Fe13+ ion in the low-spin state and
from another carbon ion to the eg orbitals of the Fe23+

ion in the intermediate state (Fig. 4b). This scheme pro-
vides a satisfactory explanation of the electron distribu-
tion only for the semiconductor, even though it remains
unclear how the t2g orbitals of iron ions can participate
in the hybridization with the 2p orbitals of carbon ions.
For the semimetal compound, the strong hybridization
scheme cannot explain the unit magnetic moment of
iron(III) ions.

A more conclusive explanation for the difference
between the calculated local magnetic moments of the
Fe1 and Fe2 iron ions in the Pb1.5Fe(CN)6 semiconduc-
tor is based on the assumption that there is a charge
ordering of Fe2+ and Fe4+ ions (Fig. 4c). This assump-
tion is confirmed by three arguments. First, in the
framework of this scheme, an approximately identical
Fe 3d–C 2p hybridization is observed for both solutions
(semiconductor and semimetal). Second, the charge
ordering of iron(III) ions in the Pb1.5Fe(CN)6 phase is
supported by an energy gain when the high-energy eg
states remain unoccupied. Finally, third, the validity of
the above assumption is confirmed by the different
charges in the 3d orbitals inside spheres of the Fe1 and

t2g
↑ 3

t2g
↓ 2
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
Fe2 ions: their difference is equal to 0.5e. We give pref-
erence to the second scheme for explaining the charge
polarization of iron ions, according to which the charge
ordering of iron(III) ions (Fe2+, Fe4+) is responsible for
the experimentally revealed semiconductor properties
of the Pb1.5Fe(CN)6 phase [18].

In addition to the calculations of the electronic
structure and magnetic characteristics of the
Pb1.5Fe(CN)6 phase, we analyzed the chemical interac-
tions in the framework of the extended Hückel method.
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Fig. 3. Densities of states for the Pb1.5Fe(CN)6 semicon-
ductor: (a) the total density of states and (b) Fe1 3d, (c) Fe2
3d, and (d) C 2p partial densities of states.

Fe3+ Fe3+ Fe3+ Fe2+ Fe4+

C C

(a) (b) (c)

Fig. 4. Schemes illustrating the charge polarization of iron
ions in (a) the Pb1.5Fe(CN)6 semimetal compound and the
Pb1.5Fe(CN)6 semiconductor for (b) strong Fe3d–C2p
hybridization and (c) charge ordering of iron ions.
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The pair interactions were estimated using the Mul-
liken overlap population Q of the bond. This quantity
characterizes the covalent component of chemical
bonding in solids. For a crystal with due regard for
translational symmetry of the wave function ϕi , the
overlap population of the crystal orbitals of atoms
located at the points l and m can be written in the fol-
lowing form:

where k stands for the numbering of occupied crystal
orbitals.

The overlap populations of the crystal orbitals,
which were calculated from the above relationship, are
listed in Table 3. For comparison, the corresponding
values for the Pb2Fe(CN)6 phase are also given in this
table. It is evident that the dominant role in the chemi-
cal bonding in the hexacyanoferrate structure is played
by the Fe–C and C–N strong covalent interactions in
layers composed of Fe(CN)6 octahedra. The overlap
population of the crystal orbitals for the C–N bonds is
nearly three times higher than that for the Fe–C bonds.
The long Pb–N2 bonds make an insignificant contribu-
tion. The changeover from the Pb2Fe(CN)6 phase to the
Pb1.5Fe(CN)6 phase is accompanied by a strengthening
of the Pb–N bonds, an insignificant decrease in the
strength of the Fe–C bonds, and a weakening of the C–
N interactions. The overlap populations of the crystal
orbitals for the Fe–C and C–N bonds correlate well
with their lengths (Table 3). The situation is different
for the Pb–N interactions. An increase in the length of
the Pb–N bond in the Pb1.5Fe(CN)6 phase is attended by
an increase in the strength of this bond. The tendency
observed in changes in the bond strength of the lead
hexacyanoferrate(III) indicates that the electron density
can easily be redistributed in the system of bonds …–
Fe–C≡N–Pb–…. An enhancement of the Pb–N interac-
tions is caused by the transfer of electron density from
nitrogen atoms in the vicinity of vacancies to lead
atoms. The shift of the electron density from iron ions
to lead vacancies through a chain of C–N bonds leads
to a decrease in the strength of the Fe–C bonds and an
increase in the strength of the Pb–N bonds adjacent to

Qlm 2 ik m l–( )( )ck
i*ck

j
exp

j m∈
∑

i l∈
∑

k

∑=

× ϕi* r l–( )ϕ j r m–( ) r3 ,d∫

Table 3.  Bond lengths L and overlap populations Q of crys-
tal orbitals in the Pb2Fe(CN)6 and Pb1.5Fe(CN)6 phases

Crystal Pb–N1 Pb–N2 Fe–C C–N

Pb2Fe(CN)6 L, Å 2.429 2.901 1.926 1.131

Q, e 0.258 0.018 0.571 1.699

Pb1.5Fe(CN)6 L, Å 2.442 2.911 1.932 1.145

Q, e 0.264 0.042 0.569 1.667
PH
the vacancy. This effect is confirmed by the magnetic
calculations of the electronic spectrum. The Pb 6s states
in the electronic spectrum of the Pb1.5Fe(CN)6 phase
are shifted toward the low-energy range (Fig. 3a) as
compared to those in the spectrum of the Pb2Fe(CN)6
phase.

5. CONCLUSIONS

Thus, the electronic structure of the recently synthe-
sized lead hexacyanoferrate(III) was calculated by the
TB-LMTO method in the LSDA + U approximation. It
was found that the Pb1.5Fe(CN)6 phase possesses a
semiconductor conductivity, which is in agreement
with experimental data. The distinguishing feature in
the electronic structure of compounds belonging to this
class is that the Fe 3d states are strongly split into two
narrow peaks (corresponding to the t2g and eg types of
cubic symmetry) in the vicinity of the Fermi level. The
semiconductor conductivity in the Pb1.5Fe(CN)6 phase
can be associated with the charge ordering of Fe2+ and
Fe4+ iron ions. It was revealed that strong covalent
interactions occur in iron–carbon–nitrogen octahedra.
The Pb–N interactions have a mixed ionic–covalent
character.
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Abstract—The decay kinetics of phosphorescence excited by x-rays in a CaF2–Dy crystal is investigated. It is
found that localized charge carriers recombine through tunneling. The conclusion is drawn that, in the initial stages
of x-ray irradiation, the accumulation of charge carriers occurs in pairs. This process is caused by the formation
of excimer-like molecular states during excitation of the crystal. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ionizing radiation generates free (band) charge car-
riers in a crystal and causes localization of opposite
charges in hole and electron traps. It is generally
believed that, since the electron and hole traps are point
microdefects, they have no effect on each other and,
hence, the localization of carriers of like charges occurs
irrespective of whether the carriers of opposite charges
are in a free or localized state. The concept of opposite
charge carriers that do not interact either at the instant
of localization or during further phosphorescence
underlies the theory of phosphorescence [1] and many
studies devoted to relaxation processes in excited phos-
phors.

Experimental observation of pair accumulation of
charge carriers in wide-band-gap (ionic) crystals [2, 3]
lent impetus to theoretical treatment of statistic (ran-
dom) [4] and correlated [5, 6] or genetic [4] pairs. In
those (and other) works, the question as to how one
charge carrier affects another carrier of opposite charge
was not considered. However, the possibility of localiz-
ing a charge carrier residing in a field of an oppositely
charged carrier is of fundamental importance in eluci-
dating the mechanism of carrier interaction.

The pair accumulation of charge carriers clearly
manifests itself in tunneling luminescence. According
to the tradition approach, which is based on the gas-
kinetics theory of carrier interaction, the electronic pro-
cesses associated with a point defect occur within a lat-
tice site. Since tunneling suggests that the wave func-
tions of the electronic states of spatially separated
defects overlap, the gas-kinetics approximation is obvi-
ously invalid in this case. The possibility of a charged
recombination center affecting the energy parameters
of a trap is allowed for by the diffusion theory of phos-
phorescence [7] (a version of the classical approach to
the description of motion of an electron prior to local-
ization or recombination). However, according to this
theory, the probability of carrier capturing in a trap
residing in a field of a localized hole is negligible. In
our previous papers [8–10], particular attention was
1063-7834/04/4610- $26.00 © 21842
drawn to the fact that the range of unrelaxed electronic
states of point defects is large enough for spatially sep-
arated defects to interact with each other due to the
overlap of the wave functions of their electronic states.
From this point of view, in the present work, we studied
the decay kinetics of phosphorescence of CaF2 crystals
activated with dysprosium.

2. EXPERIMENTAL TECHNIQUE

In our experiments, the phosphorescence with
wavelength λ = 585 nm, which corresponds to the
4f  4f intraconfigurational transitions of trivalent
dysprosium, was measured after exposure of the crystal
to x-ray irradiation (10 mA, 40 kV, BSV2-Cu tube,
URS-55 x-ray apparatus) in the time range from several
seconds to tens of minutes. The measurements were car-
ried out at room temperature and liquid-nitrogen temper-
ature. The phosphorescence was recorded using a mono-
chromator, an FÉU-79 photomultiplier, and a recording
potentiometer with a periodic time of 1 s. The activator
content in crystals varied from 0.4 to 1.3 mol %.

3. RESULTS AND DISCUSSION

Figure 1 shows the phosphorescence decay for two
crystals at different activator contents after 30-s expo-
sure to x-ray irradiation. The decay curves are
described by the Becquerel law; i.e., they are approxi-
mated well by hyperbolas of the form

(1)

where a, b, and α are constants.
It can be seen from Fig. 1 that the exponent α for the

crystal at a higher activator content (α ≈ 0.7) is larger
than that for the crystal at a lower activator content (α ≈
0.6). As the time of exposure to x-ray irradiation
increases (Fig. 1), the decay curve in log–log coordi-
nates becomes gently flattened; i.e., at a long time of
exposure to x-ray irradiation, the exponent of the
hyperbola decreases to α ≈ 0.5 for crystals with differ-

J a bt+( ) α–
,=
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ent contents. In the case when the crystals irradiated at
room temperature are cooled to liquid-nitrogen temper-
ature, the phosphorescence persists but its intensity
slightly decreases, which has virtually no effect on the
decay curve (Fig. 2).

Both the temperature behavior of phosphorescence
and the decay curves approximated by hyperbolas with
exponents less then unity indicate that localized charge
carriers recombine through tunneling without the par-
ticipation of band states. In this case, the decay kinetics
of phosphorescence can be represented by the expres-
sion

(2)

where f(r) is the function describing the distribution of
localized electrons over the distance r with respect to
the occupied hole centers. This function depends on the
overlap integral of the orbitals S of the electron and hole
centers and on the probability of finding a nearest
neighbor w: f(r) ~ Sw, where wT is the probability of the
tunneling transition and t is the time. The probability of
finding a nearest neighbor w is the function of the con-
centration of localized charge carriers. Under the
assumption that both the hole and electron traps are
generated by an impurity, the probability w can be writ-
ten in the form [11]

where c is the concentration of defects. It is known that,
in CaF2–Dy crystals, the Dy3+ ions transform into Dy2+

ions under x-ray irradiation and serve as electron-trap-
ping centers [12]. Experimental investigations have
revealed activator holes of two types: (i) holes of the

J f r( )wTe
wT t–

r,d

0

∞

∫=

w 4πr
2
c 4πr

3
c/3–( ),exp=
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1
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Intensity, arb. units

t, s

Exposure, 30 min; 0.4 mol % Dy
Exposure, 30 min; 1.3 mol % Dy
Exposure, 30 s; 0.4 mol % Dy
Exposure, 30 s; 1.3 mol % Dy

Fig. 1. Phosphorescence decay in CaF2 : Dy crystals at
room temperature.
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first type are localized in the vicinity of a rare-earth ion
[13], and (ii) holes of the second type are localized
immediately at a rare-earth ion, thus changing its
charge state (in our case, to Dy4+) [14, 15]. In our con-
sideration, the structure of hole centers is of little sig-
nificance, because, in both cases, the electron–hole
recombination is accompanied by emission of the rare-
earth ion. The curves described by expression (2) are
approximated well by hyperbolas of form (1) [9]. It
should be noted that, in this case, the higher the concen-
tration of defects, the larger the slope of the curves.

The experimentally observed increase in the expo-
nent of the approximating hyperbola with an increase in
the activator content is consistent with expression (2).
Prolonged excitation of the crystal under ionizing radi-
ation modifies the distribution function f(r) due to
recombination phosphorescence. In essence, the
recombination phosphorescence involves the annihila-
tion of previously generated pairs; i.e., the phosphores-
cence is favorable for the generation of pairs with a
large spacing between localized charge carriers in inter-
acting pairs. This leads to a decrease in the exponent α
of the hyperbola, which is observed in the experiments.
This effect should be more pronounced for crystals
with a higher impurity content, which is also the case.

4. CONCLUSIONS

The experimental results obtained in this study
allowed us to conclude that, in the initial stages of x-ray
irradiation of the crystal, the accumulation of charge
carriers occurs in pairs. This is explained by the forma-
tion of short-lived excimer-like molecular states during
excitation of the crystal [16].
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Intensity, arb. units

t, s

0.4 mol % Dy; 78 K
1.3 mol % Dy; 78 K
0.4 mol % Dy; 295 K
1.3 mol % Dy; 295 K

Fig. 2. Phosphorescence decay in CaF2 : Dy crystals at tem-
peratures of 78 and 295 K after 30-min exposure to x-ray
irradiation.
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Abstract—The ion mobility in a crystal of partially deuterated potassium hydroselenate (KHSe) was studied
using nuclear spin resonance (NSR) of 1H, 2H, 77Se, and 39K in a wide temperature range. The temperature
dependences of the deuterium NSR spectra above 360 K exhibit changes in the line shape characteristic of
chemical exchange processes. These exchange processes were studied in detail using two-dimensional 2H NSR
spectroscopy. It was ascertained that the exchange between deuterons of hydrogen bonds take place in the entire
temperature range under study. However, the measured conductivity was approximately one-hundredfold lower
than that estimated from the exchange frequencies. It was assumed that the low conductivity in the temperature
range under study is caused by closed dimers of SeO4 groups in the KHSe structure. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Study of the ion (chemical) exchange processes in
crystals with ionic conductivity is a topical problem of
solid-state physics due to the wide practical application
of such compounds in modern engineering. Recently
[1–3], we studied the microscopic mechanism of proton
transport in the ammonium hydroselenate (AHSe) crys-
tal. In the structure of this crystal, tetrahedral SeO4
groups are joined by linear hydrogen bonds into quasi-
one-dimensional chains aligned along the b axis. Such
crystals can be good model objects to test various
assumptions on microscopic mechanisms of ionic con-
ductivity. In [1–3], it was shown that the ionic conduc-
tivity in AHSe and its isotropic nature are caused by
proton exchanges between hydrogen bond chains. It
might be expected that proton exchange similar to that
in the AHSe paraelectric phase also takes place in other
crystals with hydrogen bond chains. From this view-
point, it is of interest to study ion transport in the potas-
sium hydroselenate (KHSe) crystal, whose structure is
characterized by hydrogen bond chains that alternate
with layers of closed “dimers” of SeO4 groups [4].

As in the case of the AHSe crystal, KHSe was par-
tially deuterated (~80% of protons are substituted by
deuterium nuclei), which allowed us to apply NSR of
quadrupole nuclei to study proton (deuteron) transport
processes. In addition to conventional NSR Fourier
spectroscopy, we used two-dimensional (2D) NSR
spectroscopy, which provided a unique opportunity to
study elementary processes in the chemical exchange
of deuterons. Since, apart from protons, other lattice
ions can contribute to the conductivity, NSR spectra of
1063-7834/04/4610- $26.00 © 21845
39K and 77Se were studied in a wide temperature range.
The NSR spectroscopy data were compared to dielec-
tric measurements at a frequency of 1 kHz.

2. EXPERIMENTAL

Partially deuterated (80%) KHSeO4 crystals were
grown from an aqueous solution containing excess
H2SeO4 and an appropriate amount of heavy water. The
same samples were used in NSR and dielectric mea-
surements. 2H NSR measurements were carried out
using a BRUKER MSL 300 spectrometer with a Lar-
mor frequency of 46.073 MHz. The duration of a 90°
pulse was ~4 µs. To eliminate the “dead time” effect of
the NSR spectrometer receiver, a spin-echo sequence
with a time of 25 µs between pulses was used. More-
over, proton decoupling was employed to suppress
broadening of 2H NSR lines because of the dipole–
dipole interaction with remaining protons. Two-dimen-
sional NSR studies were carried out using a spin-echo
sequence (π/2)x – t1 – (π/2)–x – τm – (π/2)x – τ – (π/2)y –
τ – t2, where t1, t2, τ, and τm are the evolution time, mea-
surement time, time between pulses, and mixing time,
respectively. NSR spectra of 39K and 77Se were mea-
sured using an AVANCE 300 spectrometer at Larmor
frequencies of 13.9 and 57.301 MHz, respectively. To
increase the signal intensity from rare 77Se nuclei, the
cross-polarization method [5] was used. 1H NSR mea-
surements were performed using a laboratory-made
pulsed NSR spectrometer with a proton Larmor fre-
quency of 27.0 MHz.
004 MAIK “Nauka/Interperiodica”
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The dielectric susceptibility was measured at a fre-
quency of 1 kHz using the bridge method in the temper-
ature range 350–450 K. Samples ~0.8-mm thick were
cut from a KHSe single crystal. Thin gold films were
employed as electrodes in dielectric measurements.

H1

Se1

Se2

H2

a

b

Fig. 1. Fragment of the KHSeO4 structure (hydrogen bond
chains and one chain of dimers).

20 25 30 35 40 45

413 K

Frequency, kHz

383 K

293 K

Fig. 2. Temperature dependence of proton spectra in KHSe.
PH
3. RESULTS AND DISCUSSION

The KHSe crystal is characterized by orthorhombic
symmetry; its space group is Pbca, a = 8.690 Å, b =
10.053 Å, and c = 19.47 Å (Z = 16) [4]. The main dif-
ference between the KHSe structure and the previously
studied AHSe structure [6] is that only half the SeO4
groups in KHSe are hydrogen-bonded into infinite
chains similar to those in the AHSe structure and
aligned along the a axis. The remaining SeO4 groups
are hydrogen-bonded in pairs into relatively separate
dimers (Fig. 1). Each dimer is characterized by a sym-
metry center, and the dimer plane is almost parallel to
the (001) crystallographic plane. The positions of
hydrogen bond protons were not determined in [4];
however, they can be approximately determined from
structural data on the potassium hydrosulfate KHSO4
crystal [7, 8] by taking into account that these crystals
are isomorphous. However, this assumption is not quite
correct, since it is indicated in [4] (based on data on the
relevant O…O distances) that hydrogen bonds in the
KHSe crystal are significantly stronger than those in
KHSO4.

As mentioned above, ~80% of protons in the KHSe
crystal are substituted by deuterium nuclei; i.e., protons
are “rare” nuclei. This circumstance allows precise local-
ization of protons in KHSe using 1H NSR. Figure 2
shows typical 1H NSR spectra in KHSe measured at
various temperatures and for a crystal orientation such
that the c axis is perpendicular to the external magnetic
field B0 and the angle between the a axis and the field
B0 is 45°. We can see from Fig. 2 that two Pake doublets
belonging to two magnetically nonequivalent pairs of
dimer protons are well resolved due to a significant
decrease in the intermolecular dipole–dipole interac-
tion between protons. The central spectral line belongs
to protons of hydrogen bond chains and dimers in
which only one proton is substituted by deuterium. It is
worth mentioning that the degree of sample deuteration
can be determined independently from the relative
intensity of spectral components. The intensity of each
component of the Pake doublets is 4.7 ± 0.3% of the
total intensity of the proton spectrum. Simple calcula-
tions show that this value corresponds to substitution of
81.2% of protons by deuterium. The orientation depen-
dences of doublet splitting were used to determine the
distances between dimer protons and the proton–proton
vector orientation in the crystal (r = 2.450 Å; direction
cosines, 0.590, –0.810, –0.091). Since the determined
parameters differ substantially from the values obtained
for the KHSO4 structure (r = 2.7197 Å; direction
cosines, 0.7485, –0.6630, –0.0139) [7], the orientation
dependences of the second moments of the proton spec-
trum with respect to the three crystallographic axes
were measured to correct the coordinates of all protons
in KHSe. Figure 3a shows the experimental (symbols)
and calculated (solid lines) angular dependences of the
second moments of the 1H NSR spectra. The second
moments were calculated using the proton coordinates
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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determined for the KHSO4 structure and taking into
account all magnetic isotopes of the sample in a sphere
40 Å in radius. We can see from Fig. 3b that the exper-
imental and calculated angular dependences of the sec-
ond moments of the proton spectra largely disagree. We
developed a computer program allowing determination
of the proton positions in the structure by varying the
proton coordinates, which provides the best fit to the
experimental curves. The determined proton coordi-
nates are listed in Table 1. The angular dependences of
the second moments of the proton spectra calculated
using the data from Table 1 are shown in Fig. 3b,
together with the experimental data. The corrected pro-
ton coordinates are also in good agreement with the
results of the Pake analysis of the proton spectra.

The temperature dependences of proton spectra of
KHSe were studied in the temperature range 283–403 K.
Figure 2 shows 1H spectra of KHSe at temperatures of
283, 383, and 413 K. We can see from Fig. 2 that the
splittings between the components of Pake doublets
remain unchanged in the entire temperature range
under consideration, while the width of the spectral
components gradually decreases with increasing tem-
perature. These data indicate that the protons belonging
to hydrogen bond chains are mobile and that there is not
an appreciable exchange of dimer protons. Of course, it
is impossible to determine the proton motion character-
istics from these spectra. We can make only estimates
(see [9, Section 10]) of the correlation time τc of proton
exchange in hydrogen bond chains by using the change
in the spectral component width. The estimations yield
τc ~ 5 × 10–4 s at T = 383 K.

To study the microscopic characteristics of KHSe,
we recorded 2H NSR spectra of partially deuterated
KHSe. Deuterium nuclei have an electric quadrupole
moment, which allows determination of the electric
field gradient (EFG) tensor at the position of the
nucleus under study. In the case of a strong external
magnetic field B0, when the Zeeman interaction energy
significantly exceeds the interaction energy between
the nucleus quadrupole moment and the intracrystalline
field. The latter interaction results in perturbation of the
equidistant Zeeman levels and in splitting of the NSR
line into 2I components (I is the nucleus spin) arranged
symmetrically with respect to the frequency ν0 of the
Larmor precession in the field B0 [10]. Hence, the deu-
teron NSR spectrum (ID = 1) consists of doublets,
whose number for a single-crystal sample is dictated in
general by the number of magnetically nonequivalent
deuterium nuclei. The quadrupole splitting ν2 – ν1 is
given by [10]

(1)

where Q is the quadrupole moment of the nucleus, e is
the electron charge, h is Planck’s constant, and Vzz is the
z component of the EFG at the nucleus site (field B0 is
directed along the z axis). The orientation dependences

ν2 ν1–
6eQ
4h

----------Vzz
LAB Φzz,= =
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of quadrupole splittings can be used to determine
(using the well-known Volkoff method [11]) all compo-
nents Vij of the EFG tensor for each structurally non-
equivalent position of deuterium in the crystal in the
laboratory coordinate system. The EFG tensor (instead
of Vij , for simplicity, we use their values Φij in fre-
quency units) is a symmetric second-rank tensor with
zero trace and reflects the point symmetry of the posi-
tion of the nucleus under study.

It is known that the direction of the principal axis of
the EFG tensor Φ33 for hydrogen bonds approximately
coincides with the O…O bond direction [12], which
makes it possible to attribute each EFG tensor to a cer-
tain hydrogen bond in the crystal. Thus, the 2H mag-
netic resonance in partially deuterated KHSe extends
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Fig. 3. Calculated (solid curves) and experimental (symbols)
angular dependences of the second moments of proton spec-
tra in KHSe for rotation about the a, b, c axes (curves 3, 2, 1,
respectively). The proton coordinates (a) are taken from [7]
and (b) determined by fitting.

Table 1.  Corrected proton coordinates (in units of the unit
cell parameters) in the KHSe crystal determined from the
angular dependences of the second moments

x y z

H1 0.4179 0.6025 0.0061

H2 0.2278 0.0907 0.2862
4
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Table 2.  Parameters of EFG tensors at T = 295 K for protons of hydrogen bond chains H2 and of dimers H1 of the KHSe
crystal

H2 H1

Principal values
of EFG tensors

Φii, kHz

Direction cosines with respect
to the crystallographic axes

Principal values
of EFG tensors

Φii, kHz

Direction cosines with respect
to the crystallographic axes

a b c a b c

Φ11 = –125.0 0.164 –0.342 0.926 Φ11 = –142.6 –0.016 0.046 0.999

Φ22 = –95.4 –0.459 0.805 0.377 Φ22 = –103.6 –0.186 0.981 –0.48

Φ33 = 219.4 –0.874 –0.485 –0.027 Φ33 = 244.7 –0.982 –0.187 0.0
the capabilities of the NSR method significantly and
makes it possible to separately study the dynamic char-
acteristics of protons belonging to hydrogen bonds of
chains and dimers.

Two different EFG tensors were determined from the
angular dependences of the 2H NSR spectra at 300 K
(Table 2). The principal axes (Φ33) of these two tensors
almost coincide in direction with the hydrogen bonds of
O…O chains and dimers, respectively. Thus, it is possi-
ble to unambiguously relate each of these EFG tensors
to the corresponding proton position in the KHSe crys-
tal structure.

The typical temperature dependence (in the range
from 295 to 400 K) of 2H NSR spectra in KHSe is
shown in Fig. 4. These spectra were measured for the
crystal orientation where the b axis is perpendicular to
the external magnetic field B0 and the angle between
the a axis and the field B0 is 40°. In this case, two quar-
tets of lines are observed. The two central doublets
(Fig. 4) correspond to deuterons of hydrogen bond

–45–30–150153045
Frequency, kHz

295

320

330
340

350

360
365
370

375
380

390
400 K

Fig. 4. Temperature dependence of quadrupole splittings in
KHSe.
PH
chains, and the two doublets with splitting ~60 kHz
belong to dimer deuterons. It follows from Fig. 4 that
there are no significant changes in the spectrum of
dimer deuterons in the entire temperature range under
study. In the spectra of hydrogen bond deuterons,
appreciable changes take place at temperatures above
350 K. The lines of the inner quartet initially broaden
with temperature and form a doublet above 375 K. Its
components narrow as the sample is further heated.
These data unambiguously indicate that there is a
chemical exchange of deuterons in the system of hydro-
gen bonds of the crystal. The chemical exchange rate
can be estimated from the temperature dependence of
the spectra by using the NSR line shape and the well-
known Anderson theory [13]. The chemical exchange
rates obtained in this way are 1.4 × 103, 2.8 × 103, and
4.5 × 103 s–1 at 365, 375, and 380 K, respectively.

To obtain more detailed information on the micro-
scopic mechanism of deuteron mobility, the exchange
rate, and the activation energy for this process, the 2D 2H
NSR spectroscopy technique was used. A mathematical
description of the chemical exchange processes and
exchange rate calculations from 2D NSR spectra can be
found in many well-known papers [14, 15] and are
briefly described in our previous papers [1–3]. The
chemical exchange is described by the basic equation [9]

(2)

where pij is the probability of the transition between
positions i and j and nj is the population of the corre-
sponding state.

In matrix notation, Eq. (2) can be written as  =
, and its solution is

(3)

where the components of the vector n0 = {n01, …, n0i} –
n0i are equal to the number of deuterons at position i at
the instant of time t = 0 and the components of the vec-
tor n(t) = {n1, …, ni} – ni are equal to the number of deu-
terons at the same position at the instant t = τm. The com-

ponents Aij(t) of the exchange matrix (t) in Eq. (3),

∂ni

∂t
------- pijn j,

j

n

∑=

ṅ
p̂n

n t( ) p̂ t⋅( )n0exp Â t( )n0,= =

Â

YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



NUCLEAR SPIN RESONANCE STUDY OF THE ION MOBILITY 1849
which completely define the dynamics of the deuteron
(proton) exchange in the crystal, can be determined
from the intensities of the corresponding off-diagonal
peaks of 2D NSR spectra of deuterium [14, 15]. 2D
NSR experiments in KHSe were carried out in the tem-
perature range from 300 to 340 K and in the same ori-
entation as in the case of the one-dimensional (1D)
spectra in Fig. 4. This temperature range was chosen
since the mixing time τm in 2D experiments should sat-
isfy the condition T2 < τm < T1; moreover, the intensity
of off-diagonal peaks at this mixing time should be suf-
ficient to accurately determine the exchange rate. These
conditions can be satisfied only in the indicated temper-
ature range. The typical 2D 2H NSR nuclear spectrum of
KHSe (at 300 K and a mixing time of 100 ms) is shown
in Fig. 5. The off-diagonal peaks (see, e.g., [14, 15]) in
Fig. 5 suggest that the deuteron exchange takes place
between magnetically nonequivalent positions of deu-
terons belonging to nearby chains of hydrogen bonds.
In this case, as in AHSe, a simple two-position
exchange is observed. To determine the rate of this pro-
cess, a single measurement with a correctly selected
mixing time at a given temperature is sufficient [1].

40

40 kHz20 0 –20 –40

20

0

–20

–40
kHz

Fig. 5. 2D 2H NSR exchange spectrum of KHSe at a tem-
perature of 300 K and a mixing time of 100 ms.
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Figure 6 shows the temperature dependence of the
exchange rate constructed using the data from 1D and
2D NSR spectroscopy. The solid line is a fit of this
dependence to the Arrhenius equation with an activa-
tion energy Ea:

(4)

It should be noted that the 2D-spectroscopy data
and the estimates based on 1D spectra agree well and
yield a value of ~85 kJ/mol for the activation energy
of the exchange process and the preexponential factor
p0 = 2.7 × 1015 s–1. It follows from Fig. 6 that the tem-
perature dependences of the line shape observed in the
1D spectra of deuterium at higher temperatures are dic-
tated by the same deuteron exchange type as the cross
peaks in 2D spectra.

As noted above, in contrast to the AHSe crystal, lay-
ers of hydrogen bond chains in KHSe are separated by
dimer layers, and the exchange process can result in
exchange only within a single layer. Hence, strong
anisotropy in the ionic conductivity can be expected in
KHSe. However, no appreciable anisotropy was
detected in this crystal in preliminary measurements.
Since, apart from protons, other ions can, in principle,

p T( ) p0 Ea/RT( ).exp=

103

2.7 2.8 2.9 3.0 3.1 3.3
103/T, K–1

3.22.6

E
xc

ha
ng

e 
ra

te
, s

–
1
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2D NMR data
1D NMR data

Fig. 6. Temperature dependence of the deuteron exchange
rate in KHSe according to one- and two-dimensional NSR
spectroscopy data.
Table 3.  Parameters of the magnetic shielding tensors at T = 295 K for two structurally nonequivalent selenium nuclei of the
KHSe crystal

Se1 Se2

Principal values 
of MS tensors 

Φii, Hz

Direction cosines with respect
to the crystallographic axes

Principal values 
of MS tensors 

Φii, Hz

Direction cosines with respect
to the crystallographic axes

a b c a b c

Φ11 = –12531 0.0 0.0 –1 Φ11 = –10171 –0.466 0.837 –0.285

Φ22 = –842 0.981 –0.193 0.0 Φ22 = –3138 –0.200 0.214 0.956

Φ33 = 12045 0.193 0.981 0.0 Φ33 = 12795 0.862 0.503 0.068
4
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contribute to the KHSe conductivity, we studied the
temperature dependences of 77Se and 39K NSR spectra.

The parameters of the two tensors of magnetic
shielding (MS) at selenium nucleus sites that belong to
SeO4 groups hydrogen-bonded into chains and dimers,
respectively, were determined from the orientation
dependence of 77Se NSR spectra at a temperature of
295 K (Table 3). The MS tensor parameters are typical
of hydrogen-bonded SeO4 groups. The parameters of
both MS tensors remain unchanged in the entire tem-
perature range under consideration (295–420 K).
Changes were likewise not detected in 39K NSR spectra
in this range. Thus, both selenium and potassium nuclei
cannot contribute appreciably to the KHSe ionic con-
ductivity (at least up to 420 K).

Dielectric measurements were carried out at a fixed
frequency of 1 kHz for three cuts in the KHSe crystal
perpendicular to the a, b, c crystallographic axes. The
bridge method with a measuring field of ~1 V/mm was
used. The measurement results are shown in Fig. 7. Sig-
nificant anisotropy is not observed in the ionic conduc-
tivity, which contradicts the above considerations.
Moreover, the measured conductivity is approximately
two orders of magnitude lower than that estimated by
us from the exchange frequencies obtained in the 2D
experiments. It is also worth noting that the activation
energy determined from the temperature dependence of
the conductivity (~110 kJ/mol) differs significantly
from that for the exchange process observed in NSR
experiments using the deuterium 2D spectroscopy tech-
nique (85 kJ/mol).

As mentioned above, this situation differs from that
observed in the AHSe crystal, where the proton

10–4

2.2 2.3 2.4 2.5 2.6 2.8
103/T, K–1

2.72.1

σ a
, σ

b,
 σ

c,
 Ω

–
1  m

–
1 10–5

10–6

10–7

10–8

KHSeO4

1
2
3

Fig. 7. Temperature dependence of the KHSe crystal con-
ductivity along the a, b, c crystallographic axes.
PH
exchange between chains (approximately with the
same activation energy and exchange rates) completely
defines the ionic conductivity. This seems to be caused
by dimers existing in the KHSe structure, which are not
involved in the proton exchange in the temperature
range under study.

We are currently carrying out additional studies to
refine data on the proton transport mechanism in the
KHSe crystal.
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Abstract—Reversible softening of silicon single crystals under β irradiation with low doses (D < 1 cGy) is
revealed. The peaks observed in the dependence of the microhardness of silicon on the fluence are explained by
the multistage competing processes of transformations of radiation-induced defects. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Although the influence of radiation defects on the
physical properties of semiconductor crystals has been
studied intensively [1–3], some problems remain
unsolved. One of these problems is associated with the
nontrivial effect of low doses of ionizing radiation (D <
1 cGy) on the plastic properties of solids. It is known
that, in a number of cases, irradiation with low doses
brings about softening of crystals (instead of conven-
tional hardening under irradiation with moderate doses)
[4–6], an increase in the maxima of the internal friction
in polymers [7], and reversible suppression of the mag-
netoplastic effect in single crystals of fullerite C60 [8].
Golan et al. [9] revealed that, under neutron irradiation
with a small fluence, the microhardness of silicon
changes in an intricate manner. However, the phenom-
enology and mechanism of the influence of low-dose
radiation on the physical and mechanical properties of
crystals are still poorly understood.

The goal of this work was to reveal and investigate
the changes in the plastic properties of silicon crystals
under β irradiation with a fluence F < 1012 cm–2.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Experiments were performed with dislocation-free
single-crystal silicon samples of two types: Si-1 crys-
tals grown by the Czochralski method (10 Ω cm) and
Si-2 crystals prepared using the crucibleless method
(600 Ω cm). The crystals had the form of plates 1 × 5 ×
7 mm in size. The samples were irradiated with the use
of two radioactive sources 90Sr + 90Y with activities
A1 = 14.5 and A2 = 1.34 MBq, respectively. In both
cases, the mean energy of electrons was 0.56 MeV and
the fluence did not exceed 1.1 × 1012 cm–2.

The Vickers microhardness H of the (111) surfaces
was measured on a PMT-3 microhardness tester. For
these measurements, the samples were periodically
1063-7834/04/4610- $26.00 © 21851
withdrawn from the irradiation chamber. Later on, the
time spent on measuring the microhardness was taken
into account (i.e., it was subtracted from the total time
of the experiment) when constructing the dose depen-
dence of the microhardness. The load on the indenter
was 1 N, and the loading time was 10 s. Each point in
the dependences was obtained by averaging 20 individ-
ual measurements of the microhardness H. Irradiation
and all other manipulations with samples were carried
out in air at room temperature.

3. RESULTS AND DISCUSSION

It is found that β irradiation of silicon crystals with
low doses leads to a nonmonotonic variation in the
microhardness H (Fig. 1). For a radioactive source with
activity A1, the dependence H(F) exhibits two peaks of
softening in the ranges of fluences F from 1010 to 7 ×
1010 cm–2 and from 1.8 × 1011 to 4 × 1011 cm–2. The
polymodal dependence H(F) is characteristic of both
types of studied samples (Fig. 1, curves 1, 2). Check
experiments demonstrated that the microhardness of
the Si-1 samples not irradiated by β particles remains
unchanged (within the limits of experimental error)
over the period of time required to measure the dose
dependence of the microhardness (Fig. 1, curve 3).

According to [10, 11], the microhardness of silicon
single crystals at room temperature is determined pri-
marily by the mobility of nonequilibrium point defects
and, possibly, the phase transitions occurring under
indentation. The dislocations do not contribute signifi-
cantly to the microhardness H by virtue of their small
amount and low mobility. As was shown in [3, 12], the
exposure of crystals to β radiation brings about the gen-
eration of Frenkel pairs, i.e., vacancies (V) and intersti-
tial silicon atoms Sii . By convention, the Frenkel pairs
are called primary radiation defects. They are quasi-
uniformly generated in depth along the trajectory of
fast electrons due to cascades of collisions of the elec-
004 MAIK “Nauka/Interperiodica”



 

1852

        

GOLOVIN 

 

et al

 

.

                                                                                                           
trons with lattice atoms [3]. After 10-h irradiation with
activity A1 (the maximum corresponding to the first
softening), the concentration of Frenkel pairs nF can
reach ~1017 cm–3. This value was calculated under the
assumption that the mean depth of penetration h of β
electrons is approximately equal to 15 µm and the
energy EF required to generate a single Frenkel pair is
59 eV [1]. Therefore, the upper bound of nF is compa-
rable to the concentration of intrinsic defects of the
sample. In the case when the mass transfer upon inden-
tation of the sample predominantly occurs through
mobile point defects, the radiation-stimulated increase
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Fig. 1. Dependences of the microhardness H on the fluence
F for (1) the Si-1 crystals grown by the Czochralski method
and irradiated from a source with activity A1 = 14.5 MBq,
(2) the Si-2 crystals grown by the crucibleless method and
irradiated from a source with activity A1 = 14.5 MBq, and
(4) the Si-1 crystals irradiated from a source with activity
A2 = 1.34 MBq. Curve 3 shows the dependence of the
microhardness H for the Si-1 crystals not exposed to irradi-
ation on the time normalized to the fluence of irradiated
samples.
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the Si-1 crystals irradiated to F = 2.5 × 1011 cm–2: (1) under
β irradiation and (2) in the absence of β irradiation.
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in the concentration of Frenkel pairs can be responsible
for the decrease in the microhardness of silicon crystals
[the first peak in the dose dependence of the microhard-
ness H(F)].

The Frenkel pairs generated under irradiation are
metastable, and, at room temperature, part of them dis-
appear as a result of mutual annihilation. During migra-
tion, the separated components of the pairs interact
with impurity atoms of the crystal, thus generating
more complex stable secondary radiation defects [12].
Therefore, irradiation of silicon crystals initiates at
least two competing processes: (i) the generation of
nonequilibrium primary radiation defects and (ii) the
generation of the more stable secondary radiation
defects. The kinetics of the latter process depends on
the concentration of Frenkel pairs nF. Hence, it seems
likely that the stage of the occurrence of the competing
processes that is responsible for the kink in the dose
dependence of the microhardness H(F) should come
into play after a certain amount of primary radiation
defects is generated. Consequently, the kink location in
the curve H(F) should depend on the intensity of irradi-
ation. This is confirmed by the results of measuring the
dose dependence of the microhardness H(F) for the Si-
1 samples irradiated from sources with activities A1 and
A2 (Fig. 1, curves 1, 4). For different activities of the
radioactive sources, the first peak of softening is
observed at identical fluences but for different expo-
sures of the samples to irradiation.

It is well known [11] that the most active impurities
involved in the formation of radiation-induced defect
complexes are oxygen and carbon. The concentrations
of oxygen atoms in the Si-1 and Si-2 samples differ by
several orders of magnitude. However, in our experi-
ments, the microhardnesses of the Si-1 and Si-2 crys-
tals under β irradiation changed synchronously (Fig. 1,
curves 1, 2). Consequently, it can be assumed that, in
our case, the majority impurity is carbon, whose con-
centration in samples of both types amounts to ~1016–
1017 cm–3. Apparently, it is the carbon concentration
that limits the sink of vacations with the formation of
V–C complexes. In our opinion, this circumstance and
possible further transformations of secondary radiation
defects account for the second peak in the dose depen-
dence of the microhardness H(F) (Fig. 1).

In the case when the exposure of the sample to fast
electrons is interrupted at the stage of the second soft-
ening (F = 2.5 × 1011 cm–2), the microhardness regains
its initial value (Fig. 2). The duration of spontaneous
recovery of the microhardness H (in the absence of irra-
diation) almost coincides with the duration of β-stimu-
lated recovery (the sample is continuously irradiated by
electrons). Therefore, it can be assumed that the
observed recovery of the microhardness H at this stage
of transformations of radiation defects is caused by the
processes initiated by smaller doses of irradiation
rather than by further irradiation of silicon.
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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4. CONCLUSIONS

Thus, we revealed a nonmonotonic variation in the
microhardness of silicon single crystals under β irradi-
ation with low doses. The nonmonotonic character of
the dose dependence of the microhardness H(F) can be
explained by the multistage competing processes of
transformations of radiation-induced defects.
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Abstract—The amplitude distributions of acoustic emission signals from granites under compressive stresses are
expanded into a power series of gamma functions. It is established that the mean amplitude of each term in the
expansion falls in the range of acoustic emission signals corresponding to the hierarchical levels of the crack for-
mation in loaded granites. On this basis, a model of crack formation is proposed according to which the size dis-
tribution of microcracks in granites under load rapidly attains a thermodynamically optimum form for each hier-
archical level of crack formation. The results of calculating the mean sizes and evolution of microcracks at each
hierarchical level are in good agreement with the experimental data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Earlier investigations [1–3] into the fracture of
strained solids have demonstrated that a fracture
nucleus arises when the microcrack concentration XC in
the bulk of the material reaches a value at which the
mean distance 〈L〉  between the microcracks exceeds
their mean size 〈y〉  by a factor of e ≈ 2.7; that is,

(1)

On this basis, Zhurkov et al. [2] proposed a two-stage
model of fracture. It was assumed that stresses applied to
a solid bring about the formation and accumulation of
microcracks of approximately identical size. When the
concentration of microcracks reaches a threshold value
XC, there arise regions where microcracks rapidly grow,
which leads to fracture of the sample.

However, as follows from analyzing the dynamics
of the probability density of acoustic emission signals
from loaded granites [4–6], the fracture kinetics has a
more complex character: all the signals can be sepa-
rated into four hierarchical levels at which the mean
signal amplitude 〈A〉  changes by a multiple of three and
the number of signals at the neighboring levels varies in
antiphase.

It is known that the amplitude of acoustic emission
signals is approximately proportional to the size of
microcracks. This gave grounds to formulate a hierar-
chical model describing the fracture of natural rocks
[4–6]. According the hierarchical model, the first stage
of fracture involves the accumulation of noninteracting
microcracks of the first level. When the concentration
of these microcracks in the bulk of the material reaches
a critical value XC satisfying relationship (1), the micro-
cracks begin to grow. This leads to the formation of

L〈 〉
y〈 〉

---------
1

XC
3
----------- 2.7.≈=
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microcracks of the second level. In turn, microcracks of
the second level accumulate until their concentration
again reaches a critical value XC . As a result, there arise
microcracks of the third level and the process occurs
over and over.

2. MODEL

Since the number of acoustic emission signals from
granites under load [4–6] amounts to several tens of
thousands, the amplitude distributions of these signals
should obey the laws of statistical physics. Hence, the
amplitude Ai + 1 of acoustic emission signals arising
upon the formation of microcracks at the (i + 1)st level
will be measured in terms of the amplitude of acoustic
emission signals upon the formation of microcracks at
the ith level: Ai + 1 = CAi . If the system of microcracks
is quasi-closed, the amplitude distribution of acoustic
emission signals ni(Ai) at the ith hierarchical level can
be represented by the expression [7]

(2)

where 〈Ai – 1〉  is the mean amplitude of acoustic emis-
sion signals upon the formation of microcracks at the
(i – 1)st level and n0, i is the normalizing constant.

Microcracks form an ensemble with a continuously
varying configuration. These variations in the ensemble
configuration can be described as fluctuations of a mul-
ticomponent liquid that are stabilized by the entropy of
mixing. Under equilibrium conditions, the entropy of
mixing should be maximum. For this reason, the preex-
ponential factor in expression (2) for the distribution of
defects contains the factor (Ai/〈Ai – 1〉)2 [8].

ni Ai( ) n0 i,
Ai

Ai 1–〈 〉
---------------- 

 
2 Ai

Ai 1–〈 〉
----------------– 

  ,exp=
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The amplitude distribution of acoustic emission sig-
nals upon the formation of microcracks at m levels has
the form

(3)

The mean amplitude of acoustic emission signals
upon the formation of microcracks at the (i + 1)st hier-
archical level is determined from the relationship

(4)

and, as can be seen, exceeds the mean amplitude of
acoustic emission signals for microcracks of the ith
level by a factor of 3. This result is in excellent agree-
ment with the approximate empirical value obtained in
[4–6] for the ratio between the mean amplitudes of
acoustic emission signals arising upon the formation of
microcracks at the neighboring levels.

3. EXPERIMENTAL TECHNIQUE

The experimental technique used in our measure-
ments was described in detail in [4]. Hence, we will
dwell only briefly on the main features. The experi-
ments were performed with cylindrical samples of two
fine-grained granites (Westerly nos. 39 and 42) and one
coarse-grained granite (Harcourt no. 43). Here, num-
bers 39, 42, and 43 are the experiment numbers in [4].
The samples were subjected to constant hydrostatic
pressure and uniaxial compression. The acoustic emis-
sion signals were detected with a temporal resolution of
10–4 s. The data were obtained in the form of a chrono-
logical sequence of acoustic emission signals whose
amplitude was reduced to a reference sphere 10 mm in
radius. The measurements were terminated at the
instant a load began to decrease drastically, which indi-
cated the loss of bearing capacity of the sample.

4. AMPLITUDE DISTRIBUTIONS OF ACOUSTIC 
EMISSION SIGNALS

Figure 1 shows the amplitude distributions of acous-
tic emission signals from Westerly granite no. 39 and
Harcourt granite no. 43. The amplitude distribution of
acoustic emission signals from Westerly granite no. 42
has a similar shape. In order to describe these distribu-
tions with the use of relationship (3), we varied the
number of distributions m, the mean amplitude 〈A1〉 ,
and the normalizing constant n0, i until the calculated
distributions fitted the experimental data fairly well.

It turned out that the amplitude distributions of all
acoustic emission signals for all the granite samples

N A( ) n0 i,
Ai

Ai 1–〈 〉
---------------- 

  Ai

Ai 1–〈 〉
----------------– 

  .exp
i 1=

m

∑≈

Ai 1+〈 〉

Ai 1+

Ai〈 〉
----------- 

 
3 Ai 1+

Ai〈 〉
-----------– 

  Ai 1+dexp

0

∞

∫
Ai 1+

Ai

----------- 
 

2 Ai 1+

Ai〈 〉
-----------– 

  Ai 1+dexp

0

∞

∫
------------------------------------------------------------------ 3 Ai〈 〉= =
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studied are adequately described by the sum of three or
four terms of the series expansion in gamma functions
(Fig. 1).

Table 1 presents the mean amplitudes 〈Ai 〉  deter-
mined in this work and amplitude ranges ∆Ai for acous-
tic emission signals according to the data obtained in
[3–6] for three hierarchical levels of the crack forma-
tion in granites. It can be seen from Table 1 that the
mean amplitude 〈Ai 〉  falls in the range ∆Ai . This result
suggests that each term in sum (3) characterizes the dis-
tribution of microcracks over the corresponding hierar-
chical level of the crack formation.

As was noted above, the inference regarding the
existence of the hierarchical levels of the crack forma-
tion in granites was made from analyzing the dynamics
of the probability density of acoustic emission signals
and revealing the amplitude ranges ∆Ai in which the
probability density varies in antiphase. Consequently, it
could be expected that the number of acoustic emission
signals with a mean amplitude differing by a factor of 3
should also vary in antiphase. In order to verify this

(a)
1000

100

10
0 20 40 60 80 100

A, mV

Number of acoustic emission signals

(b)10000

1000

100

10 100
A, mV

Number of acoustic emission signals

Fig. 1. Approximation of the amplitude distributions of
acoustic emission signals according to relationship (3) for
(a) Westerly granite no. 39 and (b) Harcourt granite no. 43.
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assumption, we performed sampling from the entire set
of acoustic emission signals at 103-s intervals. For each
sample, the amplitude distribution of acoustic emission
signals was calculated and then approximated by rela-
tionship (3). The data obtained were used to construct
the time dependences of the number of amplitudes with
the mean value 〈Ai 〉 . The results of calculations are pre-
sented in Figs. 2 and 3.

It can be seen from Figs. 2 and 3 that the number of
microcracks with a mean signal amplitude differing by
a factor of 3 actually varies in antiphase. (Note that, for
Harcourt granite no. 43, the time dependence of the
number of microcracks deviates from this behavior in
the vicinity of 35 × 103 s most likely due to the forma-
tion of an intermediate fracture nucleus [4–6].) These
findings also confirm the statement that the gamma
functions adequately describe the distribution of micro-
cracks over the hierarchical levels of the crack forma-
tion.

Under equilibrium conditions, the preexponential
factor n0, i in expression (2) takes the form [9]

(5)

where pi ≡ exp(–〈A〉–1).

n0 i,
1 pi–( )3

2
--------------------,=

Table 1.  Mean amplitudes 〈Ai〉  determined in this work and
amplitude ranges ∆Ai for acoustic emission signals according
to the data obtained in [3–6] for three hierarchical levels of
the crack formation in granites

Level

No. 39 No. 42 No. 43

〈Ai〉 ∆Ai 〈Ai〉 ∆Ai 〈Ai〉 ∆Ai

mV

1 9 2.7–9 3.3 1.6–5 6.3 2.7–6
2 27 9–30 10 5–20 20 6–40
3 71 30–90 30 20–65 61 40–90
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Fig. 2. Time dependences of the number of microcracks at
the (1) first, (2) second, and (3) third hierarchical levels of
the crack formation in Westerly granite no. 39.
PH
Since 〈A2〉/〈A1〉  = 3, the ratio between the preexpo-
nential factors η1 ≡ n0, 1/n0, 2 and η2 ≡ n0, 2 /n0, 3 under
equilibrium conditions should be equal to 27. However,
the values of η1 and η2 in Table 2 indicate the absence
of a valuation equilibrium. This is also supported by the
antiphase variations in the concentration of microc-
racks revealed in [4–6]. Nonetheless, the amplitude dis-
tribution of acoustic emission signals had time to attain
an equilibrium form at each hierarchical level within
the time interval (103 s) which we chose for calculating
the distributions.

5. RESULTS AND DISCUSSION

Recent investigations have demonstrated that size
distributions of various objects (nanodefects [9–11],
corrosion spots [12] and misoriented dislocation walls
[13, 14] on metal surfaces, structural blocks of different
types in polymers [15, 16], aggregates of carbon black
in rubber, bacteria, fungi and segments of protein mol-
ecules [10], etc.) can be described as a gamma function
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Fig. 3. Time dependences of the number of microcracks in
(a) Westerly granite no. 42 at the (1) second and (2) third
hierarchical levels of the crack formation and (b) Harcourt
granite no. 43 at the (1) first, (2) second, and (3) third hier-
archical levels.
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or expanded into a power series of several gamma func-
tions. Therefore, the description of the size distribution
of microcracks in granites in the form of a sum of equi-
librium gamma functions is not an exception. This can
be explained by the fact that all the aforementioned
objects have managed to be formed completely in a
time that is considerably shorter than the observing
time. It is known [7] that the gamma distribution has a
thermodynamically optimum form; i.e., in this case, the
configurational entropy of the system is maximum and
the distribution of acoustic emission signals at each
hierarchical level corresponds to the second law of ther-
modynamics.

As was already mentioned, the mean sizes of micro-
cracks differ by a factor of 3. In [9–11], it was found
that the mean sizes of nanodefects on the metal surface
also differ by a factor of 3. This ratio of mean sizes
proved to be valid for structural blocks of different
types in polymers [15, 16] and corrosion spots on the
metal surface [12]. Furthermore, the mean sizes of
structural formations in rocks, products of their grind-
ing, and geoblocks differ by a factor of 2 to 7 [17, 18].
Therefore, the ratio of mean sizes of defects and struc-
tural formations is close to 3 for different solids over a
wide range of sizes (from 10–6 to 106 m). It was noted
above that this ratio of mean sizes holds under the fol-
lowing two conditions: (i) objects of the subsequent
hierarchical level are formed from objects of the pre-
ceding level, and (ii) the number of these objects at
each hierarchical level has managed to reach a statisti-
cally significant value during the time of observation. It
seems likely that, in each of the aforementioned cases,
both these conditions are satisfied.

It was shown earlier in [9–11] that, apart from the
concentration of microcracks, the concentration of nan-
odefects with sizes ranging from 10 to 500 nm also var-
ies in antiphase at the surface of loaded metals. There-
fore, the number of defects at the neighboring hierar-
chical levels changes in antiphase not only in granites
but also in metals and the range of linear sizes of such
defects amounts to approximately five orders of magni-
tude. This change in the number of defects in antiphase
is associated with the fact that nanodefects and microc-
racks of the subsequent hierarchical level are formed
only from nanodefects and microcracks of the preced-
ing level. The formation and accumulation of nanode-
fects and microcracks occur most rapidly at the first
hierarchical level. These processes set the stage for the
formation and accumulation of nanodefects and micro-
cracks at the second hierarchical level. Since some of
the nanodefects and microcracks of the first hierarchi-
cal level are involved in the population of the second
hierarchical level, the number of nanodefects and
microcracks at the neighboring hierarchical levels
changes in antiphase.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
6. CONCLUSIONS

Therefore, under nonequilibrium conditions, the
size distribution of microcracks in the bulk of loaded
granites attains a thermodynamically optimum form at
the hierarchical levels of the crack formation, even
though the number of microcracks at these levels dif-
fers significantly from the equilibrium value. The mean
sizes of microcracks at the neighboring hierarchical
levels of the crack formation differs by a factor of 3.
The number of microcracks at the neighboring hierar-
chical levels changes in antiphase.
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Abstract—The influence of heat treatment at temperatures up to 550°C on the elastic properties of the
Zr52.5Cu17.9Ni14.6Al10Ti5 bulk amorphous alloy is investigated using acoustical measurements. The results
obtained are compared with calorimetric and x-ray diffraction data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that metallic glasses exhibit a number of
unique physical properties. Considerable recent
progress achieved in the technology for producing bulk
metallic glasses (alloys with a low critical cooling rate
that makes it possible to prepare amorphous ingots
weighing up to 1 kg or even more [1, 2]) has offered
strong possibilities for their use as structural materials.
In this respect, investigating the processes of elastic and
inelastic mechanical relaxation in metallic glasses
within different temperature ranges is of particular
importance. Acoustical measurements provide a large
amount of information on mechanical relaxation in sol-
ids. In recent years, there have appeared a number of
works concerned with the study of the elastic character-
istics of bulk metallic glasses at different stages of heat
treatment [3–13]. It has been established that, for all the
materials studied, the elastic moduli increase after crys-
tallization. However, the results obtained by different
researchers for temperatures below the crystallization
point differ significantly. For example, in [3, 4, 6, 8–
13], it was found that the elastic moduli increase upon
annealing at temperatures below the crystallization
temperature. On the other hand, virtually no variations
in the elastic characteristics before crystallization were
revealed in [5, 7]. Furthermore, it was noted in [4, 6, 8,
11] that the aforementioned variations in the elastic
moduli occur either in the vicinity of the glass transition
temperature or above it. However, in [3, 9, 12, 13], an
increase in the elastic moduli was observed at tempera-
tures below the glass transition point. It should be noted
that, in [3–13], the elastic moduli were measured using
bulk metallic glasses of different compositions, under
different heat treatment conditions, and in different fre-
quency ranges. Therefore, it remains unclear whether
the observed discrepancies between the results
obtained by different authors are associated with the
differences in the alloy compositions, preparation tech-
niques, temperature–time conditions, or other factors.
1063-7834/04/4610- $26.00 © 21859
In this respect, analysis of the influence of the heat
treatment temperature on the elastic properties of bulk
metallic glasses is an important problem. The purpose
of the present work was to investigate how heat treat-
ment at temperatures below and above the crystalliza-
tion point affects the elastic properties of the
Zr52.5Cu17.9Ni14.6Al10Ti5 bulk metallic glass.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

A master alloy was prepared by induction levitation
melting under vacuum. A metallic glass was produced
by quenching the melt into an evacuated copper mold at
room temperature. The mean quenching rate of melts
was directly measured using a thermocouple placed in
a quenching cavity and a digital transducer operating at
a frequency of 32 KHz. The quenching rate in the vicin-
ity of the glass transition temperature was estimated at

70 K/s ≤  ≤ 350 K/s. The procedure for preparing
glasses was described in detail in [10, 14]. The ingots
thus prepared were 3 × 6 × 70 mm in size. For measure-
ments, samples (~3 × 5 × 6 mm in size) were produced
by electric-arc cutting with subsequent mechanical
grinding. The elastic moduli were estimated using the
acoustical method. The velocities of longitudinal and
shear ultrasonic waves were measured at room tempera-
ture by the pulse echo technique at a frequency of 5 MHz
in the transmission geometry [15]. The accuracy in
measuring the velocities was approximately equal to
0.25% for shear waves and 0.5% for longitudinal waves.
The samples were heat treated in vacuum at a residual
pressure of ~10–2 Pa under heating at a constant rate
(~20 K/min) to a specified temperature with subsequent
rapid cooling (at a rate higher than 200 K/min) to room
temperature. In order to estimate the change in the den-
sity of the material due to heat treatment, the linear
sizes of the samples were measured accurate to within
0.1% before and after annealing. All the measurements

Ṫ
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were performed with samples prepared from the same
ingot. The structure of the samples was investigated
using x-ray diffraction analysis on a SIEMENS D-500
diffractometer (CuKα radiation). Differential scanning
calorimetric (DSC) data were obtained on a Perkin-
Elmer DSC-7 instrument.
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3. RESULTS AND DISCUSSION

The ultrasonic velocities in the as-quenched sam-
ples at room temperature coincide to within the experi-
mental error of the velocity measurement. The depen-
dences of the velocities of shear and longitudinal ultra-
sonic waves at room temperature on the annealing
temperature are shown in Fig. 1. As is seen from this
figure, the dependence of the transverse velocity of
sound on the annealing temperature is characterized by
several temperature ranges. The heat treatment has vir-
tually no effect on the elastic characteristics of the glass
at temperatures up to approximately 200°C and leads to
an increase in the ultrasonic velocity at higher temper-
atures (by approximately 2% at temperatures of 420–
430°C). The ultrasonic velocity remains constant
within the limits of experimental error in the tempera-
ture range 420–460°C and drastically increases (by
approximately 1%) in the range 460–470°C. With a fur-
ther increase in the annealing temperature, there
appears a tendency toward decrease in the ultrasonic
velocity. The dependence of the velocity of longitudinal
waves on the annealing temperature exhibits qualita-
tively a similar behavior (Fig. 1); however, the observed
changes are less pronounced and predominantly appear
to be within the limits of experimental error.

Judging from the data on the relative change in the
linear size of the samples (Fig. 2a), the alloy density
changes only slightly (the maximum increase is no
more than ~0.3%) upon annealing up to a temperature
of ~470°C and then almost jumpwise increases by
approximately 2%.

Figure 2b shows the DSC thermogram measured for
a similar alloy at a heating rate (22 K/min) approxi-
mately equal to that used in heat treatment of the sam-
ples. At lower heating rates, the thermograms exhibit
two well-resolved peaks corresponding to crystalliza-
tion. However, it can be seen from Fig. 2b that, at a
heating rate of 22 K/min, the first and second crystalli-
zation peaks almost coincide with each other. The onset
of crystallization (Tc) is observed at approximately
450°C, the temperature of the exothermal effect at the
maximum is equal to 475°C, and the crystallization is
completed for the most part at 550°C. The onset of
devitrification (Tg) is observed at approximately 380°C,
and the temperature of the endothermal effect at the
maximum is equal to 425°C.

The dependences of the shear modulus and the lon-
gitudinal elastic modulus on the annealing temperature
(constructed with due regard for the change in the den-
sity) are depicted in Fig. 3. As can be seen from Fig. 3,
these dependences have two characteristic portions: the
moduli increase gradually in the temperature range
200–420°C (by approximately 4.5% for the shear mod-
ulus and 3% for the longitudinal modulus) and sharply
in the range 470–480°C (by approximately 3.5 and 2%
for the shear and longitudinal moduli, respectively).
Therefore, the first portion of the increase in the elastic
moduli begins at temperatures considerably below the
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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glass transition point and is completed approximately
at the maximum of the endothermal effect. This
increase in the elastic moduli is accompanied by an
insignificant change in the density of the metallic glass.
The second portion of the increase in the elastic charac-
teristics of the alloy corresponds to the maximum of the
exothermal effect, i.e., the crystallization of the alloy.

The observed changes in the properties of the glass
under investigation correlate with the structural trans-
formations. As was noted above, the as-quenched sam-
ples have an amorphous structure and their x-ray dif-
fraction patterns contain only diffuse maxima. Figure 4
shows a typical x-ray diffraction pattern (curve 1). No
noticeable structural transformations occur upon
annealing at temperatures below 450°C. At higher tem-
peratures, the sample begins to crystallize. Curves 2–4
in Fig. 4 illustrate the crystallization with a change in
the annealing temperature from 470 to 550°C. The
crystallized sample contains three crystalline phases,
namely, the hexagonal phase with lattice parameters a =
8.007 Å and c = 3.27 Å (structural type Zr6CoAl2, space
group P−62m), the hexagonal phase Zr(Ti)CuNi with lat-
tice parameters a = 5.259 Å and c = 8.619 Å (structural
type MgZn2, space group P63/mmc), and the tetragonal
phase Zr2Ni with lattice parameters a = 6.586 Å and c =
5.281 Å (space group I4/mcm). Figure 5 shows a frag-
ment of the experimental x-ray diffraction pattern
(curve 4 in Fig. 4), the calculated x-ray diffraction pat-
tern (the sum of the contributions from the three afore-
mentioned phases), and the reflections contributing to
the total diffraction curve. The hexagonal phase of the
Zr6CoAl2 structural type was previously observed upon
crystallization of the amorphous phase and after
mechanical activation [16, 17]. Note that the lattice
parameters of this phase vary insignificantly depending
on the chemical composition of the alloy. The hexago-
nal phase of the Zr(Ti)CuNi structural type was also
observed upon crystallization of zirconium-based amor-
phous alloys [18]. The Zr2Ni phase is the equilibrium
phase in the Zr–Ni system (JCPDS card no. 18-0466).
The lattice parameters of the Zr(Ti)CuNi phase slightly
differ from those available in the literature. This can be
explained by the difference in the ratio between the
chemical elements in the studied sample. It should be
noted that, in the Zr6CoAl2-type phase, the positions of
cobalt atoms are occupied by other metal atoms (nickel,
copper), whereas zirconium atoms can be partially
replaced by titanium atoms; therefore, the lattice
parameters are also different.

According to the calorimetric data, the crystalliza-
tion of the alloy involves two stages. However, judging
only from the x-ray diffraction data, we cannot reveal
the phase that crystallizes at the first stage. In particular,
the first Bragg reflection arising in the x-ray diffraction
pattern (the line at an angle 2θ ~ 39°) can be identified
either as the (300) line attributed to the Zr6CoAl2-type
phase or as the (112) line of the Zr2Ni phase. Either of
these reflections is one of the most intense reflection in
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the diffraction pattern of the corresponding structure.
Consequently, these structures cannot be differentiated
at the early stage of the crystallization. An increase in
the temperature leads to the crystallization of all three
phases. As a result, diffraction patterns 3 and 4 contain
reflections of all these phases. The analysis of the x-ray
diffraction patterns demonstrated that the volume frac-
tions of the phases after heating to 550°C can be con-
sidered to be identical within the limits of experimental
error.

4. CONCLUSIONS

Thus, the results obtained are in qualitative agree-
ment with the data available in the literature on the
influence of heat treatment on the elastic properties of
bulk metallic glasses. The dependences of the elastic
properties on the annealing temperature for the Zr–Cu–
Ni–Al–Ti alloy under investigation involve two charac-
teristic portions. In the first portion, the elastic moduli
increase in the range corresponding to the amorphous
state. The observed changes in the shear modulus are
similar to those revealed earlier in [13] for the same
alloy at frequencies in the hertz range and can be
explained in the framework of the model proposed in
[13]. According to this model, the change in the elastic
characteristics of the metallic glass in the aforemen-
tioned temperature range is associated with the irre-
versible relaxation of nonequilibrium energy states of
centers of the elastic-dipole type. In the second portion
of the dependences of the elastic properties on the
annealing temperature, the increase in the elastic mod-
uli is governed by the crystallization of the alloy. This
behavior is typical of all metallic glasses. However, it
should be noted that the change observed in the shear
modulus upon crystallization turned out to be relatively
small (approximately 3.5%). As a result, the difference
between the shear moduli for the quenched and crystal-
lized alloys is approximately equal to 8%. This differ-
ence is substantially smaller than that available in the
literature for other bulk glasses, including glasses of
similar composition [7, 8, 10–12]. At present, it is diffi-
cult to answer the question as to whether this difference
is a specific feature of the studied glass or is associated
with the conditions used for its preparation and heat
treatment. It seems likely that, in the future, it will be
expedient to investigate how the heat treatment condi-
tions affect the behavior of the elastic properties and the
evolution of the structure of bulk metallic glasses.
PH
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Abstract—Isochronous relaxation of tensile stresses is measured in a bulk Pd40Cu30Ni10P20 metallic glass in
the initial state and after certain thermal treatments. The results of measurements are used to find the energy
spectrum of irreversible structural relaxation, from which the temperature dependence of shear viscosity is then
calculated. This dependence is also found independently from measurements of creep in the same glass. The
calculated viscosity is shown to agree well with the experimental data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Increased attention has recently been given to so-
called bulk metallic glasses (MGs), which have a low
(102–10–1 K/s and lower) critical quenching rate and can
be prepared in the form of rods (plates) up to several cen-
timeters in diameter (thickness) [1, 2]. These glasses are
attracting interest for both fundamental studies and prac-
tical application. In contrast to ribbons, bulk MGs are
relatively stable against crystallization above the glass
transition point Tg. For this reason, their mechanical
properties and other properties in this temperature range
have been the subject of many studies. On the other hand,
very little is known about homogeneous plastic deforma-
tion of bulk MGs below the glass transition temperature.
This is especially true in regard to experimental data on
creep and stress relaxation, which are of practical impor-
tance and, furthermore, allow one to establish regulari-
ties in the kinetics of homogeneous plastic flow in bulk
MGs and theoretically calculate the shear viscosity, an
important characteristic of the atomic mobility. To our
knowledge, there are only a few publications devoted to
this subject [3–8].

The quenching rates at which bulk MGs are usually
prepared are three to four orders of magnitude lower
than those achieved in preparing typical MG ribbons.
Therefore, according to the commonly accepted model
(see, e.g., [9]), the frozen-in excess free volume in bulk
MGs should be noticeably less than that in MG ribbons.
In this case, one might expect the atomic mobility in
bulk MGs to be significantly lower, because, according
to the free-volume models frequently used to interpret
experimental data, the viscosity decreases exponen-
tially with decreasing excess free volume [10]. How-
ever, the study of creep performed in [4] revealed that
the kinetics of plastic deformation of bulk Zr-based
1063-7834/04/4610- $26.00 © 201863
MGs is similar to that of ribbon samples of the same
chemical composition. Therefore, the question arises as
to whether this conclusion is universal (i.e., indepen-
dent of chemical composition). Moreover, this finding
casts some doubt on the assertion that the excess free
volume dictates the kinetics of atomic mobility and
determines the concentration of relaxation centers
responsible for homogeneous plastic deformation.

The objectives of this study were (i) to measure
stress relaxation in a bulk Pd-based MG under isochro-
nous heating; (ii) to interpret the deformation kinetics
in terms of a model of directional structural relaxation
(DSR), which has been developed in recent years and is
an alternative to the free-volume models (see [3–8, 11]
and references therein); and (iii) to verify the adequacy
of this interpretation by comparing our results with
independent experimental data on creep obtained on
bulk and ribbon samples of the same MG.

2. EXPERIMENTAL

An initial alloy of composition Pd40Cu30Ni10P20 (at. %)
was prepared by directly alloying constituents with a
purity higher than 99.95%, using the double-zone tech-
nique, in a thick-wall quartz ampoule under a con-
trolled phosphorus pressure. A melt of this composition
was quenched into a copper mold under vacuum at a
pressure of ≈7 × 10–3 Pa. The quenching rate R was
measured directly with a thermocouple placed in the
center of the quenching cavity, whose signal was digi-
tized at a frequency of 32 kHz. The glass formation was
found to occur in the range 70 < R < 350 K/s. Details of
the quenching technique can be found in [4]. Quenched
ingots were 2 × 5 × 60 mm in size and were carefully
monitored for trace crystalline phases using x-ray dif-
fraction. A similar initial amorphous alloy was also pre-
04 MAIK “Nauka/Interperiodica”
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pared in the form of ribbons 27–34 µm thick and 0.6–
0.8 mm wide by using conventional single-roller spin-
ning in vacuum. The rate of melt quenching in this
method for fabricating MGs is typically 106 K/s.
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Tensile-stress relaxation was measured under isoch-
ronous heating conditions using a string-type testing
machine. Each measurement was taken twice under
given experimental conditions, which made it possible
to eliminate data distortions caused by parasitic thermal
expansion of the testing machine by using a specially
developed technique for data processing. Details of the
experiment and a detailed analysis of the results
obtained can be found in [17]. Creep measurements
were made with a Setaram TMA 92 quartz thermome-
chanical analyzer. In order to eliminate the parasitic
thermal expansion of the analyzer, as in the preceding
case, each measurement was made twice under the
given conditions. Details of such measurements and of
the data treatment technique can be found in [3]. DSC
thermograms were taken with a Perkin-Elmer DSC-7
differential scanning calorimeter.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows temperature dependences of the nor-
malized stress σ(T)/σ0 (where σ0 is the initial value of the
relaxing stress, which was typically equal to ≈210 MPa)
for the bulk MG under study measured at a heating rate
of 5 K/min in the initial state and after preliminary
annealings over 15 min at the temperatures indicated.
Relaxation in samples in the initial state begins in the
region of T ≈ 350 K, and the stress drops down to 10%
of the initial value near T = 500 K. (Experimental points
corresponding to stresses lower than σ ≈ 15–20 MPa
are not shown in Fig. 1, because the formula for the
string technique [7] overestimates the stress.) Prelimi-
nary thermal treatments at 400, 450, and 500 K cause
the relaxation curves to shift to higher temperatures
(Fig. 1). However, in all cases, the stress σ ≈ 0.1σ0 is
reached below the glass-transition temperature Tg,
which is ≈553–555 K, according to DSC data obtained
at a heating rate of 5 K/min (see inset to Fig. 3).
Increasing the initial stress up to 450 MPa causes the
relaxation curves to shift only slightly (by 3–6 K) to
lower temperatures, which indicates that the activation
volume for relaxation is small. Increasing (decreasing)
the heating rate up to 10 K/min (down to 1 K/min)
causes an approximately parallel shift of these curves to
higher (lower) temperatures by 10–15 K. It should be
noted that, on the whole, the experimental data
obtained in this study are close to those obtained earlier
for a bulk Zr52.5Ti5Cu17.9Ni14.6Al10 [7], with the only dif-
ference that stress relaxation in this glass begins at
higher temperatures. To our knowledge, there are no
other data on isochronous stress relaxation in bulk MGs
in the available literature. We also note that the results
mentioned above are, on the whole, similar to torque
relaxation curves for MG ribbons (see [12, 13] and ref-
erences in [7]).
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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In a stress relaxation test, the total strain εtot is the
sum of the elastic strain σ/2G (G is the shear modulus)
and plastic strain εpl:

(1)

The homogeneous plastic strain in an MG below Tg is
due to irreversible structural relaxation oriented by the
external stress and can be adequately described in terms
of the DSR model mentioned above (see [2–8, 12, 13]
and the review in [11]). In this model, the strain εpl is
generally written as [11, 12]

(2)

Here, Ω is the volume involved in an elementary relax-
ation act; C is a parameter taking into account the ori-
enting effect of the external stress on the elementary
act; N0(E) is the energy spectrum of irreversible struc-
tural relaxation, which is defined as the number of
relaxation centers per unit volume per unit activation
energy (E) range; Emin and Emax are the lower and upper
limits of the energy spectrum, respectively; and Θ is a
characteristic annealing function, which is defined in
the case of isochronous stress relaxation as [12]

(3)

where ν is the frequency of attempts to overcome the
activation barrier, τ is the duration of the preliminary
annealing at temperature Ta, k is the Boltzmann con-

stant, V is the relaxation activation volume,  is the
heating rate, TR is the initial (room) temperature of
relaxation, and σ(T) is the current value of the relaxing
stress. After substituting Eqs. (2) and (3), Eq. (1) takes
the form of a Fredholm integral equation of the second
kind. If the function σ(T) is determined from experi-
ment, this equation can be solved numerically. As a
result, we find the function ΩCN0(E), which is (to
within the multiplying constant ΩC) the activation
energy spectrum (AES) of the irreversible structural
relaxation.

In this way, we calculated the function ΩCN0(E) for
the MG under study. Details of the calculation algo-
rithm can be found in [12]. Numerical calculations
were performed for ν = 1013 s–1 and TR = 300 K. The

parameters τ, Ta, and  were taken equal to their exper-
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imental values. The activation volume was an adjust-
able parameter. By solving the inverse problem (deter-
mining the kinetics of stress relaxation from the given
function ΩCN0(E)), it was found that the value V =
0.02 nm3 is optimal, as in the case of MG ribbons [12]. If
we assume that, for a closely packed glass structure, the
average volume per atom is Vat = a3/4 (a is the average
interatomic spacing) and a = 0.275 nm for pure Pd [14],
then the value of V indicated above is approximately 4Vat.
In this case, the activation work is σV ≈ 0.02 eV. This
value is much less than the activation energy for irrevers-
ible structural relaxation E ≈ 1.0–1.7 eV (Fig. 2), which
indicates that the external stress influences the relax-
ation kinetics only weakly, as in the case of other MGs
(see, e.g., [7]).

Figure 2 shows the quantity ΩCN0(E) calculated
from various stress relaxation curves. This quantity is
seen to increase rapidly with activation energy and be
close in magnitude to its values in other ribbon and bulk
MGs [3, 5, 8, 12]. The points are rather widely scat-
tered, which is primarily due to the scatter of points in
the original stress relaxation curves (Fig. 1). The solid
curve in Fig. 2 is a fit of a fifth-degree polynomial to the
calculation data.

It is of fundamental importance to establish whether
the energy spectrum of irreversible structural relaxation
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Fig. 3. Temperature dependences of the viscosity of a
Pd40Cu30Ni10P20 metallic glass as calculated from Eq. (4)
for a heating rate of 5 K/min (using the energy spectrum of
irreversible structural relaxation shown in Fig. 2), as well as
determined from the creep kinetics of bulk and ribbon sam-
ples for the same heating rate. Literature data on the quasi-
equilibrium viscosity of Pd-based MGs are also shown and
fitted by a straight line. The inset shows DSC thermograms
for bulk and ribbon samples of Pd40Cu30Ni10P20 taken at a
heating rate of 5 K/min. Arrows indicate the glass transition
temperature Tg.
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[i.e., the function ΩCN0(E)] obtained by us is indeed a
universal material parameter characterizing the kinetics
of structural relaxation and accumulation of macro-
scopic plastic deformation in a specific MG under var-
ious experimental conditions. It was indicated in [3, 5,
8] that activation energy spectra determined indepen-
dently, within the DSR model, from isochronous and
isothermal creep data for the same MG agree well with
each other. Below, we describe another method for ver-
ifying the activation energy spectrum. In this method,
the shear viscosity is calculated using this spectrum and
compared with the viscosity determined directly from
independent experimental creep data. In the latter case,
the shear viscosity is calculated from the formula η =
σ/3 , where  is the longitudinal-strain rate, which is
determined by differentiating creep curves.

Within the DSR model, the temperature dependence
of the shear viscosity is given by [3, 11]

(4)

where the activation energy is a linear function of tem-
perature, E = AT (this linear dependence was also used
to convert the temperature into activation energy in the
aforementioned method for determining the activation
energy spectrum from stress relaxation data [12]), with
the constant A ≈ 3.1 × 10–3 eV/K. Figure 3 shows the
shear viscosity calculated from Eq. (4) for the heating

rate  = 5 K/min using the averaged values of
ΩCN0(E), represented in Fig. 2 by the solid curve. It can
be seen from Fig. 3 that the calculations agree well with
the viscosity determined from experimental creep data
for bulk samples. Indeed, at temperatures T ≤ 460 K, the
calculated and experimental data almost coincide. At
higher temperatures, the calculated viscosity is some-
what lower than the experimental values, but the dis-
crepancy is not significant when it is taken into account
that the data on ΩCN0 (Fig. 2) are widely scattered.
Thus, the activation energy spectrum is calculated cor-
rectly and the DSR model adequately describes the
kinetics of structural relaxation and accumulation of
plastic deformation.

Figure 3 also shows the data on the quasi-equilib-
rium viscosity of glasses of analogous composition
taken from [15, 16] (fitted by a straight line). At temper-
atures T ≥ 560 K, these data almost coincide with the
values of viscosity determined from our measurements
of creep in bulk and ribbon MG samples. At lower tem-
peratures, our data give lower values of viscosity and
the difference increases rapidly with decreasing tem-
perature. Measurements of creep at various heating
rates showed that the temperature range T ≈ 550–560 K
corresponds to a transient state. Indeed, below this
range, the viscosity depends fairly strongly on the heat-
ing rate, whereas at higher temperatures it becomes
independent of temperature (these findings will be pub-
lished in a later paper). The dependence of the viscosity
on the heating rate (at T < 550 K) indicates that the

ε̇ ε̇

η T( ) 3AN0 E T( )( )ΩCṪ[ ] 1–
,=

Ṫ

PH
strain rate in this temperature range is determined by
irreversible structural relaxation, while the absence of
this dependence (at T > 560 K) suggests that the mate-
rial reached a quasi-equilibrium structural state [3, 4].
Therefore, the temperature T = Tg ≈ 555 K is the glass
transition point. This conclusion is also supported by
the fact that the η(T) curve exhibits a noticeable break
near 555 K. DSC measurements gave the same value
for Tg (see inset to Fig. 3). Note that this value of Tg cor-
responds to a viscosity of approximately 1012 Pa s. This
value of η is generally agreed to correspond to glass
formation [17].

We emphasize that the temperature dependences of
the viscosity obtained in creep tests on bulk and ribbon
samples are very similar (Fig. 3). At T ≤ 450 K, these
dependences almost coincide, even though the corre-
sponding quenching rates differ by approximately four
orders of magnitude. At higher temperatures, the vis-
cosity of ribbon samples is somewhat lower than that of
bulk samples. Therefore, in ribbon samples, the volume
density of relaxation centers is higher in the high-
energy part of the activation energy spectrum and is the
same in the low-energy part. The same conclusion was
also drawn earlier in [4] for a bulk Zr-based glass. We
note, however, that in certain cases the creep test data
suggest that the temperature dependences of the viscos-
ity of bulk and ribbon samples are almost identical
throughout the entire temperature range studied.

The DSC thermograms for bulk and ribbon samples
are also similar; namely, the glass transition tempera-
tures are equal to within 1–2 K (inset to Fig. 3) and the
corresponding endothermic and exothermic effects are
also very similar in these samples. It should be noted
that in the literature there are data according to which
the density of Pd-based glasses decreases noticeably
with increasing quenching rate. For example, it was
reported in [18] that the density of Pd77.5Cu6Si16.5 glass
ribbons is 0.2% lower than that of bulk samples (cylin-
ders 2 mm in diameter). In [19], it was established that,
in a Pd40Ni10Cu30P20 metallic glass, an increase in the
quenching rate from 1.6 to 500 K/s also causes the den-
sity to decrease by 0.2%. This decrease is only three
times less than the increase in the density of bulk
Pd39Ni10Cu30P21 on crystallization [20] and is compara-
ble to the change in the density of MGs on structural
relaxation. However, it is known that the change in the
viscosity of MGs caused by structural relaxation can be
as large as five orders of magnitude [21]. Therefore, if
the change in viscosity is associated with a change in
the excess free volume (i.e., in density), then a change
in the quenching rate would cause a noticeable differ-
ence in viscosity between bulk and ribbon MG samples,
which is not, in fact, the case. This fact calls into ques-
tion the free-volume model [10], according to which
the relaxation centers responsible for homogeneous
plastic flow in MGs are associated with local regions
with an increased excess free volume. In our opinion,
the relaxation centers responsible for homogeneous
plastic flow in MGs can be described in terms of the
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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interstitial model of the condensed state of matter [22,
23], in which relaxation centers can be identified with
defects analogous to interstitial dumbbells in crystals.
These defects are highly sensitive to external shear
stresses but are not associated with fluctuations in the
excess free volume.

4. CONCLUSIONS

It has been found that stress relaxation in a bulk
Pd40Cu30Ni10P20 glass under isochronous heating con-
ditions begins near T = 350 K. Preliminary thermal
treatment shifts the onset of relaxation to higher tem-
peratures. In any case, complete stress relaxation is
reached below the glass transition point. Using the
directional structural relaxation model, the energy
spectrum of irreversible structural relaxation has been
found from stress relaxation data and the temperature
dependence of the shear viscosity has been calculated
using this spectrum. It was shown that this temperature
dependence is close to that determined from indepen-
dent creep test data for bulk and ribbon samples of the
same MG. The fact that the viscosity values for bulk
and ribbon samples are similar (even though the
quenching rates for them differ by four orders of mag-
nitude) casts doubt on the assumption that the relax-
ation centers responsible for homogeneous plastic flow
are associated with the excess free volume.
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Abstract—The effect of mechanical tension on the multifractal characteristics of the lateral surface of a
Fe77Ni1Si9B13 amorphous alloy is studied by scanning tunneling microscopy (STM). It is established that, at
small loads, the surface is smoothed out much as a crumpled sheet of paper is smoothed out under tension. With
an increase in the load, there appears a tendency to the formation of a fractal structure on the surface. © 2004
MAIK “Nauka/Interperiodica”.
Scanning tunneling microscopy (STM) has been
widely used to study the structure of solid surfaces on
the microscale and nanoscale levels. The experimental
data are represented in the form of a surface profile, i.e.,
the dependence of the height z(x, y) on the coordinates
(x, y) of different points on the surface. As a rule, the
function z(x, y) is extremely irregular. Therefore, it is
appropriate to use statistical methods for investigating
the geometric properties of the surface.

In recent years, the particular interest has been
expressed by researchers in statistical and, especially,
fractal properties of surfaces, i.e., self-similar behavior
of the surface profile on various scales [1]. Many sur-
faces of different physical nature have been studied and
treated as fractal surfaces, at least, in a limited range of
scales.

The fractal properties of metal and semiconductor
surfaces have been extensively studied under the action
of external factors (for example, mechanical tension
[2–8]). It has been found that the mechanical field
strongly affects the surface geometry and, in particular,
the fractal properties of the surface.

A setup for tensile testing (including a sample, a
testing machine for uniaxial tension, a scanning tunnel-
ing microscope, a personal computer, and an interface
for connecting it to the microscope) was described in
[2]. The procedure for preparing samples of the
Fe77Ni1Si9B13 amorphous alloy studied in the present
work was described in [7]. The topograms illustrating
the change in the geometry of the surface of the amor-
phous iron alloy subjected to different uniaxial tensions
are given in Fig. 1.

The fractal dimension was calculated by several
methods. Method a is based on the “box counting” or
“covering” algorithm for two points on the surface. The
1063-7834/04/4610- $26.00 © 21868
dependence of the fractal dimension on the load exhib-
its a nonmonotonic behavior: the fractal dimension first
decreases sharply and then increases drastically. More-
over, it should be noted that an increase in the fractal
dimension at neighboring points was not necessarily
observed with an increase in the load. We believe that
this method for determining the fractal dimension does
not completely reproduce the observed surface relief.
The topograms obtained with the use of a scanning tun-
neling microscope usually contained 200 points along
the vertical cross section (scan) and had a maximum of
200 scans (a total of 40 000 points). When the surface
of size L is covered with cells of size l, their number
increases as n = 23i depending on the size ratio i = L/l.
Hence, at i = 5, we have n = 32 768; i.e., when the scale
decreases by a factor of 5, the number of cells necessary
for covering becomes comparable to the number of
experimental points. Consequently, for a smaller scale,
there are no points to cover cells (the database must
contain a considerably larger number of experimental
points). Therefore, the fractal dimension obtained
according to the covering algorithm appears to be of the
order of two on large scales. A similar situation occurs
with the amplitude normalization algorithm (method
b). At the same time, spectral analysis allows one to
determine the fractal dimension on small scales.

The spectral fractal dimension calculated from the
correlator power density spectrum (method c) C(∆x) =
〈z(x + ∆x)z(x)〉 , i.e., the quantity

 (1)

is unreliably determined, because the quantity S(ω) is
characterized by a large spread of points.
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Fig. 1. STM topograms illustrating the change in the geometry of the surface of an amorphous alloy subjected to increasing uniaxial
tension.

0

Among the aforementioned methods, only the first
approach is appropriate for a three-dimensional situa-
tion. The other two techniques involve the analysis of
two-dimensional curves, namely, vertical cross sections
of the surface profiles along the chosen directions. The
fractal dimensions calculated for surfaces according to
methods a and b are close to each other and differ from
2.0 by no more than 10%. This corresponds to the
dimension of a flat surface and differs significantly
from the fractal dimension obtained by method c (of the
order of 2.5). Such a difference is associated with the
fact that the surfaces are self-affine objects rather than
fractal objects. Fractal objects are structures that are
transformed into statistically equivalent structures by a
similarity transformation,

 (2)

i.e., by the scaling of the x coordinate along one direc-
tion and the same scaling of the z coordinate along
another direction. Flat surfaces with a roughness do not
possess this property, because the directions along and
across the surface are not equivalent. These surfaces

z λx( ) λz x( ),=
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remain statistically equivalent after an affine transfor-
mation of the form

 (3)

where the Hurst coefficient satisfies the inequality 0 ≤
H ≤ 1.

Self-affine surfaces do not have a specific fractal
dimension. On large scales, their covering dimension is
approximately equal to 2. This corresponds to the
dimension of a flat surface. At the same time, the fractal
dimension on small scales is determined by the Hurst
coefficient H (d = 2 – H or 1/H depending on the defi-
nition).

The approach based on the wavelet transform makes
it possible to construct characteristics similar to quan-
tity (1) for calculating the fractal dimension [9] and is
free of many disadvantages inherent in methods a, b,
and c. Note that the basis functions used for the Fourier
transform have the form exp(ix) = cosx + isinx, consist
of a set of sine waves with different frequencies, and are
delocalized in space. By contrast, the basis functions in
the wavelet transform are given by strongly localized

z λx( ) λ H
z x( ),=
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soliton-like functions. In particular, this can be a som-
brero function derived from the second derivative of the
Gaussian function,

 (4)

The basis set of the wavelet transform is constructed
through continuous scaling transformations and trans-
lations ψ(x), which can be written in the form

Here, a is the scaling coefficient and b is the translation
parameter. Then, the wavelet transform can be defined
as the integral transformation

 (5)

By applying the wavelet transform, we obtain a func-
tion of two variables (a, b) that carries information
regarding the spatial distribution of inhomogeneities of
different scales (defect sizes). Figure 2 presents an
example of the wavelet transform of the initial surface
shown in Fig. 1.

The statistical regularities in a defect structure of the
surface can be judged even from the form of the wavelet
transform coefficients. Specific manifestations of dif-
ferent defects in the spectra of the wavelet transform
coefficients have been obtained for model systems and
described in numerous reviews (see, for example, [10,
11]). Without going into detail, we note that a dendritic
structure typical of self-similar fractal systems can be
seen in Fig. 2.

Above, it was silently assumed that the surface has
a fractal structure with a single fractal dimension. This
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Fig. 2. Wavelet transform of the surface relief.
PH
assumption is equivalent to the fact that the surface
roughness does not depend on the point chosen on this
surface. Apparently, this simplified assumption is
unlikely to hold in reality, because it is more probable
that there are spatial fluctuations in roughness. It is
known [1] that, in this situation, the system cannot be
characterized by a single regularity parameter (fractal
dimension). Therefore, it is necessary to introduce a
local characteristic that varies from point to point,
namely, the Hölder index h(x). These systems are
referred to as self-affine multifractals. The wavelet
analysis enables one to describe these systems ade-
quately. If the function describing the system possesses
a singularity with the Hölder index h(x0) at the point x0,
the wavelet transform of this function on small scales
has a scaling in the form

 (6)

Such a scaling occurs in the case when the analyzing
wavelet is appropriately chosen; i.e., the number of its
zero moments,

 

obeys the inequality nψ > h(x0).
The wavelet analysis provides a way of determining

quantitative characteristics of multifractal systems,
such as the multifractal dimension spectrum D(q), the
multifractal spectrum f(h), and other related quantities.
For this purpose, it is expedient to use the formalism of
fractal thermodynamics (see [12] and references
therein). This formalism is based on the principle of the
wavelet transform modulus maximum, which, in turn,
rests on the construction of the partition function of the
wavelet coefficients:

 (7)

The sum in formula (7) is taken over points in the space
at which the wavelet transform modulus is maximum
(over the local modulus maxima). In [9], it was shown
that the framework composed of the lines correspond-
ing to the modulus maximum contains all information
on the distribution of singularities of the initial surface.

As was noted in [12–14], there is a close similarity
between the multifractal formalism and thermodynam-
ics. In particular, the quantity τ(q) plays the role of a
free energy and the quantity q serves as a reciprocal of
the temperature. The role of the energy is played by the
Hölder index h, and the singularity spectrum f(h) fulfills
the function of the entropy.

The multifractal properties of the surface profiles
obtained by scanning tunneling microscopy were cal-
culated along the scans of the topograms with subse-
quent averaging over the scans. The dependence τ(q)
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can be calculated from relationship (7) with the use of
the –  linear approximation. Then, the
derived dependence τ(q) serves for determining the
spectrum f(h). These calculations were performed with
the Wavelab 8.02 program package developed at Stan-
ford University. As an example, the calculated depen-
dences τ(q) and f(h) are shown in Fig. 3.

The dependence τ(q) for the surface under investiga-
tion exhibits a nonlinear behavior, and the spectrum f(h)
is broadened as compared to the spectrum of a Brown-
ian curve. The intensity of the spectrum at the maxi-
mum is determined to be f(h) ≈ 1. This indicates that the
straight line again serves as a measure of the dimen-
sion, and the surface is represented by a self-affine mul-
tifractal.

It can be expected that the application of mechanical
stresses to the samples should lead to changes in the
multifractal spectra. These changes are described by
the following numerical characteristics: the fractal
dimension (FR) DS = 1 – τ(1), the half-width of the

Z q a,( )log alog
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Fig. 3. (a) Dependence of the mass exponent τ(q) on q and
(b) the multifractal spectrum f(h).
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multifractal spectrum ∆ = h0 – hmin, and the scaling
exponent of the spectral density β = 2 + τ2.

The dependences of the fractal dimension on the
load for two experimental runs at different points on the
surface are plotted in Fig. 4.

Despite a large spread of data due to both experi-
mental limitations (drift of the scanning tunneling
microscope tip from the region of observation, mea-
surements in air) and computational factors (200 points
per scan cannot provide good statistics), we revealed a
number of regularities in the behavior of the fractal
dimension under load. The fractal dimension of the sur-
face decreases at the initial stage of mechanical load-
ing. A further increase in the mechanical load leads to
an increase in the fractal dimension (see Fig. 4a,
because the data presented in Fig. 4b were obtained at
insufficiently large mechanical stresses).

The dependences of the half-width and the location
of the multifractal spectrum at the maximum on the
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Fig. 4. Dependences of the fractal dimension on the load P
for (a, b) two experimental runs at (1, 2) different points on
the surface.
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load are depicted in Fig. 5 for one experimental run at
two different points on the surface.

It can be seen from Fig. 5 that, at the initial stage of
mechanical loading, the total spectrum of singularities
shifts toward larger Hölder indices. This is accompa-
nied by an increase in the width of the spectrum. There-
fore, we can infer that the surface experiences smooth-
ing out (the surface flatness is improved) at the initial
stage. However, this smoothing out is not uniform over
the surface, because the degree of roughness deter-
mined by the width of the spectrum also increases.

As a rule, a further increase in the mechanical load
results in the opposite behavior of the singularity spec-
trum: the spectrum width decreases and the spectrum
itself shifts toward smaller Hölder indices. This sug-
gests that, at this stage of mechanical loading, the sys-
tem tends to form a new single-fractal structure.
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Fig. 5. Dependences of (1) the location and (2) the half-
width of the multifractal spectrum at the maximum on the
load for one experimental run at two different points (a) 1
and (b) 2 on the surface.
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We believe that the surface is smoothed out under
small mechanical stresses, because the initial surface of
the amorphous alloy was formed under nonequilibrium
conditions (by spinning from a melt). Therefore, the
initial surface has a considerable roughness. The
response of this surface to tensile mechanical stresses is
similar to smoothing out a crumpled sheet of paper
under tension. A tendency to the formation of a new
fractal structure at higher stresses reflects the early
stage of surface fracture. The final stage of fracture fre-
quently proceeds through a self-organized criticality
state characterized by the formation of self-similar
fractal structures.

REFERENCES
1. J. Feder, Fractals (Plenum, New York, 1988; Mir, Mos-

cow, 1991).
2. S. N. Zhurkov, V. E. Korsukov, A. S. Luk’yanenko,

B A. Obidov, V. N. Svetlov, and A. P. Smirnov, Pis’ma
Zh. Éksp. Teor. Fiz. 51 (6), 324 (1990) [JETP Lett. 51,
370 (1990)].

3. V. E. Korsukov, A. S. Luk’yanenko, B. A. Obidov, and
V. N. Svetlov, Pis’ma Zh. Éksp. Teor. Fiz. 55 (10), 595
(1992) [JETP Lett. 55, 621 (1992)].

4. V. E. Korsukov, A. S. Luk’yanenko, B. A. Obidov,
V. N. Svetlov, and E. V. Stepin, Pis’ma Zh. Éksp. Teor.
Fiz. 57 (6), 343 (1993) [JETP Lett. 57, 358 (1993)].

5. V. Korsukov, A. Lukyanenko, and B. Obidov, Surf. Rev.
Lett. 5 (1), 37 (1998).

6. N. N. Gorobeœ, S. A. Knyazev, V. E. Korsukov,
A. S. Luk’yanenko, B. A. Obidov, and V. E. Khartsiev,
Pis’ma Zh. Tekh. Fiz. 28 (1), 54 (2002) [Tech. Phys.
Lett. 28, 23 (2002)].

7. V. I. Betekhtin, P. N. Butenko, V. L. Hilarov, V. E. Kor-
sukov, A. S. Luk’yanenko, B. A. Obidov, and
V. E. Khartsiev, Pis’ma Zh. Tekh. Fiz. 28 (1), 60 (2002)
[Tech. Phys. Lett. 28, 26 (2002)].

8. V. I. Betekhtin, N. N. Gorobeœ, S. A. Knyazev, V. E. Kor-
sukov, A. S. Luk’yanenko, B. A. Obidov, and A. N. Tom-
ilin, Pis’ma Zh. Tekh. Fiz. 28 (7), 63 (2002) [Tech. Phys.
Lett. 28, 893 (2002)].

9. S. Mallat and W. L. Hwang, IEEE Trans. Inf. Theory 38,
617 (1992).

10. V. V. Zverev, A. G. Zalazinski, V. I. Novozhonov, and
A. P. Polyakov, J. Appl. Mech. Tech. Phys. 42, 363
(2001).

11. N. M. Astaf’eva, Usp. Fiz. Nauk 166, 1145 (1996) [Phys.
Usp. 39, 1085 (1996)].

12. A. Arneodo, E. Bacry, and J. F. Muzy, Physica A
(Amsterdam) 213, 232 (1995).

13. P. Collet, J. Lebowitz, and A. Porsio, J. Stat. Phys. 47,
609 (1987).

14. M. J. Fiegenbaum, J. Stat. Phys. 46, 919 (1987).

Translated by O. Moskalev
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



  

Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1873–1877. Translated from Fizika Tverdogo Tela, Vol. 46, No. 10, 2004, pp. 1811–1815.
Original Russian Text Copyright © 2004 by Kardashev, Burenkov, Smirnov, de Arellano-Lopez, Martinez-Fernandez, Varela-Feria.

                                         

DEFECTS, DISLOCATIONS, 
AND PHYSICS OF STRENGTH

       
Elasticity and Inelasticity 
of Biomorphic Silicon Carbide Ceramics

B. K. Kardashev*, Yu. A. Burenkov*, B. I. Smirnov*, 
A. R. de Arellano-Lopez**, J. Martinez-Fernandez**, and F. M. Varela-Feria**

* Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
e-mail: smir.bi@mail.ioffe.ru

** Universidad de Sevilla, Sevilla, 41080 Spain
Received March 11, 2004

Abstract—The effect of the vibration strain amplitude on the Young modulus and ultrasonic absorption (inter-
nal friction) in biomorphic SiC ceramics is investigated in the temperature range 116–296 K. The biomorphic
SiC ceramics is prepared through pyrolysis of eucalyptus with subsequent infiltration of silicon. It is demon-
strated that the vibration loading of samples in air and under vacuum is accompanied by a number of unexpected
effects. The behavior of the studied ceramics is governed by at least two mechanisms, which, to a large extent,
are responsible for the elastic and inelastic properties of the material. One mechanism is associated with the
adsorption–desorption of environmental molecules (hypothetically, owing to the presence of pores and residual
carbon), and the other mechanism involves microplastic deformation due to the motion of dislocations or other
(similar) structural units. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Over the last decade, there has been considerable
research interest in the study of the physicomechanical
properties of biomorphic silicon carbide ceramics
(which are often referred to as ecoceramics, i.e., envi-
ronment conscious ceramics) [1–11]. This interest
stems from the fact that the above ceramic materials
possess a high strength, good oxidation and corrosion
resistance, high thermal conductivity, and resistance to
thermal shocks.

Moreover, the advantage of ecoceramic materials is
that the method for preparing them is based on the use
of a prior-chosen type of wood. The method involves
pyrolysis (carbonization) of the product (sample) pre-
cursor with subsequent silicon infiltration in order to
produce silicon carbide retaining a wood structure.
Compared to other methods used for preparing SiC
ceramic materials, the above technique has a number of
advantages, such as the possibility of specifying the
sample shape in advance, the high rate and low temper-
ature of production, and the low density of materials. It
has been established experimentally that biomorphic
SiC ceramic materials possess good mechanical prop-
erties at high temperatures [4–11].

In our previous work [9], we examined the influence
of high temperatures (up to 1000°C) on the Young mod-
ulus of biomorphic SiC ceramics prepared from eucalyp-
tus and oak. In this work, we concentrated our attention
on investigating the acoustical properties (Young modu-
lus, decrement of elastic vibrations) of eucalyptus-based
SiC ecoceramics over a wide range of vibration strain
amplitudes at temperatures T = 116–296 K.
1063-7834/04/4610- $26.00 © 21873
2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Biomorphic SiC ceramic samples were prepared by
vacuum infiltration of molten silicon into a porous car-
bonized wood (white eucalyptus) after pyrolysis in an
argon atmosphere at 1000°C [5]. The final SiC product
had a cellular structure extended along the direction of
tree growth and contained residual carbon and pores
partially filled with silicon [11].

For acoustical measurements, the samples were
produced in the form of rectangular rods (~16 mm2)
~50 mm long, which were oriented along the direction
of tree growth.

Acoustical investigations were performed using the
composite oscillator method. The experimental tech-
nique was described in detail in [12]. Longitudinal
vibrations at a frequency f of approximately 100 kHz
were excited in the sample with a quartz transducer.
The Young moduli E ~ f 2 and the logarithmic decre-
ments δ were measured in experiments. The sample
density ρ = 2.37 g/cm3, which was necessary for calcu-
lating the elastic moduli, was determined by hydro-
static weighing at room temperature. The vibration
strain amplitude ε in our experiments was varied from
~10–7 to 3.0 × 10–4.

The measurement procedure was as follows. Ini-
tially, the amplitude dependences E(ε) and δ(ε) were
measured for the as-prepared sample stored for a long
time in air at atmospheric pressure and room tempera-
ture. Then, the acoustical system (the quartz transducer
with the cemented sample) was placed in vacuum with
a residual pressure of approximately 10–3 mm Hg. The
004 MAIK “Nauka/Interperiodica”
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subsequent measurements of the temperature and
amplitude dependences of the Young modulus E and
the decrement δ in the temperature range 116–296 K
were carried out under vacuum.

3. RESULTS AND DISCUSSION

Figure 1 shows the dependences E(ε) and δ(ε) for a
biomorphic SiC ceramic sample that was subjected to
large-amplitude strains for the first time after prepara-
tion. It can be seen from Fig. 1 that an increase in the
vibration strain amplitude leads to a considerable
increase in the measured (effective) elastic modulus
and a decrease in the decrement (except for the several
last points at large amplitudes ε, at which the decrement
somewhat increases). The changes in the modulus and
decrement are irreversible to a large extent. Actually,
with a subsequent decrease in the vibration strain
amplitude, the elastic modulus E at small amplitudes ε
appears to be larger than the initial modulus and, by
contrast, the decrement δ decreases by a factor of
approximately 1.5. Upon a repeated increase in the
strain amplitude ε, the dependences E(ε) and δ(ε) virtu-
ally coincide with those obtained upon a decrease in the
strain amplitude and qualitatively differ from the initial
dependences. Indeed, at large amplitudes, the modulus
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Fig. 1. Amplitude dependences of the Young modulus E and
the decrement δ for the as-prepared biomorphic SiC
ceramic sample. The dependences were sequentially mea-
sured two times at approximately 1-min intervals in air at
atmospheric pressure and T = 296 K: (1) first run and
(2) second run. Arrows indicate the direction of change in
the vibration strain amplitude ε.
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decreases and the decrement increases with an increase
in ε (this behavior, as a rule, is observed for various
crystalline [12] and other materials, including fibrous
monoliths [13]). Note that, in the repeated measure-
ments, the decrement at small and moderate amplitudes
also decreases with an increase in the amplitude ε, even
though the irreversibility in this case becomes insignif-
icant.

During storage of the sample in air at atmospheric
pressure, the dependences E(ε) and δ(ε) tend to regain
their original form. However, complete recovery
requires a very long time. This can be judged from a
comparison of the data presented in Figs. 1 and 2 (the
data in Fig. 2 were obtained within 28 days of the first
measurements).

Then, similar experiments were performed for the
same sample with the acoustical system placed in a vac-
uum chamber. When analyzing the experimental data
obtained at room temperature (compare Fig. 3 with
Figs. 1, 2), it is worth noting that the magnitude of the
elastic modulus E increases and the decrement δ sub-
stantially decreases under vacuum. However, qualita-
tively, the dependences E(ε) and δ(ε) measured under
vacuum remain almost unchanged: an insignificant
hysteresis is usually observed in the first run, the depen-
dences δ(ε) exhibit a minimum at moderate amplitudes,
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Fig. 2. Amplitude dependences of the Young modulus E and
the decrement δ for the biomorphic SiC ceramic sample
stored in air at atmospheric pressure. The data were
obtained at T = 294 K within four weeks of the first mea-
surements of the amplitude dependences shown in Fig. 1.
Arrows indicate the direction of change in the vibration
strain amplitude ε.
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and the Young modulus E passes through a very weak
flattened maximum (most pronounced in the first run
upon an increase in the amplitude ε) and gradually
decreases with an increase in the strain amplitude.

A similar behavior of the dependences E(ε) and δ(ε)
[though more complex for the dependence δ(ε) in the
first run] is observed at a temperature of 116 K (Fig. 4).
In this case, the maximum in the curve E(ε) obtained in
the first run is more pronounced than that at room tem-
perature (compare with Fig. 3). Furthermore, this max-
imum is also observed upon repeated measurements.
On the other hand, the minimum in the dependence δ(ε)
becomes very weak upon repeated measurements.

The temperature dependences of the Young modulus
and the decrement in the temperature range 116–296 K
under vacuum are plotted in Fig. 5. As can be seen from
this figure, the elastic modulus gradually increases with
a decrease in the temperature and the dependences
measured upon cooling and heating of the sample coin-
cide with a good accuracy. At the same time, the depen-
dence of the decrement exhibits a weak broad maxi-
mum in the temperature range 230–280 K. Moreover,
the curves δ(T) obtained upon cooling and heating do
not coincide with each other. This is primarily associ-
ated with the effect of large-amplitude strains: it can be
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Fig. 3. Amplitude dependences of the Young modulus E and
the decrement δ for the biomorphic SiC ceramic sample
preliminarily subjected to large-amplitude strains at low
temperatures. The dependences were sequentially measured
two times at approximately 1-min intervals under vacuum at
T = 296 K: (1) first run and (2) second run. Arrows indicate
the direction of change in the vibration strain amplitude ε.
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seen from the amplitude dependences measured at 116
K (Fig. 4) that the above effect leads to a decrease in the
decrement by a factor of approximately 1.5.

The irreversible changes in the elastic modulus and
the decrement of the initial sample placed in vacuum
and after measuring the amplitude dependences can be
explained by the desorption of air molecules (necessar-
ily contained in the porous biomorphic SiC ceramic
material). This desorption is substantially enhanced
under large-amplitude strains. On the other hand, par-
tial recovery of the original dependences E(ε) and δ(ε)
due to the storage of the sample in air for four weeks is
associated with the adsorption of air molecules.

Undeniably, the presence of pores and residual car-
bon in the ceramic sample favors the adsorption of air
molecules by the material. We can assume that, under
particular external conditions, gas and water molecules
can be desorbed from the sample. Actually, it was found
that, immediately after placing the sample in the vacuum
chamber when desorption becomes more intensive, the
measured elastic modulus begins to increase and the dec-
rement decreases continuously. A similar effect is
observed under large-amplitude strains (Figs. 1, 2) in the
course of the first run, but it is even more pronounced.
The influence of adsorbed molecules (if not so strong)
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Fig. 4. Amplitude dependences of the Young modulus E and
the decrement δ for the biomorphic SiC ceramic sample
preliminarily subjected to large-amplitude strains at room
temperature. The dependences were sequentially measured
two times at approximately 1-min intervals under vacuum at
T = 116 K: (1) first run and (2) second run. Arrows indicate
the direction of change in the vibration strain amplitude ε.
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also manifests itself in the repeated measurements
(Figs. 1, 3) and at lower temperatures (Fig. 4). Most
likely, the complex behavior of the dependence δ(ε)
observed in the first run in Fig. 4 can be attributed to the
presence of different gas molecules (entering into the
air composition) in the sample.

The adsorption–desorption effect can be partially
reversible. This can be judged from the reversible
decrease in the decrement and the reversible increase in
the Young modulus with an increase in the strain ampli-
tude (at moderate amplitudes ε). The reversible effect for
the decrement most clearly manifests itself in the depen-
dences shown in Figs. 1 and 3 (curves 2). The reversible
increase in the elastic modulus with an increase in the
strain amplitude is most pronounced at low temperatures
(the initial portion in curve 2 in Fig. 4).

Moreover, adsorbed molecules affect the tempera-
ture dependences of the decrement (Fig. 5). The
absorption maximum, which is observed in the temper-
ature range of water solidification and whose shape is
substantially changed under large-amplitude strains at
116 K, indicate that there is a mechanism of ultrasonic
absorption due to the adsorption of molecules foreign
to the given material (silicon carbide).

On the other hand, the response of the ceramic mate-
rial to the external force field appears to be associated
not only with the molecules of adsorbed gases and
water. As was noted above, the decrease in the elastic
modulus and the increase in the decrement with an
increase in the strain amplitude in the range of large
amplitudes (Figs. 1–4) are characteristic of many mate-
rials with a high plasticity [12]. This behavior of the
parameters E and δ for the ceramic material under
investigation suggests that the material contains struc-
tural units similar to mobile dislocations, which are
responsible for the considerable microplastic strain in
response to ultrasound in crystals. The microplastic
properties of the SiC ecoceramic material at two tem-
peratures are compared in Fig. 6. The procedure for
constructing the stress σ–microplastic strain εd curves
from the dependences E(ε) was described in [14, 15]. In
the present work, these curves for the SiC ecoceramic
material were constructed using curves 2 shown in
Figs. 3 and 4. It can be seen from Fig. 6 that a decrease
in the temperature results in an increase in the elastic
limit (by approximately two times). This is typical of
many metals and also covalent and ionic crystals.

4. CONCLUSIONS

Thus, the above investigation demonstrated that the
behavior of the biomorphic SiC ceramic material is
governed by at least two mechanisms, which affect the
elastic and inelastic properties of the material. The first
mechanism involves the adsorption–desorption of envi-
ronmental molecules (hypothetically, owing to the
presence of pores and residual carbon). The second
mechanism is associated with the microplastic defor-
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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mation due to the fact that the ceramic material contains
dislocations or other (similar) structural units, which
are able to execute vibrational motions in response to
ultrasound and to contribute to both the ultrasonic
absorption and the nonlinear inelastic deformation.
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Abstract—The crystal structure and magnetic properties of the Nd(Mn1 – xCrx)O3 system (x ≤ 0.85) have been
studied. Substitution of chromium for manganese was shown to induce a transition from the antiferromagnetic
to ferromagnetic state (x ≈ 0.2) and a decrease in the critical temperature followed, conversely, by an increase
in the Néel temperature and decay of spontaneous magnetization. At low temperatures, the magnetization was
found to behave anomalously as a result of magnetic interaction between the ferromagnetic and antiferromag-
netic phases. The formation of the ferromagnetic phase is attributed to destruction of cooperative static orbital
ordering, while the coexistence of different magnetic phases is most probably due to internal chemical inhomo-
geneity of the solid solutions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

La1 – xSrxMnO3-type manganites serve as model
objects in studying the relation between magnetic inter-
actions, electron transport properties, and orbital and
charge ordering. To date, the best studied of this type of
manganites are LaMnO3- and PrMnO3-based systems in
which the lanthanide ions are replaced by strontium and
calcium. Such substitution drives the antiferromagnetic
state to the ferromagnetic state, with the metal–insulator
transition occurring in some compositions near the Curie
point. In strongly doped compositions, charge ordering
brings about carrier localization, with the ensuing anti-
ferromagnetic interaction becoming again stabilized.
There is, however, another scenario by which the manga-
nite properties can undergo a radical transformation,
namely, substitution of the manganese ions by other ions
of a suitable size. For instance, substitution of chromium
for manganese in the La(Mn1 – xCrx)O3 system also gives
rise to the appearance of a strongly pronounced ferro-
magnetic component, but it does not bring about the
onset of metallic properties [1]. The system remains in
the insulating state, although below TC a noticeable
magnetoresistive effect was observed [2, 3]. The
change in the properties of charge-ordered manganites
is the strongest under chromium doping. Small addi-
tions of chromium ions (2–4%) to Pr0.5Ca0.5MnO3 cul-
minate in complete destruction of the antiferromagnetic
charge-ordered state and lead to the formation of the
ferromagnetic metallic phase [4]. Note that the mag-
netic and electron transport properties of manganites
also change dramatically under replacement by other
3d ions or diamagnetic ions of the type of Al3+, Ga3+,
and Mg2+, but the effect is the strongest in the case of
chromium ions. Spectroscopic studies showed the chro-
1063-7834/04/4610- $26.00 © 21878
mium ions to reside in the trivalent state and interact
antiferromagnetically with the manganese subsystem
[5]. This behavior is not characteristic of double
exchange–type interactions, which should be positive.
High chromium concentrations (x ~ 0.5) in the
Nd0.6Ca0.4(Mn1 – xCrx)O3 system apparently result in
ordering of the manganese and chromium ions, which
strongly increases the Néel temperature TN and affects
the magnetic properties [6]. The origin of the strong
effect of chromium ions on the magnetic properties of
the manganites remains unclear; therefore, we under-
took a study of the Nd(Mn1 – xCrx)O3 system. Substitu-
tion of chromium for the manganese ions in this system
formally does not change the trivalent state of the man-
ganese. Neodymium ions have a considerably smaller
radius than the ions of lanthanum, which gives rise to
stronger distortions of the crystal structure and more
pronounced carrier localization as compared to
LaMnO3-based systems.

2. EXPERIMENT

Samples of the Nd(Mn1 – xCrx)O3 system were pre-
pared by solid-phase reactions in air. Simple oxides
Nd2O3, Mn2O3, and Cr2O3 were mixed in stoichiomet-
ric proportion, pelletized, and calcined at 1050°C. After
this, the pellets were ground again and pressed. The
final synthesis was performed at T = 1450°C in air for
6 h, followed by cooling to room temperature at a rate
of 150°C per hour. X-ray phase analysis carried out on
a DRON-3R diffractometer with CuKα radiation did not
reveal any foreign phases. Thermogravimetric analysis
was performed by decomposing the samples into sim-
ple oxides Nd2O3, MnO, and Cr2O3. Magnetic measure-
ments were run on a QI-3001 commercial vibrating-
004 MAIK “Nauka/Interperiodica”
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Unit cell parameters of Nd(Mn1 – xCrx)O3 compositions

x 0 0.08 0.11 0.2 0.3 0.4 0.5 0.6 0.7 0.85

a, Å 5.402 5.401 5.404 5.416 5.419 5.418 5.416 5.412 5.412 5.423

b, Å 5.790 5.671 5.682 5.653 5.608 5.552 5.529 5.508 5.496 5.503

c, Å 7.551 7.591 7.598 7.634 7.654 7.678 7.684 7.675 7.680 7.687
sample magnetometer in the temperature range 4.2–
300 K. Electrical conductivity measurements were car-
ried out by the conventional four-probe method. Indium
contacts were applied ultrasonically. The unit cell
parameters were Rietveld-refined using the FullProf
program.

The elastic properties were studied by the resonance
method in the sonic frequency range on 50-mm-long
cylindrical samples 6 mm in diameter.

3. RESULTS AND DISCUSSION
Thermogravimetric analysis showed samples with a

high manganese ion concentration (x < 0.5) to be nons-
toichiometric. Their composition can be roughly repre-
sented by the chemical formula Nd(Mn1 – xCrx)O3.02–
Nd(Mn1 – xCrx)O3.04, with the excess oxygen content
decreasing as the content of chromium increases. It is
known that off-stoichiometry in oxygen in the nonsto-
ichiometric LaMnO3 + λ is accounted for by the forma-
tion of lanthanum and manganese vacancies, with part
of the manganese ions becoming quadrivalent [7]. The
same mechanism is apparently realized in the
Nd(Mn1 − xCrx)O3 + λ system.

X-ray structural analysis showed all samples to have
an orthorhombically distorted perovskite structure,
with NdMnO3 and similar compounds being character-
ized by the so-called O' orthorhombic structure (c/  <
a ≤ b), whereas chromium-enriched samples are O

orthorhombic (a < c/  < b).
The unit cell parameters of some relevant com-

pounds are listed in the table.
It is common knowledge that O' orthorhombic cell

distortions may be caused by cooperative orbital order-
ing [1]. Indeed, NdMnO3 is an orbitally ordered antifer-
romagnet [8]. Orbital disordering in this compound is a
first-order phase transition occurring in the temperature
interval 1050–1100 K [9]. The trivalent chromium ions
are not of the Jahn–Teller type; hence, their replace-
ment by these ions should give rise to a gradual
decrease in the temperature at which the orbital order-
ing occurs and, eventually, to its disappearance,
because NdCrO3 does not exhibit any indications of
orbital ordering. One of the methods most sensitive to
phase transformations is based on measurements of the
elastic properties. This stimulated our study of the elas-
tic properties of the Nd(Mn0.92Cr0.08)O3.04 sample in the
range 300–750 K. The results of the study are shown in
Fig. 1. The resonance frequency squared (which is pro-

2

2
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portional to the Young modulus) does not reveal
strongly pronounced anomalies associated with coop-
erative phase transformations. However, the presence
of a minimum strongly broadened in temperature is
characteristic of structurally unstable and inhomoge-
neous compositions. It is well known that the Young
modulus usually decreases with increasing tempera-
ture.

Electrical conductivity measurements revealed that
all the compounds are semiconducting and do not
exhibit strongly pronounced resistivity anomalies in the
temperature interval 77–300 K.

Figure 2 depicts FC magnetization measurements
(in the heating mode following field cooling) in weak
fields. We readily see that the NdMn1 – xCrxO3 composi-
tions can be conventionally divided into three different
concentration intervals.

In the first concentration interval (0 ≤ x ≤ 0.11), the
Néel temperature decreases with increasing chromium
concentration up to 60 K. The Néel point TN of
NdMnO3 is known to be 87 K [10]. After this, the transi-
tion temperature starts to grow gradually, to reach 112 K
in the x = 0.5 composition. As the chromium content
continues to increase, the FC magnetization curves
switch to a qualitatively different behavior. The falloff
of magnetization with increasing temperature becomes
smoother, although the break near the Néel point
remains clearly pronounced. The anomalous behavior
is most strongly manifest in the composition with x =
0.85. In this composition, the magnetization becomes
negative with decreasing temperature, whereas near
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Fig. 1. Square of the resonance frequency plotted vs. tem-
perature.
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liquid-helium temperatures a sharp increase in the FC
magnetization was seen to occur (Fig. 2). At low tem-
peratures, the ZFC magnetization (measured in the
heating mode following zero-field cooling) is far lower
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Fig. 2. FC magnetization of samples with (a) 0.08 ≤ x ≤ 0.4
and (b) 0.5 ≤ x ≤ 0.85.
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than the FC magnetization, but as the temperature is
increased, the difference decreases, until the two types
of magnetization measurement become practically
equal in magnitude in the vicinity of the Néel point. A
large difference between the FC and ZFC magnetiza-
tions was observed in strongly anisotropic cobaltites
with a perovskite structure [11]. We believe that, by
analogy with the cobaltites, the Nd(Mn1 – xCrx)O3 sys-
tem is magnetically stiff. This conclusion is supported
by σ(H) measurements performed at low temperatures.
The magnetization does not saturate up to 16 kOe, the
maximum field attainable with the setup employed. The
coercive force of samples with high manganese con-
tents reaches 5–7 kOe at liquid-helium temperature. As
the manganese content increases, the magnetic anisot-
ropy decreases but remains fairly large even in the x =
0.85 sample (Fig. 3). In this composition, even at a high
temperature, an external magnetic field of 100 Oe is not
high enough to reorient the magnetic moment directed
against the field. Figure 3 plots the magnetization mea-
sured as a function of chromium concentration in a field
of 14 kOe. Near the compositions x = 0.2 and 0.3, the
magnetization reaches a maximum of about 2µB per
formula unit. Unfortunately, the relatively weak mag-
netic fields used in this study did not permit us to deter-
mine the spontaneous magnetic moment, which should
definitely be larger than two Bohr magnetons per for-
mula unit in the interval 0.1 ≤ x ≤ 0.3.

At low temperatures, the x = 0.08 and 0.11 compo-
sitions exhibited strong anomalies in the ZFC and FC
magnetization curves, a feature characteristic of a
phase transformation (Fig. 4). At this phase transition,
the FC magnetization drops sharply with decreasing
temperature, whereas the ZFC magnetization passes
through a maximum. This transition was studied in con-
siderable detail in [12] and interpreted within a model
according to which the system is made up of coexisting
exchange-coupled antiferromagnetic and ferromag-
netic phases. In the antiferromagnetic (or, more pre-
cisely, weakly ferromagnetic) phase, the manganese
ion magnetic moments are oriented antiparallel to the
weak ferromagnetism vector, whereas in the ferromag-
netic phase they have parallel orientation. At low tem-
peratures, the magnetic moments of neodymium ions in
the antiferromagnetic phase undergo reorientation
because of interaction with the ferromagnetic phase.
Magnetic anisotropy precludes the sample moment
from aligning with a weak external magnetic field.

We believe that this two-phase model can ade-
quately interpret the magnetic properties of the system
in the chromium doping region up to x = 0.11. Chro-
mium doping gives rise to the formation of ferromag-
netic clusters, thus lowering the Néel point. The x =
0.08 and 0.11 compositions consist apparently of inter-
penetrating antiferromagnetic and ferromagnetic
phases. At concentrations of about 0.2 ≤ x ≤ 0.3, the fer-
romagnetic component largely dominates over the anti-
ferromagnetic phase (which is apparently made up of
small clusters) and the FC magnetization does not
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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exhibit any anomalous behavior at low temperatures. A
similar behavior of the magnetization was observed in
the Nd1 – xCaxMnO3 system doped by quadrivalent man-
ganese ions [12].

A question may arise as to what is responsible for
the formation of the ferromagnetic phase. Substitution
of chromium for the manganese ions does not change
the charge state of the 3d ions, the electrical conductiv-
ity does not grow, and therefore double exchange can-
not account for the formation of the ferromagnetic
phase. The origin of the ferromagnetic phase is most
probably associated with destruction of the static coop-
erative  ordering characteristic of the AMnO3 man-

ganites. This type of orbital ordering results in an A-
type antiferromagnetic structure. According to Goode-
nough [1], an orbitally disordered phase should be
characterized by ferromagnetic coupling between the
Mn3+ ions. Indeed, Cr3+ ions are not of Jahn–Teller
type, so substitution of Cr3+ for the Mn3+ ions should
bring about the removal of orbital ordering. The anom-
aly seen in the temperature dependence of the Young
modulus (Fig. 1) originates apparently from the system
residing in an inhomogeneous structural state, with the
fraction of the orbitally ordered phase being small. As
the temperature is increased, microregions of the orbit-
ally ordered phase become gradually disordered.

We believe therefore that, in the concentration
region x ≤ 0.3, the system is in a magnetically and struc-
turally mixed state. The antiferromagnetic and ferro-
magnetic phases differ in terms of orbital dynamics and
the extent of local distortions. The orbital dynamics in
the ferromagnetic phase is much faster, and the distor-
tions of the MnO6 octahedra are smaller. Note that the
antiferromagnet–ferromagnet transition was observed
earlier in systems with manganese ions substituted for
by Ga [1], Sc, and Nb [13]. In all these cases, the tran-
sition was accompanied by total or partial removal of
cooperative static Jahn–Teller distortions.

As the chromium concentration rises to x = 0.3, the
Néel temperature increases, whereas the spontaneous
magnetization falls off. In our opinion, this falloff is
caused by two factors. One of them is that the magnetic
moments of trivalent chromium ions are oriented,
according to [5], antiparallel to those of the manganese
ions in the ferromagnetic phase, thus reducing the net
magnetic moment of this phase. The second factor is
apparently associated with the formation of clusters in
which the chromium content is close to or dominates
over that of the manganese. It is well known that NdCrO3
is a weak ferromagnet with a Néel temperature of about
240 K [14], which far exceeds TN of NdMnO3. In the
phase with a chromium-to-manganese content ratio that
is close to unity, the manganese and chromium ions
apparently become arranged in short-range order. This
ordering is, however, only partial because of the Cr3+ and
Mn3+ ions having similar radii and the same oxidation
states. Apparently, in the La(Mn1 – xMex)O3 systems
(Me = Ga, Cr, Co, Fe), the Me and manganese ions are

d
z

2

PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
also prone to ordering [1]. The magnetic moments of
manganese ions in a partially ordered phase are
directed opposite to those of the chromium ions. At low
temperatures, the compositions with 0.3 ≤ x ≤ 0.7
exhibited a sharp decrease in magnetization. This phe-
nomenon is most likely due to neodymium ion reorien-
tation as a result of the coexistence of exchange-cou-
pled phases differing in the sign of the f–d exchange
interaction; more specifically, the f–d exchange is posi-
tive in the ferromagnetic phase disordered in the chro-
mium and manganese ion positions, whereas the f–d
exchange is negative in the partially ordered phase. The
mechanism of this phenomenon rests on the same fac-
tors as in weakly doped compositions Nd1 – xCaxMnO3
[12] and Nd(Mn0.9Me0.1)O3 (Me = Fe, Mg, Al, Cr) [15].

The behavior of the magnetization of the
Nd(Mn0.15Cr0.85)O3 composition is radically different
(Fig. 2), which is indicative of a change in the ground
magnetic state. We believe that this sample consists
predominantly of the phase in which the manganese
and chromium ions are distributed at random and of a
small amount of a phase with partially ordered manga-
nese and chromium ions. The different decrease in
magnetization observed to occur with decreasing tem-
perature (T ~ 150 K) can be explained in terms of the
model of two sublattices, on one of which ordering
occurs within a broad temperature interval because of
the magnetic interactions being weak. Such a “weak”
sublattice could be that of neodymium ions. In ferro-
and ferrimagnetic phases, the contribution of the
neodymium sublattice to magnetization at high temper-
atures is not very strong because of the high magnetic
moment of the manganese sublattice; however, in the
weak ferromagnet NdMnO3, this contribution becomes
noticeable even in the immediate vicinity of the Néel
point [15]. NdCrO3 is likewise a weak ferromagnet, and
Nd(Mn1 – xCrx)O3 solid solutions with a low manganese
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Fig. 4. ZFC and FC magnetizations of a
Nd(Mn0.92Cr0.08)O3 sample. Arrows indicate the direction
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content, x = 0.85, apparently also preserve the G-type
antiferromagnetic structure characteristic of NdCrO3.
At low temperatures, the magnetic moment of
Nd(Mn0.15Cr0.85)O3 becomes capable of aligning with
an external magnetic field. This phenomenon can be
understood in terms of the homogeneous model. As the
temperature is lowered, the magnetic anisotropy and
the magnetic moment of the neodymium sublattice
increase. However, the magnetic moment of neody-
mium increases faster than the anisotropy does and a
weak magnetic field of 100 Oe is sufficient to reorient
the magnetic moment of the sample.

Figure 5 shows a hypothetical magnetic phase dia-
gram of the Nd(Mn1 – xCrx)O3 system, in which four
types of magnetic states are realized (A-type antiferro-
magnetic structure characteristic of orbitally ordered
NdMnO3, orbitally disordered ferromagnetic phase,
phase with partial manganese and chromium ordering,
and G-type antiferromagnetic phase typical of NdCrO3).
The concentration-driven magnetic phase transforma-
tions in manganites are treated within different models,
namely, electronic phase separation [16], structural inho-
mogeneity [17], and magnetic moment noncollinearity
[18]. It was shown in [19], however, that the manganites
are chemically inhomogeneous objects and consist of
nanoclusters differing in chemical composition and in
structural distortion. Because the manganese and chro-
mium ions in the Nd(Mn1 – xCrx)O3 system have the
same valence, we believe that chemical inhomogeneity
initiates structural and magnetic inhomogeneity. The
transition from one type of magnetic phase to another
occurs through the realization of a magnetically mixed
state because of the solid solutions being inherently
inhomogeneous.
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Fig. 5. Magnetic phase diagram of the Nd(Mn1 – xCrx)O3
system. Notation: PM stands for the paramagnetic phase,
AFM is antiferromagnetic, F is ferromagnetic, and Fi is fer-
rimagnetic.
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4. CONCLUSIONS

A study has been carried out of the crystal structure
and elastic and magnetic properties of Nd(Mn1 – xCrx)O3
perovskite solid solutions. The crystal structure study
showed these compounds to be structurally single-
phase with an orthorhombically distorted unit cell.
Lightly doped compositions are in a completely or par-
tially orbitally ordered state. Lifting of orbital ordering
drives a transition from the antiferromagnetic to inho-
mogeneously ferromagnetic state. The low-temperature
anomalies in the magnetic properties were accounted
for as being due to magnetic interaction between the
exchange-coupled antiferromagnetic and ferromag-
netic phases. It is assumed that a phase with short-range
order in the manganese and chromium ion arrangement
appears in the concentration interval 0.3 ≤ x ≤ 0.7.
Microdomains of this phase coexist with those of the
ferromagnetic phase. The magnetic moments of chro-
mium ions are oriented antiparallel to those of the man-
ganese ions. The x = 0.85 composition undergoes anti-
ferromagnetic ordering similar to the G-type antiferro-
magnetic structure of NdCrO3. The concentration-
driven phase transformations occur through the realiza-
tion of a mixed magnetic state because of the solid solu-
tions being inherently inhomogeneous.
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Abstract—The effect of 16O  18O isotope substitution on the electrical and magnetic properties of the man-
ganite system Sm1 – xSrxMnO3 has been studied. It is shown that oxygen isotope substitution brings about a sub-
stantial change in the phase diagram in the intermediate region 0.4 < x < 0.6 between the ferromagnetic metal
and antiferromagnetic insulator regions and induces phase separation and transformation of the ground metallic
into insulating state for x = 0.475 and 0.5. The specific features of the metal–insulator transitions in the Sm–Sr
system and the nature of the low-temperature phase are discussed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recent theoretical and experimental studies [1, 2]
have revealed that the tendency toward phase separa-
tion and the formation of inhomogeneous states, which
usually include ferromagnetic (FM) and antiferromag-
netic (AFM) regions, should be taken into account in
describing the properties of manganites within a broad
range of temperatures and magnetic fields. We used the
16O  18O isotope substitution as a unique tool to
probe the various features of phase separation in man-
ganites and as a specific method to transform the
ground state.

It was shown in [3, 4] that the isotope effect
becomes particularly strongly manifest in the vicinity
of magnetic phase transformations. It was also found in
[4, 5] that the 16O  18O isotope substitution in man-
ganites of the (La1 – yPry)0.7Ca0.3MnO3 system with a
critical value y = 0.75 drives the metal–insulator transi-
tion (the giant isotope effect). The variation of electrical
properties correlates closely with that of the magnetic
characteristics revealed in neutron diffraction measure-
ments [6].

Naturally, it appeared of interest to study the effect
of oxygen isotope substitution near another critical
point in the phase diagram of manganites, x = 0.5,
where the region of hole doping crosses over to that of
electron doping, with a charge-ordered state setting in
for many manganites. We studied the Sm1 – xSrxMnO3
system, which is characterized by a fairly complex
1063-7834/04/4610- $26.00 © 1884
phase diagram [7] that is particularly intricate at Sm–Sr
substitution concentrations of 0.4 < x < 0.6; these com-
positions are intermediate between those of a ferromag-
netic metal and an antiferromagnetic insulator. A sig-
nificant feature of the Sm1 – xSrxMnO3 system is the
large disorder factor σ2 of the cations occupying the A

positions in the ABO3 perovskite structure (σ2 =  –

); this disorder apparently fosters suppression of the
ferromagnetism (the values of the Curie temperature TC

are fairly low) and, possibly, affects the charge-order-
ing state [8]. X-ray, neutron, and electron diffraction
measurements suggest that charge ordering in the
Sm1 − xSrxMnO3 system is of a local character and has
no long-range order. This conclusion is supported by
NMR [9] and Raman spectroscopy [10] data. A study of
the magnetic structure [11, 12] of the
154Sm0.6Sr0.4MnO3 system by powder neutron diffrac-
tion, combined with measurements of the second har-
monic of magnetization and small-angle polarized-neu-
tron scattering, showed that the magnetic contribution
to diffraction for T < 180 K can be interpreted as imply-
ing coexistence of the FM and AFM phases. Of partic-
ular interest are compositions with x between 0.4 and
0.5. It was found in [13] that the composition with
x = 0.45 differs substantially in terms of the character
of magnetic ordering from that with x = 0.4. Neutron
diffraction measurements performed on
152Sm0.55Sr0.45MnO3 suggest the onset of only ferro-
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magnetic ordering in the temperature interval T <
130 K. Moreover, cooperative Jahn–Teller distortions
are markedly suppressed near the phase transition [14].
It was pointed out in [15] that the magnetoresistance in
Sm1 – xSrxMnO3 reaches a maximum at x = 0.45. This
composition also exhibits a number of other remarkable
features not seen at x = 0.4 and 0.5. A jump in the elec-
trical resistivity [16], a sharp change in the volume
expansion and volume magnetostriction coefficients
near the Curie temperature [17], and some features in
the temperature dependence of the heat capacity were
observed [18]. The decrease in Jahn–Teller structural
distortions, the abrupt change in volume expansion, and
the heat capacity features indicate a substantial redistri-
bution in the phonon spectrum near TC. The isotope
effect observed under oxygen substitution suggests that
a large part is played by the phonon degrees of freedom
in the variation of the magnetic characteristics of
Sm1 − xSrxMnO3 in the vicinity of the metal–insulator
phase transition.

The high sensitivity of all physical characteristics to
small deviations in composition and the still inadequate
information on the properties of the Sm1 – xSrxMnO3
manganites in the intermediate region of the phase dia-
gram encouraged investigation of neighboring compo-
sitions (x = 0.425, 0.450, 0.475, 0.500, 0.525), which is
reported in the present communication. We followed
the evolution of the Sm1 – xSrxMnO3 phase diagram in
the above composition range under oxygen isotope sub-
stitution.

2. EXPERIMENTAL RESULTS

2.1. Samples and Measurement Techniques

The technology for preparing samples of
Sm1 − xSrxMnO3 is described in [17]. The process used
to enrich samples with the 18O isotope is similar to that
described in [4, 5]. We measured the dc electrical resis-
tivity by a standard four-probe method in the tempera-
ture interval from 4.2 to 280 K in dc magnetic fields
ranging from 0 to 4 T. Samples were 7-mm-long,
1 × 1-mm parallelepipeds. The current and the mag-
netic field were directed along the long side of the sam-
ple. Measurements of the magnetic susceptibility χac(T)
were carried out in an ac magnetic field at a frequency
of 667 Hz and with an amplitude of about 0.4 Oe.

Neutron experiments were performed at Laboratoire
Leon Brillouin (Saclay, France) on a G4.1 high-inten-
sity diffractometer (λ = 2.4266 Å, 12° ≤ 2θ ≤ 92°) and
were aimed at determining the temperature evolution of
the crystal and magnetic structures. Using the 152Sm
isotope made it possible to substantially reduce neutron
absorption by samarium and to increase the diffraction
contrast because of the negative amplitude of coherent
scattering by 152Sm (b = –0.5 × 10–12 cm). The samples
to be studied were placed in a cylindrical vanadium
container 2 mm in diameter. The container with the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
sample was fixed in a cryostat designed for neutron
measurements. The samples were cooled to 1.4 K, and
diffraction patterns were taken in the heating mode at
T = 1.4, 15, 30, 45, 60, 100, 150, 200, and 300 K for the
152Sm0.55Sr0.45Mn16O3 sample; at T = 1.4, 15, 30, 45, 60,
75, 90, 120, and 300 K for the 152Sm0.55Sr0.45Mn18O3
sample; at T = 1.4, 45, 70, 80, 90, 105, and 120 K for
the 152Sm0.5Sr0.5Mn16O3 sample; and at T = 1.4, 45, 70,
80, 90, 105, 150, and 185 K for the 152Sm0.5Sr0.5Mn18O3
sample. These measurement modes were chosen
because of the specific features in the temperature
behavior of the χac(T) curves.

2.2. Isotope Substitution Effect
in the Sm1 – xSrxMnO3 System

We are going to discuss now the data obtained on the
effect of the 16O  18O isotope substitution on the
properties of the Sm1 – xSrxMnO3 system with different
Sr contents (x = 0.425, 0.450, 0.475, 0.500, 0.525) in
the transition region between the ferromagnetic metal
(FMM) and antiferromagnetic insulator (AFMI). In this
system, we observed the metal–insulator transition
induced by the 16O  18O substitution near the
boundary between the transition region and the AFMI
region (a similar transition was earlier detected at the
FMM–AFMI boundary in (LaPr)CaMnO3 [4, 5]).

Figure 1 plots the temperature dependences of elec-
trical resistivity for all samples annealed in 16O and 18O
that were measured. It was found that the samples
annealed in 16O transferred to the metallic state with a
decrease in temperature for all concentrations, with the
exception of x = 0.525. The samples annealed in 18O
remained metallic for two compositions only (x =
0.425, 0.450); the others become insulators. Hence, the
samples with x = 0.475 and 0.500 undergo a crossover
from the metallic to insulating state at low temperatures
when subjected to oxygen isotope substitution (see
inset to Fig. 1a). A relatively weak external magnetic
field (H = 1 T) transfers the samples with 18O back to
the metallic state (see inset to Fig. 1b).

As is evident from these data, the 16O  18O iso-
tope substitution shifted the TMI temperature corre-
sponding to the maximum of electrical resistivity at the
crossover to the metallic state to low temperatures, with
an attendant considerable increase in temperature hys-
teresis. The electrical resistivity at the TMI point
increased by approximately 30 times as compared to
the Sm0.55Sr0.45Mn16O3 sample.

As the external magnetic field is increased, the max-
imum in ρ at TMI decreases and shifts toward higher
temperatures and the temperature hysteresis becomes
smaller. The values of TMI for samples with 18O depend
on the magnetic field more strongly than those of sam-
ples with 16O. As the magnetic field is increased, the
quantity ∆TMI = TMI(16O) – TMI(18O) decreases. The
4
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magnetoresistance MR = ∆ρ/ρ(H) near TMI, which is
governed by suppression of ρ by the magnetic field,
depends on the isotopic enrichment. In samples with
16O, we have MR ≈ 40, and in samples with 18O, the
maximum value of MR is shifted to lower temperatures
and reaches a colossal value of ≈103.

An analysis of ρ(T) reveals thermally activated
behavior above TC . In the paramagnetic region, the
resistivity can be described in terms of the model of
small polarons in the adiabatic regime [19]:

ρ T( ) AT WP/kT( ),exp=
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Fig. 1. Temperature dependences of the electrical resistivity
of Sm1 – xSrxMnO3 samples with (1) x = 0.425, (2) 0.450,

(3) 0.475, (4) 0.500, and (5) 0.525 annealed in (a) 16O and
(b) 18O. Insets: (a) metal–insulator transition at x = 0.500
induced by the 16O  18O substitution and (b) variation
of ρ(T) with increasing magnetic field for the 18O sample
(x = 0.500). The solid and dashed lines refer to the cooling
and heating modes, respectively.
PH
where WP is the small-polaron energy. The values of WP

and of the prefactor A were determined using the rela-
tion connecting ρ/T with 1/T. It was found that, as the
oxygen atomic mass increases to that of 18O, WP grows
and A decreases, which correlates qualitatively with
studies [20, 21] on the isotope effects in other mangan-
ites. It follows that the introduction of a heavier oxygen
isotope brings about a polaron-induced narrowing of
the conduction band.

Figures 2a and 2b present the temperature depen-
dences of magnetic susceptibility of samples annealed
in 16O and 18O, respectively. These dependences, plot-
ted for samples with 16O and x = 0.425, 0.450, and
0.475, are similar in terms of both the value of χ and TC .

20

15

10

5

0

χ'
, e

m
u/

m
ol 250150500

0
5

15

25

1/
χ'

, (
em

u/
m

ol
)–

1 16O16O

T, K

1
23

4

4
2

1
3

1

2

5

5
3

1
2

3

4

18O18O
20

15

10

5

0

χ'
, e

m
u/

m
ol 250150500

0
5

15

25

1/
χ'

, (
em

u/
m

ol
)–

1

T, K

4
0 100 200 300

T, K

Fig. 2. Temperature dependences of the magnetic suscepti-
bility of Sm1 – xSrxMnO3 samples with (1) x = 0.425,
(2) 0.450, (3) 0.475, (4) 0.500, and (5) 0.525 annealed in
(a) 16O and (b) 18O. Insets show the temperature depen-
dence of inverse susceptibility. The solid and dashed lines
refer to the cooling and heating modes, respectively.
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



PHASE SEPARATION INDUCED BY OXYGEN ISOTOPE SUBSTITUTION 1887
Obviously enough, all these samples exhibit homoge-
neous FM ordering at low temperatures.

The crossover to the FM state in samples with 16O is
sharper and occurs at a higher temperature, which cor-
relates well with the electrical resistivity data. The
Curie temperature shift ∆TC is the same for 16O and 18O
(≈40 K), as is the shift ∆TMI derived from the ρ(T) rela-
tion. In samples with 18O and compositions x ≥ 0.450,
the values of χ are substantially smaller than those for
samples with 16O and TC also decreases. The suscepti-
bility of samples with 18O exhibits a noticeably
increased temperature hysteresis as compared to that
for the composition with 16O (i.e., the behavior of the
susceptibility is identical to that of ρ(T) for samples
with 18O).

For all samples, the function χac(T) exhibits a sharp
maximum at T ≈ 40 K. The decrease in susceptibility
after 40 K originates from the increasing stiffness of the
ferromagnetic domain structure [22]. Note also that all
measurements were conducted on several samples. The
pattern of the magnetic susceptibility behavior and the
characteristic temperatures were the same for the sam-
ples with 18O.

For x = 0.500, the value of χ decreases sharply and
TC shifts toward lower temperatures, thus indicating a
decrease in the FM phase volume. In the x = 0.525 com-
position, the susceptibility becomes very small and FM
ordering disappears completely. Thus, the measure-
ments of the magnetic susceptibility in samples with
18O showed that, as the Sr concentration increases, the
volume of the FM phase decreases strongly and
becomes insufficient for cluster-based percolation and
the samples transfer to the insulating state [at x = 0.475
and 0.500, according to the ρ(T) data]. Thus, the
16O  18O isotope substitution in the Sm1 – xSrxMnO3
system substantially changes the phase diagram near
the boundaries of the FM metallic phase, in the inter-
mediate region (0.4 < x < 0.6), and in the AFM insulat-
ing state.

2.3. Discussion of Neutron Diffraction Data

Neutron diffraction studies performed on samples of
152Sm0.5Sr0.5Mn16O3, 152Sm0.5Sr0.5Mn18O3 (Fig. 3),
152Sm0.55Sr0.45Mn16O3, and 152Sm0.55Sr0.45Mn18O3
(Fig. 4) revealed good agreement with the above mea-
surements of the temperature dependences of electrical
resistivity and magnetic susceptibility. Moreover, these
studies unambiguously identified the types of magnetic
ordering and their evolution with temperature. (Neu-
tron diffractograms were refined by the Rietveld proce-
dure using the FULLPROF code.) As seen, for instance,
from the neutron diffraction patterns shown in Fig. 3,
the ground magnetic state for the 152Sm0.5Sr0.5Mn16O3
sample is a mixture of the FM and A-type AFM phases,
with the FM phase being dominant. The FM moment
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
calculated from a Rietveld-refined neutron diffracto-
gram measured at 1.4 K was found to be mF = 2.13(7)
µB/Mn, whereas the AFM moment was mAF = 1.04(4)
µB/Mn. The ground state for the 152Sm0.5Sr0.5Mn18O3

sample is purely of the antiferromagnetic A type, with
the AFM moment mAF = 1.84(5) µB/Mn at T = 1.4 K.
The samples also differ in terms of the temperature of
magnetic ordering. Significantly, the magnetic
moments obtained are small. Their magnitudes, as well
as the pattern of their temperature behavior (the
absence of a plateau at low temperatures), indicate that
complete magnetic ordering is not attained even at
T = 1.4 K.

The neutron powder diffraction patterns obtained on
the 152Sm0.55Sr0.45Mn16O3 and 152Sm0.55Sr0.45Mn18O3

samples directly confirm the formation of an inhomo-
geneous state and the onset of both FM and AFM order-
ing in samples with 18O. As follows from the diffraction
patterns presented in Fig. 4a, the samples with 16O
undergo only an FM transition at T ≈ 120 K, which is in
full agreement with the data from [13, 14, 23] obtained
on samples with a natural abundance of oxygen.
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In the sample with 18O, AFM-ordered A-type
regions form above the Curie point. These regions grow
in volume with decreasing temperature. At T ≈ 100 K,
FM regions start to nucleate. The data obtained on the
magnetic susceptibility and electrical resistivity can be
interpreted in the following way. Initially, FM regions
appear only where AFM regions have not yet formed.
This seems only natural, because destruction of the
AFM order would require additional energy expendi-
ture. The electrical resistivity continues to grow under
cooling, because the increase in the volume of AFM
regions is a dominant effect. While the FM regions also
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grow in volume, percolation over the FM regions sets in
only at 70 K. After this, the electrical resistivity natu-
rally decreases. As the temperature is lowered still
more, neutron diffraction reveals the formation of an
AFM state with long-range order. Neutron diffraction
spectra exhibit narrow maxima on broad pedestals in
the positions corresponding to A-type magnetic order-
ing; the widths of these maxima are determined by the
diffractometer resolution. As a result, both types of
magnetic ordering coexist at very low temperatures.

Thus, in contrast to the sample with 16O, the sample
with 18O does not transfer to the homogeneous FM
state; furthermore, this state does not become prevalent
over the sample volume. The FM moment mF =
0.80(9) µB/Mn at the lowest temperature reached
(1.4 K) and the low-temperature value of the magnetic
susceptibility are smaller than those for the sample with
16O. The reversible evolution of the AFM regions under
heating may be kinetically hindered; therefore, there is
only one jump in the temperature dependence of the
susceptibility near 100 K. The maximum in resistivity
also shifts to this temperature (the resistivity under
heating is smaller because of the larger volume of the
FM phase). It should be pointed out that the A-type
AFM ordering is incompatible with CE-type charge
ordering. Thus, the isotope effect observed in
Sm0.55Sr0.45MnO3 is in no way related to a manifesta-
tion of charge ordering, which is characteristic of the
(La1 – yPry)0.7Ca0.3MnO3 system.

As for the crystal structure, the results obtained for
all the above compounds of the Sm1 – xSrxMnO3 system
are identical to those for the Sm0.55Sr0.45MnO3 compo-
sition [14]. The crystal structure of the samples with
16O and 18O is described well by the Pnma orthorhom-
bic space group. No structural transitions were revealed
in the temperature interval studied, from 300 down to
1.4 K. The lattice constants show that the structure of
these samples is characterized by the relations c > a >

b/  at all temperatures.

Thus, our experimental studies revealed changes in
the magnetic phase diagram caused by the 16O  18O
isotope substitution in the Sm1 – xSrxMnO3 system.

2.4. Phase Diagram of the Sm1 – xSrxMnO3 System

The Sm1 – xSrxMnO3 compositions in which the oxy-
gen isotope substitution was carried out exhibit a
change in the phase diagram shown in Fig. 5. This
change is supported by the totality of our measurements
and by a comparison with powder neutron diffraction
data available for the compositions 154Sm0.6Sr0.4MnO3

[11, 12] and 152Sm0.5Sr0.5MnO3 [24]. The magnetic
ground state of these two compositions is determined
by a mixture of the FM with the A-type AFM state.
While the FM-phase content in them is practically the
same (mF ≈ 2.6 µB/Mn), the content of the AFM com-

2
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ponent in the 0.5–0.5 composition is considerably
larger (mAF = 3.4µB/Mn) than that in the 0.6–0.4 com-
pound (mAF = 0.5µB/Mn).

On the whole, the character of change in the phase
diagram induced by oxygen isotope substitution
16O  18O can be traced to a suppression of stability
of the FM metallic state: (1) the Curie temperature
decreases noticeably for all compositions, (2) the nar-
row domain of existence of the homogeneous FM state
vanishes, and (3) AFM ordering is now observed to set
in throughout the compositional range studied. The iso-
tope effect in the compositional range covered mani-
fests itself strongly near x = 0.5 and substantially more
weakly near x = 0.4.

This character of the isotope effect suggests that it is
related to orbital ordering of Jahn–Teller centers in the
Sm1 – xSrxMnO3 structure. This is also argued for by the
structural characteristics associated with orbital order-
ing. Indeed, the Sm0.5Sr0.5Mn16O3 compound, exactly
like Sm0.55Sr0.45Mn18O3 and Sm0.5Sr0.5Mn18O3, has a
crystal structure with the unit cell parameters c > a >

b/ , whereas the Sm0.6Sr0.4MnO3 compound has an

O-type structure (c = a > b/ ) at high temperatures

and an O'-type structure (a > c > b/ ) in the low tem-
perature range. The electron–phonon coupling is appar-
ently more efficient in the former than in the latter case,
as a result of which the isotope effect is stronger.

It should be stressed once more that A-type AFM
ordering is incompatible with the CE-type charge
ordering. In this respect, the Sm1 – xSrxMnO3 system
differs substantially from the (La1 – yPry)0.7Ca0.3MnO3
system studied earlier, which likewise reveals a metal–
insulator transition driven by the oxygen isotope
exchange. Thus, the manifestation of the isotope effect
in manganites is not related to any specific features of
the manganite ground state; at the same time, this effect
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Fig. 5. Phase diagram of the Sm1 – xSrxMnO3 system with
different oxygen isotope compositions.
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is apparently highly sensitive to details of orbital order-
ing (the cooperative Jahn–Teller effect).

3. CONCLUSIONS

The 16O  18O isotope substitution gives rise to
pronounced changes in the phase diagram of the
Sm1 − xSrxMnO3 manganites in the concentration inter-
val 0.4 < x < 0.6. Furthermore, this substitution induces
separation of Sm1 – xSrxMnO3 compounds into FM and
A-type AFM phases for x ≥ 0.45. For concentrations x ≥
0.475, the low-temperature metallic state transforms
into the insulating phase under oxygen isotope substi-
tution; this transition is reversible under application of
an external magnetic field. All the above experimental
findings concerning the isotope effects suggest that the
corresponding processes should involve both spin and
dynamic degrees of freedom. These considerations
should be taken into account when analyzing such pro-
cesses.
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Abstract—The nonlinear microwave absorption in the (CH3NH3)2CuBr4 antiferromagnetic crystal is investi-
gated experimentally. The temperature and angular dependences of the parameters of nonlinear resonance and
the dependences of these parameters on the microwave pump power are analyzed. It is found that the nonlinear
properties deteriorate with decreasing temperature and the linear and nonlinear contributions are competitive in
character. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The compound (CH3NH3)2CuBr4 belongs to the
family of layered perovskite-like crystals [1], in which
the methyl ammonium group serves as a bridge
between the planes containing copper magnetic ions
(electron configuration d9, S = 1/2). According to the
magnetic static [2] and nuclear magnetic resonance [3]
data, this crystal is an antiferromagnet with the antifer-
romagnetic vector directed along the c axis of the crys-
tal, the ordering temperature TN ≈ 15.8 K, and a four-
sublattice magnetic structure of the cross type. More
recent investigations into the magnetic static properties
demonstrated [4, 5] that this crystal is not a simple
quasi-two-dimensional magnet and cannot be
described in the framework of the standard Heisenberg
model. In particular, the temperature dependence of the
magnetization does not exhibit a maximum characteris-
tic of low-dimensional systems, the temperature of the
transition to the ordered state substantially depends on
the magnetic field, and traces of magnetic correlations
at such a low temperature of magnetic ordering are
observed up to temperatures of the order of one hun-
dred of degrees. As follows from the experimental data
treated in terms of the standard molecular-theory
approach [6], the paramagnetic Curie temperatures are
different for parallel and perpendicular orientations:

 = –80 K and  = –190 K (here, the signs “||” and
“⊥ ” stand for H || c and H ⊥  c, respectively).

In this respect, the question arises as to the nature of
magnetic interactions and the mechanisms responsible
for the formation of the magnetic structure.

Earlier [7, 8], we investigated the nonlinear micro-
wave absorption, which is similar to the nonlinear res-
onance of a classical anharmonic oscillator in the
(CH3NH3)2CuCl4 ferromagnetic crystal. For this crys-

Θc
|| Θñ

⊥
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tal, we analyzed the nonlinear behavior of the micro-
wave absorption in the oscillator approximation and the
effect of light-induced change in the magnetic state in
the bistable mode at nonlinear magnetic resonance,
which allowed us to determine the line of unstable
dynamic equilibrium experimentally.

This paper reports on the results of experimental
investigations into the nonlinear dynamic properties of
the (CH3NH3)2CuBr4 antiferromagnetic crystal.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Samples were prepared in the form of 2 × 2-mm
plates with thickness t ~ 0.2–0.3 mm. The c axis of the
crystal was oriented perpendicularly to the plane of the
plate. The experiment was performed with a rectangu-
lar cavity (mode TE102, quality factor Q ≈ 1000) operat-
ing at the microwave frequency f = 10.3 GHz. The
power of the microwave oscillator was P ≤ 200 mW.

3. RESULTS AND DISCUSSION

The geometry of the experiment and a fragment of
the crystal structure in the laboratory system of coordi-
nates are presented in Fig. 1. It is found that, upon cool-
ing in the linear regime, as the temperature approaches
TN (the paramagnetic region), the resonance field tends
to zero independently of the direction of the magnetic
field with respect to the crystallographic axes of the
crystal. When the temperature of the antiferromagnetic
transition is passed, zero magnetic fields change and
there appears a magnetic resonance line. With a further
decrease in the temperature, this lines substantially
shifts toward the range of strong magnetic fields but
does not come to the plateau up to a temperature T =
4.2 K. This behavior of the resonance absorption in the
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Directions of the magnetic constant (H) and microwave (hUHF) fields with respect to the crystallographic axes. (b) A frag-
ment of the crystal structure in the laboratory system of coordinates. Open circles represent copper ions, closed circles indicate bro-
mine ions, and triangles correspond to methyl ammonium groups.
ordered region suggests that the spectrum of magnetic
excitations can have a gap character.

At a higher microwave power, the (CH3NH3)2CuBr4

crystal is characterized by a nonlinear magnetic reso-
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Fig. 2. Angular dependences of the parameters of the non-
linear magnetic resonance: (a) the hysteresis width ∆Hh and
(b) the cutoff field H1. T = (1) 5.5 and (2) 8 K. The inset
shows the shape of the microwave absorption line.
PH
nance in the magnetically ordered region. This reso-
nance is similar to the resonance of an anharmonic
oscillator [9], whose behavior can be described by the
equation of motion

(1)

All the designations used in this equation of motion are
traditional. It is known that, as a first approximation,
the solution to this equation for stationary amplitude
has the form

(2)

where ε = Ω – ω0 is the difference between the fre-
quency of the external driving force and the frequency
of the linear resonance and µ = 3β/8Ω is the coefficient
of nonlinearity. In our experiment, the line of micro-
wave absorption in the nonlinear regime has the shape
shown in the inset to Fig. 2. This line shape is typical of
systems with β < 0. In the experiment, we measured the
magnetic field H1 (the first cutoff field) and the hyster-
esis width ∆Hh. It is known that, at cutoff points, the
derivative is infinite, i.e., dA/dε = ∞, which leads to the
following expression for detunings [9]:

(3)

Then, from the consistency between Eqs. (2) and (3),
we can determine the hysteresis width

(4)
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In our case, we have H1 = (Ω + ε1)/γ and ∆Hh = ∆ε/γ,
where γ is the gyromagnetic ratio. The nonlinear prop-
erties most clearly manifest themselves in the behavior
of the hysteresis width. In actual fact, as follows from
relationship (4), the hysteresis width is proportional to
the coefficient of nonlinearity µ and is not masked by
virtually any means. The quantity λ can always be mea-
sured in the linear regime. At the same time, the shift of
the line as a whole (and, consequently, ε1) depends not
only on the coefficient of nonlinearity µ but also on the
crystalline magnetic anisotropy and the exchange
anisotropy. Figure 2 shows the angular dependences of
the parameters H1 and ∆Hh measured at different tem-
peratures (see caption to Fig. 2). In this case, the angle
θ is reckoned from the c axis of the crystal. It can be
seen from Fig. 2 that, as the temperature increases, the
θ range of existence of the nonlinear resonance
increases and the nonlinear properties become more
pronounced. This is clearly seen from the temperature
dependences of the nonlinear resonance parameters
obtained at the paramagnetic Curie temperature θ = 0
(Fig. 3). In the temperature range from T = 4.2 K to TN,
the hysteresis width ∆Hh changes by more than one
order of magnitude. A strong nonlinear resonance of
the same shape as in the inset to Fig. 2 is observed in
the vicinity of the temperature of the transition to the
magnetically ordered state TN in the range ∆T ≈ 2 K.

The behavior of the nonlinear absorption as a func-
tion of the microwave pump power is illustrated in
Fig. 4. It can be seen that the hysteresis width ∆Hh with
a change in the power of microwave radiation (which is
the equivalent of the quantity P in the oscillator model)
is qualitatively described by relationship (4). The only
difference is observed in the vicinity of α ~ 1. The mea-
sured field H1 is linearly dependent on the microwave
power.

In contrast with the case of the well-known reso-
nance in the (CH3NH3)2CuCl4 ferromagnetic crystal
[7], when the nonlinear magnetic resonance is most
pronounced in the geometry H ⊥  c, the nonlinear mag-
netic resonance in the (CH3NH3)2CuBr4 antiferromag-
netic crystal most clearly manifests itself in the geome-
try H || c. In the latter case, it is also unusual that the line
shape of nonlinear microwave absorption is inverted.
This means that, for the bromide crystal, the direction
of the nonlinear component of the elastic force coin-
cides with the direction of the high-frequency compo-
nent of the magnetic field (external force). This is quite
possible (Fig. 1) when the molecular field induced by
the nonlinear contribution lies in the (a–b) plane. In the
case when the magnetic field H is directed along the c
axis, the magnetic sublattices are equivalent in pairs,
which manifests itself as the degeneracy of the reso-
nance frequencies in the linear regime. As regards the
nonlinear magnetic resonance, at first glance, there are
no special prerequisites for its origin. The copper ion
has a spin S = 1/2. This implies that the intralayer spin
exchange interaction has a Heisenberg form and that
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
the crystalline magnetic anisotropy should be relatively
weak, which is observed in the experiment. Further-
more, magnetic ions in different layers are widely sep-
arated (by a distance of the order of at least two methyl
ammonium groups), and, therefore, the exchange
between the layers should be insignificant. The forego-
ing suggests that there should exist a strong interaction
between magnetic ions in different layers. Apparently,
this interaction is the Jahn–Teller interaction between
degenerate orbital states through which the spins of
ions also interact. The nonlinear spin dynamics can be
enhanced by the nonlinear interaction of resonant
modes in the region of resonance overlapping.

A more correct answer to the question regarding the
specific features of the magnetic structure and the
nature of the spin dynamics can be provided by theoret-
ical analysis with due regard for all interactions.
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Abstract—The properties of LaSrMnO films are investigated in the temperature range of the transition from
the rhombohedral phase to the orthorhombic phase (600–650°C). It is shown that, with a variation in the growth
temperature Ts, the change in the film properties is governed by the interaction of Mn–O metallic (ferromag-
netic) clusters in the dielectric (antiferromagnetic) matrix. At Ts ≤ 600°C, the low density of eg states and the
dielectric gap (Eg = 0.3–0.5 eV) are responsible for the following features: (i) the optical transparency in the
range "ω = 0.5–2 eV, (ii) the difference between the FC and ZFC magnetizations M(T), (iii) the high resistance,
and (iv) the appearance of the portions R(T) ≈ const in the dependence R(T) due to the transformation of clusters
into a system of tunnel-coupled quantum dots. At Ts ≥ 650°C, the local increase in the atomic and electronic
densities leads to a decrease in the optical transmission and the resistance by three to nine orders of magnitude,
the appearance of a maximum and a minimum in the dependences R(T) of the LaSrMnO films, and an increase
in the magnetization M(10 K) by one order of magnitude. The inference is drawn that magnetic ordering of the
system of tunnel-coupled clusters encourages an increase in the cluster size and in the content of the metallic
(ferromagnetic) phase. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Considerable recent interest expressed by research-
ers in lanthanum manganese oxides LaSrMnO with a
giant magnetoresistance effect stems from the fact that
these compounds exhibit a great variety of interesting
properties and hold much promise for practical applica-
tion. Lanthanum manganese oxides can have different
perovskite (from cubic to orthorhombic) structures
depending on the technique used in their preparation
and stresses arising in the system [1–5]. The structural
diversity entails a wide variety of properties. For exam-
ple, the transition from a rhombohedral phase to an
orthorhombic phase leads not only to qualitative
changes in the optical spectra and temperature depen-
dences R(T) but also to a decrease in the resistance by
seven to ten orders of magnitude [6]. The most interest-
ing objects of investigation appear to be samples with a
transition structure. These samples can be prepared by
growing films at temperatures Ts from 600 to 670°C
(where Ts is the synthesis temperature) [6]. The elastic
stresses arising at the film–substrate interface can both
suppress and induce the phase transition. The films
grown on SrLaGaO4 substrates are characterized by the
lowest temperature of the phase transition. The influ-
ence of the orientation of substrates and related stresses
on the properties of manganite thin films was thor-
1063-7834/04/4610- $26.00 © 21895
oughly analyzed by Boœkov et al. [7]. In the present
work, we investigated how the change in the type of
atomic ordering (upon transition from the rhombohe-
dral structure to the orthorhombic structure) affects the
physical properties of manganite films.

2. FILM PREPARATION AND EXPERIMENTAL 
TECHNIQUE

Films were prepared through pulsed laser sputtering
of a La0.6Sr0.2Mn1.2O3 target with the use of a KrF exci-
mer laser (τ ≈ 25 ns, energy density Φ = 3.0 J/cm2 at a
target, oxygen pressure in a working chamber P0 =
300 mTorr). The nonstoichiometric composition with
excess manganese was taken in order to stimulate the
cluster formation in the structure of samples [6]. The
films were deposited on SrLaGaO4 substrates at Ts =
450–730°C.

Pulsed laser deposition is a unique technique that
provides a means for growing high-quality films of
complex composition in which the target stoichiometry
of chemical elements is retained [8–12]. Coincidence
of the film and target compositions was confirmed by
the following experimental results. (1) At high growth
temperatures (Ts > 670°C), the films contain the only
phase corresponding to the target, namely, the orthor-
hombic phase (Pnma) with the reference parameters of
004 MAIK “Nauka/Interperiodica”
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the crystal lattice [6]. (2) The Curie temperature TC =
310 K determined from the magnetization measure-
ments of the films grown at Ts = 700°C is close to the
Curie temperature TC = 311 K for the target.

The film structure was studied by the photomethod
with the use of long-wavelength CrKα radiation. This
method simplifies the recording of diffuse x-ray scatter-
ing in clustered solid solutions, as is the case for our
objects of investigation. The electrical measurements in
the temperature range 4.2–300 K were performed using
the standard methods. The optical transmission spectra
of the films were recorded at room temperature in the
range "ω = 0.5–3.5 eV on a modified SP 700 C spectro-
photometer. The magnetic measurements were carried
out on a SQUID magnetometer in the temperature
range 4.2–300 K.

3. RESULTS

3.1. Film Structure

The structure of the LaSrMnO films was modified
by varying the growth temperature in the range 450 <
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Fig. 1. A general view of the diffraction pattern of
La0.6Sr0.2Mn1.2O3 films (Laue reflections and microphoto-
metric curve obtained along the axial line of the powder dif-
fraction pattern).
PH
Ts < 730°C. Previous diffraction investigations of
La0.6Sr0.2Mn1.2O3 films grown in the same temperature
range revealed that an increase in the synthesis temper-
ature Ts leads to structural transformations in the sam-
ples according to the scheme

  

 

with the transition from the single-phase rhombohedral

modification R  to the two-phase modification in
the range Ts = 650–670°C and then to the single-phase
orthorhombic modification O (Pnma) [6]. It can be seen
from the diffraction pattern (Fig. 1) that, in the hetero-
geneous phase of the crystal films, clusters with a
mesoscopic-range order and mesoscopic sizes are
coherently embedded in the matrix structure with a
long-range order.

The clusters formed by the family of Mn–O planes
play the most important role, because they provide the
conducting and magnetic properties of LaSrMnO films.

These clusters are characterized by the (203, )R and
(400)R reflections in the rhombohedral phase and the
(202)O and (004)O reflections in the orthorhombic
phase (Fig. 2). The sizes of Mn–O clusters were calcu-
lated with due regard for the width of the above diffuse
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Fig. 2. Fragments of the diffraction patterns in the range of
scattering from Mn–O clusters in La0.6Sr0.2Mn1.2O3 films
grown at temperatures Ts = 450, 600, 650, and 700°C.
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maxima on the basis of the Kitaœgorodskiœ technique
developed in our previous work [13]. The calculated
sizes fall in a narrow range in the vicinity of 100 Å. A
comparison of the diffuse maxima for different samples
(Fig. 2) shows that the fundamental structural transfor-
mations are associated with the change in the ratio
between the extended and contracted planes in the clus-
ters. This ratio indicates the presence of internal
stresses in mesoscopic regions (clusters) and manifests
itself in the asymmetry of the corresponding diffuse
maxima. Let us analyze the changes in the diffuse scat-
tering intensities for the discrete diffraction angles θ
(Fig. 2). These angles are chosen according to their cor-
respondence with the interplanar distances d =
nλ/2sinθ (the Bragg–Wulff equation), which are equal
to the Mn–O bond lengths for the rhombohedral and
orthorhombic phases in manganites [14].

It is worth noting that the chosen angles θ are sym-
metrically located with respect to central line C, which
divides the studied range of diffraction angles into two
structurally symmetric (with respect to reflections indi-
cated by the four vertical lines in Fig. 2) ranges: with
larger interionic (interplanar) distances d > dc (to the
left of line C) and smaller interionic (interplanar) dis-
tances d < dc (to the right of line C). By determining the
intensities at the aforementioned points to the left and
the right of line C in diffraction patterns of the studied
films, we analyzed how the growth temperature affects

the total intensities of the (202)O and (203, )R

reflections (Fig. 3a, curve d<) and the (400)R and (004)O

reflections (Fig. 3a, curve d<). It can be seen from
Fig. 3a that, in the films grown at temperatures close to
Ts = 600°C, “extended states” are dominant in the struc-
ture (“loosening region”), because the intensity I(d>)
exceeds the intensity I(d<). On the other hand, in the
samples grown at Ts < 600°C or Ts > 600°C, “con-
tracted states” of structural elements are dominant. This
is associated with the enhancement of the Mn–O inter-
actions in the samples grown at these temperatures as
compared to those deposited at Ts = 600°C.

By summing up the intensities at all four above
points in the diffraction patterns in Fig. 2, we can com-
pare the density of structural states associated with the
Mn–O clusters, including clusters that contain compa-
rable amounts of Mn3+ and Mn4+ ions responsible for
the metallic conductivity and ferromagnetism. As can
be seen from Fig. 3b, the intensity in the range 450°C <
Ts < 600°C is considerably lower than that in the range
600°C < Ts < 700°C. This suggests that the density of
the aforementioned structural states in the rhombohe-
dral phase is lower than the density of these states in the
orthorhombic phase. The results obtained are in agree-
ment with the data on the electronic and optical proper-
ties of the films.

203
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
3.2. Optical Transmission Spectra

The changes in the electronic structure of the
LaSrMnO films in the phase transition range can be
judged from the optical transmission spectra (Fig. 4).
The films grown at Ts < 600°C (rhombohedral phase)
are characterized by a high optical transparency in the
long-wavelength spectral range ("ω < 2 eV). In this
range, the spectra contain two maxima A and C with
close intensities. The minimum B (at "ω ≈ 1.1 eV) sep-
arating the maxima indicates a maximum in the density
of electronic states participating in the optical transi-
tions. The presence of metallic clusters manifests itself
in spectral portions OA associated with the absorption
by free charge carriers at "ω < 0.8 eV. These portions
are characterized by a decrease in the transmission t
with a decrease in "ω. Portions OA can be observed
because the maximum quantum energy possible upon
intraband optical transition and the corresponding
Fermi energy in clusters with the metallic conductivity
are smaller than the optical band gap. This explains the
high optical transparency of the films in the long-wave-
length spectral range.

The absorption edge is smeared, and a gap with a
width of ≈2.5 eV can be revealed in Fig. 4b from a dras-
tic decrease in the transmission t("ω). The shift of the
threshold energies toward the long-wavelength range to
1.2 eV (maximum C in curves 1, 2 in Fig. 4a) is due to
the presence of the clusters with metallic conductivity
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films as a function of the temperature Ts (a) for extended
(d>) and contracted (d<) planes of Mn–O clusters and (b) at
discrete angles in the diffraction patters of Mn–O clusters.
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in the  dielectric phase and the influence of elec-
tron tunneling on the interband optical transitions [15].
Owing to internal electric fields, the threshold energy of
interband transitions decreases substantially. In this
case, the short-wavelength range of the spectrum can be
approximated by a linear dependence of the transmis-
sion on the photon energy:

(1)

where B = α(ωt)d/δ0, C = α(ωt)d[1 + "ωt/δ0], ωt is the
threshold frequency, d is the film thickness, and δ0 is the
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Fig. 4. Optical transmission spectra of the LaSrMnO films
grown at Ts = (1) 450, (2) 600, (3) 650, and (4) 700°C.
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characteristic energy. This dependence agrees with the
behavior of curve 1 (at "ω = 1.2–2.2 eV).

The content Cm of the metallic phase (portion OA)
can be conveniently determined using the function
[15, 16]

(2)

where p is the hole concentration. According to the data
obtained in our previous work [17], we have Cm = 0.02–
0.05 at Ts < 600°C. The spectrum of the film deposited
at Ts = 600°C is similar in shape and transmission t to
the spectrum of the sample grown at Ts = 450°C
(Figs. 4a, 4b). The transmission spectrum contains the
long-wavelength minimum (at "ω = 0.9 eV) character-
istic of the samples grown at low temperatures Ts. How-
ever, the portion associated with the absorption by free
charge carriers is absent.

The samples synthesized at Ts > 600 are less opti-
cally transparent. The transmission spectra of the sam-
ples thus synthesized were studied by Kaplan et al. [18]
and Okimoto et al. [19]. These spectra have a simpler
structure: they contain one minimum D at "ω ~ 1.5 eV
and one maximum E in the range 1.7–2.2 eV (Fig. 4b).
It should be noted that the minimum at 1.5 eV typical
of the samples with an orthorhombic structure mani-
fests itself in the spectrum of the film grown at Ts =
450°C and is clearly observed in the spectrum of the
film deposited at Ts = 600°C (Fig. 4a). As the synthesis
temperature increases from 600 to 650°C, the transmis-
sion decreases sharply and the spectra at 650 and 700°C
differ only slightly. This can be judged from the com-
parative absorption spectra (α at Ts = 700°C)/(α at T =
450, 600, 650°C). The ratio of the quantities α for the
samples deposited at Ts = 700 and 650°C decreases
exponentially with an increase in the photon energy
(Fig. 5, curve 3). The increase in the density of states
(by no more than a factor of 1.5) with a decrease in "ω
suggests an increase in the concentration of free charge
carriers. Actually, the optical absorption coefficient α is
proportional to the optical conductivity σ(ω), which
agrees well with the behavior of the dc conductivity:

(3)

where n0 is the refractive index and c is the speed of
light. In the long-wavelength range, the intraband opti-
cal transitions dominate and a decrease in "ω leads to
an increase in the contribution of free charge carriers to
the optical absorption coefficient α [20]. Therefore, we
can draw the inference that curve 3 indicates an
increase in the content of the metallic phase with an
increase in the synthesis temperature Ts from 650 to
700°C. This is confirmed by a decrease in the resistivity
(from 3.2 × 10–1 to 3.65 × 10–2 Ω cm at T = 290 K, from
5 × 10–2 to 3.6 × 10–3 Ω cm at T = 4.2 K). The absorption
by free charge carriers is observed in the spectra of the
films in the orthorhombic phase (Ts > 600°C) at "ω <

1
t
--- dt

d "ω( )
---------------- Cm p,∼

α 4πσ ω( )/n0c,=
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0.2 eV [20] and, hence, does not manifest itself in the
spectra shown in Fig. 4. In the two other cases (Fig. 5,
curves 1, 2), the relative spectra are substantially more
complex. These spectra reflect the main features of the
transmission spectra in Fig. 4a and confirm the similar-
ity of the electronic structures of the samples grown at
Ts = 450 and 600°C.

At "ω > 2.2 eV, the transmission rapidly decreases
with an increase in "ω. It can be seen from the curves
in Fig. 4b that, despite qualitative and quantitative dif-
ferences between the optical spectra of the films with
orthorhombic and rhombohedral structures, their spec-
tra are very similar to each other in the short-wave-
length range. We can assume that, in this range, the
optical transitions occur through the same mechanisms.
The results obtained allow us to determine the band
gaps in the density of states. Our samples belong to sys-
tems with a disordered structure for which the depen-
dence α("ω) is described by the relationship [21]

(4)

where Egopt is the optical band gap. For the films grown
at Ts = 650 and 700°C, the approximation of the depen-
dences (α"ω)1/2 in the long-wavelength range to zero
leads to Eg1 ~ 0 eV (Fig. 6). This important result is typ-
ical of strongly correlated systems with metallic con-
ductivity and experimentally corroborates the presence
of a quasi-metallic band of free charge carriers (cen-
tered at "ω = 0 eV in the absorption spectra) in doped
metal oxides [22].

At high energies, the range in which the dependence
of the absorption coefficient α on "ω is linearized in the
"ω–(α"ω)1/2 coordinates is limited by the band gap
Eg3 = 1.5 eV (Fig. 6). This band gap is characteristic of
manganites with an orthorhombic structure [18–20, 22]
and can be determined from the minima in spectra 3 and
4 in Fig. 4b. For the rhombohedral phase, this gap weakly
manifests itself in the spectra (Fig. 4, curves 1, 2).

A similar approximation of spectra 1 and 2 of the
films in the rhombohedral phase (grown at Ts = 450,
600°C) results in a nonzero value of the band gap Eg2 =
0.25 eV (Fig. 6).

In the short-wavelength range, the energy gap with
Eg4 = 2.35 eV ± 0.1 eV is found for all the samples
(Figs. 4, 6).

The energy splitting ∆cf between the eg and t2g states
in the octahedral crystal field of manganites depends on
the charge state of Mn ions and, correspondingly, on the
Mn–O distance (the splitting ∆cf decreases with an
increase in the Mn–O interionic distance) [4]. For Mn4+

and Mn3+ ions, the splittings∆cf are equal to 2.4 and
1.5 eV. This is in agreement with the results obtained in
studies of the optical spectra.

As follows from the data presented in Figs. 4–6, the
density of electronic states in the samples with an
orthorhombic structure is considerably higher than that

α "ω( ) "ω Eg opt–( )2
/"ω,∼
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in the samples with a rhombohedral structure. This can
be associated with the larger volume of the unit cell in
the latter structure: VR/VO ≈ 2. In the long- and medium-
wavelength spectral ranges, including "ω ~ 1.5 eV, the
contribution of Mn3+ ions to the density of states is
large and the densities of states in the above structures
can differ by more than one order of magnitude (Fig. 5).

The energy gaps with Eg1 and Eg2 in the density of eg

states responsible for the p-type conductivity of manga-
nites are formed as a result of the removal of orbital
degeneracy due to distortions inherent in the Jahn–
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Fig. 5. Comparative optical transmission spectra of the
film samples: (1) α(700)/α(450), (2) α(700)/α(600), and
(3) α(700)/α(650).
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Teller effect. For the orthorhombic structure, these dis-
tortions are small (as compared to those in a cubic
structure), the splittings between the x2–y2 and z2 states
are virtually absent, and we have Eg1 = 0 eV. This is in
agreement with the inference made by Naœsh [3],
according to which the orbital splitting between the x2–
y2 and z2 states for orthorhombic magnets is either small
or altogether absent.

The situation is different for the samples with a
rhombohedral structure characterized by large distor-
tions. As can be seen from Fig. 6, the band gap Eg2 is
approximately equal to 0.25 eV. The location of the
minima in the transmission spectra (at 0.9–1.1 eV in
Fig. 4) most likely characterizes the difference between
the maxima in the density of the x2–y2 and z2 states.

3.3. Electrical Conductivity

The differences in the atomic and electronic sub-
systems of the LaSrMnO films lead to the change in the
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Fig. 7. Temperature dependences of the electrical resistance
of the films grown at Ts = (1) 450, (2) 600, (3) 650, and
(4) 700°C.
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behavior of the temperature dependence of the electri-
cal resistance R(T). For the samples grown at Ts ≤
600°C, the temperature dependences of the resistance
exhibit portions with R(T) ≈ const at temperatures
below Tcrit = 160–230 K (Fig. 7 curves 1, 2).

The portions R(T) ≈ const were previously observed
for dielectric manganites of compositions
La0.82Ca0.18MnO3 + δ [23], Nd0.7Ba0.3MnO3,
Nd0.7Sr0.3MnO3 [4, 24], Pr0.65Ca0.35MnO3 [25],
La0.7Ba0.3MnO3 [26], La2/3Ba1/3(Mn0.9Co0.1)O3 [27],
and La0.6Sr0.2Mn1.2O3 [17, 28]. In [4, 24] it was shown
that films with high resistivities ρ and portions ρ(T) =
const contain nanometer-sized inclusions. A similar
effect also manifests itself in amorphous and crystalline
YBaCuO films that involve small-sized clusters with
metallic conductivity in a dielectric medium [13, 16,
17, 28].

The nature of the observed phenomenon is
explained by the electron tunneling between metallic
clusters, which, at low temperatures, transform into
quantum dots with a discrete energy spectrum. It is
believed that the most probable mechanism is the elas-
tic tunneling between quantum dots under the condi-
tions of the Kondo effect, which provides the formation
of a window in the Coulomb blockage [29–31].

The growth temperature Ts = 600°C is the tempera-
ture at which the grown film is characterized by the por-
tion R(T) = const due to the influence of the system of
tunnel-coupled quantum dots on the electrical proper-
ties of the samples. On the other hand, this portion R(T)
exhibits a weak maximum (Tmax = 135 K) and a mini-
mum (Tmin = 100 K) at which the resistances differ by
~0.35%. This is associated with the effect of magnetic
ordering on the electrical conductivity of the system of
quantum dots. Upon cooling below the temperature
Tmin, the resistance again increases, as is the case with
low-resistance samples having an orthorhombic struc-
ture.

For the films prepared at Ts ≥ 650°C, the depen-
dence R(T) exhibits a maximum Rmax in the vicinity of
the Curie temperature (Fig. 7, curves 3, 4) [1–7]. At this
point, the semiconductor behavior of the dependence
R(T) with (dR/dT) < 0 gives way to a metallic behavior
with (dR/dT) > 0. Unlike the film deposited at Ts =
600°C with (Rmax – Rmin)/Rmax = 0.35%, the film synthe-
sized at Ts = 650°C has a resistance Rmax that is larger
than the resistance Rmin by a factor of 7.5.

For the films grown at Ts = 650 and 700°C, the elec-
trical conductivities equal to 3 and 27 Ω–1 cm–1 at Tmax
are one or two orders of magnitude lower than the min-
imum metallic conductivity [21, 32]

(5)

where z is the coordination number, V0 is the amplitude
of the random potential, and B is the band width. The
minimum conductivity σmin for LaSrMnO is no lower

σmin πe
2( )/4z"a B/V0( )crit

2
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than 100 Ω–1 cm–1 [6, 33]. Therefore, the transition
from a dielectric phase to a metallic phase for the sam-
ples under investigation in the vicinity of the tempera-
ture Tmax does not occur and the similarity between the
dependence R(T) and the behavior of the resistance for
metals is explained by the magnetic ordering, which
leads to a decrease in the activation energy in the
dielectric state of the films [34].

3.4. Magnetic Properties

Despite the considerable differences in the structure
and the electrical and optical properties of the films
grown at Ts = 600 and 650°C, there are many similari-
ties in their magnetic properties (Figs. 8, 9). When mea-
suring the magnetization M(T) after cooling of the sam-
ple in a magnetic field (FC measurements), the magne-
tization M increases with a decrease in the temperature.
However, the portion M(T) = const (at T < 60 K) for the
film deposited at Ts = 650°C is observed only in mag-
netic fields of 100 Oe and 1 kOe. At H = 10 kOe, the
magnetization continuously increases with a decrease
in the temperature. For the film grown at Ts = 600°C,
the portion M(T) = const is observed in a narrow range
at T < 40 K only in weak fields (H = 100 Oe).

In weak fields, the dependences of the FC magneti-
zation M(T) differ significantly from the dependences
M(T) obtained after cooling the samples in a zero mag-
netic field (ZFC measurements). The ZFC dependences
in weak fields have a bell-shaped form characteristic of
cluster spin glasses or hard magnetic materials [35, 36].
With an increase in the field strength, the difference
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Fig. 8. Temperature dependences of the magnetization of
the film grown at Ts = 600°C.
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between the FC and ZFC dependences becomes weaker
and disappears altogether for both samples in the field
H = 10 kOe. On the other hand, this difference in the
field H = 1 kOe is absent for the film grown at Ts =
650°C and remains significant for the film deposited at
Ts = 600°C (Figs. 8, 9).

A comparison of the behavior of the films prepared
at temperatures Ts = 600 and 650°C revealed a signifi-
cant difference between the magnetizations: the FC
magnetization (at T = 5 K) of the film grown at Ts =
650°C is higher than the magnetization of the film syn-
thesized at Ts = 600°C by a factor of 5 in the field H =
10 kOe and by a factor of 14 in the field H = 100 Oe.

4. DISCUSSION

The relation of the electrical, optical, and magnetic
properties of the films to their structure is of great inter-
est. As follows from the x-ray diffraction data, the con-
tents CMn–O of Mn–O clusters in the films grown at Ts =
600 and 650°C differ insignificantly and are equal to
10.7 and 11.1%, respectively. According to the optical
measurements, the contents Cm of the metallic phase in
the same samples are equal to 0.5 and 8.5%, respec-
tively. As is known [4], the Mn–O distance decreases
with an increase in the charge state of Mn ions and is
minimum for the Mn4+–O bond. The observed
changeover to the predominance of contracted planes in
Mn–O clusters with an increase in the synthesis temper-
ature Ts (Figs. 1, 2) reflects an increase in the content of
Mn4+ ions. At the same time, the close values of CMn–O
and Cm for the film synthesized at Ts = 650°C and the
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substantial difference between these quantities for the
film prepared at Ts = 600°C demonstrate that not all
Mn–O clusters but clusters characterized by contracted
planes (Figs. 2–4, range d < dc) predominantly contrib-
ute to the metallic conductivity. The metallic clusters
containing highly ionized Mn ions (Mn3+, Mn4+)
bonded to oxygen play an important role in the electri-
cal conduction of the samples (an increase in Cm with a
change in the growth temperature Ts from 600 to 650°C
results in a decrease in the resistivity at liquid-nitrogen
temperatures by four orders of magnitude) and substan-
tially affect the optical and magnetic properties of the
films.

For the film grown at Ts = 650°C, the dependence
R(T) in the range 30.7 K < T < 280 K exhibits a metallic
behavior with σ = 3 Ω–1 cm–1 in the range of the maxi-
mum. This value of the conductivity is one or two
orders of magnitude lower than the minimum conduc-
tivity σmin = 103–102 Ω–1 cm–1. Below the Curie temper-
ature, the dependence R(T) with the derivative
(dR/dT) > 0 is governed by the influence of magnetic
ordering on the electrical conductivity of the sample.
This film is characterized by the gapless state (Eg1 =
0 eV) and strong absorption over a wide spectral range
due to the high density of states.

In the case when the film is deposited at Ts = 600°C
with ρ = 102 Ω cm (T = 300 K), the dependence R(T)
exhibits a different behavior: R(T) ≈ const with an accu-
racy of several percent in the range 60–170 K. This is
explained by the participation of the system of tunnel-
coupled quantum dots in the conduction and is typical
of rhombohedral samples [6]. The structure of the film
prepared at Ts = 600°C is intermediate between struc-
tures of two types. Orthorhombic clusters with metallic
conductivity in the film are responsible for its specific
features characteristic of low-resistance objects,
namely, the occurrence of a weak maximum and a weak
minimum in the dependence R(T) and an increase in the
resistance at T < Tmin (Fig. 7). The electronic and mag-
netic subsystems strongly interact in the temperature
range from Tmax to Tmin. The temperatures Tmin and Tmax

are related by the empirical expression

(6)

where α = –0.46 and γ = 154.32 (see inset to Fig. 7).
The left end point (at Tmin = 100 K, Tmax = 135 K) in this
straight line corresponds to the film synthesized at Ts =
600°C. The right end point corresponds to the film
grown at Ts = 650°C.

No portions R(T) ≈ const are observed for the films
in the orthorhombic phase. The spacing between the
quantum-confinement levels depends on the cluster
size D and the hole concentration p [(the density of

Tmin αTmax γ,+=
PH
states at the Fermi level N(EF)] and can be represented
by the relationship

(7)

According to the x-ray diffraction data, we have D =
140 and 130 Å for the films grown at Ts = 600 and
650°C, respectively. If the critical temperature Tcrit of
the crossover from the activation behavior of the tem-
perature dependence of the resistance R to a behavior
corresponding to R(T) ≈ const is determined by the con-
dition

(8)

this temperature due to the high density of states in
clusters with the orthorhombic structure appears to be
too low for the portion R(T) = const to be observed. A
high critical temperature for the rhombohedral films
(Tcrit = 170 K at Ts = 600°C) suggests that the hole con-
centration in metallic rhombohedral clusters is lower
than the hole concentration in clusters in films with an
orthorhombic structure. Indeed, the optical absorption
coefficients α proportional to the density of states N(E)
for the films prepared at Ts = 600 and 650°C differ sig-
nificantly (by a factor of four or five at "ω < 1.2 eV)
only in the range in which intraband optical transitions
associated with the absorption by free charge carriers
are possible. For comparison, at "ω > 2.0 eV, we have
α(650)/α(600) < 1.5.

The density of states associated with the Mn3+–O
and Mn4+–O interionic interactions affects the magnetic
properties of the samples and the effect of the magnetic
subsystem on the electrical properties. For the film
grown at Ts = 650°C, the resistance upon cooling from
280 (Tmax) to 30.7 K (Tmin) decreases by one order of
magnitude and the normalized derivative (dR/dT)/R can
be as large as 1.29% per degree at T = 209.2 K. How-
ever, the metallic state is not observed even at Tmin (ρ =
4.4 × 10–2 Ω cm) and the resistance again increases at
temperatures below Tmin. The temperature Tmin can be
attributed to the temperature of charge ordering [37–
39]. By bringing the dependences R(T) and M(T) into
coincidence, we find that the maximum in the depen-
dence R(T) corresponds to the slope in the dependence
M(T). Consequently, we can draw the inference that
there are threshold states of the magnetic subsystem at
which the electronic properties of the samples begin to
change. The behaviors of dependences R(T) and M(T)
correspond to each other. For example, the FC magne-
tization M(T) and the resistance R(T) vary only slightly
at T < 80 K (Figs. 7, 9). Below the “freezing” tempera-
ture Tf ≈ 130 K at H = 100 Oe (ZFC measurements), the
derivative dR/dT decreases considerably.

In the case of the film deposited at Ts = 600°C, cool-
ing from T = 300 K leads to an increase in the resistance
and the magnetization. At T < 180 K, the dependences
of the FC magnetization M(T) in weak fields (H =
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D
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100 Oe) and the resistance R(T) flatten out and the ZFC
magnetization M(T) decreases. The magnetic ordering
also affects the dependence R(T). However, this effect
on the electrical conductivity of the system formed by
tunnel-coupled quantum dots is rather weak (the resis-
tances at the maximum and the minimum differ by
0.35%). If the effect of the magnetic ordering on the
electrical conductivity is evaluated according to the
derivative dR/dT at T < Tmax, this effect for the film pre-
pared at Ts = 650°C turns out to be three orders of mag-
nitude weaker than that for the film synthesized at Ts =
650°C. It should be noted that the behavior of the
LaSrMnO films (with ferromagnetic clusters), whose
dependences contain portions ρ(T) ≈ const with non-
monotonic variations in ρ(T), differs significantly from
the behavior of YBaCuO films for which nonmonotonic
variations in the portions ρ(T) ≈ const are absent [17].

The magnetization of the film deposited at Ts =
600°C is one order of magnitude lower than that of the
film grown at Ts = 650°C. Therefore, in order to provide
the conditions at which the magnetic ordering affects
the electrical properties, it is necessary to perform cool-
ing to lower temperatures. This can be associated not
only with the lower density of states but also with the
weak effect of the magnetic ordering on the electrical
conductivity of the system of tunnel-coupled quantum
dots. Actually, the maximum in the dependence R(T) at
T = 135 K corresponds to the temperatures at which the
FC magnetization M(T) remains almost unchanged
[M(135 K) ≈ 0.85M(10 K) at H = 100 Oe, 1 kOe] and
to the maximum in the dependence of the ZFC magne-
tization. For the film grown at Ts = 650°C with Tmax =
277 K, we have M(277 K) = 0.05M(10 K) and
M(277 K) = 0.14M(10 K) in magnetic fields H =
100 Oe and 1 kOe, respectively.

According to the x-ray diffraction and optical
absorption data, the content of the metallic phase in the
films under investigation is determined to be Cm < 20%.
Since the percolation threshold for the metallic conduc-

tivity in the films is estimated at  ≈ 0.5 [40, 41], the
tunneling is the main mechanism of electrical conduc-
tion. The magnetoresistance of the samples monotoni-
cally decreases with an increase in the temperature [6].
This is typical of spin-dependent tunneling [42, 43].
When electrons tunnel between metallic clusters
through high-resistance interlayers, the resistivity can
be written in the form

(9)

where L is the mean distance between grains. In the
case of a lattice composed of identical clusters, the
intercluster distance is defined by the relationship

(10)

where the factor γ is determined by the cluster shape.
For flat clusters (the thickness is equal to one-third of
the linear size D), we have γ = 3.

Cm
crit

ρ ρ0 L/L0( ),exp=

L D/L0 γCm( ) 1/3–
1–[ ] ,=
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If the mechanism of magnetic ordering in samples
with an inhomogeneous structure is associated with the
tunneling coupling between ferromagnetic clusters, the
coupling energy W decreases with an increase in the
distance and can be represented in the following form:

(11)

In the range of the maximum in the dependence R(T),
the thermal energy is at equilibrium with the energy W
of tunneling coupling between clusters; that is,

(12)

The probability of electron tunneling between clus-
ters can depend on the Coulomb blockage, which
affects the electrical conductivity of granular systems
[42], and decreases with an increase in the charge
energy,

(13)

where e is the elementary charge and ε is the permittiv-
ity. Since the cluster size varies only slightly, the mag-
netic properties are predominantly governed by the
content Cm of the metallic phase and the density of
states N(EF)). An increase in the content Cm of the
metallic phase (from 0.5 to 8.5%) with a change in the
synthesis temperature Ts from 600 to 650°C and the
corresponding decrease in the intercluster distance L
lead to an increase in the coupling energy W by a factor
of 14. This is accompanied by an increase in the mag-
netization. Moreover, an increase in the magnetization
is favored by an increase in the density of states upon
transition from the rhombohedral structure to the
orthorhombic structure [6].

Let us consider the possible mechanism responsible
for the decrease in the resistance of the films at T < Tmax
in the case when the tunneling is the governing mecha-
nism of interaction between clusters. As follows from
the dependences depicted in Figs. 8 and 9, the size D of
ferromagnetic clusters increases upon cooling of the
samples. An increase in the size of ferromagnetic clus-
ters in the antiferromagnetic matrix manifests itself in a
decrease in the length of the portion M = const with an
increase in the field strength from 100 Oe to 10 kOe
(Fig. 9) or in the absence of this portion in fields H ≥
1 kOe (Fig. 8). The temperature dependence of the
cluster size can be obtained in an explicit form under
the assumption that the cluster size D and the correla-
tion length ξ in the percolation theory vary in a similar
manner. As the content Cm of the metallic phase

approaches the percolation threshold , the correla-
tion length ξ increases according to the power law [40]

where ν = 0.85 is the critical exponent of the correla-
tion length. By assuming that, upon cooling of the
samples below the Curie temperature, the content Cm

W W0 L/L1( )–[ ] .exp=

kTmax W .=

Ec e
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/εD,=

Cm
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crit
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of the metallic phase varies linearly with the tempera-
ture, that is,

(14)

the dependence D(T) can be represented in the form

(15)

Therefore, in the temperature range ∆T = Tmax – Tmin,
we have

(16)

By introducing the designations  + BTmax = X and

 + BTmax –  = Y and taking into account that
BT/X < 1, relationship (16) can be rewritten in the more
instructive form

(17)

It can be seen from this expression that, for the model
under consideration, the resistivity decreases with a
decrease in the temperature. This behavior of the
dependence ρ(T) is in agreement with the experimental
data.

5. CONCLUSIONS

Thus, the transition of LaSrMnO films from a rhom-
bohedral structure to an orthorhombic structure was
investigated in the critical range of growth temperatures
(600–650°C). It was demonstrated that the fundamental
difference between these films is associated with both
the rhombohedral  orthorhombic transformation of
the dominant atomic order in the cluster structure and
the changes in the content of the metallic phase and in
the local density of atomic and electronic states. For
films with a rhombohedral structure (prepared at the
chosen temperatures, including Ts = 600°C), the distor-
tions of the unit cell play an important role and the low
density of states is caused by an increase in the inter-
atomic distances with an increase in the unit cell vol-
ume.

It was shown that a decrease in the resistance of the
LaSrMnO films with a decrease in the temperature is
governed by the magnetic ordering of metallic clusters
in the dielectric matrix and occurs at contents of the
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metallic (ferromagnetic) phase considerably below the
percolation threshold. The formation of the magneti-
cally ordered state is assisted by an enhancement of the
interaction between tunnel-coupled clusters in the form
of contracted planes involving Mn3+ and Mn4+ ions in
comparable amounts.

The inference was made that the observed metallic
behavior of the dependence R(T) stems from the
increase in the size and the concentration of metallic
clusters due to an enhancement of the ferromagnetic
interaction between them. When a continuous path for
charge carriers over metallic regions is absent, the elec-
trical conductivity of the films is limited by tunneling of
charge carriers between the clusters.

At a low density of states, clusters with a decrease in
the temperature can transform into a system of tunnel-
coupled quantum dots. This manifests itself in the
appearance of the portion R(T) ≈ const in the depen-
dence R(T).

ACKNOWLEDGMENTS

This work was supported in part by the Polish gov-
ernment, grant no. PBZ-KBN-013/T08/19.

REFERENCES
1. É. L. Nagaev, Usp. Fiz. Nauk 166 (8), 833 (1966) [Sov.

Phys. Usp. 39, 781 (1966)].
2. M. O. Dzero, L. P. Gor’kov, and V. Z. Kresin, Eur. Phys.

J. B 14, 459 (2000).
3. V. E. Naœsh, Fiz. Met. Metalloved. 92 (5), 16 (2001).
4. J. M. D. Coey, M. Viret, and S. von Molnsr, Adv. Phys.

48 (2), 167 (1999).
5. M. B. Salamon and M. Jaime, Rev. Mod. Phys. 73, 583

(2001).
6. Z. A. Samoœlenko, V. D. Okunev, E. I. Pushenko,

T. A. D’yachenko, A. Cherenkov, P. Gierlowski, S. J. Le-
wandowski, A. Abal’oshev, A. Klimov, and A. Szewc-
zyk, Zh. Tekh. Fiz. 73 (2), 118 (2003) [Tech. Phys. 48,
250 (2003)].

7. Yu. A. Boœkov, T. Claeson, and A. Yu. Boœkov, Fiz. Tverd.
Tela (St. Petersburg) 45 (6), 1040 (2003) [Phys. Solid
State 45, 1090 (2003)].

8. Y. G. Zhao, R. C. Srivastava, P. Fournier, V. Smolyani-
nova, M. Rajeswari, T. Wu, Z. Y. Li, R. L. Greene, and
T. Venkatesan, J. Magn. Magn. Mater. 220, 161 (2000).

9. T. Venkatesan, X. D. Wu, R. Muenchausen, and A. Pique,
MRS Bull. 17, 54 (1992).

10. C. Ghica, M. Valeanu, L. C. Vistor, V. Teodorescu,
C. Sandu, C. Ristoscu, I. N. Mihailescu, J. Werckmann,
and J.-P. Deville, Int. J. Inorg. Mater. 3 (8), 1253 (2001).

11. S. Kanazawa, T. Ito, K. Yamada, T. Ohkubo, Y. Nomoto,
T. Ishihara, and Y. Takita, Surf. Coat. Technol. 169–170,
508 (2003).

12. R. K. Singh and J. Narayan, Phys. Rev. B 41 (13), 8843
(1990).

13. V. D. Okunev, Z. A. Samoilenko, V. M. Svistunov,
A. Abal’oshev, E. Dynowska, P. Gierlowski, A. Klimov,
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



CHANGES IN THE ELECTRONIC, OPTICAL, AND MAGNETIC PROPERTIES 1905
and S. J. Lewandowski, J. Appl. Phys. 85 (10), 7282
(1999).

14. Q. Huang, A. Santoro, J. W. Lynn, R. W. Erwin,
J. A. Borchers, J. L. Peng, and R. L. Greene, Phys. Rev.
B 55 (22), 14 987 (1997).

15. V. D. Okunev, Z. A. Samoilenko, A. Abal’oshev,
A. Abal’osheva, P. Gierlowski, A. Klimov, S. J. Lewan-
dowski, V. N. Varyukin, and S. Barbanera, Phys. Rev. B
62 (1), 696 (2000).

16. V. D. Okunev, Z. A. Samoœlenko, V. A. Isaev, A. Klimov,
and S. J. Lewandowski, Pis’ma Zh. Tekh. Fiz. 28 (2), 12
(2002) [Tech. Phys. Lett. 28, 44 (2002)].

17. V. D. Okunev, N. N. Pafomov, V. A. Isaev,
T. A. D’yachenko, A. Klimov, and S. J. Lewandowski,
Fiz. Tverd. Tela (St. Petersburg) 44 (1), 150 (2002)
[Phys. Solid State 44, 157 (2002)].

18. S. G. Kaplan, M. Quijada, H. D. Drew, D. B. Tanner,
G. C. Xiong, R. Ramesh, C. Kwon, and T. Venkatesan,
Phys. Rev. Lett. 77 (10), 2081 (1996).

19. Y. Okimoto, T. Katsufuji, T. Ishikawa, T. Arima, and
T Tokura, Phys. Rev. B 55 (7), 4206 (1997).

20. N. N. Loshkareva, Yu. P. Sukhorukov, E. V. Mostov-
shchikova, L. V. Nomerovannaya, A. A. Makhnev,
S. V. Naumov, E. A. Gan’shina, I. K. Rodin, A. S. Mosk-
vin, and A. M. Balbashov, Zh. Éksp. Teor. Fiz. 121 (2),
412 (2002) [JETP 94, 350 (2002)].

21. N. F. Mott and E. A. Davis, Electronic Processes in Non-
Crystalline Materials, 2nd ed. (Clarendon, Oxford,
1979; Mir, Moscow, 1982), Vol. 1.

22. A. S. Moskvin, E. V. Zenkov, Yu. D. Panov, N. N. Losh-
kareva, Yu. P. Sukhorukov, and E. V. Mostovshchikova,
Fiz. Tverd. Tela (St. Petersburg) 44 (8), 1452 (2002)
[Phys. Solid State 44, 1519 (2002)].

23. M. F. Hundley and J. J. Neumeier, Phys. Rev. B 55 (17),
11 511 (1997).

24. M. D. Coey, M. Viret, L. Ranno, and K. Ounagjela, Phys.
Rev. Lett. 75, 3910 (1995).

25. V. G. Prokhorov, G. G. Kaminskiœ, V. S. Flis, and
Yang Pak Li, Fiz. Nizk. Temp. 25 (10), 1060 (1999)
[Low Temp. Phys. 25, 792 (1999)].

26. M. Ziese and C. Srinitiwarawong, Phys. Rev. B 58 (17),
11 519 (1998).

27. I. O. Troyanchuk, L. S. Lobanovskiœ, D. D. Khalyavin,
V. P. Yarunichev, N. V. Pushkarev, and G. Shimchak, Zh.
Éksp. Teor. Fiz. 116 (2), 604 (1999) [JETP 89, 321
(1999)].
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
28. V. D. Okunev, N. N. Pafomov, A. Abaleshev, H. Belska-
Lewandowska, P. Gierlowski, A. Klimov, and S. Lewan-
dowski, Pis’ma Zh. Tekh. Fiz. 26 (20), 20 (2000) [Tech.
Phys. Lett. 26, 903 (2000)].

29. L. I. Glazman and M. É. Raœkh, Pis’ma Zh. Éksp. Teor.
Fiz. 47, 378 (1988) [JETP Lett. 47, 452 (1988)].

30. T. K. Ng and P. A. Lee, Phys. Rev. Lett. 61, 1768 (1988).
31. K. Kikoin and Y. Avishai, Phys. Rev. Lett. 86, 2090

(2001).
32. N. F. Mott, Metal–Insulator Transitions, 2nd ed. (Taylor

and Francis, London, 1990; Nauka, Moscow, 1979).
33. A. E. Kar’kin, D. A. Shulyatev, A. A. Arsenov,

V. A. Cherepanov, and E. A. Filonova, Zh. Éksp. Teor.
Fiz. 116 (2), 671 (1999) [JETP 89, 358 (1999)].

34. N. G. Bebenin, R. I. Zaœnullina, V. V. Mashkautsan,
V. S. Gaviko, V. V. Ustinov, Ya. M. Mukovskiœ, and
D. A. Shulyatev, Zh. Éksp. Teor. Fiz. 117 (6), 1181
(2000) [JETP 90, 1027 (2000)].

35. R. V. Demin, L. I. Koroleva, R. Shimchak, and G. Shim-
chak, Pisma Zh. Éksp. Teor. Fiz. 75 (7), 402 (2002)
[JETP Lett. 75, 331 (2002)].

36. I. O. Troyanchuk, O. S. Mantytskaya, A. N. Chobot, and
G. Shimchak, Zh. Éksp. Teor. Fiz. 122 (2), 347 (2002)
[JETP 95, 300 (2002)].

37. S. F. Dubinin, V. E. Arkhipov, M. Ya. Mukovskiœ,
V. E. Naœsh, V. D. Parkhomenko, and S. G. Teploukhov,
Fiz. Met. Metalloved. 93 (3), 60 (2002).

38. É. A. Neœfel’d, V. E. Arkhipov, N. A. Tumalevich, and
Ya. M. Mukovskiœ, Pis’ma Zh. Éksp. Teor. Fiz. 74 (11),
630 (2001) [JETP Lett. 74, 556 (2001)].

39. U. Staub, G. I. Meijer, F. Fauth, R. Allenspach,
J. G. Bednorz, J. Karpinski, S. M. Kazakov, L. Paolasini,
and F. d’Acapito, Phys. Rev. Lett. 88 (12), 126402
(2002).

40. B. I. Shklovskiœ and A. L. Éfros, Electronic Properties of
Doped Semiconductors (Nauka, Moscow, 1979; Springer,
New York, 1984).

41. A. B. Khanikaev, A. B. Granovskiœ, and J.-P. Clerc, Fiz.
Tverd. Tela (St. Petersburg) 44 (9), 1537 (2002) [Phys.
Solid State 44, 1611 (2002)].

42. J. S. Helman and B. Abeles, Phys. Rev. Lett. 37 (21),
1429 (1976).

43. S. Lee, H. Y. Hwang, B. I. Shraiman, W. D. Ratcliff, and
S.-W. Cheong, Phys. Rev. Lett. 82 (22), 4508 (1999).

Translated by O. Borovik-Romanova
04



  

Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1906–1909. Translated from Fizika Tverdogo Tela, Vol. 46, No. 10, 2004, pp. 1841–1844.
Original Russian Text Copyright © 2004 by Sidorkin, Solodukha, Nesterenko, Ryabtsev, Bocharova, Smirnov.

                                    

MAGNETISM 
AND FERROELECTRICITY

           
Dielectric Properties of Thin PbTiO3 Films
A. S. Sidorkin, A. M. Solodukha, L. P. Nesterenko, S. V. Ryabtsev, 

I. A. Bocharova, and G. L. Smirnov
Voronezh State University, Universitetskaya pl. 1, Voronezh, 394062 Russia

e-mail: sidorkin@dom.vsu.ru, sam@main.vsu.ru, phssd28@main.vsu.ru, bocharova@phys.vsu.ru, green_sm@list.ru
Received December 16, 2003

Abstract—The electrophysical properties and phase composition of thin lead titanate films prepared on various
substrates by layer-by-layer magnetron sputtering of metals followed by annealing have been studied. The main
parameters of the metal–ferroelectric film–metal multilayer structures, namely, the spontaneous polarization,
coercive field, and permittivity, were studied for various substrate types and electrode materials. The conditions
favorable for the formation of PbTiO3 films that are similar in stoichiometry and phase composition were estab-
lished. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Lead titanate–based thin-film ferroelectric struc-
tures have device potential in microelectronics in the
area of memory elements, IR and ultrasonic sensors,
and electric meters with a low threshold voltage. Also,
PbTiO3 films feature a high remanent polarization and
good pyro- and piezoelectric properties. Recent publi-
cations report on the preparation of these films by using
various techniques and on probing of their dielectric
characteristics [1–4]. However, before progress in the
development and use of PbTiO3 films in devices
becomes a reality, the problems associated with optimi-
zation of the parameters of thin-film structures will
have to be solved.

This motivated the present investigation of the phase
composition and dielectric properties of the above
structures prepared under different conditions and with
different materials used for the substrate and the elec-
trodes. The substrate materials employed were poly-
crystalline titanium, single-crystal silicon, and polycor
(Al2O3). Since the preparation and properties of lead
titanate films on titanium and silicon substrates were
already analyzed in detail in [5–7], we focus our atten-
tion primarily on samples prepared on polycor sub-
strates.

2. PREPARATION OF THIN LEAD
TITANATE FILMS

PbTiO3 films on substrates of polycor (Al2O3) were
prepared by depositing titanium and lead layer by layer.
The metal layers were applied by plasma-enhanced
magnetron sputtering in an argon environment. The
sputtering was carried out without interruption in a
chamber evacuated to a pressure P = 0.33 × 10–2 Pa. To
obtain a polycrystalline film with a stoichiometric
Ti/Pb ratio, the sputtering was performed with an
excess of lead (~5 at. %) with respect to titanium to
1063-7834/04/4610- $26.00 © 21906
compensate for lead evaporation during the subsequent
annealing.

To optimize the technology of film preparation, the
annealing conditions of the layered structures thus
formed were varied depending on the x-ray diffraction
data and studies of the ferroelectric properties. The
annealing was performed in a resistive furnace in oxy-
gen and consisted of two stages. The first stage included
annealing at 200°C for 10 min (lead oxidation reac-
tion), and the second stage was performed at 600°C
(likewise for 10 min) to complete the reaction between
the titanium and lead oxides. After that, the sample was
heated from room temperature to 650°C over 2 h.

Gradual heating of a sample from room temperature
to 650°C over ~2 h was used as another method of
annealing.

The structures subjected to the two-stage annealing
exhibited thermally unstable dielectric properties;
indeed, in three consecutive measurements of the tem-
perature dependence of the sample capacitance, which
were performed at temperatures ranging from room
temperature to 600°C, the permittivity at the maximum
decreased to become, in the third measurement, one-
fifth of the value obtained in the first run. The dielectric
hysteresis loops were close to elliptical in shape. This
behavior finds explanation in the fact that the chemical
reaction among the components (titanium, lead, oxy-
gen), rather than coming to an end, became reactivated
as the sample was heated during the dielectric measure-
ments, which is corroborated by studies of the phase
composition.

Continuous annealing with the temperature raised
from room temperature to 650°C was found to be the
optimum regime, because the lead titanate films grown
in these conditions proved to have the best phase com-
position and thermally stable dielectric properties. The
final film thickness after annealing was 1 µm.
004 MAIK “Nauka/Interperiodica”
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The film phase composition was checked by x-ray
diffraction analysis. The samples obtained by two-stage
annealing were a mixture of the PbTiO3 stoichiometric
perovskite phase, PbTi3O7 and PbTi3O5 nonstoichio-
metric phases, and unreacted metal oxides. The mate-
rial obtained under continuous annealing revealed pre-
dominantly the stoichiometric phase. The diffraction
pattern (Fig. 1) exhibits only distinct strong lines indic-
ative of PbTiO3.

Top and bottom electrodes were deposited on lead
titanate films for measurement of their dielectric prop-
erties. Nickel, platinum, and gold metal films were used
as electrodes to optimize the dielectric measurements.
Ni and Pt were applied to a substrate by magnetron and
cathode sputtering, respectively, and Au, by thermal
deposition. The thickness of metal layers was varied
from 100 to 500 nm. The metal layers applied to a
dielectric substrate were tested for thermal stability by
heating them to 750°C. When heated above 400°C, the
nickel layer oxidized and lost metallic conduction. The
gold layer persisted to a temperature of 600°C, above
which a thin gold layer (300 nm) lost metallic conduc-
tivity as a result of interaction with the substrate. The
platinum layer remained metallic up to 750°C for a
thickness of 500 nm; thinner films degraded because of
sublimation of the platinum oxide. As a result, in order
to measure the dielectric properties of lead titanate
films, we chose a platinum layer no less than 500 nm
thick for the bottom electrode and gold for the top elec-
trode, because thermal evaporation is more convenient
for deposition of the top electrode. Note that platinum
is the best choice for the bottom electrode material
when studying the dielectric properties of ferroelectric
films, which is supported by data from the literature
[8, 9].

3. DIELECTRIC MEASUREMENTS

To determine the temperature behavior of the per-
mittivity of lead titanate films on a polycor substrate,
the sample capacitance was measured at a frequency of
1 kHz. The sample was placed in a resistive furnace,
and the temperature was monitored with a chromel–
alumel thermocouple. The heating rate was 2°C/min.
Dielectric hysteresis loops were studied by means of an
electronic attachment that made it possible to compen-
sate for the conductivity contribution growing with
temperature and to observe the loop caused by the non-
linear dielectric properties of the sample alone.

Figure 2 displays the temperature dependence of the
permittivity, which is characteristic of ferroelectric
materials and gives a curve with a maximum at a phase
transition temperature of about 500°C. The permittivity
exhibits a temperature hysteresis, which is typical of
compounds undergoing a first-order phase transition
and consists in a shift of the ε(T) curve by about 10°C.
There is also a small anomaly at a temperature of about
200°C; this anomaly should be assigned, according to
the literature data, to the presence of electrons weakly
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
bound to doubly charged centers, which become
depleted when heated above 200°C, as observed with
lead titanate single crystals [10]. The curve preserves
its shape in repeated measurements.

The Curie–Weiss law was shown to be met; the
ε−1(T) curve is displayed in Fig. 3. As follows from cal-
culations, the “fourfold law” (~3.6–3.9) is satisfied for
the material under study; i.e., the slopes of the ε–1 ver-
sus temperature straight lines measured above and
below the Curie temperature differ by a factor of
approximately 4. The Curie constant is C ~ 4 × 105°C,
which likewise supports the phase transition being first-
order.

Figure 4 shows dielectric hysteresis loops at differ-
ent temperatures. They have a shape characteristic of
ferroelectric materials.

Figures 5 and 6 give the temperature dependences of
the spontaneous polarization and coercive field for lead
titanate films. Both quantities fall off with increasing
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Fig. 1. Diffraction pattern of lead titanate PbTiO3 films
grown on a polycor substrate.
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temperature to vanish at the Curie point, which bears
out the ferroelectric nature of the material prepared.
The shape of the Ps(T) curve is characteristic of a ferro-
electric undergoing a first-order phase transition.

The results from comparing films grown on differ-
ent substrates are listed in the table. Note that the ε(T),
Ps(T), Ec(T), and ε–1(T) dependences for thin film struc-
tures grown on all the substrates studied follow a simi-
lar pattern characteristic of ferroelectric materials;
namely, there is a phase transition point near 500°C and
an anomaly at a temperature of about 200°C and the
spontaneous polarization and coercive field vanish at
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Fig. 3. Curie–Weiss law for PbTiO3 films on a polycor sub-
strate.
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Fig. 5. Temperature dependence of the spontaneous polar-
ization Ps of PbTiO3 films.
PH
the Curie point. The values of the Curie–Weiss constant
are also similar and equal to (3.6–3.9) × 105°C. How-
ever, the films grown on a polycor substrate feature a
narrower maximum in ε(T) at the phase transition point
and the largest permittivity near the Curie temperature,
as well as exhibiting the largest relative change in per-
mittivity over the temperature range from room temper-
ature to the phase transition point (see table). Structures
formed on silicon have the broadest permittivity maxi-
mum. The dielectric hysteresis loops saturate only in
films grown on a polycor substrate, while exhibiting the
highest coercive fields in this case.

Ps, µC/cm2 Ps, µC/cm2

Ps, µC/cm2Ps, µC/cm2

E, kV/cm E, kV/cm

E, kV/cmE, kV/cm

T = 20°C

T = 400°C T = 500°C
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Fig. 4. Variation of dielectric hysteresis loops of PbTiO3
films with increasing temperature.
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Fig. 6. Temperature dependence of the coercive field Ec of
lead titanate films.
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Parameters of lead titanate films on various substrates

Substrate
material

ε
Ps, µC/cm2 (T = 20°C) Ec, kV/cm (T = 20°C) References

T = 20°C T = Tc

Si 40–60 550–600 10–25 100–300 [5–7]

Ti 30–50 200–250 18–20 80–100 [5–7]

Al2O3 10–30 650–700 14–16 200–400 This work
4. CONCLUSIONS
To sum up, lead titanate films grown on polycor sub-

strates are a promising material for use in electronics
and microelectronics. Their application in practice,
however, would require additional studies of the stabil-
ity of the properties of this material.
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Abstract—Photoconductivity of lead magnesium niobate is studied, and the spectral dependence of the photo-
conductivity is measured in the vicinity of the permittivity maximum associated with a diffuse phase transition.
Photostimulated currents due to the Dember effect are detected. Based on the data obtained, the structure of the
density of states of defect energy levels is discussed. © 2004 MAIK “Nauka/Interperiodica”.
The ferroelectrics that undergo diffuse phase transi-
tions (commonly called relaxors) remain the most
intensively studied ferroelectrics [1–9]. Among these
materials, lead magnesium niobate PbMg1/3Nb2/3O3
(PMN) is the most known compound [1–5]. The con-
tinuing interest in these materials is due to their ferro-
electric, piezoelectric, and optical properties and to
their possible application in electronic engineering. In
particular, optically transparent relaxors can accumu-
late information recorded by light. This effect is a result
of the capture of photoexcited carriers by local centers.

Although relaxors have been studied for a long time,
the physical mechanisms of the processes proceeding
in them and the phenomena observed are still not com-
pletely understood. The main problem is adequate
description of the relaxor behavior in the vicinity of the
permittivity maximum. Furthermore, numerous experi-
mental data [5] indicate that the low-temperature phase
exhibits nonergodic behavior; i.e., the properties of this
phase depend on the previous history of the sample.
Recently, certain progress has been made in using a
model in which the relaxor behavior is associated with
the dynamics of polaron states forming via charge
localization on defects [6–8]. Therefore, in order to
understand the nature of relaxors, it is of importance to
detect these states and investigate their properties. In
this work, we measured the spectral dependence of
photoconductivity and photostimulated current in lead
magnesium niobate in order to study the properties of
the defect subsystem in this compound.

Measurements were performed on a PMN sample
6.2 × 4.5 × 0.65 mm in size. In order to measure the
photocurrent, transparent electrodes 4.5 × 4.5 mm in
size were deposited onto the optically finished
(110)-oriented 6.2 × 4.5-mm faces of the sample. The
optical transmission of the transparent electrodes was
measured with an SF-46 spectrophotometer and was
0.5 or more for the incident light wavelength λ ≥
300 nm. The photocurrent was recorded with a dc U5-
9 electrometric amplifier. The electrical conductivity
was measured with an U5-9 amplifier and an E6-13A
1063-7834/04/4610- $26.00 © 21910
teraohmmeter. Illumination was provided by xenon dis-
charge lamps or halogen incandescent lamps and an
MDR-12 large-aperture monochromator with an
entrance three quartz lens condenser. The light flux
density transmitted through the monochromator was
measured with an IMO-2 mean-power meter or a
BKM-5a bolometer and was 0.5–7.5 mW/cm2 in the
range 350–1000 nm. The light wavelength was swept at
a constant rate, which was typically in the range from
20 to 80 nm/min. The illumination spectral width could
also be varied; most of the data were obtained for a
spectral width of 9.6 nm. In the course of measure-
ments, the temperature of the sample was maintained
constant by blowing it with dry gaseous nitrogen and
controlled by a copper–constantan thermocouple to
within ±0.1 K.

The spectral dependences of the photostimulated
current and dc conductivity were recorded at various
temperatures. It was found that the dc conductivity of
lead magnesium niobate at T > 300 K has an activation
character and is due to thermal excitation of carriers
from defect energy levels into the conduction band. The
activation energy is of the order of Ua = 0.65 eV, which
is the distance from the chemical potential level to the
conduction band bottom. The spectral dependence of
photoconductivity exhibits a well-defined maximum at
a photon energy of 2.85 eV. Figure 1 shows the spectral
dependences of the photostimulated current observed
in our experiments at room temperature in the blue and
UV spectral regions for the incident light wavelength
swept in opposite directions. Curves 1 are obtained in a
dc external electric field, and curves 2 are taken in the
absence of an external field. The spectral dependences
are obtained for opposite directions of wavelength
sweep above λ = 200 nm. The characteristic peak with
a maximum at 435 nm (2.85 eV) corresponds to a peak
in the density of states of defect levels that is located
below the conduction band bottom. A similar spectral
dependence of photocurrent was observed in [4] in a
(100)-oriented crystal; in our case, the photocurrent and
light beam were directed along the [110] axis. It should
004 MAIK “Nauka/Interperiodica”
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be noted that the photocurrent peak with a maximum at
435 nm is proportional to the external voltage applied
between the electrodes and changes sign as the voltage
is reversed. The magnitude and direction of the photo-
current caused by UV illumination (curves 2) depend
on both the wavelength sweep direction and the sweep
rate. From photocurrent curves recorded at two sweep
rates differing by five times, it can be seen that, as the
sweep rate decreases, the photocurrent decreases sig-
nificantly in magnitude in the vicinity of the maximum
at 330 nm and remains unchanged in the vicinity of the
maximum at 435 nm. The peak at 330 nm corresponds
to the photocurrent associated with direct excitation of
carriers from the valence into the conduction band (the
band gap is 3.4 eV for PMN). In our case, this current
is due to the longitudinal Dember effect (which arises
in the spectral region of strong light absorption),
because the sample is illuminated through transparent
electrodes. The direction of this current depends on the
sign of the wavelength sweep rate during recording of
the photocurrent. The magnitude of the photocurrent
depends on the wavelength sweep rate. In the case
where the wavelength is increased, the photocurrent
flows against the applied field. As the external voltage
is removed, the photocurrent peak at 330 nm remains
unchanged in both direction and magnitude. Therefore,
the photocurrent due to the Dember effect is much
higher than the conventional photoconduction current
in this photoexcitation spectral region.

In [4], a sample was illuminated through a lateral
face, i.e., perpendicular to the external field direction,
and, therefore, the current mode discussed above could
not arise in those experiments. It is most likely that the
conventional photocurrent maximum (associated with
excitation of carriers from the valence to the conduction
band) was observed in [4] in this spectral region. In this
case, the photocurrent must vanish after the applied
voltage is removed.

The mechanism of the Dember effect is illustrated
schematically in Fig. 2. This effect is due to the appear-
ance of a spatial distribution of excited carriers f(x)
over a sample in the spectral region of strong absorp-
tion of light (in Fig. 2, this distribution is shown for two
different wavelengths). In our case, the experimental
situation is more complicated, because the photocur-
rent arises not due to the appearance of a distribution
f(x) over the sample but rather due to a variation in this
distribution produced by changes to the light wave-
length. The photoconductivity and spectroscopic data
suggest that there is a fairly wide energy distribution of
defect states near the bottom of the conduction band.
Therefore, these states can be involved in a diffuse
phase transition in relaxors [10].

Figure 3 illustrates the effect of prolonged illumina-
tion with the wavelength corresponding to the photo-
conductivity maximum in the visible region (435 nm)
on the spectral dependence of photocurrent at a bias
voltage of 100 V. In this case, a photoelectret state was
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Fig. 1. Spectral dependence of photostimulated current in
single-crystal lead magnesium niobate at room temperature
for the external field E equal to (1) 140 and (2) 0 V/cm.
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Fig. 2. Illustration of the Dember effect (schematic). The
curves represent the distribution of excited carriers f(x) over
the sample for two different wavelengths.
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recorded in the absence of an external voltage.
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observed to occur [4]. The duration of illumination was
chosen such that the effect reached saturation. The
curves were recorded in the absence of an external field.
Curve 1 was recorded before illumination, and curve 2,
after illumination under an external bias voltage of
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Fig. 4. Temperature dependence of photocurrent.
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Fig. 5. Variation in the dynamics of photocurrent as illumi-
nation at different wavelengths is turned on and then off in
the case where the wavelength is (a) decreased or
(b) increased.
PH
100 V. Under these conditions, the maximum value of
the photocurrent was as large as 12 × 10–12 A (in Fig. 3,
this maximum corresponds to a minimum that is
beyond the bottom boundary of the figure). Heating of
the sample up to temperatures of 400–450 K followed
by holding at these temperatures for 30 min and subse-
quent cooling to room temperature for one hour caused
the extra photocurrent to disappear completely. Illumi-
nation of the crystal at a wavelength near 435 nm in the
absence of a bias voltage also gradually decreased the
induced photocurrent. The contribution to photocurrent
due to the longitudinal Dember effect also arises in the
case of illumination at 435 nm. This contribution
causes an increase in photocurrent near λ = 435 nm
(Fig. 3, curve 1).

We also studied the temperature dependence of pho-
tocurrent. In Fig. 4, the maximum photocurrent (at λ =
435 nm) is plotted as a function of inverse temperature.
The solid line is a fit to the Arrhenius law with an acti-
vation energy of U1 = 0.23 eV. We note that under UV
illumination the photocurrent is independent of temper-
ature (to within experimental error) over the range 270–
370 K. Figure 5 shows the variation in photostimulated
current (measured in the absence of an external voltage)
as illumination at different wavelengths was turned on
and then off. The duration of illumination was always
600 s. The measurements were performed in the fol-
lowing order: the wavelength was first decreased from
360 to 300 nm in steps of 5 nm (Fig. 5a) and then
increased from 300 to 360 nm in the same steps
(Fig. 5b). Figure 6 shows analogous measurements of
photocurrent under an externally applied voltage of 9 V.
In this case, the duration of illumination was chosen
such that the process reached a steady state. These stud-
ies of the dynamics of photostimulated current showed
that both the magnitude and direction of photocurrent
depend on the previous history of a sample, more spe-
cifically, on the conditions of illumination at different
wavelengths, duration of illumination, and the presence
or absence of an external electric field during illumina-
tion. The complexity of the kinetic processes that occur
when illumination is turned on and then off indicates
that there are two types of photoexcited carriers that
differ in terms of their mobility. However, comprehen-
sive studies on the properties of both types of carriers
should be performed to make more detailed conclu-
sions.

Based on the photoconductivity and spectroscopic
data, we propose the following structure of the density
of states for defect levels (Fig. 7). The defect levels lie
U1 = 0.23 eV below the conduction band bottom and
form a fairly wide energy spectrum with a half-width of
the order of 0.32 eV. This spectrum can provide a relax-
ation time distribution and temperature dependence
that could explain the properties of relaxors [8, 10].
These defect states can be involved in diffuse phase
transitions in relaxors and can be used to influence the
properties of relaxors through illuminating them. It was
shown in [9] that the carriers are localized in a temper-
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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ature region near the phase transition point. The activa-
tion energy Ua = 0.65 eV is the energy separation
between the bottom of the conduction band and the
chemical potential in our sample. From the above dis-
cussion, it follows that the defect levels are less than
half-filled (Fig. 7).

Thus, we have studied the spectral dependences of
photoconductivity and photostimulated current in sin-
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Fig. 6. Variation in the dynamics of photocurrent as illumi-
nation at different wavelengths is turned on and then off
under a dc bias voltage of 9 V.
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Fig. 7. Density of states for defect levels (schematic).
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gle-crystal lead magnesium niobate PbMg1/3Nb2/3O3 in
cases both where an externally applied voltage is
present and absent. It has been shown that the photo-
stimulated current that is independent of the magnitude
and polarity of the external voltage is due to the Dem-
ber effect. The magnitude and direction of the photo-
stimulated current depend on the previous sample illu-
mination at various wavelengths. Based on the data
obtained, the possible structure of the density of states
for defect levels was proposed.
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Abstract—An anomaly of the relaxor type is revealed in the permittivity of the PbWO4 compound at a temper-
ature of 370°C. This anomaly is associated with the local random displacements of lead and tungsten atoms in
the nearest environment of oxygen atoms. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The mineral stolzite PbWO4 and its synthetic ana-
logs prepared in the form of crystals are characterized
by a high sensitivity of the luminescence properties to
irradiation with high-energy particles and, hence, are
very promising materials for relevant applications [1–
4]. It is known that the PbWO4 compound can crystal-
lize either in a scheelite-type structure [5] or in a wol-
framite-type structure [6]. These structures differ sig-
nificantly. In scheelite, tungsten cations are in the tetra-
hedral environment of oxygen anions (the coordination
number is four). In wolframite, tungsten cations are in
the octahedral environment (the coordination number is
six). Richter et al. [7] obtained structural data for the
monoclinic phase of PbWO4 under high pressure. Since
PbWO4 crystals exhibit luminescence activity,
increased research interest has been expressed in the
defects and structural instability of these objects [8].
However, the temperature dependences of the dielectric
properties of the PbWO4 compound and the dielectric
properties themselves are poorly understood.

Moreover, it is well known that lead- and tungsten-
containing oxide compounds with a structure of the
oxygen-octahedral type (for example, perovskites,
potassium–tungsten bronzes, pyrochlores, etc.) possess
a high dielectric activity. All these compounds are
either ferroelectrics or antiferroelectrics (see, for exam-
ple, [9]). As a rule, the nature of this activity is associ-
ated with the specific features revealed in the electronic
states of lead and tungsten cations in oxide compounds
and the interaction between these cations and oxygen
anions of their nearest environment [10–12]. Further-
more, in a number of perovskite (including lead-con-
taining) structures, strong effects of dielectric relax-
ation caused by defects in real crystals manifest them-
selves at different temperatures [13, 14].

The purpose of the present work was to reveal the
specific features in the permittivity of the PbWO4 com-
pound over a wide temperature range and their correla-
tion with variations in the structural parameters.
1063-7834/04/4610- $26.00 © 21914
2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Polycrystalline PbWO4 was prepared according to
the standard procedure of solid-phase synthesis from a
stoichiometric mixture of PbO (analytical grade) and
WO3 (extra-pure grade) upon annealing at a tempera-
ture of 750°C for 6 h. The ceramic samples were pro-
duced by hot pressing at a temperature of 850°C and a
pressure of 105 N/cm2 for 1 h.

X-ray powder diffraction analysis of the synthesized
PbWO4 compound was performed on a DRON-3.0M
diffractometer (CuKα radiation, Ni filter) and revealed
the presence of only one phase in the studied sample.
The structural transformations of the ceramic PbWO4
sample were investigated using x-ray diffractometry in
a URD-2000 high-temperature chamber in the temper-
ature range 20 ≤ T ≤ 550°C during heating and cooling.
The temperature at each point was stabilized accurate
to within ±1 K. X-ray diffraction patterns in the 2θ
range 20° ≤ 2θ ≤ 65° (scan step, 0.08°; exposure time
per frame, 1 s) were recorded at different temperatures
on a “Roentgen-structure” measuring and computing
complex based on a DRON-3.0M diffractometer and a
computer with a Pentium processor.

The temperature–time conditions used in x-ray
powder diffraction analysis are illustrated in Fig. 1. The
x-ray powder diffraction patterns were processed using
the full-profile analysis with the Powder Cell 2.3 pro-
gram [15]. The unit cell parameters, positional parame-
ters, and Debye–Waller factors of atoms were deter-
mined.

The temperature dependences of the permittivity of
the PbWO4 ceramic samples with applied silver elec-
trodes were measured with the use of an E7-8 alternat-
ing-current bridge. The frequency of the measuring
field was equal to 1 kHz.
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3. RESULTS AND DISCUSSION

The temperature dependences of the permittivity of
the PbWO4 compound measured during heating and
cooling are shown in Fig. 2. It can be seen from this fig-
ure that, during heating, the permittivity ε abruptly
increases at a temperature T ≈ 370°C and reaches
approximately 104. However, upon cooling, the permit-
tivity ε is characterized by two diffuse maxima at tem-
peratures of 320 and 400°C. It is found that, upon
repeated heating of the sample (immediately after this
sample was cooled), the temperature dependence of the
permittivity ε(T) is similar to the curve ε(T) measured
during cooling. The maximum in the temperature
dependence of the permittivity ε(T) measured during
heating was restored within one day of keeping the
sample at room temperature. At the same time, the tem-
perature dependence of the permittivity ε(T) measured
at a frequency of 1 MHz does not exhibit any noticeable
anomalies.

The full-profile analysis of the PbWO4 compound
was performed both at room temperature and in the
entire temperature range covered. This made it possible
to determine the temperature dependences of the unit
cell parameters, positional parameters, and thermal
parameters of atoms. As a result, we revealed the fol-
lowing structural features: (1) the symmetry of the
structure of the PbWO4 compound remains unchanged
(tetragonal phase, I41/a); (2) during heating and cool-
ing, the unit cell parameters vary monotonically (the
thermal expansion coefficients of the unit cell parame-
ters are as follows: α(a) = 1.1 × 10–5 K–1 and α(c) =
2.7 × 10–5 K–1); and (3) the mean interatomic distances
l(W–O) and l(Pb–O) in the temperature range 20–
520°C change insignificantly [∆l(W–O)/lroom = 4.5 ×
10–3, ∆l(Pb–O)/lroom = 7.6 × 10–3].

Figures 3a and 3b show the temperature depen-
dences of the isotropic Debye–Waller factors B for
tungsten, lead, and oxygen atoms in the temperature
range 20 ≤ T ≤ 450°C. It should be noted that the iso-
tropic Debye–Waller factors at room temperature have
the following values: B(W) = 0.009 Å2, B(Pb) =
0.003 Å2, and B(O) = 0.02 Å2.

Analysis of the curves depicted in Fig. 3 revealed
the following features: (1) an increase in the tempera-
ture leads to a noticeable increase in the Debye–Waller
factor for all atoms; (2) beginning from 200°C, the
ratios between these parameters become unexpected,
B(Pb) > B(W) > B(O); i.e., the ratios between the root-
mean-square random displacements of the atoms from
their positions in the structure are inverse with respect
to the ratios between the atomic masses; (3) upon heat-
ing of the sample (Fig. 3a), the parameters Bj increase
drastically at T ≈ 370°C; and (4) upon cooling of the
sample, the values of B(Pb) and B(W) at T ≈ 370°C are
not very high, whereas the parameter B(O) substan-
tially decreases at temperatures below 250°C.

Thus, the temperature dependences of the Debye–
Waller factors of atoms (unlike the other structural
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parameters) correlate well with the temperature depen-
dences of the permittivity ε(T).

The results obtained can be interpreted as follows.
The large parameters Bj for heavy atoms of lead and
tungsten (the root-mean-square displacements are of
the order of 0.2 Å) can be explained by the fact that,
apart from the root-mean-square displacements 〈ut 〉 of
these atoms due to thermal vibrations in the crystal
structure, there appear local random displacements
〈udisp〉  (similar to those observed in oxide relaxor ferro-
electrics [16–18]). Within this model of the structure,
the parameter Beff is determined by a superposition of
the displacements 〈ut 〉  and 〈udisp〉 . The separation of the
contributions to the parameter Beff from the root-mean-
square amplitudes of thermal atomic vibrations and the
local random displacements of heavy lead and tungsten
atoms requires more comprehensive and precise x-ray
diffraction studies of PbWO4 single crystals.

The character of the anomalies revealed in the tem-
perature dependences of the parameters B(Pb), B(W),
and B(O) in the vicinity of 370°C suggests that, at these
temperatures, there can occur an isostructural phase
transition of the local order–disorder type. From this
viewpoint, the observed anomalies in the permittivity
(Fig. 2) can be explained by the fact that the change in
the local chemical bonds Pb–O and W–O gives rise to
spatial charges, which, in the measuring alternating
electric field, behave like relaxing electric dipoles [13].

Further experimental investigation into the interre-
lations between the structural states of PbWO4 and the
phase transitions, as well as elucidation of the correla-
tions with the observed physical properties, will make
it possible to verify the validity of the physical models
of the studied phases [19].
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Abstract—The dielectric, pyroelectric, and polarization properties of TlInS2 crystals doped with 0.1 mol % Cr
and Mn are investigated. It is shown that TlInS2 compounds doped with chromium and manganese can be
assigned to the class of relaxor ferroelectric materials. The temperature range of existence of the stable relaxor
(nanodomain) state and the temperature of the phase transition from this state to the ferroelectric (macro-
domain) state are determined. The temperature dependence of the pyroelectric current is characterized by an
anomaly in the range of the phase transition. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ferroelectrics with smeared phase transitions
(which are also referred to as relaxors) have been stud-
ied intensively in recent years. These materials are
characterized by the following features: (i) the temper-
ature dependence of the permittivity ε(T) exhibits a dif-
fuse maximum; (ii) an increase in the frequency of the
measuring field leads to a shift in the maximum of the
dependence ε(T) toward the high-temperature range;
(iii) the ferroelectric hysteresis loop has a narrow pro-
late shape in a limited temperature range; (iv) the tem-
perature dependence of the pyroelectric current exhib-
its a jump at the temperature of the phase transition
from the relaxor state to the ferroelectric state; (v) the
relationship (ε)–1/2 = A + B(T – T0) is satisfied at temper-
atures above Tm, where Tm is the temperature of the
maximum in the dependence ε(T); and (vi) the fre-
quency dispersion of the temperature of the maximum
in the dependence ε(T) is adequately described by the
Vogel–Fulcher relationship [1–9]. Among the com-
pounds which are characterized by the aforementioned
features and which, for this reason, are assigned to the
class of relaxors, the best known compounds are
Pb(Mg1/3Nb2/3)O3, Pb1 – yLay(Zr1 – xTix)O3, and a num-
ber of other ferroelectrics that have been extensively
used in industry [1–10]. Compounds that can be classi-
fied as relaxors according to the characteristic features
listed above are disordered systems. However, analysis
of the materials belonging to this class has demon-
strated that only systems with a charge disorder rather
than with a pure structural disorder exhibit properties
inherent in relaxor ferroelectrics.

Although relaxors have been studied for a long time,
there has been no unified theory elaborated to provide a
satisfactory explanation of the specific features
observed in the properties of these materials. To date,
several approaches have been proposed for describing
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the mechanisms responsible for the behavior of ferro-
electric relaxors. The first approach is based on the
assumption that the studied system is divided into nan-
odomains under the action of random fields [11].
Within the second approach, relaxors are treated as
objects that exhibit a behavior typical of glasses, by
analogy with spin glasses in ferromagnetic materials [7,
8, 10, 12]. The third approach is based on the inclusion
of localized charges that generate local electric fields,
which, in turn, induce polarization in the vicinity of the
phase transition [4, 5]. Within the third approach, it is
also assumed that the ferroelectric transition is pre-
ceded by the formation of an incommensurate phase.
According to Mamin [13], it is in this temperature
range of the first-order transition from the incommen-
surate phase to the commensurate phase that thermal
filling of the traps initiates the branching sequence of
phase transitions responsible for the specific features in
the behavior of relaxors.

The considerable interest recently expressed by
researchers in relaxors stems from the fact that these
materials are very promising for use in optical data-
storage systems. Moreover, owing to the presence of
embedded domains of nanometer size, relaxors are con-
venient model objects for various applications in nano-
technology.

The TlInS2 compound is a semiconductor with a
layered structure. As was shown in [14, 15], the TlInS2
semiconductor compound is characterized by high x-
ray sensitivity and photosensitivity. Moreover,
Guseœnov et al. [15] revealed that crystals of this class
have a capacity for intercalation and exhibit effects of
electrical memory.

On the other hand, the TlInS2 semiconductor is a
compound in which the temperature instability of the
crystal lattice leads to ferroelectric ordering [16–20]. At
present, it has been established with confidence that the
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TlInS2 compound of stoichiometric composition is an
improper ferroelectric with an intermediate incommen-
surate phase. This means in particular that, as the tem-
perature decreases, the TlInS2 compound undergoes the
following sequence of phase transitions: (i) the transi-

tion from the initial paraelectric phase with  sym-
metry to the incommensurate phase characterized by
the wave vector ki = (δ, δ, 0.25) (where δ is the incom-
mensurability parameter) is observed at a temperature
of 216 K, and (ii) the transition from the incommensu-
rate phase to the polar ferroelectric phase occurs at a
temperature of ~200 K.

Investigations into the polarization properties of
undoped TlInS2 crystals at temperatures below 196 K
have revealed dielectric hysteresis loops with spontane-
ous polarization PS = 1.8 × 10–7 C/cm2. These findings
indicate that undoped TlInS2 crystals undergo smeared
phase transitions [6]. The diffuse character of the phase
transitions in this compound is associated with the fact
that TlInS2 belongs to the class of berthollides, i.e.,
compounds characterized by a redistribution of compo-
sition during crystal growth [16]. However, these vari-
ations in the composition occur in the homogeneity
region and the temperature dependence of the permit-
tivity ε(T) does not change in character. The tempera-
ture dependences of the permittivity ε(T) and the spon-
taneous polarization PS(T) for TlInS2 crystal samples
corresponding in composition to the singular point in
the phase diagram are typical of improper ferroelectric
phase transitions [6]. As was shown in our recent work
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Fig. 1. Temperature dependences of the permittivity ε(T) for
(a) TlInS2, (b) TlInS2〈Mn〉 , and (c) TlInS2〈Cr〉  crystals.
PH
[17], the introduction of 0.1 mol % Mn and Cr into the
TlInS2 compound leads to the appearance of diffuse
maxima in the temperature dependence of the permit-
tivity ε(T).

This paper reports on the results of investigations
into the temperature dependences of the permittivity
ε(T), the spontaneous polarization PS(T), and the pyro-
electric coefficient γ(T) for the TlInS2 crystals doped
with 0.1 mol % Mn and Cr.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Single crystals of TlInS2〈Mn〉  and TlInS2〈Cr〉  were
grown from a melt through oriented crystallization. No
anisotropy of the dielectric properties in the plane of the
layer was observed. The measurements were performed
at crystal facets cut out perpendicular to the polar axis.
The crystal facets were ground, polished, and coated
with a silver paste. The permittivity ε was measured on
E7-8, E7-12, R5058, and Tesla BM560 alternating-cur-
rent bridges in the temperature range 150–250 K at fre-
quencies varying from 1 kHz to 1 MHz. The rate of
change in the temperature was equal to 0.1 K/min. The
dielectric hysteresis loops were examined according to
a modified Sawyer–Tower scheme at a frequency of
50 Hz. The pyroelectric effect was measured using the
quasi-static method on a V7-30 universal voltmeter.

3. RESULTS AND DISCUSSION

The temperature dependences of the permittivity
ε(T) for TlInS2, TlInS2〈Mn〉 , and TlInS2〈Cr〉  crystals are
shown in Fig. 1. All the curves were measured during
cooling of the samples. As can be seen from Fig. 1, the
TlInS2 crystals undergo a sequence of phase transitions
[20]. In the temperature range 216–270 K, the depen-
dence ε(T) obeys the Curie–Weiss law with the Curie
constant C+ = 5.3 × 103 K. An anomaly manifests itself
at a temperature of 196 K only upon cooling, and all the
peaks are well pronounced without even insignificant
indications of smearing. For Mn- and Cr-doped TlInS2
crystals, the dependence ε(T) is substantially smeared.
In the low-temperature range, the maxima in the curves
ε(T) for TlInS2〈Cr〉  and TlInS2〈Mn〉  crystals are shifted
by 8 and 6 K, respectively.

As is known [6, 11, 17, 21], the smearing of phase
transitions and, consequently, the relaxor behavior can
be caused by composition fluctuations, defects, and
impurities. However, for TlInS2 crystals, composition
fluctuations (within the homogeneity region) [16] do
not lead to a manifestation of the relaxor properties.
Earlier investigations into the dielectric properties of
TlInS2 crystals doped with impurity cations [17] dem-
onstrated that only the dopant impurities substituting
for indium ions in lattice sites bring about the smearing
of phase transitions and their shift toward the low-tem-
perature range. At the same time, the introduction of
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



CHROMIUM- AND MANGANESE-DOPED TlInS2 1919
impurity cations that occupy octahedral holes due to
their physicochemical properties (ionic radius, coordi-
nation number) leads to a shift in the temperature of
phase transitions toward the high-temperature range
and does not affect the behavior of the dependence ε(T);
i.e., in this case, the phase transitions are not smeared.

An important feature of the ferroelectrics with
smeared phase transitions is that the temperature
behavior of the permittivity varies as ε–1/2(T) rather than
according to the Curie–Weiss law. In the case when the
temperature decreases from the range of existence of
the high-temperature phase, the curve ε–1/2(T) intersects
the abscissa axis at T = 174 K for TlInS2〈Mn〉  crystals
and at T = 168 K for TlInS2〈Cr〉  crystals. It is worth not-
ing that these temperatures coincide with the low-tem-
perature maxima in the temperature dependence of the
pyroelectric coefficient (Fig. 2).

Figure 2 depicts the temperature dependences of the
pyroelectric coefficient γ(T) for pure TlInS2, Mn-doped
TlInS2, and Cr-doped TlInS2 crystals. The pyroelectric
measurements were performed by the quasi-static
method. The pyroelectric coefficient γ was calculated
from the following relationship: γ = J/A0dT/dt, where
J is the pyroelectric current intensity, A0 is the surface
area of the electrodes, and dT/dt is the heating rate. For
these measurements, the samples were preliminarily
polarized in an external electric field. It is clearly seen
from Fig. 2 that, for the pure TlInS2 crystal at a temper-
ature of 196 K, the pyroelectric coefficient γ reaches a
maximum value of 1.6 × 10–7 C/(K cm2). For doped
TlInS2 samples, the dependence γ(T) exhibits two
anomalies: at Tm = 188 K and Tf = 168 K for Cr-doped
TlInS2 crystals and at Tm = 190 K and Tf = 174 K for
Mn-doped TlInS2 crystals (where Tf is the Vogel–
Fulcher temperature).

Examination of the polarization properties of the
TlInS2〈Cr〉  and TlInS2〈Mn〉  crystals has revealed
dielectric hysteresis loops at temperatures below 168
and 174 K, respectively. The maximum spontaneous
polarization observed in these cases reaches PS = 0.76 ×
10–7 C/cm2 for samples doped with chromium and PS =
0.4 × 10–7 C/cm2 for samples doped with manganese.
For undoped TlInS2 crystals, we obtained the spontane-
ous polarization PS = 1.8 × 10–7 C/cm2. In the tempera-
ture range 180–210 K, the dielectric hysteresis loops
are narrow and prolate in shape, which is characteristic
of relaxor ferroelectrics. At temperatures below 150 K,
the hysteresis loops for the TlInS2〈Cr〉  and TlInS2〈Mn〉
crystals have a shape typical of conventional ferroelec-
trics.

The frequency dispersion was investigated at four
frequencies of the measuring field: f = 1, 10, and
100 kHz and 1 MHz. It turned out that an increase in the
frequency f does not affect the location of the maxima
observed at the temperature Tm in the curve ε(T) for the
TlInS2 crystal, whereas the smeared maxima in the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
dependence ε(T) for the TlInS2〈Cr〉  and TlInS2〈Mn〉
crystals are shifted significantly. The observed increase
in the temperature of the maximum Tm in the depen-
dence ε(T) with an increase in the frequency f of the
measuring field (Fig. 3) can be adequately described by
the Vogel–Fulcher relationship
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Fig. 2. Temperature dependences of the pyroelectric coeffi-
cient γ(T) for (a) TlInS2, (b) TlInS2〈Mn〉 , and (c) TlInS2〈Cr〉
crystals.
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Tm: illustration of the Vogel–Fulcher law for (a) TlInS2〈Mn〉
and (b) TlInS2〈Cr〉  crystals.
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where f0 is the frequency at which the probability of
surmounting the potential barrier E has a minimum
value, k is the Boltzmann constant, and Tf is the Vogel–
Fulcher temperature. The Vogel–Fulcher temperature is
the temperature of “freezing” of electric dipoles or the
phase transition to the dipole-glass state [6, 9]. For the
crystals studied, the frequency f0 is approximately
equal to 1012 Hz, which is somewhat higher than the
values obtained for oxide relaxor ferroelectrics. In the
Vogel–Fulcher relationship, the activation energy is
calculated to be E = 0.03 ± 0.01 eV for both crystals.

An analysis of the curves shown in Figs. 1–3 dem-
onstrates that the TlInS2〈Cr〉  and TlInS2〈Mn〉  crystals
exhibit all the aforementioned features inherent in
relaxor ferroelectrics.

The considerable dielectric dispersion and the spe-
cific features observed in the ferroelectric properties of
TlInS2〈Cr〉  and TlInS2〈Mn〉  crystals are undeniably
associated with the structural disordering, which, in
turn, brings about local distortions of crystal symmetry
and the generation of internal electric fields over a wide
temperature range. In our opinion, the substitution of
chromium and manganese ions for indium in InS4 tetra-
hedra [17] leads to the relaxor behavior and suggests
that the soft mode responsible for the ferroelectric
phase transition is related to thermal vibrations of
indium atoms in InS4 tetrahedra. It should be noted that,
in the TlInS2 crystal lattice, indium occurs in the triva-
lent state with a coordination number of 4 (InS4 tetrahe-
dron). In this state, the ionic radius of indium is equal
to 0.76 Å. Hence, indium ions can be substituted for by
chromium and manganese ions whose radii are equal to
0.55 and 0.53 Å, respectively, and whose coordination
number is 4 [22]. However, under these conditions, the
valence of both chromium and manganese ions is equal
to 4. In this situation, according to Glinchuk et al. [11],
the electric dipoles that are associated with chromium
and manganese impurity ions and are randomly
arranged in the crystal lattice tend to order the system
through indirect dipole–dipole interactions with the
soft mode of the initial phase, whereas other sources of
random fields tend to disorder this system. In the case
when both these forces are in equilibrium, there can
appear dipoles aligned in the same direction.

It should also be noted that, although the phase tran-
sitions in TlInS2 crystals have long since been studied,
no satisfactory explanations have been offered for their
mechanisms. In our opinion, this circumstance can be
explained by the fact that all these investigations of the
phase transitions in TlInS2 compounds were performed
without due regard for their semiconductor properties.
This is especially true for TlInS2 crystals doped with
impurity cations. In our case, doping of TlInS2 crystals
with chromium and manganese should lead to the for-
mation of attachment levels (traps) in the vicinity of the
conduction band bottom. Moreover, as was shown by
Mamin and Blinc [4, 5, 13], thermal filling of the traps
PH
gives rise to a branching sequence of phase transitions
and can be responsible for the formation of an unstable
intermediate state between the incommensurate and
commensurate phases.

4. CONCLUSIONS

Thus, doping of TlInS2 crystals with chromium and
manganese leads to the formation of a stable nan-
odomain relaxor state in the temperature range under
investigation. The phase transition from the nan-
odomain relaxor state to the macrodomain ferroelectric
state occurs at a temperature of 168 K for TlInS2〈Cr〉
single crystals and at 174 K for TlInS2〈Mn〉  single crys-
tals. These temperatures correspond to jumps in the
temperature dependence of the pyroelectric coefficient
γ(T), which also coincide with the temperature of freez-
ing of nanopolar domains (the Vogel–Fulcher tempera-
ture).
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Abstract—Solid solutions with a perovskite structure of the general formula MnO3 (including the pre-
viously unknown compounds with A' = La or Pr and A'' = Cd or Bi) are studied. It is found that the structure of
the orthorhombic phases formed from rhombohedral phases with a decrease in the temperature is characterized
by strong anisotropy of the Mn–O bond lengths. This anisotropy drastically decreases at lower temperatures.
© 2004 MAIK “Nauka/Interperiodica”.

A1 x–' Ax''
1. INTRODUCTION

Over many years, compounds with a structure of the
oxygen-octahedral type (perovskites, pyrochlores,
potassium–tungsten bronzes, ilmenites, layered struc-
tures, Aurvillius phases, etc.) have been attracting con-
siderable research attention owing to the great variety
of their physical properties. In particular, these materi-
als exhibit properties of great practical importance,
such as ferroelectric properties, high-temperature
superconductivity, and colossal (or even giant) magne-
toresistance. Analysis of the data available in the litera-
ture on the characteristics of the compounds under con-
sideration shows that the structures of ferroelectrics and
high-temperature superconductors have been studied in
sufficient detail, whereas information regarding materi-
als with a colossal magnetoresistive effect is very
scarce and, in part, contradictory. This can be explained
by the following factors.

First, the structural states of perovskite-type oxides
are very sensitive to the quality and amount of differ-
ent-type defects, including deviations from stoichiom-
etry and variations in nanometer sizes of crystallites.
This implies that variations in the structural order and
disorder on the microscopic, mesoscopic, and macro-
scopic levels (i.e., on scales of a unit cell, a crystallite
(crystal block), or a crystal, respectively) bring about
considerable changes in the physical properties of the
studied objects.

It is evident that the manifestation of a colossal mag-
netoresistive effect due to the specific features in the
charge, orbital, and magnetic (spin) ordering [1, 2] sub-
stantially depends on the parameters of structural order
and disorder in the materials under investigation.

A distinguishing feature of manganese-containing

perovskites of the general formula MnO3 is
that, in these compounds, manganese can exist in the

form of Mn4+ ( ) or Mn3+ ( ) cations depend-
ing on the charge state of the A' (A' = La3+, etc.) and A''

A1 x–' Ax''
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(A'' = Ca2+, etc.) cations. Under these conditions, there
can occur ferromagnetic or antiferromagnetic interac-
tions and magnetic ordering of different types that
depend on the arrangement of Mn–O bonds in the per-
ovskite structure. The physical model of colossal mag-
netoresistance within this approximation allows only
for double exchange. More recent interpretation of the
charge-transfer effect is based on the assumption that
manganese-containing perovskites involve polarons
whose energy correlates with lattice distortions. In this
case, the electron–lattice interaction is associated with
the fact that the eg monolayer is present in Mn3+ and
absent in Mn4+. The degeneracy of the eg monolayer is
removed by the reduction in the symmetry of a regular
oxygen octahedron through small distortions (Jahn–
Teller effect). In the perovskite structure, Mn4+ cations
do not contribute to lattice distortions. Therefore, Jahn–
Teller distortions provide coupling of charge carriers in
local regions, thus generating small polarons [3]. 

Second, perovskite structures have been repeatedly
discussed in the literature in terms of the problem of
small strains arising upon phase transitions and differ-
ing in origin from ferroelectric spontaneous strains.
Similar phase transformations were referred to earlier
by Isupov [4] as “compressive” phase transitions. More
recently, these transformations were termed rotational
phase transitions, because, in original publications [5–
7], the strains observed in perovskite-type structures
were considered to arise from rotations of undistorted
oxygen octahedra due to freezing of the M3 and R25 nor-
mal modes.

In this work, we experimentally revealed the spe-
cific features of the structural transformations in man-
ganese-containing perovskites over a wide temperature
range, including ranges of high-temperature phase tran-
sitions. For this purpose, we studied the changes in
symmetry, unit cell parameters, interatomic bond
004 MAIK “Nauka/Interperiodica”
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lengths, and Debye–Waller factors for individual atoms
of the crystal lattice in the isotropic harmonic approxi-
mation.

Solid solutions in the well-known system
La1 − xCaxMnO3 (x = 0, 0.125, 0.30, 0.50) and a number
of previously unknown compounds, namely,
La0.7Bi0.3MnO3, La0.7Cd0.3MnO3, Pr0.7Bi0.3MnO3, and
Pr0.7Cd0.3MnO3, were chosen as the objects of our
investigation.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples of solid solutions were prepared according
to the standard procedure of solid-phase synthesis from
stoichiometric mixtures of La2O3 (special-purity
grade), Pr2O3 (special-purity grade), MnO2 (special-
purity grade), CdO (special-purity grade), CaO (analyt-
ical grade), and Bi2O3 (high-purity grade) upon sequen-
tial annealing in air at different temperatures in the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
range from 600 to 1000°C for 1 h. The LaMnO3 com-
pound was synthesized immediately in a temperature
chamber mounted on an x-ray diffractometer. This
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Fig. 1. Temperature dependences of the parameters of the
reduced perovskite subcell for the orthorhombic, rhombo-
hedral, and cubic phases of the LaMnO3 compound:
(1) ap = cp, (2) bp, (3) aR, (4) ac, (5) βp, and (6) αR.
Table 1.  Structural parameters of MnO3 (A' = La, Pr; A'' = Ca, Cd, Bi) solid solutions at room temperature (the accu-
racy in determining the structural parameters is identical for all compositions)

Parameter

La1 – xCaxMnO3  (x = 0.3)

x = 0 x = 0.125 x = 0.3 x = 0.5 Pr/Cd Pr/Bi La/Bi

Pnma Pnma Pnma Pnma Pnma Pnma R-3c

AO, AH, Å 5.4793(3) 5.4811 5.4613 5.4504 5.4370 5.4717 5.5211
BO, Å 7.7634(4) 7.7595 7.7243 7.6905 7.7069 7.7181
CO, CH, Å 5.5229(3) 5.5179 5.4858 5.4415 5.4852 5.4954 13.4571
A'/A'' x 0.480(1) 0.480 0.481 0.480 0.480 0.455

z 0.506(1) 0.506 0.497 0.498 0.506 0.513
B(A'/A''), Å2 1.06(2) 0.90 0.69 0.32 1.07 0.99 1.80
B(Mn), Å2 0.71(2) 0.19 0.10 0.17 0.71 0.09 0.30
O(1), O x 0.009(1) 0.009 0.008 0.018 0.009 0.095 0.440

z 0.438(1) 0.437 0.559 0.569 0.437 0.440
B(O(1), O), Å2 1.35(2) 1.36 0.21 0.46 1.36 0.11 0.04
O(2) x 0.228(1) 0.229 0.221 0.196 0.229 0.208

y 0.033(1) 0.043 0.033 0.031 0.033 0.063
z 0.771(1) 0.771 0.778 0.725 0.771 0.778

B(O(2)), Å2 1.09(2) 1.10 2.36 0.15 1.09 0.50

, Å2 0.50(2) 1.58 0.71 2.91 1.50 3.42 1.98

Rp, % 9.55 6.34 9.25 8.83 7.11 11.61 10.16
ap = cp, aR, Å 3.8899(3) 3.8888 3.8704 3.8509 3.8616 3.8775 3.8976
bp, Å 3.8817(3) 3.8777 3.8622 3.8453 3.8535 3.8591
βp, αR, deg 90.45(2) 90.39 90.26 90.09 90.51 90.25 89.91
Vp, Å3 58.73(2) 58.63 57.85 57.02 57.46 58.02 59.21

Note: In Tables 1 and 2, the unit cell parameters AO, BO, and CO of the orthorhombic phase, the x coordinate of the O(1) oxygen atom,
and the parameters ap = cp and bp of the corresponding perovskite subcells are determined in the space group of symmetry Pnma
and the unit cell parameters AH and CH of the rhombohedral phase, the x coordinate of the O oxygen atom, and the parameters aR
and αR of the corresponding perovskite subcells are determined in the space group of symmetry R-3c.

A1 x–' Ax''

A1 x–' /Ax''

BO
4
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Table 2.  Structural parameters of the La0.5Ca0.5MnO3 solid solution at different temperatures (the accuracy in determining
the structural parameters is identical for all temperatures)

Parameter

T, °C

600 650 800 1000

Pnma Pnma R-3c Pnma Pm-3m

AO, AH, Å 5.4740(3) 5.4718 5.4923 5.4912

BO, Å 7.7431(4) 7.7731 7.7877

CO, CH, Å 5.4883(3) 5.4876 13.3740 5.5126

Fraction, % 100 54 46 100 100

La/Ca x 0.498(1) 0.497 0.498

z 0.498(1) 0.497 0.498

B(La, Ca), Å2 1.97(2) 0.62 1.76 1.33 2.00

B(Mn), Å2 1.41(2) 0.27 1.00 0.47 0.50

O(1), O x 0.198(1) 0.018 0.490 0.038

z 0.512(1) 0.569 0.569

B(O(1), O), Å2 0.55(2) 0.56 0.76 1.06 3.00

O(2) x 0.276(1) 0.199 0.202

y 0.002(1) 0.031 0.031

z 0.745(1) 0.725 0.725

B(O(2)), Å2 0.36(2) 0.45 1.05

, Å2 1.01(2) 1.35 5.69 1.07 1.49

Rp, % 9.26 9.46 9.56 9.58

ap = cp, aR, ac, Å 3.8758(3) 3.8747 3.8760 3.8905 3.8971

bp, Å 3.8716(3) 3.8866 3.8939

βp, αR, deg 90.15(2) 90.17 89.74 90.22

Vp, Å3 58.16(2) 58.35 58.23 58.94 59.19

Note: The parameter ac of the perovskite subcells is determined in the space group of symmetry Pm-3m (see also note to Table 1).

BO
made it possible to observe the structure formation
under specified temperature–time conditions. Ceramic
samples were prepared by sintering at temperatures
ranging from 1100 to 1250°C for 1 h.

The temperature dependences of the electrical con-
ductivity were measured using samples with silver
electrodes on a digital instrument in the temperature
range 100–300 K.

X-ray diffraction analysis was performed in the
Bragg–Brentano geometry on a DRON-3M diffracto-
meter (CuKα radiation; Ni filter; 2θ range 20° ≤ 2θ ≤
75°; scan step, 0.08°; exposure time per frame, 1 s). The
x-ray diffraction patterns were processed with the Pow-
der Cell 2.3 program [8]. The accuracy in determining
the structural parameters was as follows: ±0.0004 Å for
unit cell parameters, ±0.02 Å for interatomic bond
lengths, and ±0.2 Å2 for Debye–Waller factors.
PH
3. RESULTS AND DISCUSSION

Table 1 presents structural parameters of synthe-
sized samples at room temperature, namely, unit cell
parameters of the orthorhombic (AO, BO, CO) and rhom-
bohedral (AH, CH) phases, parameters of the corre-
sponding perovskite subcells (ap = cp, bp, βp, aR, αR) and
their volumes (Vp), positional parameters of atoms (x, y,
z), isotropic Debye–Waller factors [B(A'/A''), B(Mn),
B(O)] and generalized Debye–Waller factors ( ) for
atoms in the structures, and discrepancy factors (Rp).

We compared our results obtained at room tempera-
ture with the data available in the literature for the com-
positions studied in the La1 – xCaxMnO3 system [9–14].
It turned out that the structural parameters of the com-
pounds synthesized are in good agreement with avail-
able data for stoichiometric (with respect to oxygen)
compositions. Therefore, our compositions can also be
considered to be stoichiometric. Note that direct deter-
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mination of the manganese valence is a very compli-
cated problem [15].

The temperature dependences of the parameters of
the perovskite subcells for the orthorhombic (Pnma),
rhombohedral (R-3c), and cubic (Pm-3m) phases of the
LaMnO3 compound are depicted in Fig. 1. According to
the results obtained by Rodriguez-Carvajal et al. [10],
this compound has a pseudocubic phase in the temper-
ature range from T1 = 477°C to T2 = 737°C. However,
our investigations revealed a direct transition from the
orthorhombic phase to the rhombohedral phase at T1 =
525°C and a transition from the rhombohedral phase to
the cubic phase at T2 = 975°C. This difference in the
results obtained in [10] and in this work can be

3

1
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4 5

O O + R O C2.3

2.1

1.9

1.7

1.5
0 200 400 600 800 1000

T, °C

Mn–O, Å

Fig. 2. Temperature dependences of the Mn–O bond lengths
in the La0.5Ca0.5MnO3 compound: (1) Mn–O(1); (2) Mn–
O(2) (1); (3) Mn–O(2) (2), orthorhombic (O) phase;
(4) Mn–O, rhombohedral (R) phase; and (5) Mn–O, cubic
(C) phase.
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explained by both the different structural qualities of
the samples studied and the different accuracies in pro-
cessing the experimental data.

The results of the structure refinement for the
La0.5Ca0.5MnO3 solid solution at several temperatures
in the vicinity of high-temperature phase transitions are
presented in Table 2. Note that these results were
obtained for eighteen temperatures in 50-degree inter-
vals (∆T = 50°C).

It can be seen from Table 2 that the La0.5Ca0.5MnO3
compound is characterized by an unusual sequence of
phase transformations. As the temperature decreases,
the La0.5Ca0.5MnO3 compound at temperature T1 =
975°C undergoes a transition from the cubic phase to

O O + R R O
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3
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1.94
0 200 400 600 800 1000 1200

T, °C

Mn–O, Å

Fig. 3. Temperature dependences of the Mn–O bond lengths
in the Pr0.7Cd0.3MnO3 compound: (1) Mn–O(1); (2) Mn–
O(2) (1); (3) Mn–O(2) (2), orthorhombic (O) phase; and
(4) Mn–O, rhombohedral (R) phase.
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Fig. 4. Schematic diagram illustrating the regions of existence of the orthorhombic (O), rhombohedral (R), and cubic (C) phases of
compositions MnO3 (A' = La, Pr; A'' = Ca, Cd, Bi) in the temperature range from 20 to 1180°C.A1 x–' Ax''
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the orthorhombic phase, which, at T2 = 775°C, partially
transforms into the rhombohedral phase. At tempera-
tures below T3 = 625°C, the sample contains only the
orthorhombic phase. The temperature dependences of
the Mn–O bond lengths in the La0.5Ca0.5MnO3 com-
pound upon the above phase transformations are shown
in Fig. 2. A similar sequence of phase transformations
with a decrease in the temperature is observed for the
Pr0.7Cd0.3MnO3 compound (Fig. 3).

The distinguishing features of the orthorhombic
phase are as follows: as the temperature increases in the
range below 300°C, the shortened Mn–O bond
becomes longer, whereas the lengthened Mn–O bond
becomes shorter; as a result, both bond lengths
approach a mean value. This indicates that the oxygen
octahedra have a nearly perfect shape. As the tempera-
ture increases in the range above 450°C, the Mn–O
bond, which is shortened at low temperatures, trans-
forms into a lengthened Mn–O bond and the lengthened
Mn–O bond transforms into a shortened Mn–O bond.
The mean Mn–O bond length only slightly changes
over the entire temperature range and is close to the
Mn–O bond length in the rhombohedral and cubic
phases.

Therefore, it can be assumed that the anisotropy
revealed in the Mn–O bond lengths in the orthorhombic
phase is associated with a specific strain order parame-
ter. It is worth noting that this order parameter is related
to neither the Jahn–Teller effect nor the freezing of the
M3 and R25 normal modes.

The schematic diagram illustrating the regions of
existence of the orthorhombic, rhombohedral, and
cubic phases for the studied compositions of manga-
nese-containing perovskites is given in Fig. 4.

It should be noted that the La0.7Bi0.3MnO3 solid
solution is characterized by an interesting feature: in
this compound, the rhombohedral phase exists over the
entire temperature range under investigation. For a sim-
ilar compound, namely, Pr0.7Bi0.3MnO3, the rhombohe-
dral phase is observed only at temperatures above
925°C. Our results obtained for solid solutions in the
La1 – xCaxMnO3 (x = 0, 0.125, 0.30, 0.50) system in the
high-temperature range complement the data reported
recently by Naish [16]. In particular, we revealed the
high-temperature orthorhombic phase of the
La0.5Ca0.5MnO3 compound for the first time. This phase
directly transforms into the cubic phase at higher tem-
peratures and into the rhombohedral phase at lower
temperatures.

4. CONCLUSIONS

Thus, the above analysis of the structural data on the
phase states in the solid solutions studied in the present
PH
work demonstrated that these compounds are charac-
terized not only by the parameters of charge, orbital,
and spin ordering and disordering (at low temperatures)
but also by other order parameters (at high tempera-
tures).
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Abstract—A model different from the Rayleigh model for Coulomb instability of charged metallic clusters is
proposed. The two-component model of a metallic cluster in the quasi-classical approximation offers different
critical charges depending on the type of charged particles. For small-sized parallelepiped clusters, the quanti-

zation of the electronic spectrum is taken into account. The critical sizes of and  clusters are calcu-
lated in the framework of the proposed model. The results of calculations are in good agreement with experi-
mental data. The Coulomb explosion of positively charged clusters  at 3 ≤ n ≤ 5 is explained qualitatively.
© 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Since the work by Sattler et al. [1], mass spectro-
metric investigations of the charging in cluster beams
have clearly demonstrated that the size effect is charac-
teristic of Coulomb instability of charged metallic clus-
ters with a finite number of atoms [2–4].

The problem of finding the stability criterion for a
charged spherical droplet was solved by Rayleigh. The
instability arises at an excess charge Q such that a
sphere stretches into a spheroid and then collapses.
Within this approach, the spherical shape corresponds
to an extremum of the sum of the electrostatic energy
Q2/2C and the surface energy τA, where C is the elec-
trical capacitance of the droplet, A = 4πR2 is the surface
area of the droplet, and τ is the surface tension. The crit-
ical charge is determined from the condition X = 1,
where X is the ratio of the electrostatic energy to the
doubled surface energy. In their recent work, Duft et al.
[5] for the first time experimentally confirmed the
validity of this criterion (X = 1) for micrometer-sized
droplets of ethylene glycol.

The Rayleigh expression for the excess charge has
the following form [6]:

(1)

The particle type determining the charge sign is imma-
terial in this formula. For example, a metallic droplet

can contain an excess number of electrons  =

|QR |/e or ions  = |QR |/Ze, where Z is the valence
and e is the elementary positive charge. However, such
a problem should be considered within a two-compo-
nent cluster model in which electrons and ions are
treated on equal terms [7–9]. The solution of this
problem results in a different size dependence of the

QR 16πR
3τ .±=

∆NR
e

∆NR
i
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excess number of particles ∆Ni, e ∝  R (as compared to
∆NR ∝  R3/2).

In the present work, we constructed a simple analyt-
ical theory of size-dependent Coulomb instability for
charged metallic clusters. For a cluster having the shape
of a parallelepiped, the quantization of the electronic
spectrum was taken into account. The model makes it
possible to elucidate the physical origin of the instabil-
ity and to explain the critical sizes of silver, gold, and
sodium clusters without resorting to complex self-con-
sistent calculations of clusters with different symme-
tries (see [2, 4] and references therein).

2. THE QUASI-CLASSICAL APPROXIMATION

Let us assume that a neutral cluster contains Ne/Z =
Ni = N atoms. The energy of a charged cluster that has
an excess number of electrons |∆Ne | ! Ne can be writ-
ten in the form

(2)

where µe is the chemical potential of electrons. The
cluster will retain the ∆Ne excess electrons if its state
with the number of electrons Ne + ∆Ne – 1 is character-
ized by a higher total energy. The number of electrons

 will be referred to as the critical number when the
reaction

  

becomes reversible and the following condition is satis-
fied:

  0, (3)

ENe ∆Ne+ ENe
µe∆Ne

e∆Ne–( )2

2C
-----------------------,+ +=

∆Ne*

MNi

∆Ne
*( )–

MNi

∆Ne* 1–( )–

e
–

+

∆E ∆Ne*( ) E
Ne ∆Ne* 1–+ ENe ∆Ne*+– IP*≡=
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This means that the ionization potential IP* > 0 of this
cluster is close to zero. It should be noted that one more
excess electron can occur only in the cluster in a meta-
stable state, because the sticking energy of this electron
satisfies the inequality

(4)

In this case, the relationship

always holds true. At ∆Ne > , the cluster is over-
charged. The electrons in the cluster are separated from
free states by a barrier and can be bound for a time. The
lifetime of each electron is governed by specific condi-
tions in a nonequilibrium system.

From relationships (2) and (3), we obtain the expres-
sion for the critical excess electron charge:

(5)

where We0 = –µe0 is the work function of the flat surface,
µe = µe0 + µe1/R, µe1/R is the first correction for the cur-
vature of the chemical potential of the degenerate elec-
tron liquid in the case of a sphere with the radius R =
N1/3r0, and r0 is the mean interionic distance.

It is interesting to note that the critical charge even
for particles containing more than a thousand atoms
does not exceed several units. This is associated with
the fact that the excess electron charge is distributed
over the cluster surface. As a consequence, a strong
Coulomb repulsion (self-interaction) arises between
individual parts of the charge. This is not the case when
negative ions are formed by individual atoms and mol-
ecules in which excess electrons are not collectivized.

Now, we consider a positively charged cluster that is
formed by metal atoms and contains Ne = ZNi electrons
and Ni + ∆Ni ions. This situation is similar to that for a
droplet involving Ni ions and ∆Ne < 0 electrons (defi-
cit). In this case, |∆Ne | should be a multiple of Z.

The energy  of the charged cluster can be
expressed through the total energy of the neutral cluster
as follows:

(6)

As in relationship (2), the main contribution to the
dependence on R is made by the term +eZ∆Ni describ-
ing the repulsion of the excess charge. In actual fact,
ions have a low mobility and the repulsion of the posi-

EA* ENe ∆Ne*+ ENe ∆Ne* 1+ +–=

=  –µe
e

2

2C
------- 2∆Ne 1+( )– 0.<

IP* EA*– e
2

C
----=

∆Ne*

∆Ne*
We0C µe1–

e
2

---------------------------
1
2
---,+=

ENi ∆Ni+

ENi ∆Ni+ ENi
µi∆Ni

+eZ∆Ni( )2

2C
---------------------------.+ +=
PH
tive charge is provided by the redistribution of the
mobile electronic subsystem.

The change in the energy due to the removal of one
ion can be represented in the form

(7)

The cluster with charge +eZ∆Ni is stable under the con-
dition ∆E(∆Ni) > 0. The reaction

  

becomes reversible when the number of ions reaches
the critical value . Then, we have

(8)

where Wi0 = –µi0 is the ion work function of the flat sur-
face. For a sphere of radius R = (Ni + ∆Ni)1/3r0, we use
the sum rule [8] and write

(9)

where σ0 is the specific surface energy and  =

3Z/4π  is the electron density. For the metals under
investigation, we have µe1 . 1.9 eV × a0 [8].

For ∆Ni > , the cluster releases a surplus ion
and transforms into a state with a lower energy. This
approach is equivalent to considering a droplet as a
two-component electron–ion system with the corre-
sponding chemical potentials.

The ion work function can be expressed with the use
of the Born cycle through the ionization potentials
IP(ζ) of one atom, the cohesive energy εcoh0, and the
electron work function We0 as follows:

(10)

where ζ is the degree of ionization of an atom (ζ ≤ Z).
At εcoh0 = 15 eV, We0 = 4.0 eV, and IP(1) = 7.4 eV for
lead, we obtain Wi0 = 4.9 eV. At R = 12a0, the critical
charge turns out to be equal to +2.7e. This agrees well
with the experimental data obtained in [1] and the
results of complex self-consistent calculations [2].

Within the above approach, it is assumed that the
charging of the cluster does not lead to a change in the
cluster shape. Expressions (5) for  and (8) for

 include and differentiate the emission (sticking)
of electrons or ions. This is associated with the neces-
sity of expending energy on introducing a particle of a

∆E ∆Ni( ) ENi ∆Ni 1–+ ENi ∆Ni+–=

=  –µi
e

2
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2
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particular type into the cluster and redistributing the
particle charge over the surface. Such a mechanism of
explosion of the charged atomic cluster can be treated
as an alternative to the Rayleigh mechanism. The esti-
mates show that the inequality ∆NR > ∆Ni > 
should be satisfied. This implies that the charging
should predominantly result in one-particle emission
rather than in Rayleigh instability. For small-sized clus-
ters, the quantization of the electronic spectrum plays
an important role.

3. QUANTIZATION OF THE ELECTRONIC 
SPECTRUM

Only in rare cases is a real cluster shaped like a
sphere. In this respect, for convenience (see, for exam-
ple, [10]), the electronic spectrum will be determined
for a cluster in the form of a parallelepiped of volume
Ω = abc. The potential field inside the cluster L ≡ a ×
b × c in size can be represented as a rectangular poten-
tial well with depth U0 < 0:

(11)

Here,  = "2(3π2 )2/3/2m is the Fermi energy of a
degenerate electron liquid and m is the electron mass.
The potential outside the well is equal to zero. Relation-
ship (11) describes the position of the conduction band
bottom for a semi-infinite metal. The size dependence
of the position of the well bottom is ignored [11].

The allowed levels (kinetic energies of electrons)
form a discrete spectrum: εj =  +  + . The wave
vector components are determined from the equations

(12)

where n ≡ nx, ny, and nz are integers and "k0 = .
In order to separate real levels from virtual levels, we
introduce the criterion

(13)

For the parallelepiped cluster with sides a, b, and c and
the potential profile with infinitely high walls, the spec-
trum is given by the expression

where j is the number of the state.
The solutions of Eqs. (12) can be reduced to the

solution for an infinitely deep well within the perturba-
tion theory [12]. For this purpose, we can write

(14)

where  = πnx/a is the solution corresponding to
k0  ∞. By substituting relationships (14) into
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Eqs. (12), we find that, to a first approximation, ξ =
−2/ak0 for a cube and the spectrum can be represented
in the following form:

(15)

The alternative expression directly follows from
Eqs. (12) with criterion (13); that is,

(16)

The number Ne of electrons in a neutral cube is spec-
ified, on the one hand, and is determined by the sum

(ε – εj) over all the filled states with due regard
for the double spin degeneracy, on the other hand. By
distributing electrons over the levels, we find the energy
of the highest occupied state εHO < 0 (reckoned from the
vacuum level). The ionization potential IP for the cubic
cluster can be determined from the formula

(17)

with the use of the capacitance of an equivalent sphere.

4. RESULTS AND DISCUSSION
Initially, we analyze the analytical approximation

derived in the preceding section as applied to aluminum
clusters (We0 = 4.25 eV, r0 = 2.99a0). The calculated size
dependences of the ionization potential (17) for AlN

cubic clusters are plotted in Fig. 1. The dependences
were obtained using the spectra calculated from formu-
las (12), (15), and (16). The results of the calculations
carried out in the range N = (10, 3000) demonstrate that
the spectrum quantization plays an important role even
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Fig. 1. Size dependences of the first ionization potential (17)
calculated for AlN clusters according to solutions (12) (solid
line), (15) (dashed line), and (16) (dot-dashed line). Num-
bers at the top correspond to the numbers of atoms in the
cluster.
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for very large clusters. The obtained magic numbers are
close to those observed in experiments [13].

Already for a hundred atoms, the calculations of the
spectrum from approximate formulas (15) and (16)
lead to quite reasonable results. However, their inaccu-
racy results in the level system differing from that
determined from Eqs. (12). As an illustration, the dif-
ferences in the spectra for N close to N = 58 are shown
in the inset to Fig. 1.

It should be noted that the calculations of the spectra
from formulas (12) are characterized by specific fea-
tures. The resulting term is a combination of the solu-
tions of the one-dimensional problem, and it is neces-
sary to determine combinations such that they corre-
spond to the minimum energies of this term.

Now, we examine the dependence of the ionization
potential for the cluster on the cluster shape. It is
assumed that the cluster shape can change from a
strongly flattened parallelepiped to a strongly elongated
parallelepiped, so that we have initially a monoatomic
plate of thickness L and then a monoatomic wire of
length L. The volume in the course of this evolution
remains constant, namely, Ω = 4 nm3.

The interval L is divided into 1000 portions, and the
spectrum is determined by solving Eqs. (12) for each
geometry. In the ionization potential (17), the capaci-
tance of an equivalent spheroid is used as the capaci-
tance of the parallelepiped. The size dependence of this
capacitance exhibits a minimum for a sphere. In the
limiting cases, the capacitances of the plate and the
wire are approximately two and seven times larger,
respectively.

The calculated dependences for aluminum clusters
are depicted in Fig. 2. The dotted lines indicate the bot-
tom U0 and the electron work function We0 of the flat
surface. The inequality –εHO ≡ We < We0 is satisfied over
the entire interval L. The minimum in the dependence

εHO IP

AlN
ε0

–We0

U0

0

–4

–8

–12

–16

1 3 5 7 9 11 13
L1/3, a0

1/3

ε, eV

Fig. 2. Evolution in the size dependence of the first ioniza-
tion potential (17) for an AlN parallelepiped cluster with a
change in the cluster shape from a plate to a wire.
PH
ε0(L) corresponds to a cubic shape of the cluster. More-
over, there are sizes L for which the quite unexpected
inequality IP < W0 is satisfied.

Seemingly, the inequality IP < W0 is inconsistent
with the well-known empirical fact that the work func-
tion W0 of alkali metals is approximately equal to half
the ionization potential IP of an atom [14]. In this
respect, it is commonly believed that the ionization
potential IP of an arbitrary atomic cluster (irrespective
of the shape of the cluster surface) varies in the range
W0 < IP(N) < IP(1). However, the competition between
the size component in W(L) and the term e2/2C in rela-
tionship (17) can lead to the opposite inequality.

In their recent work, Yannouleas et al. [4] analyzed
the spectrometric data and determined the minimum

numbers of atoms at which charged gold clusters 

(N > 27) and  (N > 58) and charged silver clusters

 (N > 27) containing two or three excess electrons
remain stable. This problem is the inverse of the prob-
lem considered above. Indeed, in this case, the critical
number of electrons  is specified and it is neces-
sary to determine the corresponding value of R (or N).

In our subsequent calculations, we will use the fol-
lowing empirical data: We0 = 4.23 (5.15), 4.23, and
2.75 eV; r0 = 3.01a0, 3.02a0, and 3.99a0; and τ = 1134,
780, and 191 erg/cm2 for Au, Ag, and Na, respectively
(here, for simplicity, we assume that the specific surface
energy and the surface tension are equal to each other;
however, these quantities can differ substantially [15]).

According to the Rayleigh formula (1), the critical
numbers of atoms in clusters are approximately four or

five times smaller: N ≈ 9 and 6 for  and  clus-
ters, respectively. In our model, the solution of this
problem consists in seeking the root of the equation

(18)

When interpreting experimental data on the charg-
ing of clusters, it is expedient to use the effective capac-
itance Ceff = R + δ. The introduction of a small quantity
δ is associated with the increase in the radius of the
electron charge cloud. The quantity δ was first deter-
mined in calculations of the polarizability [16] and the
ionization potential [17]. By calculating the coordi-
nates of the image plane positions (within the stabilized
jellium model) for different crystallographic surfaces
[18], it is possible to construct the averaged dependence
δ(r0) = 1.617 + 0.199(r0/Z1/3 – 2.07)[a0].

It should be noted that the introduction of the quan-
tity δ into relationships (18) and (17) is not a rigorous
procedure. Formally, this corresponds to the inclusion
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only of the Hartree part δ/R2 of the next size correction
of the energy expansion in 1/R. However, the solution
of Eq. (18) is sensitive to this quantity and is not very
sensitive to the self-compression of clusters [8].

Expression (3) with the aforementioned modifica-
tion of the ionization potential IP (∆Ne < 0) describes
well successive photoionization events of large-sized
AlN clusters over a wide range of N = (2000, 32 000)
[19]. The introduction of Ceff = R + δ only slightly
weakens the size dependence IP(N) in Fig. 1.

The size dependences IP*( , N) calculated
from relationships (18) and (5) are shown in Fig. 3. The
intersection points of these dependences with the hori-
zontal axis indicate the sought values of N. It can be
seen from Fig. 3 that the quasi-classical dependence (5)
and the inclusion of the level quantization in expres-
sion (18) lead to better agreement with the experimen-
tal data as compared to the Rayleigh formula. Note that
the work function We0 = 5.15 eV recommended by

Michaelson [20] was used for clusters. The 
clusters are stable at N > 20. However, with the work
function We0 = 4.3 eV, the solution of Eq. (18) corre-

sponds to the  and  clusters. The specific
features in the energy properties of gold clusters were
noted even by Garron [21].

Finally, we apply our computational procedure to

positively charged clusters . Näher et al. [3] exper-
imentally determined the critical numbers N = 64, 123,
and 208 for clusters with n = 3, 4, and 5, respectively.
In our model, we have N ≡ Ni +  and n ≡ . The
critical sizes are calculated from formulas (8)–(10) in
which we make the change We0  εHO and eliminate
µe1. For Na, the parameters εcoh = 1.13 eV and IP(1) =
5.14 eV are used in the calculations.

The results of the calculations for Na clusters are
presented in Fig. 4. For small-sized clusters, the situa-
tion can be described by the Rayleigh formula accord-
ing to which |QR | ∝  N1/2. The quasi-classical instability
leads to the relationship eZ  ∝  N1/3. The calculated
critical sizes of clusters are overestimated as compared
to the experimental critical sizes. Judging from the data
presented in Fig. 2, we can assume that charged cubic
clusters are predominantly distorted to parallelepipeds.
This leads to the change in the dimension of the elec-
tron gas. In this case, the change in the spectrum of their
highest occupied states εHO is less significant than that
in the term associated with the charging due to an
increase in the capacitance. Moreover, the elongation of
clusters is accompanied by a change in the cohesive
energy. This is confirmed by the experimental data on
the deformation of point contacts: a decrease in the
dimension results in a considerable increase in the con-
tact strength [22]. These factors can be responsible for

∆Ne*
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AuN
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Au27
2–

Au110
3–

NaN
n+

∆Ni* ∆Ni*
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the difference between the calculated and experimental
dependences (N).
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Abstract—The specific heat at constant pressure of polycrystalline LiCuVO4 has been measured at temper-
atures of 80 to 310 K. The data obtained corroborate the earlier conclusion that this material is a superionic.
© 2004 MAIK “Nauka/Interperiodica”.
Measurements of the temperature behavior of ther-
mal conductivity κa (in the range 5–300 K), electrical
conductivity σa (at 300–500 K), and permittivity εa (in
the interval 300–390 K) were reported in [1, 2] for
LiCuVO4 single crystals1 crystallizing in an orthor-
hombically distorted inverse spinel structure, in which
the nonmagnetic V5+ ions occupy tetrahedral cavities,
while the nonmagnetic Li+ and magnetic Cu2+ (S = 1/2)
ions are ordered in octahedral cavities of the anion sub-
lattice [3]. The CuO6 and LiO6 octahedra make up mag-
netic and nonmagnetic chains, respectively, aligned
with the b and a directions in LiCuVO4.

The data from [1, 2] led to the conclusion that
LiCuVO4 is a quasi-one-dimensional superionic.

The temperature dependence of the thermal conduc-
tivity of LiCuVO4 measured along nonmagnetic lith-
ium chains [1] revealed a growth of κa at T > 150 K (in
place of the expected drop in the lattice thermal con-
ductivity), which we attributed, by analogy with the
data presented in [4], to the presence of superionic con-
duction in this compound.

A study of the thermal conductivity and heat capac-
ity of a number of superionics, including the quasi-one-
dimensional superionic Li2B4O7, was reported in [4].

Li2B4O7 at T > 250 K, as well as LiCuVO4 at T >
150 K, revealed an additional contribution to thermal
conductivity, which was assigned in [4] to the existence
of a linear growth of the specific heat at constant pres-
sure, Cp, in this compound.

We did not succeed in carrying out a similar com-
parison of the behavior of κa(T) and Cp(T) for LiCuVO4
at high temperatures because of the absence of data on
Cp(T) in this temperature range in the literature. The
heat capacity of LiCuVO4 has been studied at low tem-
peratures only (T ≤ 100 K) [5, 6].

1 The superscript a indicates that the measurements on LiCuVO4
were performed along the a crystallographic direction.
1063-7834/04/4610- $26.00 © 21933
Therefore, the purpose of this work was (1) to mea-
sure Cp(T) of LiCuVO4 within a broader temperature
range (80–300 K) and (2) compare the data obtained on
Cp(T) and κa(T) of LiCuVO4 with analogous data from
[4] for a related material, the quasi-one-dimensional
superionic Li2B4O7.

0.9

0.7

0.5

0.3

0.1

2.0

1.0

0.5

0.2

100 200 400600
T, K

T, K
100 200 400300

4.5

4.0

3.5

3.0

C
p,

 J
/g

 K
Cp, J/g K

(a)

1

2

2

1
(b)

χ,
 W

/m
 K

50 100 150 200 250 300
T, K

Temperature dependence of the specific heat Cp(T) of
LiCuVO4. Insets compare (a) data on Cp(T) for (1)
LiCuVO4 (this work) and (2) Li2B4O7 [4] and (b) data on

thermal conductivity: (1) κa(T) of LiCuVO4 [1] and (2) κ(T)
of Li2B4O7 [4].
004 MAIK “Nauka/Interperiodica”



 

1934

        

SMIRNOV 

 

et al

 

.

                                         
The specific heat Cp(T) was measured in a setup
similar to the one used in [7] on a polycrystalline sam-
ple pressed into a pellet 8 × 8 × 2 mm in size. The pow-
der sample was prepared by solid-state technology
from Li2CO3 (99.9%), CuO (99.99%), and V2O5
(99.5%) powders taken in a stoichiometric ratio. The
reaction was run in air at a temperature of 530°C in an
Al2O3 crucible. The reaction and subsequent annealing
were performed over ten days with seven intermediate
grindings and pressings. The diffraction pattern of the
final product did not reveal reflections due to any for-
eign phases. In terms of its composition, unit cell
parameters, and other properties, the material thus
obtained can be classed, according to the terminology
accepted in [1], among “high-temperature” LiCuVO4
crystals.2 

The figure displays the experimental data obtained
for Cp(T) of LiCuVO4, and insets (a) and (b) compare
the results on the specific heat and thermal conductivity
of LiCuVO4 and Li2B4O7 [4].

As seen from the figure, Cp(T) and κ(T) of these
compounds follow the same pattern. One may therefore
conclude that the additional contribution to thermal
conductivity from LiCuVO4 observed for T > 150 K,
just as in Li2B4O7 at T > 230 K, derives from the
increase in heat capacity in the temperature region
specified and that LiCuVO4 is a fairly good superionic.

2 According to the chemical analysis of a large set of high-temper-
ature LiCuVO4 crystals performed in [1], their average composi-
tion is Li0.92Cu1.03VO4; i.e., they deviate from stoichiometry in
both lithium and copper. The main type of defects in them, how-
ever, are vacancies on the lithium sublattice.
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Abstract—The phase chemical composition of an Al2O3/Si interface formed upon molecular deposition of a
100-nm-thick Al2O3 layer on the Si(100) (c-Si) surface is investigated by depth-resolved ultrasoft x-ray emis-
sion spectroscopy. Analysis is performed using Al and Si L2, 3 emission bands. It is found that the thickness of
the interface separating the c-Si substrate and the Al2O3 layer is approximately equal to 60 nm and the interface
has a complex structure. The upper layer of the interface contains Al2O3 molecules and Al atoms, whose coor-
dination is characteristic of metallic aluminum (most likely, these atoms form sufficiently large-sized Al clus-
ters). The shape of the Si bands indicates that the interface layer (no more than 10-nm thick) adjacent to the
substrate involves Si atoms in an unusual chemical state. This state is not typical of amorphous Si, c-Si, SiO2,
or SiOx (it is assumed that these Si atoms form small-sized Si clusters). It is revealed that SiO2 is contained in
the vicinity of the substrate. The properties of thicker coatings are similar to those of the 100-nm-thick Al2O3
layer and differ significantly from the properties of the interfaces of Al2O3 thin layers. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The present work is a continuation of our investiga-
tions into the properties of Al2O3/Si interfaces formed
upon molecular deposition of aluminum oxide on the
surface of silicon single crystals (c-Si) [1]. The
Al2O3/Si composite belongs to materials with a high
permittivity (high-k materials) and holds promise for
use in modern microelectronics and nanoelectronics.
The main objective of this work was to determine the
phase chemical composition and the thickness of the
interface. The investigation was performed by nonde-
structive depth-resolved ultrasoft x-ray emission spec-
troscopy [2]. Compared to our earlier work [1], in the
present work, we studied deeper interfaces (thicker
coatings) in a sample with a 100-nm-thick Al2O3 layer.
Thicker layers have a similar interface structure.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Molecular deposition was carried out under the con-
ditions described in our previous work [1]. Vapors of
trimethylaluminum Al(CH3)3 and water served as pre-
cursors. The samples prepared by molecular deposition
were not annealed. The experimental conditions for the
measurement of x-ray emission spectra were identical
to those used in [1].

3. RESULTS AND DISCUSSION

Investigations of thin coatings (up to several tens of
nanometers in thickness) revealed that the Al2O3 sur-
1063-7834/04/4610- $26.00 © 21935
face layer contains silicon dioxide SiO2, whose concen-
tration increases as the silicon substrate surface is
approached. Moreover, the SiO2 content is rather high
even at the sample surface. An Al2O3–SiO2 layer of
variable composition rather than an Al2O3/Si interface
is formed on the c-Si substrate. The formation of such
a structure of thin films can be associated with the inter-
diffusion of oxygen deep into the sample and silicon to
the surface along grain boundaries [3]. Neither the for-
mation of a metallic aluminum layer on the interface
nor aluminum diffusion deep into the substrate was
revealed. Thicker coatings have a more complex struc-
ture.

Let us initially consider the x-ray emission bands of
the pure compounds, which can be used to analyze the
shape of experimental spectra. These bands are shown
in Fig. 1. Examination of thick coatings is complicated
by the necessity of allowing for the absorption of x-ray
radiation that passes through the Al2O3 layer (self-
absorption effect). The shape of the Al bands should
remain identical to that for the pure compounds,
because these bands lie in the energy range below the
Al and Si L2, 3 absorption edges, i.e., in the range in
which the spectral dependence of the absorption coeffi-
cient, as a rule, is weak and smooth. A different situa-
tion arises with the Si spectra. It can be seen from Fig.
1 that the Si spectra lie in the spectral range correspond-
ing to a fine structure of the Al absorption spectra above
the L2, 3 absorption edge. Figure 1 depicts the absorp-
tion spectrum of Al2O3 according to the data taken from
[4]. The Si L2, 3 spectra of the c-Si and SiO2 compounds
after passing radiation through a 100-nm-thick Al2O3
004 MAIK “Nauka/Interperiodica”
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Fig. 1. L2, 3 x-ray emission bands used for analyzing the spectra of the studied sample: the Al L2, 3 bands for metallic aluminum and
Al2O3 and the Si L2, 3 bands for c-Si and SiO2 after passing radiation through a 100-nm-thick Al2O3 layer. The dot-dashed line
indicates the absorption spectrum of Al2O3 [4]. For comparison, the bands for the c-Si and SiO2 pure compounds are shown in the
upper part.
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Fig. 2. Dependence of the shape of the x-ray emission spec-
tra on the energy E0 of primary electrons for the
Al2O3(100 nm)/Si sample. The intensity of the Al bands is
normalized. Designations of the maxima are the same as in
Fig. 1.
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absorber are shown in the lower part of Fig. 1. Above
these spectra, similar spectra of the pure compounds
are given for comparison. It is easy to see that, although
the fine structure of the absorption spectrum is poorly
resolved, distortions introduced by the self-absorption
effect lead to a radical change in the shape of the Si
spectra. It is evident that the spectra of the
Al2O3(100 nm)/Si samples cannot be correctly ana-
lyzed without accounting for these distortions.

A number of emission spectra of the sample under
investigation in the range of the Al and Si L2, 3 x-ray
emission bands at different energies E0 of primary elec-
trons are depicted in Fig. 2. An increase in the energy
E0 results in a shift of the lower boundary of the emit-
ting layer (the region in which characteristic x-ray radi-
ation is excited) deep into the sample. It can be seen
from Fig. 2 that, at E0 < 1.4 keV, the spectrum contains
only the Al L2, 3 emission band of the Al2O3 compound
(with maxima E, D). At E0 = 1.4 keV, in the Al x-ray
emission spectrum, there arises a maximum d, which
coincides in energy position with the main maximum of
the L2, 3 band for metallic aluminum. This maximum is
observed in all the spectra obtained at E0 ≥ 1.4 keV. An
increase in the energy E0 to 2.5 keV leads to the appear-
ance of a weak feature in the range of the Si L2, 3 band.
A further increase in the energy E0 results in a rapid
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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increase in the intensity of this feature, which becomes
dominant in the emission spectrum. Moreover, the
shape of this band turns out to be similar to the shape of
the band that corresponds to the c-Si compound and is
modified by the absorption in the Al2O3 layer (maxima
a', b', c' in Fig. 1). Changes in the spectral intensity
clearly observed between maxima d and c' with an
increase in the energy E0 correlate well with the fine
structure of the absorption spectrum (maxima α, β, and
γ in Fig. 1) and, hence, are associated with the self-
absorption effect.

In general, the interpretation of the evolution of the
spectral structure does not involve considerable prob-
lems. Similar changes can be expected under the
assumption that the synthesized coating has a complex
structure. The upper layer is formed by Al2O3 oxide.
The deeper layer contains Al atoms whose coordination
is characteristic of metallic aluminum. Finally, the
layer located below contains Si atoms. Let us try to
refine this structure by examining more closely the evo-
lution of the spectrum shape.

The Al and Si L2, 3 bands measured at different ener-
gies E0 were decomposed into components (Fig. 3). It
turned out that all the Al spectra obtained at E0 >
1.0 keV are actually represented by a superposition of
the L2, 3 bands of metallic aluminum and Al2O3. How-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
ever, our data are not sufficient to answer in which the
form the metal-like aluminum occurs in the coating.
This can be a continuous thin metal layer or clusters
that are distributed over the depth and whose size is
large enough for the electronic structure of the metal to
be formed (no less than several tens of atoms).

The spectra of silicon at E0 > 2.5 keV can be repre-
sented as a superposition of the L2, 3 bands of the c-Si
and SiO2 compounds with due regard for distortions
introduced by the self-absorption effect. Note that the
contribution from the band of SiO2 is insignificant and
decreases with an increase in the energy E0. This cir-
cumstance indicates that SiO2 molecules are predomi-
nantly located in a thin layer in the vicinity of the
boundary of the c-Si substrate. It should be noted that
the quality of the decomposition of the experimental Si
spectra into components is considerably lower than the
quality achieved for thin layers [1]. One of the reasons
for the deterioration in quality could be errors in the
determination of the spectrum shape and the magni-
tudes of the absorption coefficients for Al2O3 oxide [4].
This can be judged from the following fact: at the max-
imum energy E0 = 5.0 keV, when the contribution from
the L2, 3 band of the c-Si substrate becomes dominant,
the spectrum shape does not agree well with the shape
of this band after passing radiation through the 100-nm-
04
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thick Al2O3 layer. In particular, any attempts to repro-
duce the minimum observed in the experimental spec-
trum between the maxima b' and c' (Figs. 2, 3) have not
met with success. In our analysis of the self-absorption
effect, we disregard the possible influence of the found
metal-like aluminum layer on the absorption. This also
can introduce errors.

As can be seen from Fig. 2, the intensity in the range
of the Si L2, 3 band begins to increase at E0 = 2.5 keV. In
order to separate the characteristic radiation, the spec-
trum obtained at E0 = 1.8 keV was used as the back-
ground spectrum. The result of this separation is pre-
sented in Fig. 4. This figure also depicts the L2, 3 band
of the c-Si compound that is distorted by the self-
absorption effect. It can be seen from Fig. 4 that the
shapes of the bands differ substantially: the separated
band is almost 2 eV narrower than the band of the c-Si
compound. The spectrum of the sample cannot be
decomposed into the components represented by the
bands of the c-Si and SiO2 compounds. Such a drastic
difference cannot be explained by the errors in the
determination of the spectral dependence of the absorp-
tion coefficient because the difference between the
spectrum shapes becomes considerably smaller (Fig. 3)
with an increase in the energy E0 by only 0.5 keV (to
3.0 keV).

We can assume that, in the vicinity of the boundary
with the substrate, the state of silicon atoms incorpo-
rated into the Al2O3 layer (possibly, containing metal-
like aluminum clusters) is not characteristic of SiO2 or
c-Si. Apparently, the spectrum under consideration
does not coincide with the spectrum of amorphous sili-
con (a-Si), which appears to be broader than the L2, 3
band of c-Si [5]. It is reasonable to assume that this Si

Al2O3(100 nm)/Si

E0 = 2.5 keV

Photon energy, eV

c-Si L2, 3 band
In

te
ns

ity
, a

rb
. u

ni
ts

Si L2, 3 emission bands
after passing radiation

through a 100-nm-

80 85 90 95 100

Fig. 4. Si L2, 3 x-ray emission bands excited by electrons
with energy E0 = 2.5 keV. The solid line indicates the c-Si
band (distorted as a result of the self-absorption effect).

thick Al2O3 layer
PH
L2, 3 band is associated with the nonstoichiometric
oxide SiOx. However, this last assumption is inconsis-
tent with the data obtained by Wiech et al. [5], accord-
ing to which, up to x = 0.83, the Si band has a pro-
nounced double-humped shape and the band shape in
general is well approximated by a weighted superposi-
tion of the spectra of Si and SiO2. Therefore, our spec-
trum cannot belong to the family of Si spectra for non-
stoichiometric oxides. Possibly, this spectrum corre-
sponds to small-sized clusters that consist of several Si
atoms and in which the electronic structure characteris-
tic of bulk silicon is not formed. It is clear that further
investigations are needed to elucidate the nature of the
unusual Si L2, 3 band.

Let us now analyze the dependence of the relative
intensities of the bands on the energy E0. The depen-
dences of the relative integrated intensities of the L2, 3

bands for metallic aluminum and silicon (without
decomposition into components) on the energy E0 are
plotted in Fig. 5. The intensities are normalized to the
intensity of the Al L2, 3 band for the Al2O3 oxide. The
dependence for silicon is observed beginning from E0 =
2.5 keV. The intensity of the Si spectrum rapidly
increases, even though it becomes equal to the intensity
of the Al spectrum only at E0 ≈ 3 keV. The increase in
the intensity is explained by the increase in the contri-
bution from the band of the c-Si substrate. The depen-
dence of the intensity of the Al band associated with
metal-like aluminum (observed beginning from E0 =
1 keV) rapidly flattens out with an increase in the
energy E0 at E0 ≈ 2.5 keV. According to the results of
the analysis performed in our earlier work [1], such a
behavior of the dependence suggests that aluminum is
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Fig. 5. Dependences of the relative integrated intensities of
the L2, 3 bands on the energy E0 for metallic aluminum and
silicon. The intensities are normalized to the intensity of the
spectrum of Al2O3 oxide.
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located in a thin layer in the vicinity of the boundary
with the substrate.

Furthermore, it is possible to estimate the layer
thicknesses. It is assumed that the dependence of the
depth of the Al L2, 3 emission from Al2O3 (like the Si
L2, 3 emission from SiO2 [6]) on the energy E0 exhibits
a linear behavior. Since an Al2O3 layer thickness of 100
nm is specified with a high accuracy by the number of
molecular deposition cycles, the depth scale can be
determined from the appearance of the substrate emis-
sion. Most likely, this occurs when the energy E0 is in
the range 2.5 keV < E0 < 3.0 keV. If this energy is taken
to be equal to 2.75 keV, we find that the radiation of
metal-like aluminum, which arises at E0 = 1 keV,
escapes from a depth of ~40 nm. Since the silicon emis-
sion is observed beginning from E0 = 2.5 keV, the thick-
ness of the layer that is adjacent to the boundary with
the substrate and contains Al2O3, silicon atoms in the
unusual chemical state, and the stoichiometric oxide
SiO2 does not exceed 10 nm. Note that the silicon atoms
in the unusual chemical state are located in the vicinity
of the upper boundary of this layer and the oxide mole-
cules are positioned more closely to the boundary with
the substrate.

4. CONCLUSIONS
Thus, unlike the Al2O3/Si thin coatings in which an

Al2O3–SiO2 layer of variable composition rather than
Al2O3/Si interface is formed on the substrate, thick
coatings involve a transition layer between the Al2O3
coating and the c-Si substrate and this layer can be
treated as the Al2O3/Si interface. In the 100-nm-thick
coating synthesized in the present work, the thickness
of this interface is approximately equal to 60 nm. The
interface has a complex structure. The upper layer con-
tains the synthesized Al2O3 oxide and also metal-like
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
aluminum (the thickness of this layer can be less than
or equal to the interface thickness). The layers contain-
ing silicon atoms in an unusual state and the stoichio-
metric oxide SiO2 are located more deeply (the thick-
ness of the last two layers does not exceed 10 nm).

It is evident that the formation of Al2O3/Si thick
coatings (whose thickness is larger than several tens of
nanometers) is accompanied by complex processes of
diffusion and chemical reactions at the interface. As a
result, the structure of the interface turns out to be more
complex than that formed upon synthesis of thin
coatings.
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Abstract—The structure and electronic properties of antimony on the Mo(110) surface are investigated over a
wide range of coverages. In the submonolayer range, p(2 × 1), p(1 × 1), (1 × 3), and (1 × 2) adsorbate structures
matched to the substrate are formed at room temperature. For coverages larger than a monolayer, three-dimen-
sional antimony crystals whose orientation is determined by the substrate grow on the surface. Annealing of the
system at temperatures higher than 1000 K leads to the formation of structures that are not observed upon con-
densation. The results of analyzing the electron energy-loss spectra jointly with the work function of the surface
suggest the formation of surface molybdenum–antimony alloys. © 2004 MAIK “Nauka/Interperiodica”.
† 1. INTRODUCTION

The considerable interest expressed by researchers
in the adsorption of Group V elements on semiconduc-
tors and metals is explained by several factors. First,
these elements passivate semiconductor surfaces. Upon
condensation on Si, Ge, InP, etc. [1, 2], these elements
saturate dangling bonds of surface atoms and suppress
the occurrence of further chemical reactions. Second,
recently, it has been demonstrated that the layer-by-
layer epitaxial growth of metal films on metal surfaces
can be induced by surfactants, such as Sb, In, and O2
[3–6]. In particular, van der Vegt et al. [3] studied the
homoepitaxial growth of Ag on the Ag(111) surface in
the presence of antimony and observed the layer-by-
layer growth of films with a thickness of 20 monolayers
(ML). The subsequent evaporation of a new portion of
Sb again led to the layer-by-layer growth. Therefore, it
was assumed that the surfactant properties of antimony
are associated with its strong tendency to segregation.
However, at present, the mechanisms of dissolution and
segregation of Sb on the surface of different metals are
not clearly understood.

It is obvious that the surface activity of Sb adatoms
depends on their concentration and location on a sub-
strate. A prerequisite for elucidating this dependence is
provided by the data on the atomic structure of the sur-
face. However, there are only a few works concerned
with investigating the structure of submonolayer Sb
films on clean metal surfaces [7–14]. In the present
work, we studied the geometry and electronic proper-
ties of Sb films on the Mo(110) surface. The data on the
film structure were obtained using low-energy electron
diffraction. The evolution in the electronic structure of
the surface was examined by electron energy-loss spec-

† Deceased.
1063-7834/04/4610- $26.00 © 21940
troscopy. The work function of the surface was evalu-
ated from a change in the contact potential difference.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The measurements were performed on two instru-
ments. The electron energy-loss spectra were measured
in a USU-4 metal chamber with a four-grid quasi-
spherical retarding-field analyzer. The use of primary
electrons with low energies (~40 eV) made it possible
to increase the sensitivity of the method to the condition
of the surface and to resolve a fine structure of the spec-
trum. The electron diffraction patterns could also be
recorded in the same chamber. However, more bright
and clear-cut patterns were obtained in a glass tube with
a two-grid retarding-field analyzer. The change in the
work function ∆ϕ in these instruments was determined
from the change in the voltage across an electron gun
cathode and the studied sample. In this case, the current
in a sample circuit was maintained constant and the
operating voltage corresponded to almost total reflec-
tion of the primary beam (determination of the contact
potential difference according to the Anderson tech-
nique). The work function was determined accurate to
within ∆ϕ ~ 0.005 eV. The residual pressure in mea-
surements was maintained at 2 × 10–10 Torr.

The molybdenum surface under investigation was
oriented accurate to within ~10′ with respect to the
(110) plane. The sample was purified from carbon
according to the standard procedure: heat treatment at
1200 K in an oxygen atmosphere (10–7 Torr) with peri-
odic removal of oxides by flashing at 2200 K. A plati-
num tube filled with metallic antimony served as a Sb
source. Depending on the tube temperature, antimony
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Diffraction patterns of films formed upon Sb adsorption on the Mo(110) surface. (a–d) Patterns obtained upon condensation
at T = 300 K: (a) p(2 × 1) at ϑ  = 0.25, (b) p(1 × 1) at ϑ  = 0.5, (c) c(1 × 3) at ϑ  = 0.67, and (d) p(1 × 2) at ϑ  = 0.75. (e–g) Patterns
recorded after annealing of the monolayer film at different temperatures: (e) p(3 × 1) at Tann = 1220 K, (f) c(3 × 1) at Tann = 1410 K,
and (g) “c(3 × 1)” at Tann = 1700 K. (h) Pattern of Sb crystals against the diffraction pattern of the first layer, patterns of (i) Sb(100)
and (j) Sb(111) faces, and (k) pattern of a powder structure.
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evaporates in the form of Sb4 clusters (T ≤ 800 K) or Sb2
dimers (T > 800 K) [15].

The amount of deposited antimony was evaluated
using the data obtained by all the used methods. The
coverage ϑ  in the submonolayer range was determined
with respect to the concentration of surface atoms on
the Mo(110) face. The relative coverage in a multilayer
film was estimated from the condensation time.

3. RESULTS AND DISCUSSION

3.1. Antimony Submonolayer Films on Mo(110)

3.1.1. Structure of Sb films on Mo(110) at T =
300 K. The diffraction patterns reflecting the structure
of the adsorbed Sb layer on the Mo(110) surface are
depicted in Fig. 1. The diffraction patterns in Figs. 1a–
1d were recorded during the condensation of Sb on the
substrate at room temperature. The patterns of the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
annealed films are shown in Figs. 1e–1g, and the pat-
terns of three-dimensional crystals are displayed in
Figs. 1h–1k. The designations of the patterns are dic-
tated by the choice of the centered rectangular unit cell
c(1 × 1) (Fig. 2a) as the unit cell of surface Mo atoms
(the corresponding vectors h and k of the reciprocal lat-
tice are given in Fig. 1a). The designations of the dif-
fraction patterns do not necessarily reflect the symme-
try and periodicity of the lattice in the real space cor-
rectly due to the presence of additional reflections
associated with multiple electron scattering. In this
respect, unit cells that are proposed with due regard for
additional data and, in our opinion, correspond to real
structures are depicted in the diffraction patterns.

The p(2 × 1) diffraction pattern (Fig. 1a), which ini-
tially appears on the screen of the electron diffractome-
ter in the course of condensation, is determined by the
formation of an ordered layer of adsorbed atoms. With
an increase in the Sb concentration, the intensity of the
04
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(h + 1/2, k) reflections decreases and the p(2 × 1) dif-
fraction pattern transforms into the p(1 × 1) pattern
(Fig. 1b). As the density of adatoms increases, reflec-
tions of the c(1 × 3) pattern appear against the back-
ground of the p(1 × 1) pattern (Fig. 1c). The intensity of
these reflections increases, whereas the intensity of the
reflections of the p(1 × 1) pattern gradually decreases.
The transformation into the next structure is attended
by a gradual shift of the (h, k + 1/3) reflections along the
k direction with the formation of the p(1 × 2) pattern
(Fig. 1d). This corresponds to completion of the forma-
tion of the first layer. Further condensation leads to the
appearance of diffraction patterns attributed to three-
dimensional Sb crystals.

The first two low-energy electron diffraction pat-
terns are associated with the formation of rectangular
atomic lattices that are matched to the substrate and
have the coverages ϑ  = 0.25 and 0.5, respectively. In
both structures, all atoms occupy equivalent positions
on the substrate. Their arrangement in the p(1 × 1)
structure corresponding to the diffraction pattern in
Fig. 1b is shown schematically in Fig. 2a. Since ada-
toms have small dipole moments, the dipole–dipole
interaction in the film cannot lead to the formation of
isotropic hexagonal unit cells of the adsorbate, as is the
case with adsorption of cesium or barium on similar
substrates [16, 17]. The film geometry is governed, to a
considerable extent, by the strong effect of the potential
surface relief, which is determined by the covalent
interaction between adatoms and substrate atoms and
also the lateral interaction inside the film. It should be
noted that the arrangement of Sb atoms with respect to
Mo atoms in Fig. 2a is arbitrary, because the low-
energy electron diffraction patterns allow us to deter-
mine only the ratio between the unit cell parameters of
the substrate and the adsorbed layer.

[1
10

]

[100]

(a) (b)

(c) (d)

Fig. 2. Atomic arrangement in the (a) p(1 × 1), (b) (1 × 3),
(c) (1 × 2), and (d) c(3 × 1) structures.
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After forming the p(1 × 1) structure, further conden-
sation cannot proceed on adsorption centers equivalent
to previous centers (the atomic radius of antimony is
larger than that of molybdenum). Qualitatively new
transformations are observed in the film. The incorpo-
ration of new atoms into the film leads to the displace-
ment of adsorbed atoms from their positions. As a
result, the density of the film increases, part of the
bonds originally saturated with substrate atoms become
free, and adatoms can be involved in a direct exchange
interaction. The competition between the lateral cova-
lent interaction of adatoms in the adsorbed layer and
their directional interaction with substrate atoms results
in a distortion of the unit cell of the film lattice and the
formation of the (1 × 3) structure (Fig. 2b) correspond-
ing to the c(1 × 3) pattern at ϑ  = 0.67. This structure
arises in the form of islands of a new denser phase, and
the reflections of both structures p(1 × 1) and (1 × 3) are
observed in the diffraction pattern. After completing the
transition, the entire surface appears to be covered with
the film having the (1 × 3) structure. Further densifica-
tion of the film occurs through the contraction along the
[110] direction up to the formation of the (1 × 2) struc-
ture at ϑ  = 0.75 (Fig. 2c). The corresponding diffraction
pattern is shown in Fig. 1d. The primitive unit cell of
this lattice has the shape of a rhombus with sides equal
to the lattice constant of molybdenum (3.16 Å).

At this stage, the filling of the monolayer with ϑ  =
0.75 is completed and further condensation proceeds in
the second and subsequent layers. The times of reach-
ing the maximum intensities of the p(2 × 1), p(1 × 1),
c(1 × 3), and p(1 × 2) patterns agree well with the cov-
erages of the corresponding structures (ϑ  = 0.25, 0.5,
0.67, 0.75). This enables us to replace the condensation
time scale by the coverage scale.

3.1.2. Structure of Sb films on Mo(110) at T = 77 K.
Temperature as a measure of the kinetic energy of ada-
toms has an effect on their mobility and does not affect
the interaction of adatoms with the substrate and each
other. For the Cs or Ba adsorbates, the condensation on
the substrate cooled to 77 K results in earlier crystalli-
zation of a film and the appearance of structures [16,
17] that cannot be formed at room temperature due to
an insufficient energy of bonding (as compared to the
kinetic energy) between adatoms or with adjacent sub-
strate atoms. The opposite situation is observed upon
condensation of antimony on a substrate cooled by liq-
uid nitrogen: the reflections of all the diffraction pat-
terns become diffuse and there arises a high back-
ground. This implies that the degree of film ordering is
low. The p(1 × 1) pattern rather than the p(2 × 1) pattern
(as in the case of deposition at room temperature) ini-
tially appears on the screen. Apparently, this can be
explained by the low mobility of adatoms at T = 77 K
and the lateral interaction alone is insufficient for dis-
placing and ordering adatoms to form the p(2 × 1)
structure. Therefore, at the first stage, there appears a
structure whose formation is predominantly governed
by the influence of bonds between adatoms and the sub-
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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strate. With an increase in the coverage, this phase
undergoes a first-order phase transition to the phase
with the (1 × 3) structure. However, this process is not
completed. It seems likely that, at ϑ  > 0.5, the forma-
tion of the first layer is accompanied by growth of the
second adsorbate layer, whose atoms cannot be incor-
porated into the submonoatomic film due to a low
mobility. At coverages of the order of two monolayers,
the diffraction patterns exhibit only a background,
which indicates a completely disordered surface.
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Fig. 3. Evolution of the electron energy-loss spectra in the
course of antimony adsorption. ϑ  = (a) 0, (b) 0.2, (c) 0.6,
(d) 0.67, and (e) 0.75. ( f ) Spectrum of a three-layer film.
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3.1.3. Electron energy-loss spectra. As is known,
electron energy-loss spectroscopy provides a way of
investigating both one-particle and collective processes
in a surface layer. Figure 3 shows the electron energy-
loss spectra measured at different adsorbate coverages.
Spectrum a corresponds to a clean Mo(110) face. The
specific features of this spectrum were discussed in
detail in our earlier work [16] and, hence, are not con-
sidered in the present work.

The antimony condensation is attended by a rapid
decrease in the intensity of the peaks at 1.5, 5.5, and
8.8 eV (Fig. 3, curves a, b). These peaks are associated
with the one-particle transitions to the surface states of
molybdenum (1.5, 5.5 eV) and the excitation of surface
plasmons in the s electron subsystem of the metal
(8.8 eV). At the coverage ϑ  = 0.5, there arises a new
peak at 7.8 eV (Fig. 3, curve c), whose intensity ini-
tially increases with an increase in the coverage. The
dependence of the intensity of this peak on the coverage
is depicted in Fig. 4. The fact that the intensity of the
peak increases up to the formation of a monolayer of Sb
adatoms and then remains virtually constant suggests a
surface character of the corresponding loss. A similar
peak was observed for Sb films on (100) surfaces of
GaAs, GaSb, and InSb by Ludeke [18], who explained
this peak as resulting from the transition from filled sur-
face states to empty states of dangling bonds. Ma and
Slavin [8] observed a peak at 7.4 eV in the electron
energy-loss spectra of polycrystalline antimony and
assigned it to the Sb(O1) ionization line. On the basis of
our data, we can interpret the origin of this peak in the
following way. The appearance of the peak at 7.8 eV in
the spectrum coincides with the beginning of the tran-
sition from the p(1 × 1) phase to the (1 × 3) phase. The
transition leads to the formation of a new denser struc-
ture in which covalent bonds are formed between ada-
toms. A system of single atoms that interact through
long-range lateral forces transforms into a system in
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Fig. 4. Dependence of the intensity of the antimony peak at
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which film electrons are collectivized. The appearance
of the new peak can be attributed to the excitation of
collective processes (surface plasmons) in the adsorbed
layer. The excitation energy of plasmons in the Sb film
can be qualitatively estimated within the free-electron
approximation. Under the assumption that all valence
electrons are excited in the Sb film, the excitation ener-
gies of bulk and surface plasmons are estimated at 13.7
and 9.7 eV, respectively. These energies are close to
those obtained in experiments.

3.1.4. Work function. Figure 5 depicts the depen-
dences of the work function ϕ(ϑ) on the Sb coverage
at substrate temperatures of 300 (curve a) and 77 K
(curve b). The specific features of the dependences cor-
relate well with the structural transformations in the
film. Although the electronegativity of antimony (1.9)
is larger than that of molybdenum (1.8), the work func-
tion ϕ decreases at the initial stage of condensation
(Fig. 5, curve a). This decrease is caused by the redis-
tribution of the electron density of the adatom–sub-
strate system due to an increase in the roughness of the
surface layer (the Smoluchowski effect). A decrease in
the work function is accompanied by the formation of
the p(2 × 1) structure, whose diffraction pattern has a
maximum intensity when the work function ϕ is mini-
mum. Further densification of the film leads to the for-
mation of the p(1 × 1) structure. As the surface area of
this structure increases, the work function increases as
a result of a larger electronegativity of antimony and
reaches a maximum at the end of this process.

The next structure is formed in the course of a phase
transition, which is attended by a linear decrease in the
work function. Making allowance for our assumption
regarding the electron collectivization in the (1 × 3)
structure, the change in the work function can be
explained by the transformation of the system of single

5.0

4.7

4.5

ϕ,
 e

V

4.9

4.8

4.6

0.5 1.0 1.5 2.5 3.5
Coverage, q

2.0 3.00

ϕ,
 e

V

5.00

4.95

Coverage, q
0.20

4.90

4.85

0.4 0.6 0.8

a

b

Fig. 5. Dependences of the work function on the coverage
in the course of Sb condensation on Mo(110) at T = (a) 300
and (b) 77 K.
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isolated Sb atoms into a surface layer with its own band
structure. Islands of a new phase acquire the properties
of antimony, whose work function is smaller than that
of Mo(110). An increase in their surface area results in
a decrease in the total work function.

The next linear portion in the dependence ϕ(ϑ) cor-
responds to contraction of the film up to the formation
of a closely packed monolayer with the p(1 × 2) struc-
ture.

At both temperatures T = 300 and 77 K, the growth
of the second and subsequent layers (ϑ  > 0.75) leads to
a considerable decrease in the work function, which
gradually reaches a value of ~4.5 eV.

At liquid-nitrogen temperature, the work function ϕ
initially decreases to a lesser extent and its dependence
does not exhibit a minimum (Fig. 5, curve b). This is
associated with two factors. First, most likely, not all Sb
dimers at 77 K dissociate, thus decreasing the surface
roughness. Second, no homogeneous p(1 × 1) structure
is formed over the entire surface due to a poor ordering
of the film.

3.1.5. Annealing of monolayer and submonolayer
films. The annealing of the monolayer Sb film on the
Mo(110) surface up to temperatures of 300–610 K does
not lead to structural transformations of the surface and
results only in an increase in the degree of ordering. In
the diffraction patterns, the background intensity
decreases and the reflections become more pro-
nounced. At higher temperatures of 800–1070 K,
annealing is attended by the process responsible for the
decrease in the antimony concentration due to a partial
desorption of the adsorbate from the surface. The (1 × 2)
structure gradually transforms into the (1 × 3) structure
(Tann = 800–980 K), which, in turn, undergoes a phase
transition to the p(1 × 1) structure (Tann = 1020–1070 K).
However, the last structure in this situation is not real-
ized in a pure form.

At higher temperatures, there appear patterns that
are not observed in the course of Sb condensation at
room temperature. The p(3 × 1) pattern (Fig. 1e) arises
at 1220 K after several complex intermediate patterns.
A further increase in the annealing temperature leads to
a complex displacement of reflections in the [100]
direction and the c(3 × 1) pattern (Fig. 1f) is observed
on the screen at Tann = 1410 K.

Upon annealings at temperatures in the range 1470–
1700 K, the (h – 1/3, 1) and (h + 1/3, 1) reflections are
shifted along the h direction (Fig. 1g) and form a pattern
that will be conventionally referred to as the “c(3 × 1)”
pattern. This process proceeds against the background
of a decrease in the intensity of additional reflections,
and the pattern of the clean Mo(110) face remains on
the screen at Tann = 1820 K.

Identification of the patterns is complicated by the
impossibility of accurately determining the concentra-
tion of Sb atoms on the surface. First, the structures
characterized by the c(3 × 1) and “c(3 × 1)” patterns
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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involve islands. After condensing an additional portion
of antimony on these structures, there appear reflec-
tions of the p(2 × 1) pattern, which can be observed
only upon condensation on the clean Mo surface. Sec-
ond, in this case, the use of Auger electron spectroscopy
does not permit us to estimate the adsorbate concentra-
tion, because the change in the intensity of an Auger
signal can be associated with the change in the amount
of the adsorbate on the surface and with the incorpora-
tion of Sb atoms into the substrate. This phenomenon
has been observed in the Cu(111)–Sb [11] and
Ag(111)–Sb [9] systems even at room temperature and
in the Au(111)–Sb system [8] after mild annealing.

The new high-temperature structures turn out to be
stable to condensation of additional portions of the
adsorbate at room temperature. However, annealing of
the system with an additional portion of the adsorbate
makes it possible to transform a higher temperature
phase into a lower temperature phase. In particular, the
“c(3 × 1)” structure after additional condensation of
~0.2 ML and annealing to 1410 K transforms into the
c(3 × 1) structure. Similarly, the c(3 × 1) structure after
condensation of ~0.3 ML and annealing to 1220 K
transforms into the p(3 × 1) structure. One more con-
densation and annealing lead to the formation of the
p(1 × 1) structure. Thereafter, the evolution of the film
geometry in the course of condensation becomes iden-
tical to that observed at room temperature. Therefore,
the sequence of the diffraction patterns observed upon
annealing reflects the formation of structures on the
surface in which the total coverage decreases with an
increase in the annealing temperature.

Similar to annealing of a monolayer film, annealing
of submonolayer films at temperatures of 300–610 K
leads only to an increase in the degree of ordering in the
film. At higher annealing temperatures, the result
depends on the initial coverage ϑ in.

At ϑ in ∈  [0.5, 0.75], the transformation of the dif-
fraction patterns with an increase in the annealing tem-
perature is identical to that upon annealing of the mono-
layer film. However, the p(3 × 1) pattern appears at tem-
peratures lower than that for the monolayer film
(<1220 K).

For initial coverages of 0.33–0.5, only the c(3 × 1)
and “c(3 × 1)” high-temperature structures are formed
upon annealing. At coverages ϑ in < 0.33, the c(3 × 1)
pattern cannot be obtained and the “c(3 × 1)” pattern
arises only at a temperature of 1550 K.

Therefore, we can draw the following inferences.

(1) The structure with the p(3 × 1) diffraction pattern
is formed upon annealing of the film whose coverage
lies in the range 0.5–0.67.

(2) In the structure with the c(3 × 1) pattern, the total
coverage falls in the range 0.33–0.5.

(3) In higher temperature structures [“c(3 × 1)”], the
total coverage is less than 0.33.
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The above inferences allow us to construct the unit
cells of the reciprocal lattices for the high-temperature
phases. This cell for the p(3 × 1) structure is depicted in
Fig. 1e and corresponds to the coverage ϑ  = 0.5. All the
other variants lead to coverages that are either smaller
than 0.5 or larger than 0.67. The unit cell of the recip-
rocal lattice for the c(3 × 1) structure can be represented
by the cell shown in Fig. 1f. This cell corresponds to the
coverage ϑ  = 0.33. However, for this choice of the unit
cell, there arise problems with the identification of the
“c(3 × 1)” structure. The formation of this structure is
accompanied by a shift of additional reflections
(Fig. 1g), so that the area of the unit cell of the recipro-
cal lattice and, hence, the density of adatoms increase
despite an increase in the temperature and a partial des-
orption of the adsorbate.

This contradiction can be resolved taking into
account that Sb atoms incorporated into the substrate
can segregate on the surface. The variation in the ampli-
tude of the Sb M4N45N45 Auger signal (454 eV) upon
annealing of the Sb monolayer film is shown in Fig. 6.
The annealing at temperatures in the range 1270–
1470 K corresponding to the formation of the c(3 × 1)
structure results in an increase in the amplitude of the
Auger signal. This can be associated with an increase in
the number of adatoms on the surface.

The dependences of the work function ϕ(Tann) upon
annealing of the films with different initial coverages
are plotted in Fig. 7. Irrespective of the initial coverage,
annealing to Tann ~ 520 K does not lead to noticeable
changes in the work function ϕ (or the film structure).
At higher annealing temperatures, the behavior of the
system depends on the initial coverage.

The work function of the monolayer film at ϑ  = 0.75
(Fig. 7, curve a) with an increase in the temperature in
the range 800–1020 K varies according to a partial des-
orption of the adsorbate and a transformation into
looser structures: (1 × 2)  (1 × 3)  p(1 × 1). The
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formation of the high-temperature phases above
1070 K is accompanied by a drastic decrease in the
work function ϕ. The dependence ϕ(Tann) exhibits a
shoulder at Tann ~ 1200–1250 K, i.e., upon formation of
the p(3 × 1) structure, and a minimum (4.5–4.6 eV) at
Tann ~ 1410 K, i.e., upon formation of the c(3 × 1) struc-
ture. As the annealing temperature increases from 1410
to 1820 K, the work function ϕ progressively increases
to the work function of the clean Mo(110) face.

Upon annealing of the submonolayer film with ϑ in =
0.6 (Fig. 7, curve b), the dependence ϕ(Tann) is qualita-
tively similar to the preceding dependence. However,
the work function starts to decrease at lower tempera-
tures, which correspond to the beginning of the forma-
tion of the p(3 × 1) structure. The dependence obtained
upon annealing of the film with ϑ in = 0.25 is repre-
sented by curve c in Fig. 7. In this case, an increase in
the annealing temperature results in the formation of
the “c(3 × 1)” island structure on the surface and the
dependence ϕ(Tann) lies above the previous depen-
dences owing to the influence of an open surface with a
larger work function.

Changes in the electron energy-loss spectra (Fig. 8)
in the course of sequential annealing of the monolayer
film to 1070 K are caused by the partial desorption of
the adsorbate. In particular, a decrease in the density of
adatoms leads to a decrease in the intensity of the peak
at 7.8 eV. Plasmons are completely damped when the
(1 × 3) structure transforms into a “p(1 × 1)” pseudo-
structure. Then, at the temperature T = 1410 K corre-
sponding to the formation of the c(3 × 1) structure, a
new peak at 3.3 eV appears in the spectrum (Fig. 8,
curve b). With an increase in the temperature, this peak
is retained until the surface has the c(3 × 1) structure
and disappears upon transformation into the “c(3 × 1)”
structure (Fig. 8, curve c).

The main results obtained upon annealing of the
Mo(110)–Sb system can be summarized as follows.
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temperature for the Mo(110)/Sb system at the initial cover-
ages ϑ in = (a) 0.75, (b) 0.6, and (c) 0.25.
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First, annealing leads to the formation of structures that
are not observed at room temperature. Second, these
structures are stable to condensation of new portions of
the adsorbate. Third, the formation of these structure
results in a decrease in the work function. Fourth, the
electron energy-loss spectrum contains a peak at 3.3 eV,
which is observed only when the surface has the
c(3 × 1) structure.

We can assume that a new chemical compound or
alloy is formed on the surface. It is known that anneal-
ing of 1/3 ML of Sb on an Ag(111) face leads to surface

reconstruction with the formation of a (  ×
)R30°–Sb structure [19]. A similar reconstruction

occurs on a Cu(111) surface but at a higher temperature
(725 K). In both structures, Sb atoms are incorporated
into the substrate, substitute for adsorbent atoms, and
form surface alloys.

With due regard for our data on the work function
and the evolution in the electron energy-loss spectra
upon annealing of the Mo(110)/Sb system, it is
assumed that similar alloys are also formed on the Mo
surface. The surface reconstruction and the incorpora-
tion of Sb atoms into the substrate permit us to explain
the sharp decrease in the work function upon formation
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Fig. 8. Electron energy-loss spectra of the Mo(110)/Sb sys-
tem after annealing to (a) 1350, (b) 1410, and (c) 1470 K.
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of the p(3 × 1) and c(3 × 1) structures and also the
appearance of the new peak in the electron energy-loss
spectrum. The difference between our system and the
aforementioned systems lies in a considerably higher
temperature of alloy formation. This can be associated
with the larger surface tension σ of the Mo(110) surface
(σAg(111) = 1.250 kJ/mol, σCu(111) = 1.825 kJ/mol,
σMo(110) = 3.000 kJ/mol [20]).

3.2. Multilayer Films and Crystals

The condensation of Sb atoms in the second and
subsequent layers results in the formation of different
Sb crystals. In nature, α antimony has a rhombohedral
structure with a lattice constant of 4.475 Å and an angle
of 56°54′ [21]. This structure can also be described by
an NaCl-type lattice with a lattice constant of 6.32 Å
and an angle of 87°42′, in which atoms located at mid-
points of edges are displaced along the cube diagonal.
In this respect, hereafter, the designations correspond-
ing to an NaCl-type lattice will be used for conve-
nience.

The condensation of the adsorbate on the monolayer
film leads to the appearance of new reflections (associ-
ated with the Sb crystals) against the background of the
p(1 × 2) diffraction pattern (Fig. 1h). The crystal film
consists of mirror domains, which make an angle of
~9°30′ with each other. Since the diffraction patterns
contain reflections of the monolayer and the crystals
and reflections corresponding to double scattering are
not observed, the crystal growth proceeds through the
Stranski–Krastanov mechanism (crystals on a mono-
layer film). Only the reflections of the crystals are
retained at a total coverage of ~4 ML. As can be seen
from Fig. 1h, the lattice of the crystals is virtually
matched to that of the substrate along the Mo[100]
direction. This enables us to determine the lattice
parameters with a high accuracy. The Sb crystals grow
so that their (100) face [in the (110) rhombohedral lat-
tice] is parallel to the substrate surface. The crystals are
somewhat distorted: the lattice constants of the (100)
face are equal to 4.24 and 4.63 Å rather than to 4.26 and
4.47 Å for natural antimony, and the angle between the
vectors is approximately equal to 90° instead of 87°.
The lattice constant of the crystals along the Mo[100]
direction is approximately equal to 6.28 Å. This value
is very close to twice the lattice constant of the sub-
strate along the same direction (6.315 Å).

Crystals with a different orientation can be grown by
annealing (Tann ~ 600 K) of a film deposited on the
p(3 × 1) or c(3 × 1) structure when more than one
monolayer of the adsorbate is additionally condensed
on the substrate. The (100) face of these crystals is also
parallel to the substrate surface. However, unlike the
above case, the reflections of domains are symmetric
with respect to the Mo[110] direction (the diffraction
pattern of these crystals is shown in Fig. 1i). If the film
deposited on the p(3 × 1) and c(3 × 1) structures is not
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annealed, the film undergoes spontaneous crystalliza-
tion at ϑ  ~ 7. In this case, the Sb(111) face is observed
on the surface (Fig. 1j).

As was shown above, the condensation of more than
one monolayer of Sb at T = 77 K results in the forma-
tion of the disordered surface layer. The annealing of
this layer to 370 K leads to structuring of the film. As a
result, in the diffraction pattern, there arises a ring and
reflections of the (111) faces of Sb crystals are observed
against the background of this ring (Fig. 1k). A poorly
ordered lower adsorbate layer cannot orient these crys-
tals along particular azimuthal directions, and a large
number of randomly oriented crystals (powder struc-
ture) are formed on the surface. Moreover, the diffrac-
tion pattern contains the reflections of the Sb(100) face.

4. CONCLUSIONS

Thus, the antimony films adsorbed on a Mo(110)
surface at different temperatures were investigated over
a wide range of coverages. It was demonstrated that the
condensation at room temperature leads to the forma-
tion of structures matched to the substrate. The geome-
try of these structures is determined by covalent bonds
formed between adatoms and the substrate or inside the
film.

The annealing of the system at the initial stage
results in a decrease in the adsorbate concentration on
the surface and the formation of structures in the order
opposite to that observed upon condensation. However,
upon annealing at a specific temperature dependent on
the initial coverage, new structures that are not
observed during deposition are formed on the surface.
It was assumed that these structures are associated with
the formation of a surface molybdenum–antimony
alloy. This hypothesis is confirmed by the drastic
changes in the work function of the system upon transi-
tion and the appearance of a new peak (at 3.3 eV) in the
electron energy-loss spectrum. This peak is observed
only until the surface has the c(3 × 1) structure.

At coverages larger than one monolayer, rhombohe-
dral α-antimony crystals somewhat distorted by the
substrate grow on the surface. The orientation of the
crystals depends on the initial conditions of adsorbate
condensation (the structure of the first layer) and the
heat treatment temperature (the annealing temperature
of the system).
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Abstract—The changes in the chemical composition, atomic structure, and electronic properties of the p-
GaN(0001) surface upon chemical treatment in an HCl–isopropanol solution and vacuum annealing are inves-
tigated by x-ray photoelectron spectroscopy, high-resolution electron energy-loss spectroscopy, and low-energy
electron diffraction. It is demonstrated that a considerable part of the surface gallium oxide is removed upon
chemical treatment of the GaN surface. Subsequent annealing of the surface under vacuum at temperatures of
400–450°C leads to a decrease in the residual carbon and oxygen contamination to 3–5% of the monolayer. The
preparation of a clean p-GaN(0001) surface with a (1 × 1) structure identical to that of the bulk unit cells is
confirmed by the low-energy electron diffraction data. The cesium adsorption on the clean p-GaN surface
results in a decrease in the work function by ~2.5 eV and the appearance of an effective negative electron affin-
ity on the surface. The quantum efficiency of the GaN photocathode at a wavelength of 250 nm is equal to 26%.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Over the last decade, the particular attention focused
on the problem associated with the cleaning of surfaces
of III–N semiconductor compounds has been dictated
by the necessity of producing high-quality ohmic con-
tacts, Schottky barriers, and surfaces with an effective
negative electron affinity [1–6]. The possibility of man-
ufacturing GaN and AlxGa1 – xN compounds with an
effective negative electron affinity on the surface per-
mits one to use these materials in photoreceivers and as
emitters in electronic devices with cold cathodes [7, 8].
It is well known [8–10] that, for semiconductor photo-
cathodes serving as electron sources, an atomically
clean initial surface prior to deposition of cesium and
oxygen atoms is a necessary condition for achieving a
high quantum efficiency. Apart from the cleanness of
the surface, it is significant that the initial surface of a
semiconductor should have a specific atomic structure.
In this respect, investigations into physicochemical
processes for producing an atomically clean and struc-
turally ordered GaN surface are of considerable scien-
tific and practical interest.

The simplest way to clean a semiconductor surface
is to perform heat treatment under vacuum. As is
known, the removal of gallium oxide from an initial
GaN surface without preliminary treatment requires
annealing at temperatures above 600°C [11, 12]. How-
ever, residual carbon and oxygen contaminations are
1063-7834/04/4610- $26.00 © 21949
not removed even after annealing at a temperature of
900°C [11], when the surface is depleted in nitrogen
atoms and the surface morphology is deteriorated [13,
14]. Preliminary chemical treatment makes it possible
to remove gallium oxide from the initial surface or to
produce a passivating layer from a “controlled” oxide
for its subsequent thermal desorption under vacuum.
Most frequently, gallium oxide has been removed upon
chemical treatment with aqueous solutions of HCl [12,
13] and HF [11, 15] acids and also aqua regia (HNO3 :
HCl = 1 : 3) [16]. The chemical treatment in these acids
and subsequent vacuum annealing allow one to prepare
surfaces with the lowest content of oxygen and carbon;
however, these contaminations cannot be completely
desorbed even at an annealing temperature of 900°C
[11]. The content of residual contaminations after these
treatments is no less than 5% of the monolayer (ML). A
lower content of oxygen and carbon at the surface can
be achieved only through ion bombardment [1]. How-
ever, this is accompanied by a strong depletion of sur-
faces in nitrogen atoms, surface faceting [17], and a
considerable degradation of the electronic properties of
these surfaces [18]. Both the ion bombardment and
high-temperature annealing lead to the formation of a
large number of defects in the surface region of the
semiconductor. This circumstance limits the use of the
above methods for fabricating highly efficient photoe-
mitters with an effective negative electron affinity [8].
004 MAIK “Nauka/Interperiodica”
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The purpose of the present work was to prepare a
clean GaN(0001) surface upon low-temperature
annealing under ultrahigh vacuum and to activate this
surface with cesium and oxygen in order to fabricate a
highly efficient photoemitter with an effective negative
electron affinity.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

For experiments, p-GaN films doped at a level of
~1 × 1017 cm–3 were grown through metaloorganic
vapor-phase epitaxy on a sapphire substrate. The thick-
ness of a GaN active layer was equal to 3 µm. The treat-
ment was performed in a hermetically sealed box in a
dry-nitrogen atmosphere. In order to prevent uncontrol-
lable surface contamination, the samples treated in an
HCl–isopropanol solution were transferred in a hermet-
ically sealed transport vessel with a nitrogen atmosphere
to an ADES-500 ultrahigh-vacuum spectrometer. The
technique of chemical treatment in HCl–isopropanol
solutions was described in detail in our earlier works
[19, 20]. The samples were annealed in a preparation
chamber with an initial pressure of 1 × 10–10 mbar. The
measurements were carried out in an analysis chamber
with an initial pressure of 4 × 10–11 mbar. The surface
composition was determined by x-ray photoelectron
spectroscopy and high-resolution electron energy-loss
spectroscopy. The electron energy-loss spectra with a
total energy resolution of no worse than 100 meV were
measured in the specular reflection geometry. The
kinetic energy of incident electrons was 15 eV, and the
angle of incidence with the respect to the normal to the
surface was approximately equal to 55°. The surface
structure was studied by low-energy electron diffrac-
tion. Changes in the work function due to the cesium
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Fig. 1. Dependences of the intensity ratios for (1, 2) O 1s
and Ga 2p lines and (3, 4) C 1s and Ga 2p lines in the x-ray
photoelectron spectrum of the GaN surface on the condi-
tions of vacuum annealing of the surface (1, 3) before and
(2, 4) after preliminary treatment in an HCl–isopropanol
solution.
PH
adsorption were measured by the retarding-potential
method on a low-energy electron diffractometer.

3. RESULTS AND DISCUSSION

3.1. Composition of the GaN(0001) Surface 

Figure 1 depicts the dependences of the intensity
ratios for the O 1s and Ga 2p lines and also the C 1s and
Ga 2p lines in the x-ray photoelectron spectrum of the
gallium nitride surface on the conditions of vacuum
annealing of the surface before and after preliminary
treatment in an HCl–isopropanol solution. These
dependences reflect the change in the contamination
content on the surface. It can be seen from Fig. 1 that
the treatment of the surface in the HCl–isopropanol
solution leads to an almost twofold decrease in the
intensity ratio of the oxygen and gallium lines and only
in an insignificant decrease in the intensity ratio of the
C 1s and Ga 2p lines. The annealing of GaN at T =
450°C results in a decrease in the intensity ratio of the
carbon and gallium lines by a factor of 4. As will be
shown below, this temperature corresponds to the des-
orption temperature of hydrocarbon molecules. With a
further increase in the annealing temperature, the inten-
sity ratio of the C 1s and Ga 2p lines remains
unchanged, whereas the intensity ratio of the O 1s and
Ga 2p lines continues to decrease. It can also be seen
from Fig. 1 that, upon vacuum annealing of a gallium
nitride surface that is not chemically treated, the con-
tent of residual carbon and oxygen is twice as high as
their content on a surface treated in an HCl–isopro-
panol solution. The estimates made according to the
procedure proposed in [21] indicate that the residual
carbon and oxygen content on the GaN surface chemi-
cally treated and annealed at T = 450°C does not exceed
3–5% of a monolayer.

The removal of gallium oxide was confirmed by
high-resolution electron energy-loss spectroscopy. Fig-
ure 2 shows the electron energy-loss spectra of the GaN
surface before (spectrum a) and after treatment in the
HCl–isopropanol solution (spectrum b). These spectra
are due to interband transitions of valence electrons to
the conduction band. As can be seen from these spectra,
the energy losses associated with the interband transi-
tions for the initial surface are observed beginning with
an energy of 4.0 eV, whereas the energy losses for the
surface treated in the HCl–isopropanol solution appear
at an energy of 3.4 eV, which corresponds to the band
gap of the GaN compound. The losses for the initial
surface at energies higher than 4 eV are caused by the
gallium oxide layer that has a band gap of 4.4 eV [22],
is located on the surface, and masks the losses in GaN.
Therefore, the treatment of the initial GaN surface in
the HCl–isopropanol solution leads to the removal of a
considerable part of the surface gallium oxide and the
transfer of the samples in the hermetically sealed vessel
enables us to avoid uncontrollable contamination of the
gallium nitride surface after chemical treatment.
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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In addition to oxygen, carbon compounds are
among the contaminations that are the most difficult to
remove. High-resolution electron energy-loss spectros-
copy is the most sensitive method for revealing hydro-
carbon compounds on a surface [23]. Figure 3 depicts
the electron energy-loss spectra in the vicinity of the
elastic peak for the GaN surface before (spectrum a)
and after chemical treatment in the HCl–isopropanol
solution (spectrum b) and also after subsequent anneal-
ing at T = 450°C (spectrum c). For the initial surface,
the energy losses are observed at 170 and 360 meV.
These losses increase insignificantly after chemical
treatment. The losses at energies of 170 and 360 meV
are assigned to the excitation of flexural and longitudi-
nal vibrational modes of C–H bonds in hydrocarbon
molecules on the GaN surface. The excitation of similar
modes was previously observed on a GaAs surface [19,
24]. It should be noted that the relative content of
hydrocarbon compounds on the GaN surface after treat-
ment in the HCl–isopropanol solution is lower than the
corresponding content on the GaAs surface after a sim-
ilar treatment by several factors [19]. Probably, this is
associated with the lower reactivity of the gallium
nitride surface and, as a consequence, with the smaller
coefficient of sticking of hydrocarbon compounds to
the surface during chemical treatment and subsequent
transfer as compared to the GaAs surface, which con-
tains an As amorphous layer. The annealing of the GaN
surface at T = 450°C after chemical treatment results in
the disappearance of the losses associated with the exci-
tation of hydrocarbon molecules (Fig. 3, spectrum c) and
the appearance of the losses at an energy of ~75 meV.
The losses at an energy of ~75 meV were previously
observed for a clean GaN surface and were assigned to
the excitation of surface optical phonons (the so-called
Fuchs–Kliewer surface phonons) [17]. The possibility
of observing the phonon losses suggests that the GaN
surface layer has a perfect crystal structure. Note that
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Fig. 2. Electron energy-loss spectra of the GaN surface (a)
before and (b) after chemical treatment in an HCl–isopro-
panol solution in the range of interband transitions of
valence electrons to the conduction band.
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the data on desorption of hydrocarbon molecules are
inconsistent with the results obtained in [11], according
to which bonds between hydrocarbon molecules and
the GaN surface treated in an HCl aqueous solution are
stable up to temperatures of 650–900°C. The possible
reason for this disagreement is the difference in the
interaction of aqueous and alcohol solutions of HCl
with a GaN surface containing a thin gallium oxide
overlayer. Upon treatment in the alcohol solution,
residual carbon contaminations on the GaN surface are
large-sized hydrocarbon molecules, which have satu-
rated carbon bonds and, hence, are weakly bonded to
surface atoms. On the other hand, upon treatment in the
HCl aqueous solution, the surface can adsorb fragments
of hydrocarbon molecules, such as CH, CH2, and CH3,
which are more strongly bonded to surface atoms. The
difference in the energy of bonding between hydrocar-
bon molecules and the GaN surface explains the differ-
ence in the desorption temperature of hydrocarbon
molecules. A residual carbon and oxygen content of 3–
5% of a monolayer on the GaN surface is determined
by the fact that bonds of the corresponding compounds
to surface atoms in GaN are stronger than those in other
III–V compounds.

3.2. Structure of the GaN(0001) Surface 

The low-energy electron diffraction pattern of the
initial GaN surface exhibits a uniform background of
diffusely scattered electrons. A specific diffraction pat-
tern of this surface arises only after annealing at tem-
peratures above 650°C and energies of primary elec-
trons EP > 180 eV and contains integral reflections with
intensities only slightly higher than the intensity of the
average background of the diffraction pattern. Chemi-
cal treatment of the surface in the HCl–isopropanol
solution results in the appearance of diffraction reflec-
tions that correspond to a (1 × 1) unit cell and are
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Fig. 3. Electron energy-loss spectra of the GaN surface (a)
before and (b) after chemical treatment in an HCl–isopro-
panol solution and (c) after subsequent annealing at T =
450°C.
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observed at energies of primary electrons EP ≥ 140 eV.
The low-energy electron diffraction patterns of the GaN
surface after treatment in the HCl–isopropanol solution
and vacuum annealing at T = 450°C for energies of pri-
mary electrons EP = 147 and 73 eV are shown in

(‡)

(b)

Fig. 4. Low-energy electron diffraction patterns of the
GaN(0001) surface prepared through chemical treatment in
an HCl–isopropanol solution and subsequent annealing at
T = 450°C. The measurements were performed at room
temperature and primary-electron energies of (a) 147 and
(b) 73 eV.
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Fig. 5. Dependence of the quantum efficiency on the time of
cesium deposition on the GaN surface.
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Figs. 4a and 4b, respectively. It can be seen from the
diffraction patterns that the GaN surface is not recon-
structed and has a (1 × 1) structure; i.e., surface unit
cells are identical to bulk unit cells. In [2, 8], it was
demonstrated that, in order to prepare an ordered sur-
face with the (1 × 1) structure, it is necessary to use con-
siderably higher temperatures (~700–900°C), at which
the surface is depleted in nitrogen atoms and defects are
formed. The decrease in the annealing temperature
required for forming the ordered GaN surface makes it
possible to prepare a more stoichiometric surface with
a lower concentration of thermal defects.

3.3. Activation of the GaN Surface
with Cesium and Oxygen 

The GaN surface was activated according to the
standard procedure for activating GaAs photocathodes
[9]. The dependence of the quantum yield of photoelec-
trons from GaN on the time of cesium deposition on the
gallium nitride surface upon excitation of electrons
with light at a wavelength of 250 nm is plotted in Fig. 5.
The arrows indicate the instants of oxygen inflow. The
first photoemission maximum is observed when the
adsorbed cesium coverage is approximately equal to
0.5 ML (according to x-ray photoelectron spectro-
scopic data), as is the case with the activation of the
GaAs surface. Unlike GaAs, for GaN, the addition of
oxygen to cesium leads to an increase in the photocur-
rent by no more than 15%.

It is of interest to note that, as for the GaAs(100)-
(4 × 2)/c(8 × 2) surface, the surface structure of gallium
nitride does not change upon adsorption of 0.5 ML Cs.
As follows from our measurements, the work function
upon adsorption of 0.5 ML Cs decreases by 2.5 eV. This
is in agreement with the data obtained in [25, 26]. The
effective negative electron affinity on the GaN–(Cs, O)
activated surface was approximately equal to 1.8 eV,
and the maximum quantum efficiency of the GaN pho-
tocathode at a light wavelength of 250 nm was as high
as 26% [27].

4. CONCLUSIONS

Thus, an atomically pure structurally ordered sur-
face of gallium nitride with a (1 × 1) structure was pre-
pared through the chemical removal of gallium oxide
from the GaN surface in an HCl–isopropanol solution,
the transfer of samples in a nitrogen atmosphere (with
the aim of preventing surface reoxidation), and anneal-
ing at 450°C. After removing hydrocarbon compounds
from the surface, the high-resolution electron energy-
loss spectra exhibited losses associated with the excita-
tion of surface optical phonons in GaN. A decrease in
the temperature necessary for forming the clean
ordered GaN surface made it possible to prepare the
surface with a lower concentration of defects. This is an
important advantage in the manufacture of photoemit-
ters with an effective negative electron affinity.
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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The activation of the p-GaN(0001) surface with
cesium and oxygen resulted in the appearance of an
effective negative electron affinity at the gallium nitride
surface. The quantum efficiency of the fabricated GaN
photocathode at a wavelength of 250 nm was equal to
26%.
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Abstract—Expressions for dispersion of the phase velocity and inverse damping depth of surface acoustic
waves with shear horizontal polarization are derived in an analytical form within perturbation theory using the
modified mean-field method for the Z-cut hexagonal crystal with a free statically rough surface. Both two- and
one-dimensionally rough surfaces are considered. The one-dimensionally rough surface is considered as a spe-
cial case of the two-dimensionally rough surface. It is shown that shear surface waves with horizontal polariza-
tion cannot exist on the flat surface of the Z-cut hexagonal crystal. The derived expressions are studied analyt-
ically and numerically in the entire frequency range accessible in perturbation theory. The long-wavelength
limit (most interesting from the experimental point of view) is considered, where the wavelength is much longer
than the roughness correlation radius. The conditions for the existence of SH-polarized waves are determined
for both roughness types. It is shown that dispersion and attenuation of SH polarized waves are qualitatively
similar in character to those we considered previously for an isotropic medium. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

It is known that, in addition to Rayleigh waves,
shear surface acoustic waves (SAWs) with horizontal
polarization (SH polarization) can propagate along a
rough surface of an isotropic solid under certain condi-
tions (but cannot propagate along a flat surface of an
isotropic solid [1]). Conditions for their existence can
be created due to the following factors: inhomogene-
ities in the properties of an elastic medium near the sur-
face caused by applying a thin layer onto a substrate
(the case of the Love wave [2] and weak surface inho-
mogeneity [3]), piezoelectricity (the Gulyaev–
Bleustein wave [4, 5]), ferromagnetism (magnetoelas-
tic waves [6–8]), anharmonicity of lattice vibrations
[9], and surface roughnesses.

As for the surface roughness studied in this paper,
both two- and one-dimensionally (2D, 1D) rough sur-
faces have been considered in the literature. The disper-
sion relation for SH-polarized waves propagating along
a 2D rough surface of an isotropic solid was derived for
the first time in [10]. Most studies devoted to SH-polar-
ized waves on a 1D rough surface [11–13] limit the
analysis to the case of waves incident perpendicular to
random grooves of a grating. A dispersion relation for
SH-polarized waves propagating along grooves of a
random grating was derived in [14]; a similar result (but
for a periodic roughness) was obtained in [15]. A dis-
persion relation for SH-polarized waves propagating
perpendicular to grooves of periodic roughness was
derived in [16]. A dispersion relation for SH-polarized
1063-7834/04/4610- $26.00 © 21954
waves incident at an arbitrary angle on random grooves
of a grating in the case of 2D and 1D roughness was
derived in [17]. We note that, in the papers cited above,
the medium was considered isotropic for SH-polarized
SAWs on a rough surface. Furthermore, the problem of
the existence of SH-polarized SAW on a flat (not
rough) crystal surface remains open.

In this study, a dispersion relation is derived for SH-
polarized waves on a slightly rough surface of a hexag-
onal crystal. In particular, SH-polarized waves propa-
gating in an arbitrary direction along the basal plane of
a free statistically rough surface of a hexagonal crystal
(Z-cut) are considered.

2. STATEMENT OF THE PROBLEM

A hexagonal crystal with a hexad axis parallel to the
x3 axis (considered in the elastic continuum approxima-
tion) is bounded by a free statistically rough surface and
is placed in the half-space x3 > ζ(x||), where ζ(x||) is the
rough-surface profile function and x|| = (x1, x2, 0). The
hexagonal crystal is characterized by the mass density
ρ and the tensor of elastic moduli Cαβµν. An SH-polar-
ized SAW propagates along the statistically rough sur-
face of the hexagonal crystal. We will determine the
phase velocity dispersion and inverse wave damping
depth caused by surface roughness.
004 MAIK “Nauka/Interperiodica”
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It is assumed that the function ζ(x||) has the follow-
ing statistical properties:

(1)

(2)

where δ =  is the root-mean-square roughness
amplitude. Introducing the Fourier representation

(3)

we get

(4)

The correlation function g(|k|||) is taken in the Gaussian
form

(5)

where a is the roughness correlation length (character-
izing the average distance between sequential hills or
valleys on the surface). The surface roughness is con-
sidered weak; i.e., characteristic heights δ of rough-
nesses are assumed to be small in comparison to the
wavelength λ under consideration (δ ! λ). The time
dependence of the displacement field is assumed to be
harmonic:

(6)

3. DISPERSION RELATION FOR SH-POLARIZED 
WAVES ON THE 2D ROUGH SURFACE

The problem of determining the dispersion relation
of SH polarized SAWs is solved using the modified
mean-field method described in [17], where it was
shown that effective boundary conditions can be used to
reduce this problem to considering free vibrations of an
elastic medium localized near the x3 = 0 plane. The
effective boundary conditions are defined in [17] for a
medium with arbitrary symmetry and, therefore, are
also valid for a hexagonal crystal. By introducing the
Green’s function satisfying the equations of motion of
a semi-infinite medium and boundary conditions at the
x3 = 0 plane and infinity, we can pass from differential
equations with effective boundary conditions to inte-
gral equations using the Green’s integral theorem. Pass-
ing to the Fourier representation and combining the
integral equations with effective boundary conditions,
we derive a set of homogeneous integral equations for
the displacement field components 〈Fα(k||, ω|x3)〉  to the
second order in ζ. After averaging over an ensemble of
realizations of surface profile functions, we obtain a
homogeneous set of algebraic equations for the compo-
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nents of the average displacement field, which can be
written in the general form as

(7)

For the case of the hexagonal crystal (Z cut), set (7) was
derived in [18, Eq. (18)]. It turns out that, in the case of
the Z-cut hexagonal crystal, as well as for the isotropic
medium [17], the components 〈F1(k||, ω|0)〉  and
〈F3(k||, ω|0)〉  (corresponding to Rayleigh waves [18])
can be separated from the equation for 〈F2(k||, ω|0)〉
corresponding to SH-polarized waves (see [18,
Eqs.(18), (19)]). This separation can be performed in
virtue of the isotropy of the Z-cut hexagonal crystal.
The equation for the component 〈F2(k||, ω|0)〉  has the
form

(8)

where dαβ ≡ dαβ(k|||ω),  ≡ dαβ(q|||ω) (the surface
Green’s function for the hexagonal crystal with a free
surface parallel to the basal plane [19]), and Xαβ ≡
Xαβ(q||, k|||ω). From the solvability condition for Eq. (8),
after simple algebra, we find a dispersion relation for
SH-polarized surface waves,

(9)

where

(10)

and ξ = k||a; the functions αt(k||, ω), A(ξ), B(ξ), and E(ξ)
and the coefficient h depend only on the components of
the elastic moduli tensor (see Appendix 1). The func-
tion αt(k||, ω) defines damping of the Fourier compo-
nents of the displacements

(11)

Let us write the solution to dispersion relation (9) in the
form

(12)

where ωSH = k||  corresponds to the solution to
Eq. (9) for a flat surface (δ = 0); however, ωSH is a non-
physical solution, since αt(k||, ω) = 0 does not correspond
to waves localized near the surface. The solution to
Eq. (9), in combination with Eq. (12), can be written as

(13)

Fα k|| ω 0,( )〈 〉 δ 2
Aαβ k|| ω,( ) Fβ k|| ω 0,( )〈 〉 .=

F2 k|| ω 0,( )〈 〉 δ 2 d
2
q||

2π( )2
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2
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2
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k || h
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δ
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4
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ω ωSH ∆ω,+=

hc44/ρ

∆ω ξ( )
ωSH
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δ4

a
4

-----r ξ( )2

2
------------.–=
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Since r(ξ) is a complex quantity, it is convenient to
write it as

(14)

so Eq. (13) takes on the form

(15)

Since the wave should damp into the medium depth
(x3 > 0), it follows from Eq. (11) that Reαt > 0, which
corresponds to the condition

(16)

In order to prevent an increase in the wave amplitude in
the course of propagation along the rough surface, the
condition Im∆ω ≤ 0 should be met; then it follows from
Eq. (15) that

(17)

Conditions (16) and (17) define the domain of existence
of SH-polarized waves.

In the case of an isotropic medium, dispersion rela-
tion (13) reduces to Eq. (5.20) from [17].

In the long-wavelength limit, where ξ ! 1 (λ @ α),
the expressions for r1(ξ) and r2(ξ) take on the form

(18)

(19)

where

It follows from Eqs. (18) and (19) that

(20)

4. THE CASE OF A 1D ROUGH SURFACE

In this case, the statement of the problem differs
only in that the surface roughness profile is given by
grating grooves with a random distance between them;
i.e., the surface profile function ζ(x||) = ζ(x2) depends

r ξ( ) r1 ξ( ) ir2 ξ( ),+=

∆ω ξ( )
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4
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-----------------------------------– i
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only on a single coordinate. It is assumed that a wave
propagating along the surface strikes randomly
arranged grating grooves at an angle ψ to the normal to
the grooves. By analogy with [20], let us consider a 1D
roughness as a special case of the 2D roughness. Then,
in all above relevant expressions, it is sufficient to make
the replacement

  (21)

where δ(k2) is the Dirac delta function. As a result, for
SH-polarized waves on the 1D rough surface, we obtain
dispersion relation (13), in which ∆ω(ξ) and
r(ξ)depend on the angle of incidence ψ:

(22)

Expressions for A(ξ, ψ), B(ξ, ψ), and E(ξ, ψ) are given in
Appendix 2. In this case, the existence conditions (16)
and (17) for SH-polarized waves are imposed on r(ξ, ψ)
given by Eq. (22).

In the long-wavelength limit ξ ! 1, we have

(23)

(24)

Taking into account Eqs. (23) and (24), we obtain from
Eq. (15) that

(25)

5. NUMERICAL CALCULATION

To perform numerical calculations, it is convenient
to write ∆ω in terms of the real and imaginary parts of
the dimensionless function ω12 = ω1 – iω2 as

(26)
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a
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From Eq. (15), we can obtain expressions for ω1 and
ω2. In this case, ω1 defines the relative change in the
phase velocity of SH-polarized waves,

(27)

(where cSH = ωSH/k||) and ω2 defines the inverse damp-
ing depth,

(28)

The functions ω1 and ω2 are calculated numerically
for most of the known hexagonal crystals. It turned out
that the graphs of these functions are qualitatively sim-
ilar to each other and to the corresponding graphs for
the case of an isotropic medium, differing only quanti-
tatively. This conclusion is true for both 2D and 1D
rough surfaces. Therefore, we present the results of
numerical calculations for one of the best known
hexagonal crystals, ZnO (the elastic moduli are taken
from [21]).

Let us consider the 2D rough surface. In this case,
r1(ξ) > 0 and r2(ξ) > 0 for all values of ξ; therefore, the
SH-polarized SAW exists for all ξ. The functions ω1(ξ)

∆c
cSH
-------

δ4

a
4

-----ω1=

1
L
---

δ4

a
5

-----ξ2ω2.=

–2

0

2

4

ω1

0.1 1 10 100
0

10

20

30

40

ξ

(b)

(a)

Fig. 1. Dependence of (a) the real, ω1 and (b) imaginary, ω2,
parts of the complex frequency shift on the dimensionless
variable ξ for SH-polarized waves on the 2D rough surface
of the ZnO crystal.

–ω2
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and ω2(ξ) are shown in Figs. 1a and 1b, respectively. In
particular, we can see from Fig. 1b that the wave exhib-
its virtually no damping at ξ & 1; strong damping
begins at ξ > 50.

For the 1D rough surface (random grating grooves),
taking into account the symmetry of the problem, it is
sufficient to carry out calculations only for ψ ∈ [0°, 90°].
Calculations show that r2(ξ) > 0 for all ξ; hence (see
Eq. (15)), the domain of existence of SH-polarized
waves is defined by the condition ω2(ξ, ψ) ≥ 0. The
functions ω1(ξ, ψ) and ω2(ξ, ψ) are shown in Figs. 2a
and 2b, respectively. It follows from Fig. 2b that the
SH-polarized wave does not exist in the unshaded oval
region of ξ ≈ [10, 30] and ψ ≈ [65°, 85°], where
ω2(ξ, ψ) < 0.

In the long-wavelength limit (ξ ! 1) for the 2D
rough surface, we can write [see Eqs. (15), (18), (19)]

(29)ω1 ξ( ) ξ2Φ ∆c
cSH
------- δ4

a
2

-----ω2∼ 
  ,–=
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2

(a)
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0
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(b)

–ω1

ω2

Fig. 2. Dependences of (a) the real, ω1, and (b) imaginary,
ω2, parts of the complex frequency shift on the dimension-
less variable ξ and the angle of incidence ψ for SH-polar-
ized waves on the 1D rough surface of the ZnO crystal.
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Numerical values of Φ, Λ, and cSH for a two-dimensionally rough surface for a number of hexagonal crystals

Medium T, K ρ, g/cm3 cSH, km/s Φ Λ

Be 293 1.816 8.297 1.671 2.617
CdS 293 4.825 1.827 1.124 1.706
Co 298 8.836 2.835 0.8794 1.334
Ice 257 0.960 1.950 1.316 2.013

248 0.960 1.923 1.368 2.093
263 0.960 1.896 1.375 2.105
268 0.960 1.882 1.332 2.037

Mg 0 1.799 3.233 1.169 1.790
SiO2 873 2.517 4.444 2.525 4.005

873 2.533 4.441 2.533 4.025
ZnO 293 5.676 2.792 1.087 1.650
Y 4 4.472 2.464 1.193 1.835

75 4.472 2.450 1.187 1.827
200 4.472 3.393 1.182 1.817
300 4.472 2.350 1.193 1.833
400 4.472 2.314 1.211 1.860

Note: The components of the elastic moduli tensor, appearing in cSH, Φ, and Λ, are taken from [18].
(30)

where Φ and Λ are constants that are dependent only on
the components of the elastic moduli tensor. The

ω2 ξ( ) ξ5Λ
2
---- 1

L
--- δ4

aω6∼ 
  ,=
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Fig. 3. Dependences of the functions (a) Φ and (b) Λ on the
angle of incidence ψ for the 1D rough surface of the ZnO
crystal in the long-wavelength limit (ξ ! 1).
PH
numerical values of Φ and Λ are close to unity and are
listed in the table for most of the known hexagonal
crystals.

In the long-wavelength limit for the 1D rough sur-
face, we can write

(31)

(32)

The functions Φ(ψ) and Λ(ψ) for ZnO are shown in
Figs. 3a and 3b, respectively. We can see from Fig. 3a
that the dispersion of SH-polarized waves is largest at
an angle of incidence of 45°. As follows from Fig. 3b,
the wave damps much more weakly at large angles of
incidence than at normal incidence onto grating
grooves.

6. CONCLUSIONS

Thus, using perturbation theory, we have derived
analytical expressions for dispersion of the phase
velocity and the inverse damping depth of SH-polarized
SAWs propagating in a random direction along a 2D or
1D statistically rough free surface of a hexagonal crys-
tal (Z cut).

The expressions for the 2D rough surface were
derived using a modified mean-field method [17], and
the expressions for the 1D rough surface were obtained
by considering it as a special case of the 2D rough sur-
face. In the case of an isotropic medium, dispersion
relation (13) reduces to formula (5.20) from [17]. The

ω1 ξ ψ,( ) ξ2Φ ψ( ) ∆c
cSH
------- δ4

a
2

-----ω2Φ ψ( )∼ 
  ,–=

ω2 ξ ψ,( ) ξ4Λ ψ( )
2

------------- 1
L
--- δ4Λ ψ( )ω5∼ 

  .=
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conditions for the existence of SH-polarized waves
were determined for both types of surface roughness of
the Z-cut hexagonal crystal. It was shown that the SH-
polarized SAW cannot propagate along a flat surface of
the hexagonal crystal (Z cut). In this case, as for an iso-
tropic medium, this wave degenerates into a bulk trans-
verse wave sliding along the surface.

The phase velocity dispersion and damping depth of
SH-polarized waves were calculated numerically for
most of the known hexagonal crystals for an arbitrary
angle of incidence in the entire frequency range acces-
sible to perturbation theory. The corresponding curves
are qualitatively similar to each other and to the curve
for an isotropic medium, differing only quantitatively.
The qualitative similarity to the case of isotropic media
is due to the isotropy of the Z-cut hexagonal crystal.

Expressions for the dispersion and attenuation of
SH-polarized SAWs have been derived in the long-
wavelength limit, where the wavelength is much longer
than the roughness correlation radius. It was shown that
the inverse damping depth is proportional to the sixth
and the fifth power of the frequency for 2D and 1D
rough surfaces, respectively. The relative change in the
phase velocity is proportional to the square of the fre-
quency for both types of surface roughness.

Finally, we note that the modified mean-field
method allowed determination of the dispersion and
attenuation of the Rayleigh SAW [18] and SH polariza-
tion on both 2D and 1D rough surfaces of the Z-cut hex-
agonal crystal. This method also makes it possible to
derive the dispersion relation for SAWs of both polar-
izations for other cuts of various crystals. The neces-
sary condition for such calculations is knowledge of the
Green’s function on a flat (not rough) surface of the cut
at hand, the determination of which is an independent
and rather complex problem.

APPENDIX 1
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(A1.4)

(A1.5)

(A1.6)

where In is the modified Bessel function of order n.

In Eqs. (A1.2)–(A1.4), the following notation is
used:

In expression (A1.3), the symbol P means the Cauchy
principal value of the integral and the pole is at the point
x0 = 1/ε.
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APPENDIX 2
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The quantities (x) (x), (x), (x), (x), h,
ε, and a1 are defined in Appendix 1.
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Abstract—Samples of opal + NaCl nanocomposites with 100 and 80% filling of first-order opal voids by
sodium chloride have been prepared. Their effective thermal conductivities, κeff, were measured in the temper-

ature interval 5–300 K. The lattice thermal conductivity of NaCl loaded in the opal voids, , was calculated

from the measured κeff(T). The value of  was found to be considerably smaller than the lattice thermal con-

ductivity of bulk NaCl throughout the temperature interval studied. For T > 20 K, this behavior of (T) is

accounted for by the presence of specific defects that form in NaCl loaded in opal voids. For T < 20 K, (T)
is governed by boundary phonon scattering from bottlenecks in horn-shaped channels interconnecting the octa-
hedral and tetrahedral first-order opal voids filled by sodium chloride. It was found that the value of (T) in
this temperature region depends substantially on the dimensions of the bottlenecks, whose thicknesses are
related to the amount of the cristobalite forming in a near-surface layer of the amorphous SiO2 opal spheres in
the course of preparation of the opal + NaCl nanocomposite. © 2004 MAIK “Nauka/Interperiodica”.
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1. FORMULATION OF THE PROBLEM

This publication reports on the continuation of an
investigation we began in 1995 into the thermal con-
ductivity κ of single crystals of synthetic opals and
related nanocomposites (opal + PbSe, opal + HgSe,
opal + epoxy resin) carried out in the temperature range
5–300 K.1 

New papers have recently appeared in the literature,
among them an experimental study on the thermal con-
ductivity of opals and of opal + LiIO3 nanocomposites
in the temperature interval from 290 to 410 K [2] and
several theoretical publications on the thermal conduc-
tivity of opals [3, 4].

Opals are unique objects for physical studies. Their
crystal structure is fairly unusual [1, 5, 6]; indeed, opals
are made up of closely packed spheres of amorphous
SiO2 of various diameters. The opals used in our exper-
iments consist of spheres 2000–2500 Å in diameter
(first-order spheres). These spheres contain an array of
close-packed spheres of a smaller size, ~300–400 Å
(second-order spheres), which are formed, in turn, of
close-packed spherical particles ~100 Å in size (third-
order spheres).

The close-packed sphere array has octahedral and
tetrahedral voids interconnected by horn-shaped chan-
nels. These voids are also classed as voids of the first,

1 References to these studies can be found in [1].
1063-7834/04/4610- $26.00 © 21961
second, and third order, according to the actual order of
the amorphous SiO2 spheres they separate.

To make the picture more revealing, the octahedral
and tetrahedral voids are usually approximated by
spheres interconnected by cylindrical channels [2]. The
diameters of the octahedral and tetrahedral voids and
the average diameters of the cylindrical channels2 for
first-order voids in the opal under study were 800, 400,
and 300 Å, respectively [6].

The total theoretical opal porosity, which includes
voids of the first, second, and third order, is 59%. The
first-order voids, which are studied here, make up 26%.
Note that the real total porosity of the synthetic opal
single crystals grown by us constituted (because of par-
tial sintering of the second- and third-order amorphous
SiO2 spheres) ~46–50% rather than 59% [8], but the
volume of the first-order voids always remained ~26%.

The amorphous SiO2 spheres and first-order voids in
opals make up close-packed face-centered cubic lat-
tices. The parameters of these lattices (a) for the opals
under study here were ~3000–4000 Å.

2 We may recall that the voids in opals are in actual fact intercon-
nected by horn-shaped rather than cylindrical channels (with the
smallest cross sections (bottlenecks) being ~100 Å) [7], which, as
we shall show later, is of crucial importance for interpreting the
experimental data on the thermal conductivity of opal + NaCl
nanocomposites reported here.
004 MAIK “Nauka/Interperiodica”
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First-order opal voids can be loaded by metals,
semiconductors, and insulators using a variety of tech-
niques (chemical, pressure injection of the melt, or
impregnation of the sample by the filler material). In
this way (under 100% filling of these voids), regular
three-dimensional composites can be produced with a
cubic filler lattice with a ~ 3000–4000 Å.

Thus, an opal-based nanocomposite with 100% fill-
ing of first-order voids with a filler can be considered a
system made up of nested unique regular lattices (an
opal and a filler lattice) with giant parameters and giant
“atomic” masses. The individual properties of these
unusual lattices may be manifested in the behavior of
the lattice thermal conductivity κph only at ultralow
temperatures (several millikelvins).

Within the temperature interval 5–300 K, the ther-
mal conductivity of synthetic opal single crystals is
determined primarily by the quality of contacts
between the amorphous SiO2 spheres (i.e., it is gov-
erned by the contact thermal resistances among these
spheres). The more perfect the opal crystal structure
(when the contacts between all spheres are strictly the
same and approach point type), the lower the opal ther-
mal conductivity [9].

When measuring the thermal conductivity of a
nanocomposite with 100% filling (or close to it) of the
first-order opal voids by a filler, the heat flux in the
nanocomposite will pass through two parallel channels,
namely, over the spheres of amorphous SiO2 making up
the opal and over the specific chains of the filler mate-
rial, e.g., successively through a tetrahedral (octahe-
dral) filled void, filled horn-shaped channel, tetrahedral
(octahedral) filled void, filled horn-shaped channel, and
so on [6, 7] (see the schematic of the opal crystal lattice
given in [6]).

One may conceive of several versions of the behav-
ior of the nanocomposite thermal conductivity.

(a) κ1 @ κ2 (κ1 is the thermal conductivity of the
filler, and κ2 is that of the matrix (opal)). In these con-
ditions, in nanocomposite thermal conductivity mea-
surements, the heat flux will propagate primarily over
the filler material chains. As shown by us for an opal +
100% HgSe nanocomposite, which satisfies the above
condition, the thermal conductivity of HgSe loaded in
opal voids is determined at low temperatures (5–10 K)
by boundary scattering of phonons from the bottle-
necks of the horn-shaped channels connecting filled
octahedral (tetrahedral) opal voids [7]. Throughout the
temperature interval studied in [7] (5–300 K), the filler
material can be considered to consist of nanoparticles
of material arranged regularly (an essential point) in the
regular voids of the matrix.

(b) κ1 ! κ2. In this case, in measuring the nanocom-
posite thermal conductivity, the heat flux will propagate
primarily over the matrix spheres (amorphous SiO2);
the thermal conductivity of the nanocomposite will be
close to that of the opal and depend on the quality of the
PH
contact between the amorphous SiO2 spheres. We
observed this pattern when measuring the thermal con-
ductivity of an opal + 100% epoxy resin nanocomposite
for T > 100 K [1].

(c) κ1 ≈ κ2. In this case, the nanocomposite can be
treated at high temperatures as a material characterized
by a single thermal conductivity,3 while at low temper-
atures Kapitsa’s heat resistance may appear [10] at the
interfaces between the filler and amorphous SiO2
spheres.

The present communication reports on a study (in
the temperature interval 5–300 K) of the thermal con-
ductivity of opal + x% NaCl nanocomposites (for x =
100% and similar compositions) for which the first of
the above conditions is satisfied: κ1 @ κ2.

Our goals were (i) to confirm (or refute) the conclu-
sions drawn in [7] concerning the low-temperature
behavior of thermal conductivity of opal-based nano-
composites and (ii) to make a critical analysis of our
earlier results [11] on the thermal conductivity of an
opal + 100% NaCl nanocomposite.

The interpretation of the results obtained in the
study of the thermal conductivity of the opal + 100%
NaCl nanocomposite [11] was complicated by the fact
that the technique chosen to fill the first-order opal
voids by sodium chloride brought about the formation
of a thin film of cristobalite in thenear-surface layers of
amorphous SiO2 spheres. In this study, we somewhat
modified the technique of loading the opal with NaCl
(for more details, see Section 2), in which the percent-
age of the cristobalite film formed in the course of load-
ing was reduced to a minimum. We prepared opal +
100% NaCl (sample 2) and opal + 80% NaCl (sample 3)
nanocomposites. Thermal conductivity measurements
of these samples and of the opal + 100% NaCl nano-
composite from [11] (sample 1) were performed on an
experimental setup similar to the one employed in [12].
Opal + NaCl nanocomposites are insulators; therefore,
their effective thermal conductivity κeff measured
experimentally is actually the lattice thermal conduc-

tivity .

Figure 1 displays the results obtained in the study of

(T) of opal + 100% NaCl nanocomposites (sample 1
from [11] and sample 2 prepared in the present investi-

gation). We can see that the values of (T) for these
samples differ substantially (particularly in the low-
temperature region, T < 60 K).

Figure 2 presents data for (T) for samples 1 [11],
2, and 3.

3 In such a nanocomposite, however, defects may form at the
matrix–filler interface, which can affect high-temperature thermal
conductivity measurements.
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It was found that (T) for sample 3 is still smaller
than that for sample 2.

What could be the explanation for such a strange
behavior of the thermal conductivity of these samples?
A question may arise as to whether this behavior is
associated with the specifics of sample preparation.

2. PREPARATION OF SAMPLES 
AND THEIR CHARACTERIZATION

Opal + NaCl nanocomposites (samples 1–3) were
fabricated by the technique employed in [11], which
consisted in saturating single-crystal opal samples with
sodium chloride by placing them in a NaCl melt (at T ~
900°C). The only difference in the sample preparation
technique consisted in the length of time that a sample
of the original opal was kept (saturated) in the NaCl
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Fig. 1. Temperature dependences (1, 2) of the experimental

effective thermal conductivity (T) for (1) sample 1 [11]

and (2) sample 2 of opal + 100% NaCl nanocomposites
(100% filling of first-order opal voids by NaCl) and (3) of
the lattice thermal conductivity κph of a NaCl single crystal
[13].

κeff
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melt. The saturation time decreased from sample 1 to
sample 3. The percentage of filling of opal first-order
voids by NaCl was determined by measuring the den-
sity of the samples thus obtained.

Figures 3 and 4 show x-ray diffraction intensities for
the nanocomposite samples studied. The measurements
were conducted on a DRON-2 setup (CuKα radiation).
The data presented in Fig. 3 suggest that (i) the sodium
chloride loaded in the voids of all three opal + NaCl
nanocomposite samples has a regular (110)-patterned
lattice with a = 5.640–5.643 Å (for bulk NaCl crystals,
a = 5.640 Å) and (ii) in samples 1 [11] and 2 contact
between the opal and the NaCl melt gives rise to partial
crystallization of amorphous SiO2 opal spheres with the
formation of a thin cristobalite film on their near-sur-
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Fig. 2. Temperature dependences (1–3) of the thermal con-

ductivity  of opal + xNaCl nanocomposites (x is the

percentage of opal first-order void filling) for (1, 2) x =
100% in (1) sample 1 [11] and (2) sample 2 and (3) x = 80%
in sample 3; (1'–3') of the thermal conductivity of opal
matrices obtained from the nanocomposites of samples 1
[11], 2, and 3, respectively, after washing out of NaCl; and
(4) of the thermal conductivity κph of single-crystal NaCl
[13] (for comparison).
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face layer.4 Note that, in this particular case, the film
forms in the bulk of the SiO2 spheres themselves rather
than on their surface, as was the case, for instance, in opal
under molecular layer-by-layer deposition of TiO2 [14]
and the formation of the opal–erbium composite [15].

After the thermal conductivity measurements were
taken for samples 1–3 of opal + NaCl nanocomposites
(Fig. 2), NaCl was washed out of them, the thermal
conductivity was measured again (curves 1'–3' in
Fig. 2), and x-ray diffraction studies were performed

4 The NaCl melt initiates cristobalite formation at points where it
contacts with the amorphous SiO2. In pure opal, cristobalite gen-
erally does not form at these temperatures.
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Fig. 3. X-ray diffraction intensities for opal + xNaCl nano-
composites with (a, b) x = 100% for (a) sample 1 [11] and
(b) sample 2 and (c) x = 80% for sample 3 and (d) for bulk
NaCl crystal. (1) Reflections characteristic of NaCl, and
(2) reflections typical of cristobalite. For sample 1, the
reflections with interplanar distances 4.04 and 2.48 Å corre-
spond to the (101) and (200) reflections of α cristobalite
(tetragonal symmetry, a = 4.9732(4) Å, c = 6.9236(8) Å).

2θ, deg
PH
(Fig. 4). We now denote samples 1–3 with NaCl
removed from them as 1'–3', respectively.

For illustration, Fig. 4 shows the x-ray diffraction
intensities obtained for two extreme cases, namely, for
opal samples 1' and 3'. An analysis of these data yields
interesting information on the “washed” nanocompos-
ite samples.

(1) After the removal of NaCl from sample 1, the x-
ray diffraction pattern for sample 1' fully corresponds
to α cristobalite with an enhanced (200) reflection,
which may be assigned to a weak texture. A small
impurity of α tridymite is seen in this diffractogram.

Comparison of the reflection intensities of α cristo-
balite in sample 1' and of an artificial mixture of amor-
phous opal with α cristobalite allowed us to obtain an
estimate of the content of the cristobalite in sample 1'.
It was found to be ~5%.
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Fig. 4. X-ray diffraction intensities for samples (a) 3' and
(b) 1' obtained after NaCl was washed out of nanocom-
posite samples 3 and 1 and (c) for a bulk NaCl crystal.
(1, 2) Reflections characteristic of cristobalite and tridym-
ite, respectively.
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(2) No sign of cristobalite was detected in the opal
sample 3'. The x-ray diffractogram of sample 3' coin-
cided with that of pure opal [16, 17].

(3) Samples 1' and 3' did not contain NaCl traces
either. This indicates that, in nanocomposite samples 1
and 3, NaCl-filled voids are interconnected with open
(but also filled by NaCl) channels and that there are no
closed voids filled by NaCl, which could have formed
in the nanocomposites during high-temperature syn-
thesis.

Thus, the above x-ray diffraction data on samples 1–
3 of opal + NaCl nanocomposites allow us to conclude
that the difference in thermal conductivity observed by
us between these samples (which is particularly large at
low temperatures) correlates with the presence of a
cristobalite film in them in a near-surface layer of the
opal amorphous SiO2 spheres. The larger the content of
the cristobalite phase in the samples, the higher their
thermal conductivity.

It still remains unclear, however, what physical pro-
cesses associated with the presence of a cristobalite
film in the nanocomposites are responsible for the
detected effect.

We will try to find an answer to this question in the
next section after analyzing the experimental data
obtained.

3. DISCUSSION OF THE EXPERIMENTAL 
RESULTS

Figures 1 and 2 present the experimental data on the

effective thermal conductivity  of the opal + NaCl
nanocomposites (samples 1–3) and on the thermal con-
ductivity of the corresponding opal matrices κph (sam-
ples 1'–3'). The thermal conductivities of samples 1'
and 2' are larger than that of pure opal [16, 17], because
the former contain cristobalite (~5% in sample 1' and a
smaller amount in sample 2'). The thermal conductivity
of sample 3' with no cristobalite impurity is close to that
obtained for pure opal.

As already mentioned, the thermal conductivity of
opal is determined primarily by the quality of thermal
contacts between the spheres of amorphous SiO2 [9]. In
pure opal, the contacts approach point type, which has a
low thermal conductivity (just as in the case of sample 3').
The formation of a cristobalite film in samples 1' and 2'
increases the contact area, and the thermal conductivity
of these samples may increase, which is exactly what is
observed experimentally (Fig. 2).

It should be pointed out, however, that the enhanced
thermal conductivity of the opals (samples 1' and 2')
does not invalidate condition (a) from the preceding
section for the nanocomposites (samples 1 and 2),
because the thermal conductivity of the filler is consid-
erably higher than that for the matrix (opal).

To analyze the behavior of the thermal conductivity
of NaCl loaded in the regularly arranged voids of an

κ eff
ph
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opal single crystal, , one has to isolate  from the

measured thermal conductivity (T) of the nanocom-
posite. To do this, one has to choose an appropriate the-
oretical relation describing the behavior of the thermal
conductivity of the composites. There are numerous
such relations in the literature [4, 18–22]. While they
provide mostly a good qualitative approximation to the
κeff(T) behavior, quantitative calculations made with
them are not always in agreement.

In view of the need to compare the behavior of the
thermal conductivities of various fillers in opal-based
nanocomposites, we chose the relation of Litovskiœ
[22], which gives sufficiently accurate results for a
large number of standard composites. We used this rela-
tion earlier in treating the data on the thermal conduc-
tivity of pure opal [16] (to take its porosity into
account) and of opal + PbSe [17] and opal + HgSe [7]
nanocomposites.

According to [22], we have

(1)

where κeff and κmat are the thermal conductivities of the
composite and the matrix, respectively; P is the poros-
ity of the material; and

(2)

In our case, κpor and P denote the thermal conductiv-
ity of NaCl loaded in first-order opal matrix voids and
the amount of NaCl in the matrix, respectively; P = 0.26
for samples 1 and 2 and 0.208 for sample 3. The matri-
ces in our opal + x% NaCl nanocomposites are the
amorphous spheres with a cristobalite film (samples 1',
2'; Fig. 2) and those without it (sample 3; Fig. 2), with
due account of the fact that first-order voids of the opal
samples are filled completely (in samples 1, 2) or par-
tially (in sample 3) by sodium chloride [22].

Figure 5 plots the data on κpor =  for NaCl filling
of the opal voids, which were derived using Eqs. (1)
and (2). A cursory examination of this figure shows that

the values of (T) for samples 1–3 differ strongly, as

before (as was observed for (T) for the same sam-
ples).

We may thus conclude that the presence of cristo-
balite in the matrices does not have a significant effect

on the magnitude and temperature behavior of (T)

calculated from Eqs. (1) and (2) (compare (T) in

Fig. 2 with (T) in Fig. 5 for samples 1–3). This
should possibly be ascribed to the fact that heat flux in
the nanocomposites under study propagates primarily
over the filler material (NaCl), while the contribution
from the matrix thermal conductivity to κeff(T) is small.
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If we continue to assume, however, that the differ-

ence in the values of (T) (and (T) as well)
between samples 1–3 originates from the presence of a
cristobalite film in near-surface layers of amorphous
SiO2 spheres of the opal matrix, then some other phys-
ical mechanism has to be put forward that is capable of
accounting for the experimental data obtained.

Let us consider the behavior of (T) for the sam-
ples under study (Fig. 5) in more detail.

In the (T) curves for samples 1–3 presented in
Fig. 5, we can distinguish three temperature regions:
low temperatures (5–20 K), high temperatures (~50–
300 K), and an intermediate region (~20–50 K).
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Fig. 5. Temperature dependences of thermal conductivity.

(1) κph of single-crystal NaCl [13]; (2–4)  of samples

1–3, respectively; (5) the minimum thermal conductivity for
bulk NaCl crystals [23]; and (6–8) thermal conductivities of
bulk NaCl calculated for average sound velocity  ~ const
and phonon mean free path l equal to 800, 400, and 100 Å,
respectively (see text for calculation of curves 6–8). Inset
shows the data for the opal + HgSe nanocomposite from [7]:
(1) temperature dependence of the thermal conductivity of

a bulk HgSe sample and (2) (T) of HgSe loaded in an

opal first-order void array; dashed curves represent the ther-
mal conductivity of bulk HgSe calculated for  ~ const and
l equal to (3) 100 and (4) 300 Å.

κph
op

v

κph
op

v

PH
We are going to analyze the κ(T) dependences in the
first two regions. We start with the low-temperature
range (5–20 K).

As already mentioned, in an opal + HgSe nanocom-
posite [7] with 100% filling of first-order voids by the
mercury selenide, the low-temperature (T < 20 K) ther-

mal conductivity of HgSe in opal, (T), was domi-
nated by boundary scattering of phonons from bottle-
necks (~100 Å in diameter) of horn-shaped channels
interconnecting HgSe-filled octahedral and tetrahedral
opal voids (curve 2 in the inset to Fig. 5). The phonon
mean free path l for T < 20 K was larger than the diam-
eter of the horn-shaped channel bottleneck.

By analogy with the opal + HgSe nanocomposite,
one can apparently expect the opal + NaCl nanocom-

posite to exhibit the same behavior of (T) at low
temperatures.

Therefore, one could try to relate the difference in

(T) between samples 1–3 for the opal + NaCl nano-
composite for T < 20 K to the presence of channels (and
bottlenecks) of different diameters in them, which can
form because of the appearance of cristobalite films
that differ in thickness (d1) in the near-surface layers of
amorphous opal SiO2 spheres. The diameter of the new
bottlenecks d in samples 1–3 would depend on the con-
centration of the cristobalite in them, d = d1 + d2, where
d2 is the diameter of the bottleneck in a NaCl-filled opal
channel. We assume, by analogy with [7], that d2 ≈
100 Å and is the same in samples 1–3. The value of d1
should be larger for sample 1 than for sample 2 and
should be zero for sample 3 (Fig. 3).

The possibility that new “enlarged” channels will
form in samples 1 and 2 for the opal + NaCl nanocom-
posite is borne out by the samples of bulk NaCl, cristo-
balite, and crystalline quartz having similar thermal
conductivities5 (Fig. 6).

The total thermal conductivity of the new channel
(NaCl + cristobalite) in samples 1 and 2 and the thermal
conductivity of NaCl in the channel of sample 3 are
larger than that of the matrices (curves 1'–3' in Fig. 2);
thus, the heat flux in samples 1–3 should propagate pri-
marily over these channels rather than over the matrix
material.

Let us make at least a rough guess at the diameter of
the bottlenecks in samples 1–3. For this purpose, we
invoke the standard relation for the thermal conductiv-
ity of solids:

(3)

5 Unfortunately, we were unable to find any literature data on the
thermal conductivity of cristobalite over a broad temperature
range. Its thermal conductivity at room temperature [24] does not
differ much from that of crystalline quartz (Fig. 6). There are
therefore grounds to hope that the thermal conductivities of crys-
talline quartz and cristobalite do not differ greatly over a broad
temperature region as well.
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where CV is the specific heat at constant volume;  =
(2v ⊥  + v ||)/3 is the average sound velocity; v ⊥  and v || are
the transverse and longitudinal sound velocities,
respectively; and κ is the thermal conductivity.

For the calculation, we used the data on l(T)
reported in [11] for NaCl (see [11, Fig. 5]).

At certain temperatures, the length l may become
comparable to the diameter d of bottlenecks in sam-
ples 1–3. As the temperature is lowered still further, the
mean free path can be considered constant (l = d).
Because  depends on temperature only weakly, κ in

Eq. (3) (in our case, κ = ) should decrease with
decreasing temperature as CV(T).

The dashed lines in Fig. 5 plot the (T) depen-
dences for the cases l = const = 800, 400, and 100 Å
obtained using the above scheme. The best fit to these

curves is provided by the (T) relations obtained
experimentally for samples 1–3, respectively. This

result supports the trend for the (T) relation to grow
with increasing bottleneck diameter in the samples,
which was pointed out earlier.

We cannot justify judging the accurate bottleneck
diameter from the data presented in Fig. 5, because the

values of the thermal conductivity κph =  for low
temperatures were calculated using a simplified rela-
tion. Instead, it would be appropriate to suggest quali-
tative agreement between the experiment and calcula-
tions.

A question may arise as to whether the difference in

the values of (T) (and (T)) between samples 1–
3 studied by us could be assigned to the contribution of
the second phase (cristobalite) to the thermal conduc-
tivity in samples 1 and 2. Estimates made using
Eqs. (1)–(3) showed this contribution to be very small
indeed. Indeed, if we assume the filler (a NaCl + cristo-
balite film with similar thermal conductivities) to
occupy 31% of the opal (5% cristobalite is the highest

concentration in sample 1), then  in sample 1 at
10 K will be 4.07 W/m K (for 26% filling of opal voids

by NaCl;  in this sample at 10 K is 4.21 W/m K).
This estimate is one more argument for the difference

in thermal conductivity (T) of samples 1–3 being
related primarily to boundary scattering of phonons
from the bottlenecks of horn-shaped channels with dif-
ferent dimensions, which form in these samples in the
course of their preparation.

Consider now the behavior of (T) in samples 1–
3 of the opal + NaCl nanocomposites in the high-tem-
perature region (~50–300 K).
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In this temperature region, the length l is consider-
ably smaller than the diameter of the bottlenecks of
horn-shaped channels loaded by NaCl in sample 3 and
of the new combined bottlenecks in samples 1 and 2,

while (T) of all three samples is smaller than the
thermal conductivity of bulk NaCl. We observed the
same pattern [7] for HgSe loaded in opal voids.

For T > 50 K, the thermal conductivity of NaCl in
opal in samples 1 and 2 behaves nearly as it does in bulk
NaCl with defects. In sample 3 (and partially in sam-
ples 1, 2), there can also exist specific defects (absent in
bulk samples), such as vacancies (i.e., breaks in the
filler array), surface defects, and defects caused by
strains in the filler matrix.

4. CONCLUSIONS

The above study can be summarized to yield the fol-
lowing main conclusions on the behavior of the thermal
conductivity of NaCl loaded in regularly arranged first-
order voids of single-crystal opal (opal + 80–100%
NaCl nanocomposite):

(1) The lattice thermal conductivity of NaCl loaded

in opal voids ( ) was found to be substantially
smaller than that of bulk NaCl throughout the tempera-
ture interval studied (5–300 K).

(2) For T > 50 K, this behavior of (T) can be
assigned to the presence of conventional and specific
defects forming in NaCl loaded in opal voids.

(3) For T < 20 K, (T) is dominated by boundary
scattering of phonons from bottlenecks of horn-shaped

κph
op

κph
op

κph
op

κph
op

10 100
T, K

κ p
h,

 W
/m

 K

1000

100

10

1

2

3

4

Fig. 6. Temperature dependences of the thermal conductiv-
ity (1, 2) of single-crystal quartz lattice (1) along and
(2) perpendicular to the c axis [13], (3) of a NaCl single
crystal [13], and (4) of polycrystalline cristobalite [24].
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channels connecting the octahedral and tetrahedral

first-order voids in opal. The magnitude of  in this
temperature interval depends substantially on the actual
size of the bottlenecks present in a sample, whose
diameters are related to the amount of the cristobalite
forming in near-surface layers of amorphous SiO2
spheres of opal in the course of preparation of the

opal + NaCl nanocomposite. This behavior of (T)
can be accounted for only if the bottlenecks are
arranged regularly in the sample volume, the situation
typical of the filler array in a nanocomposite based on
single-crystal opal.

It should be stressed that the interpretation of the
results obtained in the present study of the thermal con-
ductivity of the opal + NaCl nanocomposite differs
somewhat from that suggested for this nanocomposite
in [11]. As already mentioned [1], as new experimental
findings appear in studies of the thermal conductivity of
opals and opal-based nanocomposites, it sometimes
feels necessary to abandon the conclusions and
schemes espoused earlier in favor of another interpreta-
tion of the experimental data, which seems fully justi-
fied in view of the complexity of the unconventional
objects involved.
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Abstract—The problem of self-assembly in a metal–carbon system under dynamic conditions (equilibrium and
nonequilibrium) is considered using the iron–carbon system as an example. It is proved theoretically and exper-
imentally that the ratio of the components of the system affects the possibility of carbon self-assembly with the
formation of fractal iron structures and of metal self-assembly with the participation of polyhapto derivatives of
iron and the formation of fullerene-like carbon structures. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

For many years, various authors have studied the
decomposition of organometallic compounds under
nonequilibrium conditions with deposition of inorganic
solids from the vapor phase (MOCVD) [1, 2]. Such
processes demonstrated the formation of different types
of structures of the metal–carbon system with a varying
M/C ratio and its gradient and various solid morpholo-
gies, for example, layers of nanospheres, amorphous
and crystalline filaments, amorphous particles of spher-
ical and complex shape, anomalous void distribution,
layered or columnar structures, fractal and nonlinear
structures, and structures of uniform composition
including single crystals. These phenomena indicate
that MOCVD is an essentially nonequilibrium dynamic
process. Recently, we confirmed that fractal-ordered
and nanosize solids can form: amorphous, multiphase
polycrystalline or block single-crystal, and dendritic
single-crystal metals (germanium or iron) [3, 4]. Com-
ponents of the metal–carbon system (an organometallic
compound, its mixtures with organic compounds, a
metal impurity in the bulk or at the surface of amor-
phous or crystalline carbon) are self-assembled at ele-
vated temperatures. Self-assembly occurs because of
the difference between the mobilities of metal and car-
bon atoms, which is related to the origin of the system
(free carbon or chemically bonded carbon, e.g., with
hydrogen or metal) and to physical conditions (temper-
ature, pressure, material flow velocities, etc.) [1, 2]. The
probability of these phenomena was analyzed in [5, 6],
and the conclusion was made that, under nonequilib-
1063-7834/04/4610- $26.00 © 21969
rium conditions of formation of an M–C system (for
example, during MOCVD), this process can occur for
metals and semiconductors that cannot form stable car-
bides (Zn, Cd, Hg, Ga, In, Tl, Ge, Sn, Pb, Sb, Bi, Te).
The metals for which carbides do not form from free
carbon and metal at T < 1000 K (Cu, Ag, Au, Fe, Co,
Ni), as well as the metals of the Pt group dissolving car-
bon upon fusion and evolving it after cooling (Ru, Os,
Rh, Ir, Pd, Pt), can participate in self-assembly.

The methods of preparation of M–C nonequilibrium
systems are well known: fast cooling of melts of the M–
C system, MOCVD, various irradiation methods, and
plasma chemical and mechanochemical methods. All
these treatments result in the appearance of fractal
order in the solids obtained [7] and in the void system.
The outer surfaces can serve as sites of nucleation of
fullerene-like forms of carbon in the process of self-
assembly of solid amorphous (according to x-ray dif-
fraction data) carbon. This process is accompanied by
decomposition of the carbon–metal system and surface
recombination and segregation of carbon impurities.

Simulation of fractal-ordered solids (in the absence
of translation invariance) has shown that “stable fractal
forms” appear at a certain stage of fractal development
[7]. These forms are self-similar, and their number in
one generation is finite. They can be arbitrarily filled
with building blocks a finite number of times, although
the basic fractal skeleton is filled regularly and
uniquely. This property is typical of fractal-ordered
quasicrystalline systems and is analogous to the prop-
erties of void filling in solids [7].
004 MAIK “Nauka/Interperiodica”
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(a) (b) (c)

Fig. 1. Morphological forms of iron–carbon coverings obtained by thermal (250–300°C) decomposition of iron pentacarbonyl in a
flow in vacuum with addition of organic bromides. (a) In the presence of 1,2-dibromoethane, a “brush” of iron single crystals is
formed that exhibits no corrosion in air for a year. (b) In the presence of 1,2-dibromoethane at a limited flow rate of the products of
decomposition of iron pentacarbonyl (carbon oxide) and 1,2-dibromoethane (ethylene), iron single crystals form with spherical
defect inclusions. (c) In the presence of bromallylene, hierarchies of fractal x-ray amorphous formations arise in the form of “rose-
like flowers” containing iron and carbon.
We have shown that transport in solids of this type
is assisted by void surface diffusion and that crystalli-
zation of metal or carbide phases can occur inside voids
with fractal configuration. In this case, the separation of
an (M + C) composition into the metal (or metal car-
bide) and any carbon form occurs at the gas (or vac-
uum)/solid interface [1, 2].

The experience accumulated to date in preparing
numerous fullerene-like structures by catalysis with
iron or its organometallic derivatives confirms that self-
assembly of carbon on iron is induced by varying the
ratio of the elements in the carbon–metal system (with
increasing carbon content). However, at a low carbon
content in the metal–carbon system, self-assembly of
the metal on carbon can be observed. The metals of the
iron subgroup and carbide-forming metals most easily
undergo self-assembly of metal on carbon, which
accounts for the variety of structures of metals with car-
bon impurities.

For metals that do not form carbides, we found ear-
lier [2, 3] that carbon cages were spontaneously formed
on the surface of growing germanium crystals when the
x-ray amorphous quasicrystalline (Ge MOCVD–fabri-
cated) Ge–C system was crystallized. Segregation of
carbon impurity on the void surface or of stable fractal
forms inside solids prepared under nonequilibrium con-
ditions is also possible. Using this process, one can fab-
ricate continuous carbon films having the form of voids
or particle cages of various shape (spherical or com-
plex).

2. SELF-ASSEMBLY OF IRON ON CARBON
The study of the deposition of the iron–carbon sys-

tem controlled by organic additives upon thermal
decomposition of iron pentacarbonyl provides unam-
biguous proof of the self-assembly of iron on carbon.
The decomposition of iron pentacarbonyl is accompa-
nied by the appearance of many morphological forma-
tions, the oolitic structure of powders, etc. It would be
PH
interesting to determine the conditions for deposition
either of single-crystal iron or of fractal-ordered nano-
size amorphous (aperiodic) morphological formations
of the iron–carbon system consisting mainly of iron
with carbon impurity (up to 5–10 at. %). Thus there is
reason to believe the self-assembly of iron on carbon
can be confirmed.

We experimentally studied the effect of two organic
haloid derivatives as additives during the deposition of
iron. Based on theoretical arguments and extensive pre-
vious experience [1, 2], we chose organic bromides that
were not very different from each other: 1,2-dibromo-
ethane (DBE) and 1-bromo-propene-2 [bromallylene
(BA)]. DBE thermally dissociates in the presence of
organometallic compounds with emission of gaseous
ethylene and bromine, and BA forms numerous cluster
derivatives with strong iron–carbon bonds because of
the great affinity of the allyl radical to iron. Heteroge-
neous decomposition of iron pentacarbonyl on glassce-
ramic substrates in a vacuum flow reactor with addition
of 10–20 vol % of DBE or BA at a temperature of 250–
300°C resulted in the formation of two substantially
different types of structures. In DBE vapors, a dense
“brush” of iron single crystallites 1–2 mm in size ori-
ented along the flow and having mirror brilliant faces
was formed on the substrate (Fig. 1a). With increasing
pressure, corresponding to an excess in the products of
decomposition of iron pentacarbonyl (carbon oxide)
and DBE (ethylene), a brilliant film containing iron sin-
gle crystals was formed; however, grey spherical inclu-
sions also appeared (Fig. 1b). In BA vapors, a grey x-
ray amorphous covering was formed consisting of
spherical particles of the same (micron) size, which
covered the entire surface of the substrate and consisted
of “petals.” Above them, fractal “flowers” like roses
were formed, which were two or three orders of magni-
tude larger and also consisted of petals formed by
spherical particles similar to those described above
(Fig. 1c). It is known that, in contrast to bromallylene,
1,2-dibromoethane does not induce the formation of
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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carbon during MOCVD. From these experiments, the
conclusion was drawn that it is possible to chemically
control the self-assembly of the iron–carbon system
during its growth. It is possible to induce either the self-
assembly during the single-crystal growth (at low car-
bon content) or the fractal growth of aperiodic struc-
tures with self-assembly of iron on carbon. The iron
single crystals obtained demonstrate extraordinary sta-
bility to corrosion (over one year in the atmosphere of
a chemical laboratory), apparently due to the presence
of a thin continuous carbon film formed on the surface
of iron crystals, while fractal-ordered x-ray amorphous
samples, in the form of a nanosize material, trans-
formed into iron oxide within several days.

We simulated the interaction of an allyl radical with
several iron atoms belonging to an iron single-layer
plate. Optimization of the geometry and calculation of
the iron plate parameters were carried out using the
method of molecular mechanics (MM+) and the
semiempirical PM3 method. The plate consisted of iron
atoms forming adjacent squares of four iron atoms. An
allyl radical was attached to the iron atoms by three car-
bon atoms at the center of the plate. The results of the
calculation revealed the existence of strong distortion
of the geometry of the entire system. After optimization
of the geometry, the initially flat plate became a bent
surface with a complicated shape with the allyl radical
surrounded by iron atoms (Fig. 2). This confirms our
statement that the bonding of the allyl radical to the sur-
face of the iron plate generates interaction that gives
rise to distortions of the geometry of the flat iron plate
and to the disappearance of the periodic structure
(translation invariance) in an initially periodic iron con-
figuration.

Thus, the results of experiment and simulation dem-
onstrate the possibility of self-assembly of iron on car-
bon at low carbon contents as compared to the iron con-
tent.

3. SELF-ASSEMBLY OF CARBON ON IRON

It is well known that the equilibrium ground state of
carbon is graphite having a layered structure. By using
different chemical and physical methods of preparation
of solid carbon (CVD, MOCVD, plasma chemical,
laser and electron beam sputtering, vacuum thermal
sputtering, and other methods), which are nonequilib-
rium processes, graphite can be formed only at very
high temperatures, since the mobility of carbon atoms
is very low at moderate temperatures. This is shown by
the formation of fullerenes, i.e., the highest energy
states of carbon (molecular states), in such processes,
whereas all other stable states are polymeric.

It is widely known that atomic and molecular struc-
tures with hexagonal and trigonal symmetry, as well as
the structures having second- and fourth-order axes or
a symmetry plane, can be ordered in the crystalline
(periodic) state.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
Lazarev and Domrachev have shown [7–9] that, by
analogy with two-dimensional structures with rota-
tional symmetry C5, these structures can form aperiodic
two-dimensional fractal-ordered quasicrystalline sys-
tems having rotational symmetry Cn of the sixth, fourth,
third, second, and first orders (n = 6, 4, 3, 2, 1). In con-
trast to crystalline systems having the same rotational
symmetry Cn, these systems are not periodic, since they
have no translation invariance, like the aperiodic Pen-
rose mosaics having fifth-order symmetry [7–9]. Such
systems are often obtained in the form of x-ray amor-
phous solids in nonequilibrium processes of solid phase
growth from different phases, especially from the gas
phase. The formation of such fractal-ordered solids was
detected during organometallic chemical vapor-phase
deposition (MOCVD) [1, 2], in plasma- or laser-acti-
vated processes of PE and LE MOCVD [2], and also in
the process of CVD of pyrocarbon by pyrolysis of
hydrocarbons and during physical vapor deposition
(PVD) of carbon, metals, or inorganic compounds
under nonequilibrium conditions [10]. These processes
are nonequilibrium and irreversible because of the very
high melting temperatures of carbon or other inorganic
materials and low deposition temperature and also
because of the high rate of solid carbon layer deposition
and, hence, of the extremely low mobility of carbon or
metal atoms on the growing surface.

The method of plasma-arc sputtering of carbon
applied to synthesize a fullerene soot [11] containing
fullerenes and carbon nanotubes is also a nonequilib-
rium process, which is expected to produce fractal-
ordered quasicrystalline solid carbon film structures.

Such conditions facilitate the formation of nano-
structures (such as fullerenes and nanotubes), noncrys-
talline aperiodic fractal-ordered materials (such as car-
bon–metal systems) [12], in which the generation of
shift deformations is difficult because of the aperiodic-
ity of the material. Therefore, such materials should
conserve kinetic energy under dynamic load, have
shape memory, and possess improved mechanical, anti-

Fig. 2. Simulation of the interaction of a flat periodic iron
plate with an allyl radical attached at its center, resulting in
the disappearance of translation invariance of iron due to the
plate bending (self-assembly of iron on carbon).
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Symmetry C6

Symmetry C3 C2 C1

Fig. 3. Selected forms of 2D-quasicrystalline carbon with different rotational symmetries (C6, C3, C2, C1) and the characteristic
elementary structures formed in each case.
corrosion, and other properties. This situation is typical
for molecular materials such as fullerenes, as well as
for amorphous metal–carbon and other inorganic nano-
systems.

Lazarev and Domrachev have developed an
approach to the construction of two-dimensional frac-
tal-ordered quasicrystalline systems [12, 13]; using this
approach, we can generally consider the structural clas-
sification of carbon systems having 2D-quasicrystalline
ordering and rotational symmetry in the absence of
translation-invariant ordering. Structures are con-
structed from short pieces (small diagonals of elemen-
tary rhombuses), forming quasicrystalline networks
with elements similar to those of the models of polycy-
clic and ramified structures of chemical molecules,
such as hydrocarbons, obtained by pyrolysis of oil or
gaseous hydrocarbons [10].

These structures are similar to carbon skeletons of
benzene, toluene, ethylbenzene, 1,3,5-trimethylben-
zene, naphthalene, tri-(ortho-phenylene), coronene
(“hexa-benzobenzene”), fluorene, acenaphthelene, flu-
oranthene, corannulene [14], polycenes, polyphenes,
radicals of cyclopentadienyl, indenyl, perinaphthenyl,
fluorenyl, and other substituted polycycles, including
macrocyclic and infinite polymeric chains. There exists
a variety of structures: filaments, bent filaments bonded
PH
to cycles, ribbons consisting of cycles, and several rib-
bons connected via cycles. Most of the cycles in these
structures are six-membered rings, which are the most
stable carbon rings forming the basis of a graphite net-
work. However, five-membered carbon cycles are often
encountered among six-membered cycles. Some of
these structures can also arise in the gas phase during
CVD of amorphous pyrocarbon from propane: indene,
fluorene, acenaphthylene, fluoranthene, benzofluorene,
benzofluorantene, and others [10]. Obviously, many
analogous structures with a greater carbon content
should be present in solid amorphous pyrocarbon. The
main structural defects of a graphite network are five-
membered rings (i.e., a vacancy of a carbon atom filled
with a C–C bond due to recombination of two neigh-
boring carbon atoms separated by a vacancy). The pres-
ence of a small number of such defects does not distort
the plane of the carbon network appreciably, especially
if it lies on other, lower layers of the quasicrystalline
network that are arbitrarily oriented and do not repro-
duce the top network considered.

Lazarev and Domrachev have performed a general
analysis of all 2D fractal-ordered quasicrystalline car-
bon structures possessing rotational symmetry of order
6, 4, 3, 2, or 1 (Fig. 3). Their analysis confirmed the
high probability of formation of various types of quasi-
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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(a) (b) (c)

Fig. 4. (b) Self-assembly of two-dimensional quasicrystalline carbon containing a cyclo-C5 defect at the center and nonbonded car-
bon fragments analogous to substituted single-nucleus aromatic hydrocarbons. The self-assembly can occur in two ways. In the first
way (b  a), fragments are bonded to the central polycyclic corannulene structure and to condensed polycene ribbons, which
results in the formation of “graphite” containing a central cyclo-C5 defect. Due to this defect, a flat-slope cone forms. The second
way (b  c) is the removal of nonbonded fragments with the formation of small fullerenes (the central block of the quasicrys-
talline C60 structure whose self-assembly is shown in Fig. 5).
crystalline carbon structures (including fifth-order
structures). They are formed through CVD under irre-
versible carbon deposition conditions. X-ray amor-
phous pyrocarbon is obtained by pyrolysis of saturated
or nonsaturated hydrocarbons, individual aromatic and
oil hydrocarbons, and, of course, benzene [10].

The main feature of the 2D fractal–ordered quasic-
rystalline carbon structures (quasicrystalline carbon
monolayers) having ordering with rotational symmetry
(Cn) is the existence of an aperiodic carbon network
having fragments with a graphite structure. Such frag-
ments include polycyclic structures consisting of C6
rings condensed into ribbons or into large polycyclic
structures, as well as chains bonded to them and iso-
lated fragments of hydrocarbons without hydrogen
atoms. These structures are unstable and give rise to
surface activity of quasicrystalline carbon, similar to
activated coal.

Such structures should be formed in the presence of
a carbon atom flow from a source and be determined by
the geometry of the source and the substrate and by
their relative positions (nonequilibrium carbon sputter-
ing conditions). In real pyrolitic structures, there is cer-
tainly some amount of hydrogen atoms [10], which par-
tially stabilize the structures and cab be removed only
at very high temperatures exceeding 1000°C [10].

The centers of polycondensed ring systems with six-
membered cycles are the most stable parts of these
structures. The main structural defects of quasicrystal-
line carbon structures are five-membered rings code-
posited with six-membered cyclic systems or structures
of the ribbon type (polycycles, polycenes, polyfenes,
and others).

Quasicrystalline carbon is also characterized by the
presence of fragments (nonbonded in the layer plane),
which can be bonded with multimember polycyclic
systems located in the layer, thereby forming a graph-
ite-like network (Figs. 3, 4a), or be removed from the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
layer by heating (Fig. 4b), resulting in self-assembly of
fullerene-like structures during recombination of
polycene ribbons. This network can also have C5
defects and facilitate the further formation of bonds
between polycene ribbons with a subsequent growth of
carbon nanotubes, fullerenes, and fullerene-like or
cone-shaped structures (with a C5 ring at the top of the
corannulene basis) (Fig. 4b).

The process of spontaneous formation of fullerene-
like structures of quasicrystalline carbon or its frag-
ments should be controlled by thermal fluctuations and
the motion of fragments of the original structure, which
is intensified as the temperature increases and the
energy of formation of new C–C bonds is released upon
recombination.

The formation of fullerene-like structures is a ther-
modynamically allowed process with respect to meta-
stable quasicrystalline carbon; however, this process is
kinetically difficult due to the low mobility of carbon
atoms and carbon structures, the randomness of vibra-
tions of the carbon network, and the necessity of elimi-
nating possible nonbonded low-molecular fragments.

With respect to the basic carbon modification
(graphite), metastable quasicrystalline carbon is ther-
modynamically even more unstable than fullerenes and
nanotubes, but the formation of graphite is kinetically
difficult for the same reasons (randomness of vibra-
tions); the situation is still more serious, since it is nec-
essary to form a perfect crystalline structure of graphite
in the presence of practically random vibrations and
motions of the structure and its fragments.

The processes with kinetic restrictions are expected
to be slow; this is especially true for gas phase pro-
cesses of recombination and growth of fullerene-like
structures and graphite. Therefore, these processes
require high temperatures, where the mobility of car-
bon atoms increases to an experimentally detectable
value. Indeed, in the case of pyrolysis of hydrocarbons,
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Fig. 5. Self-assembly of carbon fragments with an iron atom into the C60 fullerene. The QC symmetry is C5.
the maximum yield of more complex fullerenes is
shifted to 2000–2500 K and to higher pressures (from
1 Pa to atmospheric pressure) [15].

Hence, the probability of self-assembly of isolated
fragments of quasicrystalline carbon under the condi-
tions of thermal reactions is low due to kinetic restric-
tions, randomness of vibrations (especially for end non-
bonded fragments), and the necessity of releasing the
energy of bond creation during recombination.

4. A POSSIBLE MECHANISM OF GROWTH 
OF CARBON NANOTUBES AND FULLERENES 

UPON SELF-ASSEMBLY
OF QUASICRYSTALLINE CARBON

IN CATALYTIC PROCESSES INVOLVING
A METAL

The recently discovered “metallocene” (M = Fe, Co,
Ni) and metal-“catalyzed” (with the same metals)
methods of obtaining carbon nanotubes [16] provide
new insights into the mechanisms and new results in the
chemistry of carbon. It is interesting to consider and
theoretically study the role of a metal in the catalytic
formation of fullerene-like structures.

For a long time, the mechanisms of the MOCVD
process [1, 2] and the direct synthesis of organometallic
compounds with atomic metals at low temperatures
[17, 18] were studied at the Razuvaev Institute of Orga-
nometallic Chemistry, Russian Academy of Sciences. A
nonequilibrium heterogeneous mechanism of forma-
tion of inorganic or organometallic compounds or
phases has been suggested [12]; this mechanism
involves quasicrystalline and fractal-ordered solids
formed during these processes under nonequilibrium
conditions related to the presence of mass and energy
flows.

It seems reasonable to apply such an approach to
nonequilibrium processes of carbon deposition. Plasma
(Hafman–Krätschmer arc method) and pyrolytic meth-
ods are applied to prepare fullerenes and carbon nano-
tubes. We suggest a mechanism of growth of fullerenes
PH
and carbon nanotubes that can operate under the condi-
tions of self-assembly of fragments or a film of quasic-
rystalline carbon (QC) [12] and that is thermodynami-
cally allowed. The process is accelerated by the cata-
lytic action of complex formation between some QC
structures and transition metal atoms (or clusters) or
metallocene fragments (Fe, Co, Ni).

As a model for molecular mechanics (MM+) and
dynamics (MD) simulation, we choose isolated (“gas”-
phase) structures of layers of two-dimensional quasic-
rystalline carbon with carbon fragments (without
hydrogen), which are similar to tri-(ortho-phenylene)
(D3h), coronene (“hexabenzobenzene”) (D6h), or coran-
nulene (D5h or C5v ) with polycene chains condensed at
the sides of benzo-groups of these elements in the QC
structures. The formation of such structures of fractal-
ordered carbon is illustrated in Fig. 5, This process was
demonstrated both in simulation by analyzing all possi-
ble structures of quasicrystalline carbon [12, 13] and
experimentally by analyzing the hydrocarbonic struc-
tures formed during preparation of x-ray amorphous
pyrocarbon through pyrolysis of propane [10] and by
studying the mechanisms of carbon formation through
pyrolysis of hydrocarbons [10].

These two-dimensional carbon forms are solid for-
mations (like condensed hydrocarbons, which also
have flat molecules and are solids) and, in addition to
nucleation centers of fragments of graphite-like struc-
tures, contain active particles with nonsaturated
valences, bonded or nonbonded with these fragments
(“hydrocarbon molecules without hydrogen”). Such
particles determine the reaction and adsorption ability
of “activated coal” and quasicrystalline carbon, the lat-
ter being a fractal-ordered structure having large areas
with rotational symmetry of the 6th, 5th, 4th, 3rd, 2nd,
and 1st orders in 2D layers of the solid in the absence
of translation invariance (“infinite periodicity”) [8].
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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5. ISOLATED QUASICRYSTALLINE 
CARBON + Fe ATOM SYSTEM

Let us add a Fe atom at the center of symmetry of
the system considered. The symmetry becomes lower
(C3v , C6v , C5v ), and the Fe atom forms covalent bonds,
as in ferrocene. The optimum position for bonding of
the iron atom is the center of symmetry, since multi-
center multielectron bonds of an iron atom (or another
transition metal) with carbon atoms of QC structures
can form. These bonds are more stable than those
formed with a smaller number of centers and electrons
(Fig. 5). Even if, for statistical reasons, a metal atom
occupies a position with lower symmetry in a QC
(especially, in the C1 case), the lowering of the symme-
try of the neighboring high-symmetry fragments and
migration of the metal atom to the central position will
be especially favorable; indeed, due to this reduction in
symmetry, various interactions are no longer forbidden
and energy is gained. This is the reason for the choice
of the above models. The existence of real particles cor-
responding to such models was proved in the expe-
rimental studies carried out by Byszewski [19, 20].
Spectroscopic data indicate that such particles exist in
space [21].

Optimization of the geometry (MM+) and heating
from 0 to 1500 K (MD) result in the η6- or η5-type
interaction of an iron atom with a C6 or C5 fragment of
the central ring, in raising the carbon ring above the
iron atom, and in bending and raising the carbon struc-
ture and the polycene ribbons codeposited with it. This
bending causes the C…C distances between the
unbonded fractions of polycene structures to decrease
to values that are much smaller than the sum of the Van
der Waals radii of carbon atoms. Covalent bonding
appears between the polycene ribbons located around
the upper Fe-containing center bent in the form of an
inverted part of the sphere with release of the energy of
bond formation. This bonding produces further bend-
ing of the subsequent elements of the polycene struc-
tures and further bonding of ribbons due to their
straightening as a cylindrical surface is formed and so
on, until a closed fullerene structure (Fig. 5) or an open-
ended structure of a carbon nanotube (Fig. 6) is formed.

Intensive carbon evaporation and recombination
favors permanent construction of polycene chains and
growth of carbon nanotubes during self-assembly of the
QC fragments; however, slow carbon supply during
evaporation (PE PVD) and recombination result in
closing of growing carbon forms with the formation of
fullerenes. Both processes are controlled by the rates of
carbon evaporation and formation of quasicrystalline
carbon. During self-assembly, nanotubes or higher
cylindrical fullerenes are formed from long QC frag-
ments (at high QC formation rates); the small QC frag-
ments, including short polycene, starlike fragments,
sometimes with short side chains of linear Cn “substi-
tutes” (n = 1–3), produce lower fullerenes during self-
assembly of QC (at low QC formation rates).
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Very high carbon sputtering rates should result in
the formation of nanosize multilayer amorphous oolitic
structures, since the rate of nucleation of small spheri-
cal fullerene-like particles is high due to recombination
at elementary carbon clusters.

Higher temperatures enhance the process of growth
of carbon nanotubes and fullerenes because of the
increase in the frequency of collisions of carbon atoms
of polycene chains; therefore, the efficiency of forma-
tion of fullerene-like structures increases. For a thermo-
dynamically allowed process, the kinetic restrictions
are relaxed, similarly to heterogeneous decomposition
of organometallics and cryogenic synthesis of these
compounds with atomic metals [2, 18]. However, when
long carbon nanotubes form, the loose ends of polycene
chains recombine less effectively with each other at low
temperatures due to the remoteness of the iron atom
that organizes the structure (assisted only by the effect
of straightening of polycene structures, which are flat in
the ground state).

It is interesting that, in the temperature range 800–
1300 K, simulation by using the method of molecular
dynamics often shows a jump of an iron atom bonded
to a carbon (six- or five-membered) cycle of the cap or
hat of the initial part of the fullerene structure; the iron
atom jumps to the opposite side of the cycle plane (exo–
endo-isomerization of metal in the structure). This
jump occurs because of the statistical coincidence of
the phases of C–C stretching vibrations of all carbon
atoms of the cycle with the phase of asymmetric
stretching vibrations of the metal–ring fragment of the
quasicrystalline carbon structure. Therefore, an iron
atom can appear at the top of the initial portion of grow-
ing carbon nanotubes or fullerenes (when passing from
the endo-position to the exo-position). This phenome-
non can be responsible for multilayered growth of nan-
otubes under conditions of continuous carbon evapora-
tion and the formation of QC fragments on the growing
QC surface.

Fig. 6. Self-assembly of fragments of quasicrystalline car-
bon with an iron atom into a nanotube or a C132 fullerene
(isolated system, “gas phase”). The nanotube formed (at the
center of the lower line) and the C132 fullerene (at the right

lower corner) have top caps of centro-η6-coronene with an
endo-Fe atom. The QC symmetry is C6.
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An increase in local temperature (>1000–1500 K) of
the lid of a growing nanotube containing an endo-
bonded iron atom can result in a reversible jump of the
iron atom on both sides of the lid; this further increases
the probability of growth of the multilayer tubes or
multilayer fullerenes due to migration of the catalytic
metal atom to the outer surface.

We have considered the possible self-assembly of an
isolated large surface area of one layer of quasicrystal-
line carbon (with rotational symmetry C6) on which
several iron atoms have randomly fallen. Here, two
cases are possible.

First, the iron atoms are fixed at the surface after the
energy of created iron–ring polyhapto bonds is
released; near each of the iron atoms, the carbon quasi-
crystalline structure is self-assembled (the structure
rises and bends) with the formation of nucleation cen-
ters of nanotubes with vertices containing a bonded
iron atom each. If the QC layer is in a free state (in an
isolated state, not on the surface of other layers) and
iron atoms are located at distances of 15–25 Å and are
isolated from each other by the matrix [18], then self-
assembly of QC occurs with nucleation of nanotubes on
both sides of the QC plane.

Second, if the distance between the iron atoms is
smaller than that corresponding to matrix isolation at a
certain temperature for the given metal and if the qua-
sicrystalline carbon contains large areas with a graph-
ite-like surface, then migration of metal atoms along
the most stable surface and their aggregation into clus-
ters can occur. Analogous phenomena were observed
experimentally for the migration of atoms and clusters
of transition metals or gold over long distances (up to
2500 Å at 77 K) on stable faces (with low hkl indices)
of benzene molecular crystals. The metal cluster forma-
tion either results in metal crystallization (self-assem-
bly of the metal on a molecularly smooth surface) [18],
which transforms the reaction into a heterogeneous
reaction on the metal phase, or induces self-assembly
of quasicrystalline carbon around the metal clusters
with the formation of metal clusters and nanocrystals
encapsulated in fullerene-like carbon cages [3].

In both cases, the self-assembly of the structures
induced by the formation of bonds with iron atoms
results in catalytic acceleration of the formation of
fullerene-like structures, the transition to which from
the state of quasicrystalline carbon is thermodynami-
cally allowed. Thus, we can assert that there exists a
catalytic effect of iron atoms on the formation of
fullerene-like structures.

For generality, we consider the self-assembly of a
graphite plate (one graphite sheet) as an η6 ligand of an
iron-organic compound. The ratio of the number of iron
atoms to that of carbon is assumed to be N ! 1

Using the MM+ method, together with the proce-
dure for optimizing the geometry, we studied the self-
assembly of a system consisting of a graphite plate and
iron atoms bonded according to the η6 type. We found
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that the molecular structure of the optimized systems
depends on the density of iron atoms on the plate sur-
face. If there is one iron atom per six-membered frag-
ment of the plate on one side of the sheet, then simula-
tion shows that the graphite sheet is bent such that metal
atoms appear to lie on the outer side of a formed tube
7.5–7.7 Å in diameter (with respect to the nuclei of car-
bon atoms). As a result, the Fe–Fe distances parallel to
the tube axis equal to 2.57 Å appear to be smaller than
the other distances, which are equal to 3.01 Å.

If the density of iron atoms on the surface is not very
high and the atoms are separated by six-membered
fragments from each another, then the graphite sheet is
rolled into a tube 8.8–8.9 Å in diameter, with metal
atoms located inside the tube. In this case, the Fe–Fe
distances that are parallel to the tube axis and equal to
4.4 Å appear to be greater than the other distances,
which are equal to 3.2 Å.

We may conclude that, if iron atoms are bonded to a
graphite sheet, the molecular structure is self-assem-
bled from a flat state to a tube because of repulsion
between the iron atoms in the first case and attraction in
the second.

The catalytic effect of iron atoms on the growth of
carbon nanotubes and fullerenes was described above
in the approximation of a free iron atom and an isolated
fragment with a single-layered structure of quasicrys-
talline carbon or graphite. A metal can be formed under
homogeneous conditions in the gas phase in the case of
thermal or plasma chemical activation [1, 2]. However,
although multiparticle reactions (multiple collisions)
are thermodynamically allowed in the gas phase, they
are less probable than heterogeneous gas–solid reac-
tions (due to kinetic restrictions), as has been estab-
lished for MOCVD processes [1, 2, 17] and for direct
vacuum cryogenic synthesis of organometallic com-
pounds from atomic metal and from the condensed
phase of an organic compound or a frozen inorganic gas
[17, 18]. Therefore, consideration of heterogeneous
gas–solid reactions also seems reasonable.

6. HETEROGENEOUS QUASICRYSTALLINE 
CARBON + Fesolid SYSTEM

To simulate the above heterogeneous reactions, we
constructed a solid iron plate consisting of 128 (8 × 8 ×
2) metal atoms. An additional, 129th iron atom (ada-
tom) was placed at the center of the plate surface; this
atom was bonded with an arbitrarily chosen iron atom
in the central part of the top surface of the plate. After
optimization of the geometry (by using the MM+
method), this iron plate had an almost cubic structure
with Fe–Fe distances that were close to those of cubic
metal iron. Some deviations of the distances (towards
greater values) were observed on the lateral surfaces of
the plate because of the effect of the boundary condi-
tions. A fragment of quasicrystalline carbon was placed
on the surface of this iron plate with the Fe adatom. The
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004



        

THE ROLE OF CARBON AND METAL IN SELF-ASSEMBLY 1977

 

Fig. 7. Self-assembly of fragments of quasicrystalline C132 carbon into a nanotube (at the center of the lower line) or into the C132
fullerene (at the right lower corner) with an iron adatom on the surface of a two-layer iron plate (consisting of 8 × 8 × 2 = 128 iron
atoms). The reaction is heterogeneous. The symmetry of the system is C6 (or C6v ).
QC fragments were chosen to be the same as in the case
with the above-mentioned atomic iron. The center of
symmetry of the QC layer was located above the Fe
adatom. The MM+ optimization of the geometry for the
(QC + Fe)–Fe128(solid) system was performed with a
step-by-step fixation of any change in the structure. The
behavior of the (QC + Fe)–Fe128(solid) system appeared
to be similar to the behavior in the gas phase with
atomic iron. However, specific features were observed
(Fig. 7).

First of all, the process of bending of the quasicrys-
talline carbon structure quickly becomes an ordered
motion of the system bonded with the Fe adatom in the
direction perpendicular to the surface of the solid iron
plate. In this case, the length of the (Fead–cycle) bond was
shortened, whereas the Fead–Fesurf distance was
increased more than the distances in solid iron. The
Fesurf–Fesolid distances were also increased, and the
plate was slightly bent in the direction of the Fesolid–Fes-

urf–Fead axis at the center of the cycle. The first of the
Fe–Fe distances to become twice as long as the Fe–Fe
distance in solid iron was the Fead–Fesurf distance. This
case corresponds to separation of the iron adatom from
the surface of the iron plate and its conservation at the
top of the growing fullerene-like system in the poly-
hapto-bonded endo-position. The recombination of
polycene ribbons occurred simultaneously with bend-
ing of the structure and elongation of the Fead–Fesurf dis-
tance, as well as with evaporation of the low-molecular
fragments not bonded in the QC structure. However,
these processes were very strongly accelerated because
of the decisive and directing action of the iron plate sur-
face and of the Van der Waals interaction (repulsion) of
polycene ribbons and the iron plate surface, which
ensured sliding of polycene fragments along the iron
surface.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
Obviously, the role played by the iron surface during
the self-assembly of quasicrystalline carbon into car-
bon nanotubes and fullerenes is behind the fast forma-
tion of these structures. The dependence of these pro-
cesses on the rate of sputtering (and, hence, evapora-
tion) of carbon and on the rate of transformation of
sputtered carbon into quasicrystalline carbon layers
with various structures can be seen through the example
of QC structures.

The QC structures that are centrally ordered in the
course of condensation of six- or five-membered car-
bon rings with polycene ribbon structures are most suit-
able for forming carbon nanotubes. The large length of
these ribbons favors the formation of higher fullerenes
or long nanotubes. These QC forms are the most
ordered and close to graphite; however, their structures
have no translation invariance and are aperiodic. They
can be generated under the conditions of high mobility
of QC fragments, which, most likely, occurs at high
temperatures and high carbon flows supplying the sys-
tem with high energy and a high carbon concentration
because of the carbon condensation into the ribbons
and solid phase. The opposite conditions cannot ensure
the growth of long polycene ribbons or, hence, the
growth of long nanotubes. In this case, centrally
ordered short polycene structures can produce small
fullerenes. Their size depends on the carbon evapora-
tion rate and on the recombination-induced growth rate
of polycene structures. If the temperature of the QC
surface is low and, hence, the mobility of carbon atoms
and carbon structures is low, QC structures contain
chainlike or needle forms. The formation of fullerenes
or nanotubes from QC structures of this type is unfa-
vorable.

As an iron heterogeneous catalyst, we chose a sin-
gle-layered surface of iron atoms with a separate sur-
face iron adatom or a similar surface of limited area
4
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without an iron adatom but with fragments of quasic-
rystalline carbon deposited on the surface and having a
much larger monolayer area (compared to the area of
the iron “base”). Then, during the self-assembly of the
entire system studied by optimizing the geometry or
using the molecular-dynamics method (with increasing
temperature), we observed strong interaction of the iron
base with the carbon system and retraction of a signifi-
cant part of the surface iron atoms into the deformable
carbon system. This effect can account for the forma-
tion of catalyst metal clusters retracted into the carbon
cage or covered by it.

If the metal affinity to carbon varies under different
conditions, then the formation of complex morphologi-
cal metal forms covered with carbon or of single crystal
metal sediments with only traces of carbon occurs.
Such a phenomenon is described above for MOCVD
upon thermal decomposition of iron pentacarbonyl
vapors in the presence of 1,2-dibromoethane or broma-
llylene vapors. In the former case, the formation of eth-
ylene and a small amount of carbon ensures the forma-
tion of well-faceted α-iron single crystals. The presence
of bromallylene, which has a high affinity to iron carbo-
nyl and forms allyl iron carbonyls, results in very com-
plex morphological iron formations (multipetal flow-
ers), produced by strong bonding of iron atoms to the
remains of the allyl fragments (fractal structures) [4].

To eliminate the effect of retraction of more than
one iron atom into the carbon structure formed, we con-
sidered a model two-layer iron plate with an iron ada-
tom at the center (the Fead–Fe64 × 2 system).

In the case where the center of the condensed carbon
structure contains an iron adatom located on the upper
surface of a two-layer iron plate, simulation of self-
assembly by using the molecular-dynamics method
shows extremely fast spontaneous formation of nano-
tubes or fullerenes with increasing temperature; the
bond of the iron adatom with iron plate surface atoms
is broken and a recombination of polycene ribbons
occurs with the formation of nanotube walls or
fullerenes. The condensed carbon structure, located at a
distance equal to the sum of the Van der Waals radii of
iron and carbon, easily and quickly slides off from the
surface of the iron plate. At the same time, a fullerene-
like formation not closed at the bottom rises in the
direction perpendicular to the plate.

This effect demonstrates strong interaction of the
QC system with an iron system (atom, cluster, surface),
thus indicating the formation of stable complexes
between them.

It is known that the rate of nanotube formation is
almost always high and incomparable to gas phase
reaction rates, as is the growth rate of filamentary crys-
tals [2] or the rate of migration of metal clusters and
particles along the surface of a molecular crystal (e.g.,
benzene during cryochemical synthesis of organome-
tallic compounds with atomic metals [18]) or along the
graphite surface [22].
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Estimations of the interactions between an iron
atom and fragments of quasicrystalline carbon and
fullerene structures, their mutual transformations, and
the relation between their structure and ferrocene-like
structures are performed in the next section by using the
methods of quantum chemistry, molecular mechanics,
and molecular dynamics.

7. MOLECULAR AND ELECTRONIC 
STRUCTURE OF COMPLEXES

OF EXO- AND ENDO-IRON WITH FULLERENES 
CONTAINING COVALENT POLYHAPTO BONDS

The stability and thermal and plasma-chemical
decomposition of ferrocene and its derivatives [1, 2], as
well as the structures of the solid products of decompo-
sition, have been studied for a number of years at the
Razuvaev Institute of Organometallic Chemistry (Rus-
sian Academy of Sciences). Such structures usually
consist of a polymeric amorphous solid with an ele-
mental composition close to that of ferrocene without
hydrogen. In addition, solid germanium covered with a
carbon shell like carbon nanotubes was established to
form during thermal decomposition of germanium
organic compounds [16]. Recent studies aimed at
developing a metallocene-involving method [16] for
synthesizing carbon nanotubes [23] and exo-fullerene
(Fln) transition-metal derivatives [24] confirm our
assumption on the possible existence of endo- and exo-
complexes, such as Fe@Fln and Fln@Fe.

In this section, we discuss the molecular and elec-
tronic structure of various types of iron complexes with
a number of fullerenes having different types of Fe–Fln
bonding, possible ways they are formed, and their
transformations and stability.

We chose the C20, C60, C80, C180, C240, and C540
fullerenes with parallel five-membered rings (belong-
ing to the D5d point group) and the C70 fullerene with
parallel five-membered rings (belonging to the D5h

point group), as well as the elongated C132 fullerene
with two coronene caps (hats) (belonging to the D6h

point group).
The formation of complexes of these fullerenes with

exo- or endo-Fe atoms was studied using the MM+ and
MD methods, as well as using a modification of the
semiempirical quantum-chemical INDO method. To
calculate the weight factors for the σ–σ and π–π over-
lap, we optimized the INDO method for finding the
enthalpies of formation of ferrocene compounds from
atoms. The error in calculating the atomization enthal-
pies was less than 0.5% of the value measured for fer-
rocene. Simultaneously, we self-consistently mini-
mized the energy and effective charges on the atoms for
the entire molecule [25].

First, we performed calculations for structures with
an isolated exo-Fe atom attached to a fullerene via η5-
and η6-type interaction or an isolated endo-Fe atom
attached to a fullerene via η5- and η6-type interaction
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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Fig. 8. Possible molecular structure of (a) (η5-cyclopentadienele) (η5-[60]fullerene)–exo-iron, (b) (centro-η6-coronene) (η6-
[60]fullerene)–exo-iron, and (c) (centro-η6-tri-ortho-phenylene)(η6-[60] fullerene)–exo-iron simulated using molecular mechanics
and quantum chemistry.
from the internal side of the fullerene. In both cases, the
Fe atom can form strong polyhapto bonds with a
fullerene and can coordinate additional ligands to the
same iron atom, such as η5-cyclopentadienyl (Cp),
η6-benzene, and η5- or η6-fullerene (Fln) (the latter in
the case of exo-Fe). Iron derivatives with fullerenes and
organic polyhapto ligands, more specifically,
(η5-Fln)2Fe, (η5-Fln)(η6-Fln)Fe, (η6-Fln)2Fe,
(η5-Fln)Fe(η5-Cp), (η6-Fln)Fe(centro-η6-coronene),
and (η6-Fln)Fe[centro-η6-tri(ortho-phenylene)], were
studied using the MD method. They have high thermo-
dynamic and kinetic stability (Fig. 8).

The η5-FlnFe(η5-Cp) compound (Fig. 8), as well as
similar compounds with radical ligands like
η5-FlnFe(η5-indenyl) and η5-FlnFe(η5-fluorenyl), can
be in the paramagnetic state, since the number of
hydrogen atoms in the ligand is odd (providing an odd
number of electrons in the entire system). These com-
pounds have high stability, although the unpaired elec-
tron occupies a high nonbonding level. The HOMO–
LUMO interval for these compounds is very narrow,
and they can be interesting as solid metal-like mate-
rials.

The η5-FlnFe(η5-Cp) compound has a large nega-
tive enthalpy of formation from atoms (about
−9000 cal/mol). The dependence of the enthalpy of for-
mation of fullerenes and their iron derivatives on the
number of carbon atoms is almost linear.

The η6-FlnFe(η5-Cp) and similar mixed ηn-Fln
compounds with the above-mentioned radical ligands
have the same high stability and almost the same elec-
tronic structure as the symmetric (η5–η5) derivatives.
They have slightly different Fe–C distances and a
somewhat different character of violation of the sym-
metry of the fullerene structure in the region where the
fullerene is bonded with an iron atom (more than n car-
bon atoms participate in ηn-Fln bonding with iron
because of partial bond conjugation in the carbon skel-
eton upon its deformation).
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We also considered a series of ηn-FlnFe(ηm-ligand)
derivatives with an iron exo-atom, where m is an even
number of atomic orbitals involved in m hapto-bonds
and filled with an even number of electrons. The
ligands are chosen from the series of polycyclic con-
densed aromatic hydrocarbons: η6-benzene and substi-
tuted derivatives, η6-naphthalene, η6- and η5-acenaph-
tylene (Fig. 8), η6-anthracene, η6-phenanthrene,
centro-η6-tri-ortho-phenylene, centro-η6-coronene
(Fig. 8), and centro-η5-corannulene. These η5 and η6

fullerene derivatives with ηm-arenes (even with five-
membered rings of the nonradical type) having an even
number of C–H bonds form exo-iron derivatives in a
singlet multielectron state, although the energy differ-
ence between the zero singlet and the first triplet state
is small.

All compounds in this series with mixed aromatic
and fullerene ligands have a large negative enthalpy of
formation from atoms, like the above-mentioned radi-
cal derivatives.

The structures of the compounds with Fln–Fe bonds
and ηn-ligands are very similar to ferrocene structures.
The simplest, (η5-Fln)Fe(η5-Cp) compound has a struc-
ture of the Cp-ligand similar to that of ferrocene: hydro-
gen atoms are shifted towards iron, and the Cp-ligand is
not flat. Large condensed ligands, such as fluorenyl,
acenaphthylene, anthracene, centro-η6-tri-ortho-phe-
nylene, and centro-η6-coronene, are bent towards iron
under the effect of the Fe–ligand bond, and the outer
parts of the ligand lie around the iron atom and the
fullerene bonded to it.

We also considered a series of exohedral-fullerene
derivatives of iron represented by bis-
(fullerene)iron(0). Possible polyhapto isomers of these
compounds are (η5-Fln)2Fe, η5-Fln)(η6-Fln)Fe, and
(η6-Fln)2Fe. All compounds are singlets in the ground
state, and their molecular orbitals, energy levels, and
molecular structures are similar. The only distinction in
their molecular structures is that the (η6-Fln)–Fe dis-
4
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300 K 800–1300 K 800–1300 K >1300 K

(‡) (b) (c) (d)

Fig. 9. Thermal decomposition of bis-(η5-[60]fullerene)–exo-iron (molecular dynamics). (a) bis-(η5-[60] fullerene)–exo-iron,
(b) reversible isomerization with a jump of an iron atom, (c) irreversible isomerization reaction completed with decomposition into
an endo-η5-iron–[60]fullerene and a free [60]fullerene, (d) and a jump at temperatures far exceeding 1300 K with capture of the
opposite fullerene wall and formation of Fe@C60-η10 and C60.
tances are somewhat greater than the (η5Fln)–Fe dis-
tances. Various types of distortion of the fullerene
structure in the region of Fe bonding with the fullerene
are also similar to the above-mentioned distortion of
the flat structure of aromatic ligands (Fig. 9a).

The analysis of compounds with fullerene–exo-
iron–ligand bonds (the ligand can also be a fullerene)
leads to the conclusion that the fullerene is a ligand and
can form a stable multicenter multielectron bond with a
transition metal (which is confirmed experimentally
[24]). This bond is not a typical polyhapto bond, but the
fullerene acts as a ligand with arbitrary and large poly-
hapto possibilities, whose realization is determined by
the metal or metal–ligand fragments attached to the
fullerene. Unfortunately, the modern quantum-chemis-
try methods cannot determine the strength of the poly-
hapto-fullerene bond with a metal (in particular, iron)
and thermochemical experimental determination of the
enthalpy of formation of these bonds presents some dif-
ficulties, since such complexes are almost entirely
unavailable in sufficient quantities for research.

Exo-compounds of iron with fullerene ligands are
stable up to 800–1300 K (as determined in molecular-
dynamics studies). However, they decompose statisti-
cally at a given temperature through transformation
into endo-derivatives Fe@(Fln-ηn) (n = 5, 6) with a
jump of an iron atom across the ring to which it is
bonded in the fullerene; at the same time, the bond with
the fullerene is broken (Figs. 9b, 9c). This jump of the
Fe atom from an exo-position of the initial bis-
PH
(fullerene)iron(0) to an endo-position inside one of the
fullerene molecules occurs statistically in both the
direct and reverse directions, and the frequency and
amplitude of these jumps increase with temperature.
This process depends on the intensity and phases of
iron–ring stretching vibrations localized at the center of
the fullerene ring bonded to the Fe atom. The jump is
favored by the coincidence of the phases of vibrations
of one of the rings [which is in the state where the
phases of most of the C–C stretching modes in the ring
are equal (extension)] with the phase of an asymmetric
stretching mode in the Fe–ring system (compression).
The statistical nature of this process was confirmed by
observing a reversible jump and an irreversible jump,
which are accompanied by decomposition of the Fln–
Fe–Fln structure into Fln and Fe@Fln-ηn (n = 5, 6) in
picoseconds. It is interesting that this effect apparently
has a resonance character, since it is observed (accord-
ing to molecular-dynamics simulations of the system)
only at certain multiples of “thermal quanta.” In the
case of interaction between bending vibrations (with
variations in the Fln–Fe–Fln bond angle) and asymmet-
ric vibrations of this bond, the structure is destroyed
with elimination of the Fe atom from both fullerene
molecules and with the formation of C60 molecules not
containing iron. Apparently, we experimentally
observed a similar reaction in the thermal decomposi-
tion of metallocenes (Ni, Co) into pure metal phases in
the presence of fullerene, since in the presence of car-
bon metallocenes never form metals [26].
YSICS OF THE SOLID STATE      Vol. 46      No. 10      2004
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Fe@C180

Fe@C80

Fe@C60

Fe@C20

Fe@C240 Fe@C540

Fig. 10. Optimized molecular structures of Fe@Cn-η10 complexes of endo-iron with fullerenes with symmetry D5d for n = 20, 60,
80, 180, 240, and 540.
From vibration spectroscopy studies, it is known
that a heavy atom bonded to light ligands has a barrier
effect; namely, vibrations of light ligands separated by
a heavy metal atom interact only weakly and are virtu-
ally independent, which makes vibrations of light
ligands highly characteristic [27]. In other words, the
ligand vibration frequencies do not depend on the num-
ber of ligands and are determined by the ligand itself.
The integrated intensity of the vibration spectrum is
additive with respect to the number of ligands. Such an
effect is observed, for example, in the vibration spec-
trum of tetraethyl lead.

In complexes of the type of bis-fullerene-iron(0),
the main features of the vibrations differ radically from
those in the case of light ligands. Since each of the two
fullerene ligands has a very heavy mass, the iron atom
plays the role of alight atom. In stretching vibrations
(both symmetric and asymmetric) of the Fln–Fe–Fln
system, a fullerene molecule cannot vibrate with a sub-
stantial amplitude as a single unit. Therefore, in this
system, we may expect only asymmetric stretching and
bending vibrations. The main movements will be local-
ized near the iron atom and the nearest carbon atoms of
rings to which it is bonded. Symmetric stretching vibra-
tions related to simultaneous stretching and compres-
sion of Fln–Fe–Fln bonds should have a very low inten-
sity due to the small probability of simultaneous dis-
placement of the two huge ligands in opposite
directions. Apparently, for the same reason, the melting
temperatures of fullerenes are very high (because of the
practical absence of translations of huge fullerene mol-
ecules in a fullerene molecular crystal), in contrast to
the majority of molecular crystals, whose melting tem-
peratures are low (for C60, the melting temperature is
estimated to be 1400 K) [28].

During a jump, the Fe atom bonded to two fullerene
molecules gives a maximum contribution to the stretch-
ing vibrations of Fln–Fe–Fln; indeed, the fullerene
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      20
molecules participate in stretching vibrations to an
insignificant extent, since collective modes have
extremely low frequencies and intensities because of
the large number of carbon atoms in the fullerenes (60
or more). This circumstance is the main reason for the
jump of the Fe atom, since the intensity of stretching
vibrations of a single Fe atom at the corresponding tem-
peratures is high. All this and mainly the active partici-
pation of the Fe atom in asymmetric stretching vibra-
tions results in its incorporation into one of the
fullerene molecules (Figs. 9b, 9c). After the Fe atom
has penetrated into the fullerene, the Fe–C distances for
the carbon atoms of the fullerene containing the Fe
atom are close to 2.0–3.0 Å (in the temperature range
800–1300 K) and the Fe–C distances for the carbon
atoms of the fullerene not containing the Fe atom
exceed 5.5–6.5 Å. The latter values indicate that the
Fe–C bonds are broken for the fullerene not containing
the Fe atom. After energy relaxation and optimization
of the Fe–C60-ηn distance (n = 5, 6), the Fe–C distances
in this compound become the same as those in fer-
rocene (2.06 Å).

When the energy and amplitude of asymmetric
stretching vibrations are high (at T @ 1300 K), the Fe
atom has a fairly high amplitude during its jump, in
contrast to both heavy fullerene ligands. Therefore, the
Fe atom breaks away from the outer surface of the
fullerene and becomes bonded to the part of the inner
surface of the other fullerene through which the Fe
atom has jumped. If the Fe atom has sufficient inertia,
it can approach the opposite part of the inner surface of
the fullerene. If the distance is such that strong interac-
tion appears between the Fe atom and the opposite part
of the fullerene wall, then ηn-endo-bonds of iron can be
formed (n = 10–12). As a result, decomposition of Fln–
Fe–Fln occurs into a free fullerene and Fe@Fln-ηn (n =
10, 11, 12) (Fig. 9d).
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We studied endo-Fe complexes of the fullerene with
many hapto-orbitals, for example, the Fe@Fln-ηn com-
plexes (n = 10, 11, 12) (Fig. 10). After optimizing the
geometry, all complexes of this type become stable
structures similar to “car or tractor wheels” depending
on the size of the fullerene. The most stable structure is
Fe@C60-ηn (n = 10, 11, 12). The stability of this type of
Fe@Fln compounds formed by the above-mentioned
higher fullerenes depends on the small stress caused by
deformation of the skeleton of the higher fullerenes C80,
C180, C240, and C540, as well as the C70-η10 or the C132-
η12 cylinder with two η6-coronene caps) because of
their high elasticity as compared to that of smaller
fullerenes.

Calculations for the first several terms in the
Fe@-fullerene series were performed using a modified
INDO method (up to n = 180) for the entire molecule
(Fig. 7) with the parameters optimized for ferrocene
derivatives; the error in calculating the enthalpy of for-
mation was 2 cal/mol [25]. The stability of Fe@C20-η10

was found to be higher than the stability of the free C20
fullerene, although for other higher terms of the
fullerene series the stability is somewhat lower than
that of a free Cn fullerene.

For higher fullerenes C180, C240, and C540, calcula-
tions were performed using the molecular dynamics
method. In Fe@-fullerenes, the effect of the number of
carbon atoms n in the Cn fullerene on the stress arising
in the structure depends on the value of n only weakly
(starting from C80) and is small, especially for the last
terms of the series.

The majority of metal and fullerene derivatives have
a large number of electrons and a large number of very
closely spaced molecular orbitals occupied by electron
pairs; the highest occupied molecular orbitals are
weakly bonding or nonbonding metal orbitals, just as in
the case of metallocenes and bis(arene)metals, which
creates preconditions for low ionization potentials.
Therefore, such derivatives can be “fullerene metals” in
the solid state. To define the energy barrier for the metal
atom jump, additional studies are needed.

The above studies into the possible molecular and
electronic structure of exo- and endo-iron derivatives of
various fullerenes demonstrate close analogy with
polyalkylated ferrocene derivatives [29, 30], which
have low ionization potentials, the ability to form elec-
tron-transfer complexes and ionic derivatives, similar
molecular structure of the environment of the iron
atom, and, hence, high thermodynamic and kinetic sta-
bility. The occurrence of jumps of iron atoms in the
structure at high temperatures (exo  endo-isomer-
ization), found during molecular-dynamics simula-
tions, opens new possibilities for understanding the cat-
alytic effect of forming complexes with iron and,
hence, the possibility of forming multilayer structures
(fullerenes and carbon nanotubes).
PHY
Various parts of this study were presented at the
international workshops “Fullerenes and Atomic Clus-
ters” (1995, 1997, 1999, 2001), St. Petersburg.

ACKNOWLEDGMENTS
The study was supported by The International Sci-

ence and Technology Center (ISTC, grant no. 2511), a
grant (no. NSh-1652.2003.3) from the President of the
Russian Federation for Support of Leading Scientific
Schools, the Russian Foundation for Basic Research
(project no. 03-02-16338), the program of the Ministry
of Industry, Science, and Technology of the Russian
Federation “Research and Design in Priority Lines of
Development of Science and Technology for 2002–
2006,” the programs of the Presidium of the Russian
Academy of Sciences “Fundamental Problems in the
Physics and Chemistry of Nanosize Systems and Mate-
rials” and “Directed Synthesis of Materials with Prede-
termined Properties and Creation of Functional Materi-
als on Their Basis, and the program of the division of
chemistry and materials science of the Russian Acad-
emy of Sciences “Theoretical and Experimental Study
of the Nature of Chemical Bonding and Mechanisms of
important Chemical Reactions and Processes.”

REFERENCES
1. G. A. Razuvaev, B. G. Gribov, G. A. Domrachev, and

B. A. Salamatin, Metal–Organic Compounds in Elec-
tronics (Nauka, Moscow, 1972) [in Russian].

2. B. G. Gribov, G. A. Domrachev, B. V. Zhuk, B. S. Kave-
rin, B. I. Kozyrkin, V. V. Mel’nikov, and O. N. Suvorova,
Deposition of Films and Covers by Decomposition of
Metal–Organic Compounds (Nauka, Moscow, 1981) [in
Russian].

3. P. I. Gromov, G. A. Domrachev, E. G. Domracheva, and
B. S. Kaverin, Mol. Mater. 8 (1–2), 5 (1996).

4. G. A. Domrachev, E. Huipe Nava, A. I. Lazarev,
A. A. Zakurazhnov, B. S. Kaverin, V. A. Kostenkov, and
E. G. Domracheva, in Memoria. XVI Simposio Nacional
de Siderurgia “Ingeneriade Procesos” (Inst. Technolog-
ico de Morelia, Mexico, 1994), p. 33.1.

5. G. A. Domrachev, B. S. Kaverin, A. I. Lazarev, and
E. G. Domracheva, in Abstracts of Invited Lectures and
Contributed Papers of 3rd International Workshop in
Russia on Fullerenes and Atomic Clusters, IWFAC’97
(St. Petersburg, 1997), pp. 0.3, 58.

6. G. A. Domrachev, E. G. Domracheva, E. Huipe Nava,
B. S. Kaverin, A. I. Lazarev, E. V. Spivak, and A. A. Zaku-
razhnov, in Book of Abstracts of XI International Sympo-
sium on Organosilicon Chemistry (Univ. Montpellier II,
France, 1996), OC18.

7. A. I. Lazarev, A. Yu. Sukhanov, and G. A. Domrachev,
Kristallografiya 41 (3), 798 (1996) [Crystallogr. Rep. 41,
756 (1996)].

8. A. I. Lazarev, in Abstracts of Bulletin of Czech and Slo-
vak Crystallographic Association (1998), Vol. 5, Special
Issue B (ECM-18), p. 277.

9. A. I. Lazarev and G. A. Domrachev, Kristallografiya 39
(5), 811 (1994) [Crystallogr. Rep. 39, 733 (1994)].
SICS OF THE SOLID STATE      Vol. 46      No. 10      2004



THE ROLE OF CARBON AND METAL IN SELF-ASSEMBLY 1983
10. O. Feron, F. Langlais, and R. Naslain, Chem. Vap. Dep-
osition 5 (1), 37 (1999).

11. W. Kraetschmer and D. R. Huffman, Philos. Trans. R.
Soc. London, Ser. A 343 (1667), 33 (1993).

12. G. A. Domrachev and A. I. Lazarev, Fiz. Tverd. Tela
(St. Petersburg) 41 (5), 799 (1999) [Phys. Solid State 41,
720 (1999)].

13. A. I. Lazarev and G. A. Domrachev, in Book of Abstracts
of 4th Biennial International Workshop in Russia on
Fullerenes and Atomic Clusters, IWFAC’99 (St. Peters-
burg, 1999), pp. 243, 317.

14. A. L. Chistyakov and I. V. Stankevich, Izv. Ross. Akad.
Nauk, Ser. Khim., No. 9, 1649 (1999).

15. C. Vahlas, A. Kacheva, M. L. Hitchman, and P. Rocabois,
J. Electrochem. Soc. 146 (7), 2752 (1999).

16. R. Sen, A. Govindaraj, and C. N. R. Rao, Chem. Phys.
Lett. 267 (3–4), 367 (1997).

17. G. A. Domrachev, L. N. Zakharov, and Yu. A. Shevelev,
Usp. Khim. 54 (8), 1260 (1985).

18. G. A. Domrachev, Yu. A. Shevelev, B. S. Kaverin,
V. L. Karnatsevich, and I. G. Andreev, in Low-Tempera-
ture Chemistry and Cryochemical Technology (Mosk.
Gos. Univ., Moscow, 1987), p. 87 [in Russian].

19. E. Kowalska, Z. Kucharski, and P. Byszewski, Carbon
37, 877 (1999).

20. E. Kowalska, P. Byszewski, P. Dluzewski, R. Diduszko,
and Z. Kucharski, J. Alloys Compd. 286, 297 (1999).

21. A. Klotz, P. Marty, P. Boissel, D. de Caro, G. Serra,
J. Mascetti, P. de Parseval, J. Derouault, J.-P. Daudey,
and B. Claudret, Planet Space Sci. 44 (9), 957 (1996).

22. E. P. Smirnov, in Directed Synthesis of Solid Materials
(Leningr. Gos. Univ., Leningrad, 1982), Vol. 1, p. 51 [in
Russian].
PHYSICS OF THE SOLID STATE      Vol. 46      No. 10      200
23. L. Matija and D. Koruga, Adv. Mater. Proc. 282 (2), 115
(1998).

24. P. Byszewski, R. Diduszko, and E. Kowalska, in Pro-
ceedings of the Twelfth International Symposium on
Recent Advances in the Chemistry and Physics of
Fullerenes and Related Materials, Ed. by P. V. Kamat,
D. M. Guldi, and K. M. Kadash (Electrochemical Soci-
ety, Pennington, N.J., 1999), Vol. 7, p. 1392.

25. L. G. Domracheva, N. V. Karyakin, L. G. Bochkarev,
G. A. Domrachev, and E. G. Domracheva, in Topical
Problems in Reformation of Chemical and Pedagogical
Education: Proceedings of VI All-Russian Coordination
Meeting (Nizhegor. Pedagog. Inst., Nizhni Novgorod,
1998), pp. 185–187 [in Russian].

26. G. A. Domrachev, B. S. Kaverin, V. L. Karnatsevich,
A. I. Kirillov, Yu. A. Kurskii, M. A. Lopatin, A. P. Mat-
veev, S. N. Titova, K. K. Fukin, L. N. Zakharov,
S. B. Zhuk, and B. V. Zhuk, in Abstracts of Invited and
Contributed Papers of 3rd International Workshop in
Russia on Fullerenes and Atomic Clusters, IWFAC’97
(St. Petersburg, Russia, 1997), pp. 14.5, 252.

27. A. D. Petrov, Yu. P. Egorov, V. F. Mironov, G. N. Niki-
shin, and A. A. Bugorkova, Izv. Akad. Nauk SSSR, Otd.
Khim. Nauk 50 (1956).

28. V. I. Zubov, N. P. Tretiakov, J. N. Teixeira Rabelo, et al.,
Phys. Lett. A 194, 223 (1994).

29. A. L. Chistyakov and I. V. Stankevich, Izv. Ross. Akad.
Nauk, Ser. Khim., No. 5, 770 (2002).

30. M. Sawamura, Y. Kuninobu, M. Toganoh, Y. Matsuo,
M. Yamanaka, and E. Nakamura, J. Am. Chem. Soc.
124, 9354 (2002).

Translated by I. Zvyagin
4


	1785_1.pdf
	1792_1.pdf
	1798_1.pdf
	1805_1.pdf
	1810_1.pdf
	1815_1.pdf
	1822_1.pdf
	1825_1.pdf
	1830_1.pdf
	1836_1.pdf
	1842_1.pdf
	1845_1.pdf
	1851_1.pdf
	1854_1.pdf
	1859_1.pdf
	1863_1.pdf
	1868_1.pdf
	1873_1.pdf
	1878_1.pdf
	1884_1.pdf
	1891_1.pdf
	1895_1.pdf
	1906_1.pdf
	1910_1.pdf
	1914_1.pdf
	1917_1.pdf
	1922_1.pdf
	1927_1.pdf
	1933_1.pdf
	1935_1.pdf
	1940_1.pdf
	1949_1.pdf
	1954_1.pdf
	1961_1.pdf
	1969_1.pdf

