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Abstract—The critical temperature of d-wave superconductorswith asmall coherencelength is studied numer-
ically as afunction of atomic disorder. Calculations are performed using the Bogolyubov—de Gennes method
with inclusion of spatia nonuniformity of the superconducting order parameter. This approach allowed us to
explain why the experimentally observed critical transition temperature decreases more slowly with increasing
disorder than that predicted from the Abrikosov—Gor’kov theory. The quasilinear dependence of the critical
temperature on the concentration of defectsis also explained. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It isnot completely clear yet exactly how impurities
and defects influence high-temperature superconduc-
tors (HTSCs) with an anisotropic superconducting
order parameter A(k) (k isthe wave vector). Thereisa
well-known relation between the critical temperature T,
and the carrier relaxation time due to honmagnetic
impurities and defects 1 for superconductors with an
arbitrary symmetry of A(k). This relation was derived
using the BCS approximation in the framework of the
Abrikosov-Gor’ kov theory [1] and has the form

e _ M, 1 g oo
NG = X[”’Eﬁ%mcﬂ‘”’tﬁm} @D

where Ty isthe value of T, in the absence of impurities,

W is the digamma function, x = 1 — A (K) (s /B2(K) Hs
characterizes anisotropy of the order parameter, and
[l..[ds denotes averaging over the Fermi surface. In the
case of isotropic swave pairing symmetry, we have
A(K) = const; hence, A (k) G = A2(k)[sand X = 0. For
a superconductor with d-wave symmetry, we have x =
1, because [A(K)Hs = 0. In the cases of anisotropic
swave and mixed (s + d)-wave symmetry, X varies
from 0to 1; the higher the anisotropy of A(k), the closer
X to unity. It should be noted that finding the actual
symmetry of A(k) of an HTSCisavery important prob-
leminitself, becauseits solution may help elucidate the
nature of the high-temperature superconductivity. At
present, it has been established that A(k) is highly
anisotropic in HTSCs, in contrast to that in ordinary,
low-temperature superconductors. Though it is widely
assumed that A(k) has d-wave symmetry in HTSCs[2],
there are experimental data (in particular, those
obtained by phase-sensitive techniques) that indicate
anisotropic sswave symmetry of A(k) [3]. Itisalso rea-

sonable to consider mixed (s + d)-wave symmetry; in
this case, the proportion of s-wave and d-wave compo-
nentsin A(k) is of specia interest.

Dependences of TJTy, on 11T, calculated from
Eq. (1) for various values of x are presented in Fig. 1.
Note that impurities do not affect T, in the case of isotro-
pic swave pairing symmetry (X = 0), whereasat x = 1
(d-wave pairing symmetry) T, vanishes at a critical
value of 1., which is defined by the equation /1T =
Anexp(-W(1/2)) = 1.76. Over therange 0 <x < 1, T,
falls off steadily with increasing /1T, and the falloff
becomes progressively steeper with increasing X.

However, Eq. (1) contradicts experimental data (see,
ed., [4] and references in [5]), which show a much
weaker effect of impuritieson T, of d-wave superconduc-
tors than that predicted by Eqg. (1). In experiments, T,
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Fig. 1. Reduced critical temperature T/ T as a function of
11T calculated from Eq. (1) for various values of x: (1) O,
(2) 0.25, (3) 0.5, (4) 0.75, and (5) 1.0. Ty isthecritical tem-
perature in the absence of disorder.
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decreases dmost linearly with increasing defect concen-
tration (which is proportional to 1/1) [4, 6], whereas it
follows from Eq. (1) that the dependence of TJT, on
11T, should have anegative curvature for d-wave super-
conductors (Fig. 1). According to Eg. (1), such a rela
tively slow decrease in T, should be exhibited by super-
conductors with anisotropic swave or mixed (s + d)-
wave symmetry of A(k). Severa ways to settle this
inconsistency between theory and experiment have been
suggested. For example, it was shown in[5] that the con-
tradiction can be resolved in the framework of the Abri-
kosov-Gor’ kov theory by assuming X < 1 and the pres-
ence of magnetic impuritiesin the sample. In [6], effects
of phase fluctuations were assumed to be responsible for
changes in T, in samples subjected to electron irradia-
tion. According to [7], the influence of nonmagnetic
impuritieson T, of d-wave superconductors can beweak-
ened if there isa singularity in the density of states.

In the present paper, we suggest another way to recon-
ciletheory and experiment. Asiswell known, Eg. (1) was
derived with no consideration for spatial nonuniformity
of the order parameter, which exists in a superconductor
withimpurities. Thisapproximationisvalid for supercon-
ductors with a large coherence length &,. In this case,
many different patterns of impurities exist on the length
scale of variationsin A and it is possible to use variables
averaged over impurity configurations, as is done in
deriving the equation for T in the Abrikosov—Gor’kov
theory. However, in a superconductor with asmall &g, as
in HTSCs, it becomes vitaly important to take into
account spatial nonuniformity of A, since, asshownin [8]
for s'wave superconductors, this nonuniformity can qual-
itatively change the behavior of T, with increasing disor-
der. According to [9, 10], the effect of impurities on T, of
d-wave superconductors becomes less pronounced if
nonuniformity of A istaken into account.

Our goal hereis to study in detail the influence of
disorder on the critical temperature of superconductors
with a small coherence length. We study extensively
how the effect of impurities on T, varies as one goes
from superconductorswith alarge &, (low values of T)
to superconductors with a small &, (HTSCs). We use
the Bogolyubov—de Gennes approach and take into
account spatial nonuniformity of the order parameter.

2. MODEL

To study the influence of disorder on the critical
temperature of a d-wave superconductor, we use the
model Hamiltonian

H=—tS abae—HY e+ Fean,
i,o o
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where a;; and a, are the creation and annihilation
operators, respectively, for an electron with spin o at
site i on a square lattice; n, = a;, a;,; t is the hopping
matrix element characterizing the kinetic energy of
electrons; [.. (ktands for a sum over nearest neighbors;
and  is the chemica potential. The diagona impurity
potential ¢; is assumed to be distributed uniformly over
the range (-W/2, W/2). The diagonal Anderson disorder
introduced by €; represents nonmagnetic impurities and
defects. The matrix elements V, ; are given by

%NO’ =
Vi = V5, Iiandjarenearestneighbors  (3)
Ep, otherwise.

The potential V, > 0 gives the repulsion of electrons
positioned on the same site, and the potential V, < 0is
the attraction of electrons placed on adjacent sites.

It should be noted that Eq. (2) with thischoiceof V, |
differs from a generalized Hubbard model [10, 11]
(often used for modeling HTSCs) only in that the
Hamiltonian (2) takes into account interaction only
between electrons with opposite spins. We use this
approximation because only such electrons form Coo-
per pairs; this simplification is not critical but reduces
the computational effort. It can be shown that, in the
mean-field theory, terms of the form n;;n;, and n;, n;,
change the Hartree—Fock energy only. Asfollows from
the discussion below, the inclusion of such terms does
not affect our conclusions.

In the framework of the Bogolyubov—de Gennes
approach [12], the problem with Hamiltonian (2) is
described by the effective Hamiltonian

Hey = —t Z ai+0ajc+ Z(Si +U(ry) —)nig
0, jdo i,o (4)
+ z[A(ria rj)ai+1 aj+1 +A*(r, 1), a;,],

where

1
A(I’,,I’J):Vhlﬂiuaﬂmand U(I’,)ZEZVHHJ (5)
i
are the superconducting order parameter and the Har-
tree—Fock energy at the site i, respectively, and n; isthe

mean electron number at the site i. The Hamiltonian
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He; can be diagonalized by the Bogolyubov transfor-
mation

p= Zun(ri)Ym - V:(ri)yr:i '
" (6)
al = zun(ri)ym + Vr’:(ri)y;-

Here, y, and y, are new quasiparticles operators and

amplitudesu,(r;) and v(r;) are obtained from the equa-
tion

O

_ ~ 0
|:|H A DE un(r )

n(r)
= E, i )
H A (AN DDvn(r)D

Dvn(r)D

where E, isthe energy of quasiparticle excitations,

Huy(ry)
(8)
= _tzun(ri+6) + (& +U(r;) —pun(ry),
3
Av,(r) = ZA(r., DVa(r), (9)

and d =X, £y arevectors corresponding to the nearest
neighbors of the sitei.

The quantities A(r;, r;) and U(r;) should satisfy the
self-consistency conditions

A(ri,ry) = V.Jzu(f)v (rd-f,) 10

- V: (ri)un(rj) fnv

Ur) = 5 Vi 3 Tun(r ) fot [va(r) (1= f0). (1)

where f, = 1/(1 + exp(E,/T)) is the Fermi—Dirac distri-
bution function (here and henceforth, the Boltzmann
constant is set equal to unity). The chemical potentia
can be derived from the following equation for the elec-
tron density:

Ne = Zni/N
i

= 2 [un(r)l*fo+[Valr) (1= FTIN.

(12)

The temperature T, can be found using the method
described in detail in[8]. In alinear approximation with
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respect toA (whichisvaidat T — T,), it followsfrom
Egs. (7) and (10) that

V .
A(rl’ J) - _71

3801 T (U ) 49
i1
tanh(E /2T) + tanh(E,/2T)
E,+E,

where u(r;) and E, are solutions to Egs. (7), (10), and
(11) for the normal state, i.e., solutions to the equation

H () = Equg(r), (14)

the self-consistency condition
u(r) = ZV.,J S Viilun(r)fa - (15)

n j

and the corresponding equation for the chemical poten-
tial. The quantity A(r;, r;) and the amplitudes u,(r;) can
be assumed to be real in the absence of current and
magnetic field. The temperature T, is defined as the
maximum temperature at which uniform equation (13)
has a nonzero solution.

If we neglect nonuniformity of A(r;, r;), then the
averaged values of the diagonal (4,) and off-diagonal
(A;) components of the order parameter are given by

= ZA(ri,ri)/N, (16)

A, = Z(A(ri’ri-*'x)iA(rivri""y) (17)

+A(ri, 1 —=X) FA(r;, r; =) )/4N,

where X and y are the vectors corresponding to the
nearest neighbors along the x and y axes, respectively.
In Eg. (17), the plus sign corresponds to the s-wave
symmetry of A(k) and the minus sign, to the d-wave
symmetry. This difference in the definition of A, is due
to the fact that the matrix elements A(r;, r; £ X) and
A(r;, r; £ y) have opposite signs for a d-wave supercon-
ductor, in contrast to an s-wave one. Within the approxi-
mation made above, we obtain well-known expressions
for the order parameter in the quasi-momentum repre-
sentation: A(k) = Ay + 2A(cos(k,) + cos(k)) for the
swave symmetry of A and A(k) = 2A,(cos(k,) — cos(k,))
for the d-wave symmetry. In the case where A is uni-

2004



1788 SEMENIKHIN
T(:O/[ TcO/t
0.3 T T T T T
0.2 .
0.1F - -

/N 7\
I\ /7 o\
U \ / \
r \\ // 1
\ 7
’
0 0.5 1.0 1.5 2.0

n(’
Fig. 2. Critical temperature T as a function of the relative
electron density n, calculated for d-wave (solid line) and

anisotropic swave (dash line) symmetry of the order
parameter in the case of no atomic disorder (W = 0) for
VO =0and Vl =-1.6t.

form over space, Eq. (13) reduces to the following
equations for Ay and A, in the vicinity of T

v tanh(E, /2T)
A, = —ﬁ Z (A VAVE: n)Tﬂn,
n

V
A1 = _8_;] Z an, m(Aoén, m + Alam, n) (18)
n, m

y tanh(E,/2T) + tanh(E,/2T)
E,+E, ’

D i Un)(Un(ri + %) F Un(ri +9) +
Un(ri = X) F uy(r; = ¥)), 3, m is the Kronecker delta,
and the plus and minus signs correspond to supercon-
ductors with swave and d-wave symmetry of A,
respectively. From the first of Egs. (18), it follows that,
in the case of d-wave superconductors, the diagonal
component A, is always zero if V> 0. It isinteresting
that, in this approximation, the critical temperature of a
d-wave superconductor is independent of the magni-
tude of the potential V, describing on-site electron
repulsion. In the case of anisotropic s-wave symmetry,
an increase in V, brings about a decrease in T.. We will
use Egs. (18) to determine T in the approximation of
spatialy uniform A.

In order to compare the results obtained for the case
of a spatialy nonuniform order parameter with the
results based on Eg. (1), we need to know the depen-
dence of T, on l/t. However, Eq. (13) gives us the
dependence of T, on W. Hence, we haveto find the t(W)
dependence. In this case, our problem will becomesim-
pler, because when dealing with T (1/t) instead of

where a, ., =
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Fig. 3. Critical temperature T as afunction of potential V;

for d-wave symmetry of the order parameter in the case of
no atomic disorder (W = 0) for n,=0.8.

T(W) we need not take the Hartree—Fock potential
U(r;) into account explicitly. To calculate T(W) and
(W), we assume €; = g + U(r;) to be a new impurity
distribution, which is defined in much the same way as

g;, and then calculate T, and T in the usual way, thus
obtaining T(1/t) without explicit use of U(r;).

3. RESULTS AND DISCUSSION

First, we choose the electron density n, for calcula
tions. The dependence of T, on n calculated in the
absence of disorder is shown in Fig. 2. It can be seen
that, inthe case of n,= 1 (half-filled band), d-wave sym-
metry of A isrealized, while at low el ectron (hole) con-
centrations the superconductor has anisotropic s-wave
symmetry of A. The following point is of interest.

Near the crossing point of graphs of the critical tem-
perature for d-wave and anisotropic s-wave supercon-
ductors, let us choose avalue of n, such that the critical
temperature for the d-wave superconductor is slightly
higher than that for the s-wave superconductor. In this
case, the symmetry of the order parameter can change
over from the d-wave to anisotropic s-wave type with
increasing impurity concentration, because suppression
of T, by impuritiesis stronger for superconductors with
d-wave symmetry of A (Fig. 1). Since we intend to
study superconductors with d-wave symmetry of A, we
should choose n, = 1. However, the value of n, should
not be chosen very close to unity, because the mean-
field theory for a two-dimensiona lattice may fail at
half-filling [11]. For thisreason, we performed calcula-
tionsfor n,=0.8.

Now, we areto select the potential V;. At low values
of |V,], the critical temperature decreases exponentially
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Fig. 4. TJ/ Ty asafunction of the degree of disorder Wfor a
d-wave superconductor calculated neglecting spatial non-
uniformity of the order parameter for an arbitrarily chosen
disorder configuration on a square lattice of N = 50 x 50
sitesat Vo =0, V; =-0.8t, and n. = 0.8.

as |V4| grows (Fig. 3) and, accordingly, &, increases.
Since ¢, should be smaller than the linear dimension of
the system, |V,| is limited from below. On the other
hand, at high |V,|, the mean-field theory fails [11].
Therefore, we performed calculations for V; valuesin
the range from —0.8t to —1.6t. The case of |V,| > t, where
&, is of the order of several lattice constants, corre-
spondsto HTSCs.

Figure 4 shows the dependence of TJ/T, on the
degree of disorder W for a d-wave superconductor cal-
culated neglecting spatial nonuniformity of the order
parameter inthe sameway asEq. (1) wasderivedin[1].
By comparing thisrelationwith Eq. (1) at x =1 (Fig. 1),
one can obtain the dependence of T on W shown in
Fig. 5. As expected, 1/t ~ W2. The proportionality fac-
tor is about 0.1 and depends on the disorder configura-
tion only dightly. The dependence of T on Wis calcu-
lated separately for each disorder configuration. Know-
ing T(W), we can find the dependence of TJ/T,0n 11T,
with allowance for the spatial nonuniformity of A. The
dependences of TJ/T, on 1/tTy, caculated for V= 0,
n.= 0.8, and various values of V, are presented in
Fig. 6. The dashed line in Fig. 6 is calculated for the
pure d-wave symmetry from Eq. (1) with x = 1.

As already mentioned, the approximations made in
deriving Eq. (1) arevalid for large values of &, i.e., for
low values of |V,|, which corresponds to the weak cou-
pling BCS limit. Therefore, for low |V,|, the depen-
dences of TJ/T,, on /1T, calculated with and without
inclusion of spatial nonuniformity of A should be close
to each other. Indeed, as seen from Fig. 6, the curve cal-
culated for nonuniform A at V; = -0.8t is very closeto
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Fig. 5. Inverse carrier relaxation time due to impurities 1/t
as afunction of the degree of disorder W obtained by com-
paring the calculated dependence of TJ/T,o on W and the
dependence of T/Ty on /1Ty, see Eq. (1). These calcula-
tion data are obtained for one arbitrarily chosen disorder
configuration on asquare lattice of N = 50 x 50 sites at Vg =
0, VvV, =-0.8t,and n, = 0.8.

the curve for the uniform order parameter plotted
according to Eqg. (1). As|V,| grows and, accordingly, &,
decreases, spatial nonuniformity of A becomes impor-
tant. The dependence of T/T,0on L/tTgisseento differ
more and more from that calculated from Eq. (1). We

1T,

Fig. 6. To/Tyo as afunction of 1/1Ty calculated for several
values of V; with inclusion of spatial nonuniformity of the
order parameter. Calculations are performed for V; = —0.8t
and N = 50 x 50 (squares); V, =—-1.2t and N = 28 x 28 (cir-
cles); and V, =—1.6t and N = 28 x 28 (triangles). In all cases,
Vo = 0and n, = 0.8. Averaging is performed over 20 differ-

ent configurations of disorder in the case of alattice of N =
50 x 50 sites and over 40 configurations in the case of alat-
tice of N = 28 x 28 sites. The dashed line is plotted accord-
ing to Eq. (1) for x = 1 (d-wave symmetry). Vertical lines
represent rms deviation of TJ/T dueto variationsin T for
different disorder configurations.
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Fig. 7. TJT asafunction of /1T for various values of V,

in the case of a spatially nonuniform order parameter. Cal-
culations are performed for V= 0 (squares), Vo = 1.2t (cir-

cles), and V = 2.4t (triangles). In all cases, N = 28 x 28,
Vi =-1.2t, and n, = 0.8. Averaging is performed over 40
different disorder configurations. The dashed lineis plotted
according to Eq. (1) for x = 1 (d-wave symmetry).

note that, with an increase in disorder, TJ/T,, decreases
much more slowly than it follows from Eq. (1). Similar
behavior was observed for T, in experiments [4, 6]. It
should also be noted that, as |V, | grows, the curvature of
the TJT, versus 1/t T, curve changes from negative to
positive. At |V, | = t, the dependence of TJ/T, on L/1Ty,
is close to an experimentally observed linear depen-
dence [4, 6]. Thus, the critical temperature of ad-wave
superconductor with impurities cal culated with consid-
eration of nonuniformity of the order parameter agrees
qualitatively with experimental data.

Up to this point, we limited ourselves to the case
where there is no electron on-site repulsion (V, = 0)
and, therefore, the pure d-wave symmetry of the order
parameter persists under disordering, since the matrix
elements A(r;, r;) responsible for the sswave compo-
nent remain zero. Hence, in the k representation, A(k)
isalwaysequal to 2A,(cos(k,) —cos(ky)), where A, isthe
average of A(rj, r;) over al sites calculated from
Eq. (17).

Thus, in the case of V, = 0, we have A(r;, r;) =0 for
all sitesi and spatial nonuniformity of A does not cause
the d-wave symmetry of A to break under the influence
of disorder. However, A(r;, r;) # 0 in the case of V, > 0.
At first glance, this result can be seen as evidence in
favor of mixed (s + d)-wave symmetry. However,
according to numerical calculations, A(r;, r;) is an
aternating functlon of r; and, on the average, A, =
A(r,, r)0= 0.1 Therefore in the case of V, > 0, the
d-wave symmetry of the order parameter is also proba-
bly preserved under disordering.
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The dependence of TJ/T, on L/tTy, for various val-
ues of V, is presented in Fig. 7. It is seen that an
increase in V, causes T, to decrease faster with increas-
ing disorder. Variations in V, a so change the curvature
of the TJ/T, versus 1/t Ty, curve. Hence, alinear depen-
dence of TJT, ontheimpurity concentration, similar to
those observed in experiments, can be obtained for a
whole range of parameters V, and V. The fact that, as
in the case of V, = 0 (Fig. 6), the dependence of TJ/T,
on 1/1T, for d-wave superconductors is not universal,
in contrast to the predictions from the Abrikosov—
Gor'kov theory [see Eq. (1), Fig. 1], is due to spatia
nonuniformity of A. Thismay be akey to understanding
of diverse behaviors of TJT, in different HTSCs under
disordering.

4. CONCLUSIONS

To summarize, we make the following conclusions.

(1) The critical transition temperature of a d-wave
superconductor with a small coherence length
decreases with disordering more slowly than the Abri-
kosov—Gor’ kov theory predicts. The smaller the coher-
ence length, the weaker the influence of disorder on the
critical temperature and the larger the discrepancy
between theoretical curves calculated with and without
inclusion of spatial nonuniformity of the order parame-
ter. Thisfact may well be the reason behind known con-
tradictions between predictions from the Abrikosov—
Gor’ kov theory and experimental data on the influence
of impurities and radiation defects on the critical tem-
perature of HTSCs.

(2) For d-wave superconductors with a small coher-
ence length, the reduced critical temperature TJ/Ty, iS
not a universal function of parameter 1/tT,, which
explains the diverse behavior of TJTy in different
HTSCs under disordering.

(3) The experimentally observed linear dependence
of the critical temperature on the concentration of
impurities can be explained if spatial nonuniformity of
the order parameter is taken into account.
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1 Because of the finite size of the lattices used in the calculations,
we do not reach the strict equality Ag = 0. Neverthelesa the ratio
Ng/D; isvery small (for example, Ag/A; < 107 for N = 28 x 28,
W=2.0t, V; =-1.2t, and V = 2.4t) and decreases with increasing
lattice size.
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Crossover from the“ Clean” Limit tothe“Dirty” Limit
in a Network of S-N-SWeak Links
inYy,Luy,,Ba,Cu0O; + BaPb,_,Sn,0; (0 < x <£0.25) Composites
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Abstract—Composites with a network of “superconductor—normal metal—superconductor” (S-N-S) weak
links are prepared from a'Y gL uy,,Ba,Cus;0; high-temperature superconductor and BaPb; _,Sn,0O; (0 < x <
0.25) metal oxides. It isfound that an increase in the tin content x in the nonsuperconducting component of the
composite leads to an increase in the electrical resistivity p and, hence, to a decrease in the mean free path | of
charge carriers. The temperature dependences of the electrical resistivity p(T) and critical current j(T) of the
composites are analyzed in the framework of the de Gennes theory of S-N-Sjunctions. It is demonstrated that
the network of weak linksin the compositesis characterized by a crossover from the“clean” limit (I = L) to the
“dirty” limit (I <L) (whereL isthe effective thickness of N interlayers between high-temperature superconduc-

tor grains). © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It has been universally accepted that, in high-tem-
perature superconducting ceramics, natural grain
boundaries forming a Josephson-type weak-link net-
work are responsible for the transport properties of
polycrystals. Taking into account disagreement among
authors regarding the nature of boundaries (metallic,
dielectric, etc.) in polycrystaline high-temperature
superconductors[1-12], theinference can be made that
their conductivity is governed by technological factors.
In our earlier works [5, 10-12], we analyzed the trans-
port properties of polycrystaline high-temperature
superconductors with a 1-2-3 structure and conclu-
sively proved that the standard procedure of synthesiz-
ing these materials leads to the formation of natural
grain boundaries of metallic nature. However, system-
atic investigations into the preparation and transport
properties of polycrystalline high-temperature super-
conductors with a network of “ superconductor—normal
metal—superconductor” (S-N-S) weak links have been
undertaken neither in the “clean” limit (when the mean
free path | of charge carriers in the normal metal is
greater than the geometric thicknessL of N interlayers;
i.e, | =L [13]) norinthe “dirty” limit (I <L [13]). In
composites based on high-temperature superconduc-
tors, the nonsuperconducting component is a material
forming boundaries between superconducting grains
[6-12, 14-18]. The transport properties of the compos-
ite asawhole are governed by the type of nonsupercon-
ducting component (metal [6, 8, 9, 16-18] or dielectric
[14, 15]).

Earlier [11], we studied the transport properties of
Y 54l Uy,,Ba,Cus0; + BaPbO; composites. It was shown
that these composites have a network of S-N-S weak
links and that the transport properties of the composites
are determined by an N interlayer whose effective
thickness L depends on the volume content of the
metal. It was established that the experimental temper-
ature dependences of the critical current j-(T) for the
composites are in good agreement with the theoretical
dependencesj(T) for clean S-N-Sjunctions[19]. This
made it possible to estimate the effective thickness of N
interlayers in the composites under investigation. It
turned out that the effective thickness L of N interlayers
monotonically increases (in proportion to V¥, where V
is the volume content of the nonsuperconducting com-
ponent) from ~40 A for the composite with 4 vol %
BaPbO, to ~125 A for the composite with 45 vol %
BaPbO; [9]. These values of L were used in the present
work to make a comparison with the mean free path of
charge carriers in the nonsuperconducting component
of the composite.

Investigations into the current—voltage characteris-
tics [16] and the critical current [17] of YBCO +
BaPbO; and YBCO + BaPhy4Sny ;05 composites and
their analysisin terms of the theory of S-N-Sjunctions
[20-23] gave grounds to assert that the network of S-
N-Sjunctionsisformed in the clean limit for composites
containing BaPbO; and in the effectively dirty limit for
composites with BaPh, oS, ,05. In the authors’ opinion,
it is of interest to investigate a crossover from the clean
limit to the dirty limit in a “high-temperature super-
conductor + BaPh, _,Sn,O;" composite by decreasing

1063-7834/04/4601-1792$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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the conductivity of the BaPbO; metal oxide through
partial replacement of lead by tin (0 < x < 0.25). In this
work, we compared the transport properties of compos-
iteswith the same volume content of the BaPb, _,Sn,O;
component but with different tin contents x. All the
composites were simultaneously prepared according to
the same procedure. Therefore, the size distribution of
N interlayers can be considered to be identical for al
composites of the same series and all changes in the
transport properties of the composites thus prepared
can be explained by the evolution of the physical
properties (in particular, electrical resistance) of the
BaPb, _, Sn,O; nonsuperconducting component, which
is responsible for the formation of weak links between
high-temperature superconductor grains.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

2.1. Synthesis and Electrical Resistivity
of BaPb, _, S,0; Compounds

Compounds BaPb, _, Sn,O; at different tin contents
X were prepared by solid-phase synthesis from BaO,,
PbO, and SnO, oxides at a temperature of 950°C for
160 h with 13 intermediate millings. According to
Mosshauer investigations [17], these conditions pro-
vide a uniform distribution of tin atomsin the BaPbO4
perovskite structure. The 1%Sn Mdssbauer spectra of
BaPb, _,Sn,O; compounds at atin content x = 0.1 are
given in [17]. In our experiments, we synthesized a
series of samplesat tin contentsx = 0, 0.037, 0.125, and
0.250. The choice of these values of x will be explained
below. All the samples were prepared simultaneously.
The x-ray powder diffraction patterns of the metal
oxides contain only the reflections corresponding to the
BaPbO; structure. The table presents the electrical
resistivities p of the BaPb, _, Sn,O; compounds at tem-
peratures of 5 and 77 K.

An increase in the tin content from O to 25 at. %
leads to an increase in the electrical resistivity p by
almost one order of magnitude. Since the structure of
the BaPb, _,Sn,0O; compoundsin this case remains vir-
tually unchanged, the electrical resistivity increases as
the result of adecrease in the mean free path | of charge
carriers[24]. For aBaPbO; single crystal, the mean free
path | = 220 A was obtained by Kitazawa et al. [25]
from the classical expression

-2/3

| = 3% he p™n ", (1)
where # is the Planck constant, e is the elementary
charge, and n isthe carrier density. It is known that, in
Ba(Pb, _,Bi,)O; polycrystals, charge scattering by
grain boundaries brings about an additional increasein
the magnitude of the electrical resistivity p [26-28].
Most likely, thisincrease isthe reason why substituting
theresistivities p of our samplesinto formula (1) gives
underestimated mean free paths (smaller than the lat-
tice constant). In our opinion, it is expedient to calcu-
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Parameters of BaPb; _,Sn,O5; nonsuperconducting compo-
nents of the studied composites

p(5K), | p(77 K), | Designa-

X Qcm Qcm tion rA letr, A
0 0.0069 | 0.0057 |SnO - 220
0.037 | 0.0085 | 0.0068 | Sn0.037 12.8 12.1
0.125 | 0.0130 | 0.0130 | Sn0.125 8.5 8.2
0.25 0.0590 | 0.0537 | Sn0.25 4.3 4.2

Note: p isthe electrical resistivity, r isthe most probable distance
between Sn atoms, and | is the effective mean free path
calculated from relationship (2).

late the effective mean free path | 4, which depends on
the most probable distance r between tin impurity
atoms in the structure of the BaPb,_,Sn,O; com-
pounds. Taking into account that the mean free path in
apolycrystal is shorter than the mean free pathin asin-
gle crystal, the value of |4 can be calculated from the
relationship

I =17+ ©)

Here, | = 220 A for BaPbO, [25] and the most probable

distance r is determined from the formular = ax™3
(where x is the atomic fraction of tin; and a = 4.268 A
is the lattice constant, which is determined from the x-
ray powder diffraction patterns and agrees with the data
obtained in [29]). The most probable distancesr and the
effective mean free paths |4 calculated from the above
expressions are listed in the table.

2.2. Preparation of Composites Based
on a High-Temperature Superconductor
and BaPb; _, S0, Compounds

TheY 3,Luy,,Ba,Cu;0O; high-temperature supercon-
ductor was prepared using the standard procedure. The
synthesis of the BaPb,_,Sn0O; compounds was
described above. The composites were synthesized
according to the following procedure, which we called
the rapid sintering technique. Powder components of
the composite to be synthesized were taken in required
proportions, mixed thoroughly in an agate mortar, and
pressed into pellets. Then, the pressed pellets in pre-
heated boats were placed in a furnace heated to 930°C
and were alowed to stand for 5 min. After high-temper-
ature sintering, the samples were placed in another fur-
nace, held at 400°C for 6 h, and cool ed to room temper-
ature together with the furnace. These conditions
ensured the recovery of the initial oxygen stoichiome-
try of high-temperature superconductors with a 1-2—3
structure, because oxygen losses due to sintering are
quite probable [30]. By this means, we prepared com-
posites with volume contents V = 7.5, 15.0, 30.0, 37.5,
and 45.0 vol % BaPb, _,Sn,O;. Note that the samples
with different x and identical V were sintered and satu-
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rated with oxygen at the same time. In this work, the
composite samples are designated as S + VSnx. Here,
Snx stands for the nonsuperconducting component (see
table). The volume content of the Y 4,Lu,,Ba,CusO,
high-temperature superconductor is equal to 100% — V.
The x-ray powder diffraction patterns of the composites
prepared exhibit only the reflections attributed to the
two phases of the initial components. According to
electron microscopy, the mean size of high-temperature
superconductor grains is approximately equal to 1.5
pum. The superconducting transition temperature deter-
mined for the composites from magnetic measurements
isequal to 93.5 K. This temperature corresponds to the
temperature T for the Y 5,Lu,,,Ba,Cus0; initia high-
temperature superconductor.

2.3. Measurements of Transport Properties

The temperature dependences of the electrical resis-
tance R(T) were measured by the standard four-point
probe method. These measurements were performed
with samples 1.5 x 1.5 x 12 mm in size. The distance
between the potential contacts was approximately
equal to 10 mm. Theelectrical resistivity corresponding
to the superconducting transition was measured accu-
rate to within ~10% Q cm. The critical current j. was
determined from the initial portion of the current—volt-
age characteristic according to a standard criterion of
1uviem[23].

3. RESULTS AND DISCUSSION

3.1. Transport Properties of High-Temperature
Superconductor + BaPb; _, Sn,0O; Composites

Figure 1 shows the temperature dependences of the
electrical resistance R(T) of the composites under
investigation. The dependences are normalized to the
resistance Rat T = 93.5 K. At this temperature, which
coincides with the temperature T determined from the
magnetic measurements, the electrical resistance
exhibits a jump corresponding to the superconducting
trangition in high-temperature superconductor grains.
The second (smooth) portion of the dependence R(T)
reflects the transition of weak links to the supercon-
ducting state. The temperature T, at which the electri-
cal resistance disappears strongly depends on the mea-
suring current j. Thisis characteristic of aweak super-
conductivity. The influence of the transport current on
the dependence R(T, j) was previously studied for other
composites prepared by the rapid sintering technique
[25-27]. The dependences R(T) shown in Fig. 1 were
measured at the current j = 5 mA/cm? (this current was
chosen according to a reasonable signal-to-noise ratio).
At weaker currents j, the resistance R does not depend
onj. The current—voltage characteristics of al the stud-
ied composites, including the S+ 45Sn0.25 composite,
are nonlinear in the temperature range from T, to Te.
This is typical of Josephson junctions. The S+ 45Snx
composites arein aresistive state even at atemperature
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of 4.2 K. Theshift inthethreshold of percolation through
the superconducting component toward higher super-
conductor contents in the composites synthesized by the
rapid sintering technique was considered in [30, 31].
In[9, 28], it was demonstrated that an increase in
the volume content of a metal oxide (in our case,
BaPb, _,Sn,0,) leads to a decrease in the temperature
Teo dueto anincreasein the effective length of metallic
weak links. The results of measurements of the electri-
cal resistance at different tin contents x are presented in
Fig. 1inthe corresponding panelsfor each volume con-
tent of BaPb, _, Sn,O;. The influence of the distribution
over the geometric parameters of S-N-S junctions in
the composites on the electrical resistance is assumed
to be identical due to the preparation procedure being
the same. Consequently, the decrease in the tempera-
ture T, and variations in the dependences R(T) for a
given series of samples depend only on the change in
the conductivity of the nonsuperconducting component
(or, eventually, on the change in the mean free path of
charge carries in the material of N interlayers between
high-temperature superconductor grains).

In the S+ 37.5Snx composites, anincreasein thetin
content in the metal oxide to the highest content (x =
0.25) leadsto achangein the temperature T, by ~ 70 K.
For composites at alower content of the metal oxide, the
temperature T, Varies over narrower ranges. ~ 30 K for
S+ 30Snx, ~7 K for S+ 15Snx, and ~5 K for S+ 7.5Snx.
It is known that, with a decrease in the thickness of N
interlayersin S-N-Sjunctions, the effect of their trans-
parency on the superconducting current becomes
weaker [13, 19, 23]. This circumstance clearly mani-
festsitself in the temperature dependences of the elec-
trical resistance of the composites.

3.2. Analysis of the Temperature Dependences
of the Critical Current for Composites

The nature of weak links can be judged from the
temperature dependence of the critical current in a bet-
ter way than, for example, from the magnitude of the
critical current even for a single junction [13, 23, 32,
33] and, especialy, for a random network of weak
links. The processing of the experimental datafor S-N—
Sjunctionsin terms of the de Gennestheory [22] makes
it possible to evaluate indirectly their physical parame-
ters, such as the mean free path of charge carriers and
the geometric thickness of an N interlayer [8, 17, 33—
37]. It is expedient to apply this approach to the com-
posites studied in the present work.

At temperatures not far from T, the critical current
through an S-N-Sjunction within the de Gennestheory
is described by the relationship [22, 23, 35-37]

L/&n
sinh(L/€y)’ )

wherek isaconstant determined in [22, 23, 35-37]. For
a network of S-N-Sjunctions, the constant k plays the

jo(T) = k(1-T/Tg)®

No. 10 2004
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R(T)/R(93.5 K) R(T)/R(93.5 K)
12 i T T (a) T T | 10 B T ((‘Il) T i@
S +45Snx S + 15Snx #

Fermi velocity Vi was obtained from the relationship

Ve = A3Y33nY3mr! (where mis the electron mass) at

n = 1.4 x 102 cm3 with the use of the data taken from

Fig. 1. Temperature dependences of the electrical resistance (normalized to the resistance Rat T = 93.5 K) for the S+ VSnx com-
posites at volume contents V = (a) 45.0, (b) 37.5, (c) 30.0, (d) 15.0, and (€) 7.5%.
the normal metal. For BaPb, _, Sn,0O; compounds, the

[25]. In[11], the effective thickness of N interlayersfor
the 85 vol % Y 5,Lu,,Ba,Cu;O; + 15 vol % BaPbO,
composite was estimated as L ~ 100 A. These parame-
ters were used to describe the experimental depen-

role of a normalizing factor. In relationship (3), the

coherence length &, for a norma metal is determined
(4)

dences j(T), because the composites studied in [11]

and in this work were prepared according to the same

by the following expressions [35-37]:
&n = AVE2TKg T
for aclean N interlayer and
&y = (AVE/6TksT) Y (5)
for adirty N interlayer. In expressions (4) and (5), kg is

the Boltzmann constant and V¢ is the Fermi velocity in
No. 10 2004
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3 T T T T T
S+ 15Snx

60 70 80 90
T,K

Fig. 2. Experimental temperature dependences of the criti-
cal current for the S+ 15Snx composites at x = (1) 0, (2)
0.037, and (3) 0.25. Solid lines are the results of the best fit-
ting to the de Gennes theory with the use of formulas (3)—
(5) for the effectivethickness L = 100 A and mean free paths
I =(1) 220, (2) 11, and (3) 4.2 A.

procedure. As aresult, apart from the normalizing fac-
tor, relationship (3) involves asinglefitting parameter |.

Figure 2 depicts the experimental temperature
dependences of the critical current j(T) for S+ 15Snx
composites and the corresponding curves obtained by
fitting to the de Gennes theory. The dependence j(T)
for the S+ 15Sn0 composite in the temperature range
60-80 K was calculated from expressions (3) and (4).
The use of expression (4) for the coherencelength &, in
the case of a composite containing 15 vol % BaPbO,
without impurities is justified because the quantities |
(220 A for BaPbOj; [25]) and L (~100 A) satisfy the
condition for the clean S-N-Sjunction: | > L. The solid
curves in Fig. 2 approximate the experimental depen-
dences jo(T) for the S + 15Sn0.037 and S +
15Sn0.25 composites fairly well and represent the
results of the best fitting to the de Gennes theory with
the use of formulas (3) and (5) for mean free paths | =
11 + 3and 4.2+ 1 A, respectively. These values are
close to the calcul ated effective mean free paths |4 for
BaPb, _, Sn,O; compounds (see table). For S+ 7.5Snx
composites, the experimental dependences j-(T) are
also in good agreement with the theoretical curves cal-
culated from expression (4) for the coherence length
En(T) of the clean N interlayer in the S+ 7.5Sn0 sample
at L =80 A and from expression (5) for the coherence
length &y(T) of the dirty N interlayer in the S +
7.5Sn0.25 sampleat | =4.2 + 1 A. Therefore, theresults
of processing of the experimental dependencesj.(T) in
terms of the de Gennes theory at temperatures close to
T indirectly confirm the mean free paths determined
above for the BaPb, _, Sn,0; compounds (see Subsec-
tion 2.1 and table). It can be seen that the inequality
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lgs< L (L ~ 80-125 A) holds for composites with
BaPb, _, Sn,O; compounds even at x = 0.037. The more
strict inequality | << L (the diffusive limit [38, 39]) is
satisfied at x = 0.125. Thus, the crossover from the clean
limit to the dirty limit in the network of S-N-S weak
links in 'Y 5,Luy,,Ba,CusO; + BaPb,; _,Sn,0; compos-
ites is aobserved with an increase in the tin content x
from 0 to 0.25. In the near future, the results obtained
will be described in terms of the theories developed for
current—voltage characteristics of S-N-S weak links
with avariable mean free path in an N interlayer.
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Penetration of a Magnetic Field
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Abstract—The penetration of a magnetic field into superconducting grains and wesak links of YBa,CuzO; _5
ceramic high-temperature superconductorsis investigated using measurements of the transverse and longitudi-
nal magnetoresistancesat T = 77.3 K and 0 < H < ~500 Oe as a function of the transport current in the range
~0.01 < 1/1,<~0.99. The effects associated with the compl ete penetration of Josephson vorticesinto weak links
of the high-temperature superconductor in magnetic fields H,;, the onset of penetration of Abrikosov vortices
into superconducting grainsin magnetic fields Hgy 5, and thefirst-order transition from the Bragg glass phase to
the vortex glass phase in fields Hgg g are revealed and interpreted. The I-H phase diagrams of the
Y Ba,Cu;0,_ 5 high-temperature superconductors are constructed for | O H and | || H. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, considerable interest has been
expressed by researchers in the study of the effects
associated with the penetration of magnetic flux vorti-
ces into high-temperature superconductors in a mag-
netic field H, the formation and evolution of the vortex
structure, pinning of the magnetic flux, melting of the
vortex lattice, etc. In our previous work [1], the reso-
nance and magnetic properties of YBa,Cu;O,_;
ceramic high-temperature superconductors in the
superconducting state were studied in weak magnetic
fields (T =77.3K, 0< H < 600 Oe). Wereveaed corre-
lations between the field dependences of the parameters
of the internal friction spectra (logarithmic damping
decrement Q1, resonance frequency f) and the trapped
magnetic flux AM and determined the boundaries of the
regions corresponding to different magnetic states of
superconducting grains.

Unfortunately, investigations of the resonance and
magnetic properties and critical currents (see, for
example, [2]), as a rule, cannot provide information
regarding the penetration of amagnetic field into quasi-
two-dimensional intergranular contacts (Josephson
weak links) in high-temperature superconductors. For
these links, the critical temperatures T, and the lower
(He) and upper (H,) critical fields are considerably
less than those for superconducting grains (see, for
example, [3]): Tey < Tear Hery << Hegar @d Hepy < Hoop
(the superscripts J and A refer to weak links and super-
conducting grains, i.e, Josephson and Abrikosov
media, respectively). It isevident that the penetration of
a magnetic field into weak links and superconducting
grains of ceramic high-temperature superconductors

can be more effectively studied using a more sensitive
method based on measurements of the magnetoresis-
tance in weak magnetic fields.

It should be noted that, despite the great potential of
this method for studying fundamental parameters of
superconductivity (such asthe lower H,; and upper H,
critical fields (see review [4])) and the dynamics of
magnetic vortices (see reviews [5-7]), the magnetore-
sistance measurements occupy a relatively modest
place in investigations of “vortex matter” in high-tem-
perature superconductors (as compared, for example,
with measurements of critical currents). The main
advantage of magnetoresistance investigations (mea-
surements of V—H characteristics at | = const) over
investigations of critical currents (measurements of V—
| characteristics at H = const) is the possibility of per-
forming measurements at very small currents | < I
(wherel isthecritical current), i.e., when the magnetic
fieldsinduced by transport currents are relatively weak.

Analysis of the experimental data on the magnetore-
sistance of high-temperature superconductors is rather
complicated, because the orientational dependence

AFp (H) isdescribed by afourth-rank tensor [8]. For this
reason, when interpreting the experimental depen-
dences AFp (H, T) for granular high-temperature super-

conductors, the object of investigation isusually treated
as a continuous medium consisting of a mixture of
superconducting and normal phases [9-13]. In some
cases, the effective-medium approximation [14], as
applied to granular high-temperature superconductors
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in combination with the percolation theory used for
solving the problem of charge transfer in a supercon-
ducting—normal medium [15], appearsto be highly effi-
cient for interpreting the experimental data.

In this work, we investigated the penetration of
magnetic vortices into superconducting grains and
weak links of the YBa,Cu;O;,_5 granular (ceramic)
high-temperature superconductor and the evolution of
the vortex structure in the magnetic field. For this pur-
pose, we measured the field dependences of the longi-
tudina (1 || H) and transverse (I O H) magnetoresis-

tances épE (H) at T = 77.3 K in the range of magnetic

field strengths 0 < H < ~500 Oe, which coversthe crit-
ica fields Hgyj, Hepy, @nd Hega.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples of the YBa,Cu;O_sq5 high-temperature
superconductor were synthesized according to the stan-
dard ceramic technique [16]. For measurements, we
used samples 20 x 3 x 2 mm in size. Low-resistance
current and potential silver contacts were applied to
samples with a conducting silver-based adhesive. The
samples were characterized using x-ray diffraction and
measurements of the critical temperature T, of the
superconducting transition and the critical currents I,
(T=773K,H=0).

The samples prepared had a nearly single-phase
composition. According to the x-ray diffraction data,
the crysta structure was weakly pronounced and
resembled the texture of the (001) basal plane of an
orthorhombic lattice [17, 18]. This structure is most
likely formed at the stage of uniaxial pressing of the
powders prior to the final synthesis stage (sintering in
an oxidizing atmaosphere). For all samples, the temper-

ature T2'? at the midpoint of the superconducting tran-

sition range was 92.6 K and the temperature range of
the transition was determined to be AT, = 0.4 K. The
critical current | varied over arather widerange. Since
thecritical currentsin the samplesdiffered significantly
and the resistances R,;;3 ¢ of the samples in the normal
state were also somewhat different (typical values:
Po73k ~ 100 uQ cm, j. ~ 100 A/cm?), we considered the
relative currents I/1 . and the relative resistivities p/pozz k-
Running alittle ahead, it should be noted that, when the
results are presented in this way, the data obtained for
different samples appear to be in rather good agree-
ment.

In the experiments, the electrical resistance of the
Y Ba,Cu;0_g 45 Samples was precisely measured at a
constant temperature T = 77.3 K as a function of the
magnetic field H. As was noted above, the measure-
ments were performed for two orientations of the mag-
neticfieldl OH and| ||H. Thedistinctive feature of the
present work is that the V—H characteristics were mea-
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sured by varying the measuring (transport) current over
awiderange~0.01< 1/l < ~0.99.

In order to measure the V-H characteristics at | =
const, we devised aspecial setup onthebasisof anIBM
PC 386 computer [2]. The setup consisted of aunit con-
trolling the current |, of a magnetic field source (a
solenoid) and a unit controlling the measuring (trans-
port) current |, passing through the sample. A Dewar
vessel (filled with liquid nitrogen) with a rotation gear
(asample holder) was placed in the solenoid. The angle
between the sample and solenoid axes could be speci-
fied accurate to within ~2° with the use of the rotation
gear.

All the measurements were carried out in automatic
mode: at a specified transport current |, the solenoid
current |, was gradually increased to a value corre-
sponding to a specified maximum strength of the mag-
netic field H,,. The data obtained in the form of the
dependence R(H) at | = const were recorded on com-
puter. [The error in the measurement of the relative
magnetoresistance 0R/OR(H) did not exceed 1072%.]
Then, the transport current was switched off, the sample
was heated to T > T, the next value of current | e Was
specified, and the measurement cycle was repeated.

3. RESULTS
3.1. Transverse Magnetoresistance (I L H)

The typica dependences of the transverse magne-
toresistance Ap/p,73¢(H) of the YBa,Cu;0._g45 high-
temperature superconductor on the magnetic field
strengthintherange0<H <500 Oeat | (OH areplotted
inFig. 1.

The characteristic features of the dependences
Ap/p,73¢(H) are as follows. For al the transport cur-
rentsused (~0.01 < I/l < ~0.99), the magnetoresi stance
arises in sufficiently weak magnetic fields (the corre-
sponding critical field is designated as HY). A further
increase in the field strength leads to an increase in the
resistance R. The dependences Ap/py3«(H) exhibit
pronounced kinks at H = H?, even though it is very dif-
ficult to determine the kink positions precisely. In mag-
netic fieldsH,,,, > H*, the resistance Rincreasesjump-
wise (or, more exactly, over avery narrow range of field
strengths H). Note aso that the dependences
Ap/p,73«(H) obtained at low densities of the transport
current (I/l, = ~0.3) are characterized by maxima at
H > Hjymp.

Anincrease in the transport current | is attended by
the following regularities: (i) the total magnetoresis-
tance Ap/p,y;3¢ increases, (ii) the critical field H!
decreases drastically, (iii) the jump Apjymp/Pa73k N the
dependences Ap/p,75«(H) decreases and then disap-
pears ailmost completely (see inset to Fig. 1), (iv) the
maxima in the dependences Ap/p,7;«(H) are flattened
and then disappear completely, and (v) thecritical fields
H? and H;,,, do not depend on the current to within the
experimental error.
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Fig. 1. Dependences of the transverse magnetoresistance of the' Y Ba,Cus0_g g5 high-temperature superconductor (I O H) on the
magnetic field strength at different transport currents. The inset shows the dependence of the magnetoresistance jump on the trans-

port current at H = Hjymp:
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Fig. 2. Dependences of the critical fields H! (Hgpg), H?
(Hean), and Hjymp (Heg-v) onthetransport current for the
YBayCu30_¢ g5 high-temperature superconductor. Trans-
verse magnetoresistance (I O H).

The corresponding |-H phase diagram isdepicted in
Fig. 2.

3.2. Longitudinal Magnetoresistance (I ||H)

The evolution of the dependence of the longitudinal
magnetoresistance Ap/p,73«(H) at | || H on the mag-
netic field strength for the Y Ba,Cu;0_g o5 high-temper-
ature superconductor with a variation in the transport
current isshown in Fig. 3.

Although the dependences Ap/p,;;«(H) for the lon-
gitudinal magnetoresistance are qualitatively similar to
those depicted in Fig. 1, there are significant quantita-
tive differences:

(i) On the whole, the magnetoresistance at | ||H is
dlightly lessthanthat at | O H.

(ii) The critical fields H! at | || H are somewhat
stronger thanthose at | O H.

(iif) The jumps in the dependences Ap/p,73«(H) in
fields Hjymp @ | |[|H are considerably less than those at
| OH.

(iv) As the transport current increases, the magne-
toresistance jump in the field Hjy,, at | || H increases
(seeinset to Fig. 3) rather than decreases, asisthe case
with| OH. For I/1,>~0.4, no jumps are observed in the
dependences Ap/pyzsk(H).

(V) The dependences Ap/p,75«(H) exhibit no max-
ima over the entire range of transport currents|.
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Fig. 3. Dependences of the longitudinal magnetoresistance of the' Y Ba,CuzO_g g5 high-temperature superconductor (I || H) on the
magnetic field strength at different transport currents. The inset shows the dependence of the magnetoresistance jump on the trans-

port current at H = Hjymp:

Asinthe casewhen | O H, thecritical fields H? and
Hjump @ | || H do not depend on the transport current.
Moreover, the critical fields H? and H;,, at | O H and
I ||H coincideto within thelimits of experimental error.

The corresponding I-H phase diagram isdepicted in
Fig. 4.

4. DISCUSSION

We will discuss the following experimental results
obtained in this work:

(1) the appearance of the magnetoresistance of the
Y Ba,Cu;0; _ 5 ceramic high-temperature superconduc-
torsin the vicinity of the critical fields H?,

(2) the dependence of the critical field H! on the
density of the transport current,

(3) the orientational dependence of the critical
field HY,

(4) the appearance of anomaliesin the field depen-
dences of the magnetoresistance in the vicinity of the
critical fields H?, and

(5) the appearance of magnetoresistance jumps in
magnetic fields Hj,,, and the dependence of these
jumps on the density of the transport current and on the
mutual orientation of the vectorsH and I.
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4.1. Magnetoresistance in the Vicinity
of the Critical Fields Hy,;

Judging from the critical fields H, which are of the
order of 20 Oe at the lowest densities of the transport
current (Figs. 2, 4), the appearance of nonzero magne-
toresistance of the Y Ba,Cu;0; _ 5 ceramic high-temper-
ature superconductors cannot be attributed to the onset
of the penetration of the magnetic field into weak links,
because the critical fields H,,; are very weak at liquid-
nitrogen temperature (see, for example, [3, 19]). Note
that, in measurements at considerably lower tempera-
tures[20] (when the critical fields Hy; are substantialy
stronger), the magnetoresistance of the YBa&a,Cu;0;_5
high-temperature superconductors in weak magnetic
fields remained zero.

On the other hand, the critical fields H! determined
for weak transport currents| arerather close to the crit-
ical fields H,; for compl ete penetration of the magnetic
flux into weak links in the Y Ba,Cu;0; _ 5 high-temper-
ature superconductors according to the data obtained
by magnetic (and other) methods [3, 21, 22]. Thus,
there are strong grounds to believe that H! = H,;.

4.2. Dependence of the Critical Field Hy,;
on the Transport Current

The considerable decrease observed in the upper
critical fields Hy,; of weak links and the increase in the
magnetoresi stance with an increasein the transport cur-
rent | (Figs. 1-4) are obviously associated with the tran-
sition of wesak linksto the resistive state dueto the elec-
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Y Bay,Cu30_g g5 high-temperature superconductor. Longi-
tudinal magnetoresistance (I || H). Open and closed sym-
bols indicate the experimental data obtained for two sam-
pleswith different resistances Ry73  and critical currents| ...

trical current [23]. According to the existing notions
[20], the conditions for the transition of an individual
weak link to the resistive state are completely deter-
mined by the local magnetic field H,.y and the local
current density j,,c4- The local magnetic field H,, isa
superposition of the demagnetizing fields Hgemagn
induced by adjacent superconducting grains and the
external magnetic field H,,; and can be substantially
stronger than the external field.

The dependence of the local current density on the
local magnetic field strength can be written in the
form [20]

Ho
TH oo’

Jioca = Jiocal,0 (1)
where j o4 o iSthe local current density in the absence
of amagnetic field and H, is a parameter dependent on
the microstructure of a granular superconductor.

It is obvious that we have the equality Hyeq = Heos-
In this case, from relationship (1), we obtain

jlocal 0

— 2
T joca @
On the whole, the behavior of the dependences

Hei(1), namely, a sharp decrease in the critical field
with an increase in the transport current (Figs. 2, 4), is

HcZJ(oncaI) =H
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in agreement with the results of solving Eq. (2). The
deviation from the hyperbolic dependence is most
likely associated with the fact that the condition | ~ jjocq
providing this dependence can be satisfied only for a
normal distribution of local current densities in
Y Ba,Cu;0; _5 ceramic samples, whereas the distribu-
tion of local currentsin ceramic materials according to
[24] is described by a power function.

4.3. Orientational Dependence
of the Critical Field Hy,;,

The orientational dependence of the critical field
Heog, 1.6, Heoy(I O H) # Hey(l || H) (Figs. 2, 4), can be
caused by anumber of factors. Theseinclude a substan-
tial difference in the demagnetizing fields for different
experimental geometries (it is well known that these
fields for ceramic high-temperature superconductors
can betaken into account quantitatively only inthesim-
plest cases [25]), a significant difference between the
longitudinal and transverse sizes of grains in
Y Ba,Cu;0; _ 5 ceramic samples, the presence of a tex-
ture, etc.

It seems likely that the anisotropy of the critical
fields H,,; in weak linksis predominantly governed by
the crystallographic texture (i.e., the different orienta-
tion of the magnetic vector H with respect to weak
links), the difference in the critical parameters of weak
links depending on their orientation relative to super-
conducting grains (“the hierarchy of weak links’ [3]),
the orientational dependence of the current density joca
etc. In order to reveal the contributions of different fac-
torsto the anisotropy of thecritical fieldsH,;, it isnec-
essary to measure the magnetoresistance of the
Y Ba,Cu;0; _ 5 high-temperature superconductor at dif-
ferent angles between the vectors | and H (such mea-
surements are currently being performed at our labora-
tory).

4.4. Anomalies of Magnetoresistance
in the Vicinity of the Critical Fidlds H.a

A change in the behavior of the dependences
Ap/p,73(H) in the vicinity of the critical fields H?,
namely, the appearance of kinks in the dependences
above which the curves tend to flatten out (Figs. 1, 3),
indicates that a new magnetoresistance mechanism
comes into play. Most likely, this mechanism is associ-
ated with the onset of the penetration of the magnetic
flux intoY Ba,Cu;0; _ 5 superconducting grains, i.e., the
formation of Abrikosov vortices in the superconductor
[26]. To put it differently, we can make the inference
that H? = Hgy,.

It is important that the critical fields Hy, depend
neither on the transport current | nor on the mutual ori-
entation of the vectors | and H (Figs. 2, 4). Note that,
athough the kink positions in the dependences
Ap/p,73«(H) are determined with low accuracy, the
above inference is significant statistically. On the other
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hand, asiswell known, direct measurements of the crit-
ica field Hys for YBa,CusO,_5 high-temperature
superconductors demonstrate that this field is charac-
terized by a strong anisotropy [27-30]. It is evident
that, in measurements of the magnetoresistance, the
kinksin the dependence Ap/p,73 « (H) correspond to the
minimum critical fields Hy,, i.e., the weaker critical

fields HffA of superconducting grains in the ab basal

plane of the orthorhombic lattice. Recall that, when the
critical field H,, 5 is measured from a change in the crit-

ical current I, the field HfffA also corresponds to the

point at which the dependence 1 (H) begins to deviate
from I, = max [2, 18, 21, 31]. It should aso be noted

that the critical field H?f » Obtained in the present work

isvery closeto thefield determined in our earlier works
[2, 18] for YBa,Cu;0,_5 high-temperature supercon-
ductors similar to those studied in this work.

4.5. Magnetoresi stance Jumps

The anomalies (apparently revealed for the first
time) in the field dependences of the magnetoresi stance
Ap/p,73«(H) for the YBa,CuyO;_5 ceramic high-tem-
perature superconductors at Hjjm, > Hea (i-€., @ jump-
wise change in the transport properties in magnetic
fields) primarily suggest that a first-order phase transi-
tion is induced by the magnetic field. Note that, in the
I/l range corresponding to these jJumps, the maximain
the dependences Ap/p,75«(H) are observed in fields H
> Hjymp @ least for the orientation | O H (Fig. 1). It
seems || kely that both of the aforementioned effectsare
associated with the change in the vortex structure in
superconducting grains. It should be remembered that
these effects are observed for ceramic samples with a
defect crystal lattice and, at H;, > Heqa, With animper-
fect vortex lattice (the Bragg glass (BG) state [32-35]).

It can be assumed that the magnetoresi stance jJumps
for the Y Ba,Cu;0; _ 5 ceramic high-temperature super-
conductors in weak magnetic fields are caused by the
change in the vortex structure, namely, by the melting
of a vortex lattice or the first-order transition from a
Bragg glass phase to a vortex glass (VG) phase
(BG-VG transition) [36—39]. The changein the kinetic
properties upon BG-VG transition (a jumpwise
decrease in the critical current |, along the c axisand a
drastic increase in the critical current | in the ab basal
plane) was predicted by Hernandez and Dominguez
[36]. The critical magnetic fields for the melting of a
vortex lattice in ceramic high-temperature supercon-
ductors Bi,Sr,CaCu,0g , 5 [37] and HgBa,CuO, , 5[40]
are close to the critical fields H;,,, obtained in the
present work for the YBa,Cu;0,_5 high-temperature
superconductor. The appearance of a maximum of the
magnetoresistance (transforming into a plateau at high
densities of the transport current) in the dependences
Aplpy7s(H) a H > Hj,m, can be associated with the
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decreasein the pinning force dueto the formation of the
vortex glass phase.

Therefore, we can draw the inference that H;,, =

HBG—VG'

The behavior of thefield dependences of the magne-
toresistance upon the BG-V G first-order phase transi-
tion isconsistent with the predictions made from theory
in [36] (seeinsets to Figs. 1, 3). Note that the lines of
the BG-VG phase transitions in the I-H diagrams ter-
minate at 1/l > ~ 0.3-0.4 (Figs. 2, 4) and the magne-
toresistance jumpsat | [ H decrease considerably with
an increase in the ratio /1. These circumstances show
that the differences between the Bragg glass and vortex
glass phases become smoother with an increase in the
current and that the BG-V G phase transition is com-
pleted at acritical point.
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Abstract—A study has been made of the cathodoluminescence of ZnSe crystals annealed in vacuum
[ZnSe(Vac)], in vacuum and, subsequently, in antimony melt [(ZnSe(Vac)(Sh)], or in a zinc melt with subse-
guent annealing in antimony [ZnSe(Zn)(Sh)]. The emission of all samples contained the | i 4_nLO series. The
L O-phonon replicas of theemissionline | f observed in ZnSe(Vac) samples are accompanied by single-plasmon
satellites. The plasmon energy determining the replica separation is 7wy, [J 10 meV. The emission lines of
ZnSe(Zn)(Sh) samples have the smallest half-width. We report the first observation of anomal ous broadening
of the zero-phonon line | i in ZnSe(Vac) samples caused by a high zinc vacancy content. A theory on the shape
of the emission spectrum under two-phonon resonance is developed including bound-exciton interaction with

mixed plasmon—phonon vibrational modes. It is shown that the splitting of the If lineat T 02 K may originate
from resonance exciton—phonon interaction between exciton-impurity complexes. © 2004 MAIK * Nauka/Inter-

periodica” .
1. INTRODUCTION

The emission line If in ZnSe crystals forms in
recombination of an exciton bound to a neutral accep-
tor, which may be either a zinc vacancy (V) or a cop-
per atom substituting for zinc (Cuy,) [1-7]. Because

annealing ZnSe crystalsin liquid zinc makesthe | f line
disappear and annealing in vacuum brings about an
increase in Zn vacancy concentration and, accordingly,
anincreaseintheintensity of thisline, the closerelation

of Zn vacanciesto the | f line is unquestionable. As for

the involvement of copper in the formation of the I‘f
line, we believe this problem remains open. The high-
purity ZnSe crystals studied in [1] were first annealed
in saturated selenium vapor (which led to the formation
of V) and then doped with copper by diffusion in
argon vapor. It was natural to expect that after this pro-

cedure the emission spectrum would contain the | f line
due to Vz,, and this was corroborated by experiment
[1]. Subseguent annealing in zinc should have excluded

the effect of V,, on the spectrum. Because the | f—nLO
line remained in the emission spectrum after low-tem-
perature annealing, it was decided in [1] that this could
be only the Cu,-based exciton-impurity complex
series. In our opinion, the experimental data from [1]
can also be explained by an incomplete disappearance
of zinc vacancies in such low-temperature annealing.

Another argument for the existence of two centers

based on V,,, and Cu,, is the shift of the I{ line to
shorter wavelengths with increasing Cu concentration

[1]. However, If was observed in [4] to shift to longer
wavelengths after ZnSe crystals were doped by copper.
Asin [1], this shift was accounted for by the existence
of two lines originating from two different complexes

based on V,,, and Cu,,. One sees that shifts of the | f
line in opposite directions may be caused by the inter-
action of abound exciton with an electron-hole plasma.
Indeed, the bound-exciton energy reckoned from the
conduction band bottom

2 1 2|:| 800 D
E, = MANE-=S V(P 20l - 5

= M HING- N, 7w, — N_fiw_

depends on the plasma concentration through its depen-
dence on the static-screening factor 1 — g,/e(k, 0).

Hence, the position of the If spectral line can depend
on the sample and the excitation level. The Hamilton

operator H in Eq. (1) is the sum of the Hamilton oper-
ator of a free exciton and of its interaction with an

impurity center. The other notation here and in what
followsisthe sameasin [8-10].

1063-7834/04/4610-1805%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Cathodoluminescence spectra of ZnSe crystals mea-
sured at 4.2 K: (a) ZnSe(Vac) and (b) ZnSe(Zn)(Sb) sam-
ples.

The frequency dependence of the spontaneous
recombination rate of a bound exciton interacting with
w, vibrational modes[11] can be written as

SN 8. fcen+Jmif]
r(w) = ro%H%%Z Z %Im(z—)e ’
9 nTom=z-w (2)
ynm

(x+n+bm)’+y2,

X

As seen from Eq. (2), at low temperatures, the intensi-
ties of phonon replicas obey the Poisson distribution.
Our theory [8-10] provides an explanation for many of
the fine features observed in experiment. For instance,

the 1§ and 1;-LO lines exhibit additional sidebands on
the long-wavelength side in some samples [7, 9, 10].
These sidebands are assigned in [7] to the involvement
of acoustic phonons in the emission. In other samples,
however, no such sidebands are observed. Hence, the
totality of the data cannot be explained as due only to
the interaction of bound excitons with acoustic
phonons. The shape of the emission spectrum calcu-
lated using Eq. (2) agrees with experiment only if these

sidebands are assumed to be plasmon replicas of the | f

and | f—LO lines at low plasma concentrations. In the
case where plasmons are not elementary excitations,
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Coulomb interaction of abound exciton with plasmain
inelastic collisions gives rise to the formation of aside-
band on the long-wavelength side of the spectrum.

Based on the deviation of the intensity distribution

of | f-line L O-phonon replicas from a Poisson profile at
T=4.2K, we put forward the assumption [9] that there

is a new spectral line I3 that coincides in position (at
plasma concentrations N 110 cm3) with the second

L O-phonon replicaof the | f line. It might seem that the
deviation from the Poisson distribution could be related
to the presence of two centers, V5, and Cuy, (which are

responsible for the If line), if the coupling with LO
phonons is considered weak for one center and strong
for the other. This assumption does not, however, find
experimental support, because either in copper-doped
or in pure crystals the first LO-phonon replica should

have been stronger than the If line, which is not
observed in practice [1, 4]. Direct experimental evi-

dence for the existence of the | ; - O—-mP1 serieswas
furnished in[10]. At low electron—hol e plasma concen-
trations (10 cm3), superposition of the 15 and 19—
2L 0O lines is fairly obvious [10, Fig. 1]. We consider
here new experimental featuresin the 15 “nLO series

and analyze the conditions fostering resonance interac-
tion of excitonic complexes.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Cathodoluminescence in ZnSe crystals was excited
a T =4.2K by an electron beam with an energy of
40 keV. The pul serepetition frequency was 200 Hz, and
the pulse duration was 40 us. The radiation was ana-
lyzed with aDFS-12 monochromator in the wavel ength
range 400-800 nm. ZnSe crystals grown from the vapor
phase werefirst annealed in vacuum [ZnSe(Vac)] (their
emission spectrum is shown in Fig. 1a) and then in an
antimony melt [ZnSe(Vac)(Sh)]. We also studied
ZnSe(Zn)(Sh) samples, the spectrum of one of which

(Fig. 1b) consists of 17 and 1] lines and their
LO-phonon replicas. The Poisson distribution for

phonon satellite intensities in the 1; —nL O seriesis met
with N o 0J0.1. As seen from Fig. 1b, the dominant

spectral lineis If, for which the average number of LO
phonons per photon is N, o 0 0.25, if N, g is derived

from the intengity ratio of thefirst | f—LO replicato the

zero-phonon | f line. In the region of the second LO-
phonon replica, however, the Poisson distribution breaks

down. At A = 456.2 nm, the 15 and 1{-2LO lines
become superposed. For the | ;L O series, the constant
N o O 1.5. The emission spectrum of ZnSe(Vac)(Sh)
crystals is similar in shape to the one presented in
Fig. 1b. The most significant distinctions are that the
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dominant line hereis I} and the lines of the 15 °-nLO
series have a larger half-width and are somewhat

weaker in intensity. For the |;—nLO series measured in
ZnSe(Vac)(Sh) samples, the constant N, o 0 1. In both

cases, the 1;-nL O series turns out to be superposed, as
is evident from Fig. 1b, on the donor—acceptor pair
emission band. Spectra of ZnSe(Vac) crystals exhibit

substantial differences (Fig. 1a). The I, lineis amost

not at all seen. The If line and itsfirst LO-phonon rep-
lica are broadened, and a broad structureless band is
observed near A = 455 nm. Each of thefirst several LO-

phonon replicas of the |;—nLO series(n=1, 2, 3, 4) is
accompanied by the first plasmon satellite. The plas-
mon energy as derived from the line separation is
fiwy, 0110 meV. The low emission intensity, the absence

of the 1 line, and the large linewidth in the 13 *-nLO

series should be assigned to strong interaction of the
bound exciton with V;,, whose concentration here is
substantially higher than in the ZnSe(Zn)(Sh) samples.

The high concentration of the |; centersresponsiblefor

the 1;-nL O series (we believe these centers to be actu-
ally complexesincluding V,,, and the selenium vacancy
[9]) follows from analyzing the emission spectra. As

seen from Fig. 1a, the intensity of the |} lineis slightly
weaker than that of the | f line. The matrix element

Ivln = |].||6(Fe_rh)||:|

= Uw:(re, Fp)O(Fe—Tp)dredry,

which determines the probability of finding an electron
and a hole within one unit cell, isless for the | f center
than for | f because one of the carriersislocalized near
the 15 center and the other is far away. Hence, the com-

paratively high intensity of the I; line can be due only
to the high concentration of the corresponding centers.

©)

Consider an |; center with alocalized exciton and a
nearby unoccupied center of the same type, which is
separated from the first one by a potential barrier. The
exciton tunneling from one center to the other will
result in energy level splitting. At high impurity con-
centrations, the split levels merge to form a miniband
similar to the impurity band. Because interaction of a
bound exciton with an adjacent center weakensthe cou-
pling with the center to which the exciton is bound, the
miniband will extend from the level of an isolated cen-
ter toward the conduction band bottom. Recombination

of bound excitons from this miniband broadens the 13
emission line. This broadening, rather than being sym-

metric relative to the If line, will extend from it toward
shorter wavelengths. The electron and the hole residing
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in bound-exciton states belonging to the miniband have
large radii of states, which are approximately equal in
magnitude. As a result, the coupling of these excitons
with LO phonons and plasmons is weak and the mini-
band excitons recombine without involving phonons
and plasmons in optical transitions. Phonon replicas

appear only when excitons of comparatively distant |3
centersrecombine. It isthese featuresthat we do indeed
observe in the emission spectrum of vacuum-annealed
ZnSe crystals in the wavelength region A = 455 nm
(Fig. 1a).

3. TWO-PHONON BOUND-EXCITON
RESONANCE

Excitonsbound to acenter caninteract not only with
centers of the same type. Interaction of an exciton

d . s .
bound to an |, center with an empty |, center is, how-
ever, of a different resonance character. Indeed, the

R . . s d
binding energies of excitonsbound to I and I, centers
differ from each other by an amount =24w, 5. As soon
as the distance between the electronic energy levels
becomes equal to the energy of one or severa vibra-
tional gquanta, strong interaction with lattice vibrations
characteristic of electron—phonon resonance arises
[12-16]. Under resonance pinning conditions [12-15],
the perturbation splits the degenerate energy level. In
our case, the state of an exciton at the lowest level E,,=

E; with two phonons and the state of an exciton at the

top leve E, = Ef without phonons belong to the same
twofold degenerate energy level of the electron—
phonon system, which is split by the interaction of the
electron with the phonon subsystem. In this case, in
addition to the Hamilton operator of the free exciton, its

interaction with the If and |; centers should be

included in the Hamilton operator H . The exciton can
be localized near either of these centers. The standard
perturbation theory is invalid here, because it yields
diverging results. Consider the problem of radiative
recombination of bound excitons under resonance con-
ditions, E,,— E,,— 2Awy, = 0, where the highest plasmon—
phonon vibrational mode of frequency w, fallsin reso-
nance.

Invoking the cal cul ation technique developed in [8—
10], the bound-exciton contribution to the rate of spon-
taneous emission of light in a semiconductor can be
found to be

o 4
i(w— oyt
xZNn|Mn|2ReJ’e' T ()t
n 0

Here, w and v, are the frequency and group velocity of
light, respectively; e and m, are the electronic charge
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and mass; Kk, is the Boltzmann constant, T is the crystal
temperature, fiw, = Ey is the crystal band-gap width,
N, is the number of bound excitons in the nth quantum
state per unit volume of the semiconductor, and n sym-
bolizes the set of quantum numbers of a bound exciton.
The generating function of the emission spectrum
shape can be written as

n>, )

ln(t) = <n

where [nC= W, (T, },) isthe bound-exciton wave func-

t
i~ R
e~ [F(s)ds~8(t)0
o " O

tion and H is the bound-exciton Hamilton operator
(not containing interaction with lattice vibrations) in
i
the Heisenberg representation, H(s) = e
Interaction with phonons and plasmons leads to
retarded self-interaction of the exciton § (t) given by

2 is
Hs =
~ hHS

t S

6() = 73 vifds[dsp(e)p(sIK(s—5),
k 0 o

Here, randr, arethe position vectors of the electron and
the hole, respectively. The frequencies of the vibrational
modes of the crystal (including plasma vibrations) with
which the exciton interacts are derived from the condi-
tion of vanishing of the dielectric function g(k, Q).

K(t) = J'Té(t)lm%@dg -
0

iOt

To(t) = n(Q)e" ™ +(n(Q) + 1)e

The state vectors |nCof a bound exciton are eigenfunc-
tions of operator H,and E, areits e genval ues. Oper-

ator H differs from operator H in the presence of
instantaneous interaction mimicking the retarded inter-
action (6). The parameters of this conventional operator
should be determined self-consistently. When calcul at-
ing the expectation value in Eg. (5), two-phonon pro-
cesses can be included using the approximation of the
second semi-invariant employed in the method of Kubo
- A+ %( AT- (A o

[17], Eo=e . Taking into account res-
onant two-quanta processes of spontaneous emission of
the w, vibrational modes[11], the self-consistent equa-
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tion for the upper level energy of a bound exciton can
be cast as

an

En= E 4 ——Mm
E.—E, -2k,

2
Fom = g%% ZVKVK‘Z(pk)nI(pk')Im
KoK I p

1 1

hp — 004 Wy — (‘-)+.

)
Here, E, isthe bound-exciton energy defined by Eq. (1),
the summationin Eqg. (8) is preformed over the states of
the bound-exciton discrete spectrum, and the levels n
and m are assumed to bein resonance. At low tempera-
tures, the splitting of the lowest level can be neglected.

The upper level splitsinto two sublevels, which can be
found [by solving the quadratic equation (8)] to be

x [(p—k)mp(p—k') pn + (p—k')mp(p—k) pn] W

. E+E,+2hw 1, -
£y = 2 0 200,
, 9)
- 0 0
£Q = [(En—Em—Zﬁw+)2+% Fo0 .
0 0

Here, Q is the phonon counterpart of the Rabi fre-
guency. The interaction of an exciton with the wave
forming in vibrations is a resonant periodic perturba-
tion acting on the exciton subsystem. We thus come to
the well-known quantum-mechanical problem [18] in
which a periodic perturbation transforms functions W,
and W, into functionsa W, + a,\W,, If at t = O the exci-
ton was in the state W,,, then the probability for observ-
ingitinthe state W, will vary periodically from zero to
~2 2

2 ﬁ_zA with a period 217Q , where A = %"
is the resonance detuning. The relative intensity of the
components of the zero-phonon doublet produced in
exciton recombination from the doubl et state with ener-

—-Ww

- : , .

gies En given by Eq. (9) is defined by the relation I—l =
2

Q-A . .

= and can be either larger or smaller than unity,

Q+A

depending on the magnitude and sign of the resonance

detuning A. At an exact resonance, we have A = 0 and

[/1,=1.

Pinning in amagnetic field is observed by changing
A through varying the field strength [12—15]. For rare-
earth ions, A has a fixed value and no pinning is
observed. The zero-phonon line exhibits a splitting
[16]. In the case of bound excitons, as follows from
Eqg. (1), the energy E, depends on the electron—hole
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plasma concentration; hence, A can be changed by
properly varying the pump level. The positions of the
doublet components and their relative intensities can
vary with plasma concentration irrespective of whether
or not the plasmaisin equilibrium. Therefore, the split-
ting pattern will have all the features of pinning. We
believe that it is such a doublet structure with different

. . oy d
relative component intensities of the |; zero-phonon
emission line (a feature characteristic of pinning) that
wasaobservedin[1, 7] at temperatures T = 2K. Thel,/I,
ratio in the doublet varied in magnitude from greater
than to smaller than unity [1, 7]. At T = 4.2 K, however,
the structure smoothens out and the resonant exciton—
phonon interaction brings about only a broadening of

the 1 line [4, 9, 10]. If the I{ and 1} centers are far
from one another, so that the wave functions of their
bound excitons do not overlap, then (p,),m» = 0 and no
splitting is observed. The centers closest together pro-

vide the major contribution to the splitting of the If
zero-phonon line. If the number of such pairs in the
crystal is large enough, splitting will be observable. If
the magnitude of the splitting depends strongly on the

center separation, splitting of the energy level of the If
center will giverise only to inhomogeneous broadening
of the emission line, much like what isseen in Fig. 1a

We note in conclusion that interaction can involve
not only two levels belonging to different centers and
separated by an energy equal to an integral multiple of
avibrational quantum but also levels of the same center.
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Abstract—The forward-current dependence of defect-related electroluminescence (EL) in silicon structures
produced by erbium and oxygen implantation into silicon single crystals with subsequent annealing in a chlo-
rine-containing ambient at 1100°C has been studied. At 80 K, an increase in the current was observed to cause
the photon energies corresponding to the maxima of two defect-related EL peaks to increase from 0.807 and
0.87 eV t0 0.85 and 0.92 eV, respectively. The increase in the current was also accompanied by an increasein
the half-width and intensity of the EL peaks. To explain the observed effects, amodel that was proposed earlier
for the defect-related EL in plastically deformed silicon is devel oped further; this model assumes the possible
generation of inverse population involving four energy levels. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Interest in studies of the luminescence of single-
crystal silicon (c-Si) stems from both the wide use this
material enjoys in semiconductor technology and the
potential of the c-Si electroluminescence (EL) in opto-
electronics. One of the kinds of luminescence observed
in silicon is that related to defects in the wavelength
region A ~1.2-1.6 um[1-11], more specifically, the so-
called D peaks, which are usually assigned to disloca-
tions and oxygen precipitates present in silicon. The
best studied of them are the four D luminescence lines
(D1, D2, D3, D4), which are located at the following
energies at sufficiently low temperatures (for instance,
<80K) [6]: E,,[00.807, 0.87,0.95, and 0.99 eV, respec-
tively (E, is the photon energy at the maximum of the
wavelength distribution). Such EL and photolumines-
cence (PL) peaks have been observed, for example, in
plastically deformed silicon. Two PL peaks near the
positions of the D1 and D2 lines indicated above were
observed in silicon structures obtained by implantation
of the rare-earth element Er, followed by annealingin a
chlorine-containing ambient (CCA) at 1100°C [3-5, 7].
The positions of the luminescence intensity maximain
such structures not only differ sometimes from those of
the D1 and D2 lines but also depend on the preparation
technology [4, 7]. Defect-related PL was not seen if
argon was employed in place of CCA. Studies of the
Si : Er structures [3-5, 7] have shown that the observed
defect PL correlates with the presence of pure edge dis-
locations.

This communication reports on a continuation of an
investigation into the defect-related luminescence in

the wavelength interval A ~ 1.2-1.6 um observed in
erbium-implanted silicon structures annealed in CCA
at 1100°C. In particular, we report here on the first
study of the effect of forward current on the defect EL .

2. EXPERIMENTAL TECHNIQUE

Samples needed for the EL studies (samples 1) were
prepared in the following way. Erbium ions with ener-
giesof 2.0, 1.6, 1.2, and 0.8 MeV were implanted to a
dose D =1 x 10'3 cm2 into Czochral ski-grown, (100)-
oriented, polished n-silicon plates with an electrical
resistivity of 15 Q cm. To increase the probability of
formation of oxygen-containing defects, oxygen ions
were coimplanted (0.28, 0.22,0.17, 0.11 MeV; D =1 x
10* cm) into the front face of the plates. To produce
optically active centers, the samples were annealed at
T =1100°C (for 3 h) in CCA, which was aflow of oxy-
gen with an addition of 1 vol % carbon tetrachloride.
lons of boron (60 keV, D = 5 x 10% cm2) and phospho-
rus (100 keV, D = 5 x 10% cm™) were implanted into
the front and back faces of the plates, respectively, to
produce heavily doped p* and n* layers. To reduce the
density of the defects created by boron and phosphorus
implantation, the samples were annealed in CCA at
1000°C for 30 min. Mesa diodes with an operating p—n
junction area of 1.5 mm? were prepared by conven-
tiona technology involving thermal deposition of alu-
minum. The EL was excited by sguare current pulses
3-mslong at afrequency of 33 Hz. The structure lumi-
nescence was focused by a lens system onto the
entrance dlit of an MDR-23 monochromator, with its
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Fig. 1. PL intensity normalized to its maximum level,
PL nax» VS. wavelength graphs obtained under illumination
of sample 2 from (1) the front and (2) back sides at 80 K.

output measured by an uncooled InGaAs diode (7-nm
resolution at A = 1.0-1.65 um). In studies of the PL, the
samples were illuminated by visible light from a halo-
gen lamp through a band-pass filter. A mechanica
chopper interrupted the beam with a frequency of
36 Hz. The radiation power was about 50 mW. The
luminescence spectra were corrected for the spectral
response of the photodetector and the entire optical
train. The samples intended for PL studies described
below (samples 2) were prepared as follows. Erbium
ions with an energy of 1.0 MeV were implanted to a
dose D =1 x 10'3 cm into the front face of Czochral-
ski-grown (Cz-Si) (100)-oriented, polished p-silicon
plates with an electrical resistivity of 20 Q cm. To
obtain optically active centers, annealing at T = 1100°C
(for 1 h) was employed in CCA. After the annealing, a
~10-pm-thick silicon layer was etched off the back side
of the plate. The structural defects produced in sample
2 by ion implantation and annealing were studied ear-
lier and described in [3].

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents PL spectra of sample 2 obtained
under illumination from the front (curve 1) and back
(curve 2) sidesat 80 K and normalized to the maximum
intensity. The maximain the PL spectra obtained under
sample illumination from the back side lie at 0.8065
and 0.873 eV, i.e,, they practically coincide in position
withthe D1 and D2 lines quoted in the literature. When
illuminated from the front side, the maxima shift
toward shorter wavelengths (0.810 and 0.89 eV, respec-
tively) and the peaks broaden from ~25 to ~40 nm.
Broadening of the D1 peak and the shortward shift of
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Fig. 2. EL spectraof sample 1 measured at 80 K and differ-
ent currents (indicated in milliamperes by adjoining figures)
(solid curves). Dashed curves are Gaussians fitting the
defect-related EL spectrum at a current of 600 mA.

the maximum were already observed in plasticaly
deformed Cz-Si singlecrystalsin [2] and assigned to an
increasein the luminescence excitation intensity. When
Si : Er structures areilluminated from the back side, the
carrier concentration in the defected, optically active
layer is substantially smaller than in the case of illumi-
nation from the front. The concentration difference is
larger, the smaller the exciton diffusion length. The
results of this PL study and those reported in [2] sug-
gest the conclusion that, in the Si : Er structures, the
above different positions and half-widths of the D1 and
D2 peaks, as well as their dependence on the prepara
tion technology employed [4, 7], may aso be associ-
ated with different concentrations of carriers responsi-
blefor the luminescence and with specific properties of
the defects accounting for the formation of these peaks.
Theresultsof EL studiesmadeon Si : (Er,0) structures
and presented below support this conclusion.

Figure 2 shows EL spectra of sample 1 measured at
80 K and different currents. The spectracontain EL peaks
with maxima at wavelengths of ~1.13 and ~1.2 pum,
which are presently believed to originate primarily
from phonon-mediated radiative recombination of free
excitons. For currents<15 mA, the EL spectrafeatured
only one defect-related EL peak of Gaussian shape. For
higher currents (for instance, 290 mA), the defect EL
spectrum could be fitted by two Gaussian curves.
Decomposition of an experimental EL curve obtained
at acurrent of 600 mA into two Gaussian peaksisillus-
trated in Fig. 2 by dotted curves. Figure 3 plots the for-
ward-current dependences of the photon energies that
correspond to the maxima of the Gaussians describing
the experimental spectraof defect-related EL. Asisevi-
dent from Fig. 3, the structures studied reveal a consid-
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Fig. 3. Forward-current dependence of photon energies E,,
corresponding to the maxima of the Gaussians fitting the
defect-related EL spectraat 80 K.

erable growth of these photon energies with increasing
current. It is only at relatively small currents that the
peaks agree with the commonly accepted positions of
the D1 and D2 lines. Figure 4 displays the current
dependences of the half-widths W of the Gaussian
peaks. These curves characterize the EL peak broaden-
ing. The variation of the integrated EL intensity of the
D1 and D2 peaks can be characterized by the current
dependence of the product of the EL intensity at the
Gaussian maximum (EL ) multiplied by the half-width
W. Such dependences are depicted in Fig. 5. A compar-

0.20 T T T T T

0.15

= 0.10

0.05

1 1 1
800 1200 1600
Current, mA

|
0 400

Fig. 4. Forward-current dependence of half-width W of the
Gaussians fitting the defect-related EL spectra at 80 K.
Curve numbers are the same asin Fig. 3.
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ison of the results of the experiments presented in
Figs. 2-5 suggests the following conclusions. Both EL
peaks exhibit a monotonic growth of E,, W, and EL,,
with increasing current. At high enough currents, the
above parameters practically stop growing and the max-
imaof the two broad Gaussian peaks of the defect EL are
positioned at E,; [10.85 eV and E,, 10.92 eV. These
positions differ from the commonly accepted and given
above positions of the D1 and D2 peaks by ~40-50 meV.

When the diode operating temperature was
increased to 300 K, the spectral region under study con-
tained, in addition to theinterband EL peak, one defect-
related EL peak with a maximum a A = 1.59 pm
(Fig. 6). For comparison, Fig. 6 also shows an EL spec-
trum measured for the same current but at 80 K. The
maximum of the defect EL peak coincides in position
with that of the D1 luminescence peak obtained at
300K in silicon samples in which dislocations were
created by treating the crystal with radiation from a
high-power argon laser [10].

Note that the increase in E,, and W with increasing
luminescence excitation intensity observed in [2] in
plasticaly deformed silicon relates to the D1 peaks
only (the D2 peak was not observed). Furthermore, the
shift of the D1 peak maximum to shorter wavelengths
measured in [2] at 80 K and at a current density of
400 mA/mn?? issubstantially smaller than that obtained
in this study. Indeed, the maximum value of E,, for the
D1 peak quoted in [2] was only ~0.83 eV. Because the
current density at which the energy E,; = 0.85 €V was
reached by us for the D1 peak practically coincides
with the maximum current density in [2], this differ-
ence could be assigned to the minority carrier lifetimes
T, reached in [2] having been shorter than those attai ned

T T T T T
0.16F s
2
2012+ i
o=
=
<
[a+]
& 0.08F :
s
—
m 1
—O O
0.04 -
O 1 1 1 1
0 400 800 1200 1600

Current, mA

Fig. 5. Product of the EL intensity EL ,, a the maximum of
the Gaussian curve multiplied by its half-width W plotted vs.
forward current. Curve numbers are the same asin Fig. 3.
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in the present work. Indeed, a decrease in 1, with all
other conditions being equal, entails a decrease in the
density of minority carriers generated by light or injec-
tion from the p—n junction region. The above reasoning
suggests that the smaller shift of the EL peak D1 with
increasing current and the absence of any mention of
observation of the D2 peak in the same sample in [2]
are due to the fact that the carrier concentrationsin the
diode base reached in [2] were not as high as those in
our samples.

An explanation for the aboveincreasein E,; and W
with current was put forward in [2]. It buildson theidea
that radiative transitions do not occur between the
defect band in the silicon band gap and one of the
allowed (conduction or valence) bands but rather
between defect levels themselves, which form bandsin
the silicon band gap. At relatively low luminescence
excitation intensities, only the levels farthest from the
valence band top in the defect band nearest to the
valence band are occupied by holes. Therefore, the
emitted photons have the lowest energy in this case.
One may conceive of a case where a similar effect is
caused by electronsfilling only the deepest levelsin the
defect band closest to the conduction band. We note
that, at high enough luminescence excitation intensi-
ties, the energy level diagram described in[2] issimilar
to the well-known four-level system in which inverse
population can be readily realized. This fact suggests
that the class of light-emitting structures considered
here might turn out to be among the most promising for
achieving the laser effect in silicon. No results obtained
in this study argue against the explanation put forward
in [2] for the observed effects. At the same time, our
present measurements and those reported in [11] permit
us to complement these model concepts. The study
reported in [11] compared defect PL spectra of c-Si
plates with different oxygen contents but similar dislo-
cation densities that were plastically deformed in clean
conditions. At 4.2 K, the maxima of the D1 and D2 PL
peaks in samples with a lower oxygen concentration
(Fz-Si) werefoundto lie at 0.807 and 0.873 eV, respec-
tively. In samples with a higher oxygen concentration
(Cz-Si), the maximaof the D1 and D2 peaks were mea-
sured to lie at 0.825 and 0.877 €V, respectively. TheD1
and D2 peaks in Cz-Si were broader and weaker in
intensity than those in Fz-Si. These results suggest that
the broadening and shortward shift of the D1 and D2
peaks are due to the D1 and D2 centersinteracting with
oxygen. Thisresultsin the defect levelslying at differ-
ent energies (depending on the extent of this interac-
tion). Therefore, for some defects, the emitted photons
gain in energy relative to those in the case of weak
defect interaction with oxygen. For other defects, inter-
action with oxygen can cause the D1 and D2 defectsin
silicon not to emit. The above model concepts allow
us to conclude that the difference in the effect of cur-
rent density on the D1 and D2 luminescence peaksin
Si : (Er,0) structures and plastically deformed Cz-Si
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Fig. 6. EL spectra measured at a current of 500 mA at tem-
peratures of 300 and 80 K.

[2] may berelated not only to adifferencein t, but also
to different oxygen contents in the defect region.

4. CONCLUSIONS

Cz-Si : Er and Cz-Si : (Er,O) structures at ~80 K
exhibit a growth of E,, and W with increasing lumines-
cence excitation intensity for two defect-related lumi-
nescence peaks. At low excitation levels, the values of
E,, are ~0.807 and ~0.87 eV, which coincides with the
commonly accepted positions of the D1 and D2 peak
maxima. When sufficiently strong currents are passed
through the Si : (Er,0) diodes, the maximum values of
E,are~0.85and ~0.92 eV. Theincreasein E,,and Wis
similar to that for the D1 peak with increasing lumines-
cence excitation intensity in plastically deformed Cz-Si
[2]. This similarity indicates that the defects responsi-
ble for the D1 luminescence peak in plasticaly
deformed silicon and in the structures studied by us are
of the same nature. A comparison of our resultswith lit-
erature data suggests that the large width of the EL
spectra may originate from different interaction of the
D1 and D2 defects with oxygen.
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Abstract—Amplitude-phase spectra of light reflection from distributed Bragg reflectors and Fabry—Pérot
microcavities based on a-Si : H/a-SiO, : H thin films have been studied. The frequency dependence of the phase
difference between the amplitude p- and s-light reflection coefficients within the photonic band gap is mea-
sured. The phase spectrum exhibits predominantly a monotonic, close-to-linear frequency behavior, except for
spectral regions near the stop band edges and near the singularities related to the microcavity eigenmodes. The
experimental spectra are compared with theoretical calculations based on the transfer matrix method and
approximate analytical relations. A method based on analyzing amplitude-phase refl ectance spectrais proposed
for structural characterization of multilayer microcavity systems. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Propagation of an electromagnetic field in layered
periodic media, with which Bragg structures can be
classed, is accompanied by a number of optical phe-
nomena of fundamental nature widely used in modern
optoelectronics[1]. Of particular interest are solid-state
structures made up of distributed Bragg reflectors
(DBRs) and an active layer sandwiched between them,
the so-called Fabry—Pérot microcavities(MCs). AnMC
permits controllable quantization of a photon field with
a wavelength on the order of the cavity active-region
thickness. As the microcavity Q factor increases, there
can occur a number of novel quantum-electrodynamic
effects, in particular, enhancement or suppression of
spontaneous emission bands [2, 3] (with the corre-
sponding energy shifts [4]) and Rabi splitting [5, 6].
The MCs have considerable application potential for a
new generation of optoelectronics devices, including
low-threshold lasers and light-emitting diodes capable
of operating in both the visible and IR spectral ranges
[7,8].

While many studies have dealt with the optical prop-
erties of MCs, they focused primarily on measuring the
energy parameters of the light flux interacting with the
structures of interest [9-11]. However, in addition to
energy parameters, an electromagnetic wave has phase
characteristics, whose measurement offers additional
information on the properties of the object under study.
When light is reflected from the DBRs present in a
microcavity structure, the phase of the reflected wave
undergoes a change rel ative to that of the incident wave
because of the specific properties of a periodic system
in the spectral region where propagating photonic
modes are not excited in a DBR [photonic band gap
region (PBG)]. Note that the phase spectrum of the

amplitudereflectanceis closely related to the geometric
and optical parameters of a system, in particular, with
the Q factor [12].

The importance of spectral ellipsometric studies of
MCsand DBRs has been pointed out several times[13—
17]. Until recently, however, no systematic studies of
amplitude-phase spectra of the reflectance of DBRs and
MCsin the PBG region (including acomparison of the-
ory with experiment) had been carried out.

It thus appeared of interest to perform direct experi-
mental measurements of the phase characteristics of
light reflection coefficients from both single DBRs and
MCs, to work out theoretical approaches for analyzing
such systems, and to develop methods for their struc-
tural characterization with due account of the specific
features of their amplitude-phase spectra.

2. EXPERIMENT

We used multilayer planar systems grown on glass
substrates as the objects of our investigation. The sam-
plesconsisted of alternatinga-Si : Hand a-SiO, : H lay-
ers and were made up only of DBRsin one case and of
MCs in another. A description of the fabrication tech-
nology employed and the results obtained in studies of
the intensity reflectance and transmittance spectra of
such systems can be found in [18-20].

An important feature of a DBR based on a-Si : H
and a-SiO, : H thin films is its high optical contrast
(ratio of the refractive indices, larger to smaller, of the
layers making up a DBR), which is substantially
greater than that for structures fabricated from 11—V
compounds [21]. Therefore, by using amorphous sili-
con as a base material, one can prepare DBRs with a
high reflectance and a large PBG spectra width for a
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Fig. 1. (8) Geometry of phase measurements in studies of
microcavity reflectance spectra. ¢ is the angle of incidence
of light; Wy and W are the azimuthal angles of polarizer P
and analyzer A, respectively, reckoned from the plane of
incidence; K is the phase-shifting wedge introducing an
additional phase shift & between the p and s components of
the amplitudes of the reflected light; and the z axis is per-
pendicular to the surface and layers of the structure. (b) Dis-
tributed Bragg reflector DBR (schematic). The sample was
grown on a glass substrate and consists of 13 quarter-wave
a-SiO,: Hand a-Si : H layerswith refraction indicesn, and
Ny, respectively. (c) Microcavity (schematic). The sample
consists of two DBRs[(A) top and (B) bottom DBRs made
up of six layerseach]; L, and L, are the thicknesses of quar-
ter-wave DBR layers with low (n,) and high (ny) refractive
indices, respectively, and L. is the thickness of the active

layer.

comparatively small number of layers in each reflector.
Thismakesthetechnology of growing of DBRsbased on
thina-Si : H and a-SiO, : H films more promising than
that based on 111-V semiconductors.
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The DBR reported on here consisted of 13 alternat-
ing a-Si : H and a-SIO, : H quarter-wave layers. The
layer thicknesses were chosen such that the PBG lied
completely within the sensitivity band of the photode-
tector used (InGaAs-based photodiode) and was
entirely accessible for measurements. The microcavity
structure contained two (top and bottom) DBRs, which
sandwiched a half-wave (A/2n;) a-Si : H active layer of
thickness L, with arefractive index n, = 3.31 (Fig. 1).
The top (A) and bottom (B) DBRs are identical and
include three pairs of quarter-wave (A/4n, ) layers of
a-SiO, : H (thicknessL,, refractiveindex n, = 1.46) and
a-Si : H (thickness L, refractive index n, = 3.31) each.
The vaues of n, and n, were preliminarily measured
with an LEF-3M ellipsometer at a wavelength of
632.8 nm and reduced to the 1.5 um region, with allow-
ance made for dispersion of the refractive indices of
a-SiO,:Handa-Si : H films.

The geometric parameters of the structure were
monitored interferometrically during its growth, which
allowed usto estimate the thickness of individual layers
to within about 10%. The microcavity parameterswere
chosen such that the M C eigenmode under normal inci-
dence of light lied in the region of 1.5 um, which cor-
responds to the TELECOM standard for optical fiber
communication lines.

The phase measurements were performed using the
technique developed by us earlier [22], which allows
one to determine the phase difference A = AP — AS of
complex amplitude reflectances rP = |rP|exp(iAP) and
rs=|rs|exp(iAs) for the p- and s-light polarization com-
ponents, respectively. The frequency response A(w)
was found using an optical setup (Fig. 1a) that allowed
measurement of the intensity reflectance spectra Rs(W,,
¢, W) under oblique incidence of light at an angle ¢ to
the surface normal (the zaxisin Fig. 1). WY, and W are
the azimuths of the polarizer (P) and anayzer (A),
respectively, reckoned clockwise from the plane of
incidence if looking along the direction of light propa-
gation, and & is an additional controllable phase shift
(introduced by the phase-shifting quartz wedge K)
between the p and s components of the electric field
amplitudes of reflected light. The output signal from the
measuring circuit was proportional to the intensity
reflectance, which depends on the actual properties of
the structure under study and parameters o, W,, and W

Rs(Wo 9, ¥)
= |rpexp(i6)cos(LIJ)cos(LlJo)+rssin(LP)Sin(‘Po)|2.
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The Rs(Wq, ¢, W) spectrawere obtained at W, = 45° in
four configurations correspondingto W = £45° and 0 =
0 and —172, and the relation [22]

A(w)
Ro2(45° ¢,45°) — Ry2(45°, ¢, —45°) (1)
R,(45°, ¢, 45°) — Ry(45°, ¢, —45°)
was used to derive the spectral response of the relative
phase A(w).

To exclude the effect of dispersion in the refractive
indices of the optical components of the setup, the
phase-shifting wedge was adjusted during the measure-
ments in order to maintain the values 6 = 0 and —T1v2
constant within the spectral interval under study.

= arctan

3. THEORY

Prior to switching to an analysis of the microcavity
structure, let us consider the reflection of light from a
single DBR bounded by air on one side and by a semi-
infinite substrate on the other. At a given angle of inci-
dence ¢ (Fig. 1b; the sourceof radiationislocated in air
to the left of the DBR), the frequency response of the

phase Apgr of the amplitude reflectance rpgg =

J Rogr €xp(iApgr ) for a DBR can be approximated in
the spectral region near the PBG center by alinear func-

tion [23, 24]:

Aper = 0Oppr(W— 6er), ()
where o = p, sisan index indicating the polarization of
incident light; Rogg is the intensity reflectance; opgr
is a coefficient independent of frequency w; and wggg
is the phase compensation frequency (Aggr = 0for w=
wpgr ), Which assumes different values for different
polarization states o in the case of oblique incidence.

The phase difference (relative phase) Apgg = Adgr —

Apgr Of the p and s coefficients of reflection from a

DBR can aso be considered a linear function of fre-
guency in the central part of the PBG:

Apgr = Opgr(W— UhgRr), ©)

whereOpgr = O pgr — Opgr and Wpgk iSthe phase com-
pensation frequency for the relative phase (Apgr = 0 for
W = Wpgp)-

From direct numerical calculations performed
using the transfer matrix method, it follows that
Wper = Whar = Wper for the DBRs studied here for

angles of incidence that are not very large (¢ < 40°).
Therefore, we will not differentiate between the phase
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compensation frequencies wpgg and Wogg iN OUr SUb-
sequent approximate analytical estimations.

Turning now to an analysis of light reflection from

an MC, we note that the amplitude reflectance ry of
the microcavity structure as a whole (Fig. 1c; light
strikes the structure from air from the left) can be

expressed in terms of the amplitude reflectances r'a and

rg for the light incident from the active layer onto the
A and B DBRs, respectively, as

o Tall—rg®’Fy]
'me = ~G G, 2 ’ (4)
1-rprg®

wherer, isthe amplitude reflectance of the A DBR for

light faling from the outer medium (air), ® =
exp(ikyngL) isthe phase delay experienced by thelight
wave in propagating through an active layer of thick-

ness L, kg = W/c, N, = J/n>—n, n = Je,sing, &y is

the permittivity of the outer med| um, and cistheveloc-
ity of light in free space. Thetildeindicatesthat the pro-
jection of the wave vector of incident light onthezaxis
is negative. By virtue of approximations (2), the phase
of the MC reflectance in the PBG region (just asin the
case of asingle DBR) depends amost linearly on fre-
guency, with the exception of a narrow region of reso-
nance singularities associated with the MC eigen-
modes.

Using Egs. (2) and (4), one can easily show that the
spectral response of the complex amplitude reflectance
of an MC near an eigenmode frequency wy, can be cast as

w—(wy+iCr%/ mm/2)

w—(wy—ir°/2)

where "¢ is the eéigenmode broadening parameter orig-
inating from the finite radiative lifetime of the mode
because of the limited number of DBR layers and

Fac = explio (e — o)

absorption in the MC layers, R}, is the intensity
reflectance of an MC at the minimum of the resonance

~ g 4
reflectance line, C° = sgn(RS — Ra|®d(wy)| ), RS =
2 Y .
|rg| ,and Ra = |rf\| . The shape of the resonance line
given as a dip in the reflectance spectrum alows
approximate description by a Lorentzian profile:
1_Rr?1in

g2’
1+(x)

RI?/IC E|rr?/|c|2: 1-

(6)
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Fig. 2. (8) Experimental spectra of light reflection from a
distributed Bragg reflector in the region of the photonic
band gap obtained for p and s polarizations at an angle of
incidence ¢ = 30°. (b) (1) Experimental and (2) theoretical
spectraof the relative phase shift A obtained in the region of
the photonic band gap for an angle of incidence ¢ = 30°;
WppgR is the frequency at which the p and s reflectances

coincidein phase.

where x° = 2(w — wy, )/T° and the phase of the ampli-

tude reflectance Ay = argry, can be written as

(JRunC + 1)X°

RZ%,C% = (x°)°

Apc = aa(W— wy) + arctan

(7)

The frequency dependence of Ay contains a back-

ground linear contribution determined only by the
phase of the coefficient of reflection of the ADBR. The
effect of the B DBR manifestsitself only inthelast term
of Eq. (7), which is nonlinear in frequency.

The parameters ° and R;;, are determined by the
reflectances of the A and B DBRs and coefficients of
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extinction in the activelayer and al so depend on theval-
uesof aga, ag, and a, = 2L Re(n.,)/c as

o 1= RR o) 2

= —— (8
4RARS|d(0op)|  (Gc+ Oa+lp)
ai(e) a o 22
R:’]in - E\/EA_N/EBMD(%ﬂE (9)

~5 o o 2=
- JRARE ()| T
If the active-layer material is transparent (which is typi-

cal of the MCs under study), one should set [P ()| =
1in the above equations.

The relations obtained above reveal clearly which
factors affect the formation of resonance singularities
in the MC mode states and in what way. A comparison
of experimental spectra with calculations made using
Egs. (5)—9) affordsthe possihility of placing additional
constraints on the DBR parameters that determine the

values of the internal reflectances Rx and Rg of the
structure under study.
In the experiments, one measures the relative phase

of reflection from an MC, Ayc = Afjic — Ape. Ina
region of PBG not containing mode singularities, this
phaseisalinear function of frequency,

Dyc =Dy = (ap—a2) (W= Wyc), (10)
where wyc = (arwh — axwy)/(ak — ay) isthe fre-
guency of phase compensation for the MC.

4. RESULTS AND DISCUSSION

The DBR reflectance spectra Ry(W,, ¢, W) were
measured at an angle of incidence ¢ = 30° in six exper-
imental configurations: Ry(45°, ¢, £45°), R_;»(45°, ¢,
145°), Ry(0°, ¢, 0°) = RP, and Ry(90°, ¢, 90°) = Rs. The
spectra obtained for p- and s-polarized light are dis-
played in Fig. 2aand exhibit awell-pronounced band of
nearly total reflection originating from the PBG, with a
sharp drop in reflectance observed in the long- and short-
wavelength wings of this band (at ~0.8 and ~1.35 eV,
respectively). The series of narrow lines near 0.9 eV is
dueto light absorption by water vapor present intheair.
The spectral dependence of the phase difference A(w)
(Fig. 2b) was obtained using Eq. (1) and experimental
spectraRs(W,, ¢, W). Thisdependenceiscloseto linear
over a broad frequency region within the PBG. At
hwpgr = 1.08 eV, the reflectance phases for thep and s
polarizations coincide and are approximately zero.
Outside the PBG, the DBR refl ectance spectra exhibit a
complex interference structure (Fig. 2a).

To compare theory with experiment, the DBR spec-
tral response A(w) was calculated using the transfer
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matrix method [25]. The theoretical spectrum, on the
whole, fitswell with the experimental datain theregion
of PBG and the spectral positions of the singularities at
its edges if the DBR layer thicknesses are taken to be
L, =208 and L, = 88 nm. Some quantitative discrepan-
ciesinthe phase (particularly at the PBG edges) may be
due to our having neglected the effects associated with
DBR layer thickness fluctuations in the calculation.

Figure 3 presents the following experimental MC
amplitude-phase reflectance spectra needed to con-
struct the spectral response of A: (@) R and RS,
(b) Ry(45°, 30°, £45°), and (C) R_y,(45°, 30°, £45°).
For 4w < 0.95 eV, aband of nearly total reflection cor-
responding to the PBG is observed (Figs. 3a, 3b). The
short-wavelength PBG edge manifests itself clearly for
hw > 0.95 eV in a noticeable decrease in reflectance
toward shorter wavelengths. Part of the MC reflectance
spectrum deriving from the long-wavelength PBG edge
(unlike the DBR spectrum in Fig. 2) lies beyond the
region of sensitivity of the photodetector used and,
hence, is not presented in Fig. 3. It should be pointed
out that the PBG of the MC fabricated by us (Fig. 3) is
shifted to longer wavelengths relative to the corre-
sponding PBG for asingle DBR (Fig. 2), which should
be assigned to the difference in the DBR layer thick-
nesses in our structures. In contrast to the spectra
obtained from a single DBR (Fig. 2), the MC spectra
clearly revea resonance singularities at the energies

hwh =0.834and 4w, = 0.843 eV, which correspond to

MC eigenmode excitation in the p and s polarizations
and exhibit a noticeabl e polarization mode splitting [12].

The spectral response of the relative phase shift A
calculated from Eg. (1) using experimental spectra
(Figs. 3b, 3c) isdisplayed in Fig. 3d. The experimental
A(w) dependence is close to linear in the PBG spectral
region (0.72-0.92 eV), except for the region of mode-
state resonance singularities. This dependence can be
approximated, in the greater part of the PBG, by a
straight line (dashed line A, in Fig. 3d), whose slope is
related to the thicknesses of the microcavity structure
layers. At an energy of 0.736 eV (the phase compensa-
tion frequency wy,c in Fig. 3d), the phases of the p- and
s-polarized light reflectance are the same. In the spec-
tral region corresponding to excitation of the MC
eigenmodes, the A(w) phase undergoes an abrupt
change.

Note that the polarization splitting of mode states for
the p and s polarizationsin the MC under study islarger
than the resonance line width (Fig. 3a). This makes it
possible to observe the resonance character of variation
of each of the AP and A® phasesin the difference spectrum

A = AP — /s near the frequencies wp, and o, .

Figure 4 gives MC reflectance spectra for the p and
s polarizations (Fig. 4a) and spectra of the relative
phase shift A (Fig. 4b) obtained in the resonance region
of eéigenmode states. The experimental spectra are pre-
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Fig. 3. Experimental spectra of (a—) the reflectance Ry(Wy,
¢, W) and (d) the relative phase shift A for a microcavity
structure obtained in the region of the photonic band gap at
an angle of incidence ¢ = 30°. (a) Wo =W = 0° for p polar-
ization and Wy = W = 90° for s polarization; (b) 6 = 0 and
Wo=W=45°0r5=0,¥y=45°,and ¥ =-45°% (c) 6 = -172
and Wy =W =45° or d = 12, Wy=45° and ¥ = 45°.
(d) The spectrum of A is calculated from Eqg. (1) using the
amplitude-phase spectra (b) and (c); wyc isthe phase com-
pensation frequency (the p and s reflectance phases are
zero); oJrFT)] and wrsn arethe microcavity eigenmode frequen-
ciesin p and s polarizations, respectively; and straight line
Ay isalinear approximation of the relative phase shift in the
region of the photonic band gap.

sented by points. The solid lines were calculated
numerically using the transfer matrix method, and the
dashed lines were constructed using approximate ana-

lytical expressionsfor Ry [Eq. (6); Fig. 4a] and Ay =
A — Dye [Eq. (7); Fig. 4b].

The calculations involving analytical formulas (6)
and (7) were carried out by varying the resonance fre-

quencies, broadening parameters, and Ry, in order to

obtain the best fit of the theoretical to experimental
curves. The parameters of the linear background contri-
bution A, [given by Eqg. (10)] to the relative phase A of
MC reflectance were derived from experiment:
dAy/d(hw) = (ak — ax)/h = 0.8 rad/eV and Aoy =
0.736 €eV. The theoretical calculation reproduces the
basic qualitative features well, both in the intensity

reflectance spectra and in the spectral response of the
phase shift, provided one uses the following numerical
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Fig. 4. (a) Reflectance spectra of a microcavity structurein
the region of mode states for p and s polarizations: points
are experimental data, dashed lines are calculated in the
approximation of Lorentzian profiles using Eq. (6), and
solid lines are calculated using the transfer matrix method.
(b) Spectrum of the relative phase shift A: (1) experimental
data, (2) calculation using Eq. (7), and (3) transfer matrix
calculation.

values of the parameters: AP = 3.1 meV, Al 5= 2.4 meV,
Rein =0.05,and R, =0.25. Thediscrepancy between
the experiment and theory (just asin the case of Fig. 2
for asingle DBR) should apparently be assigned to the
inhomogeneous broadening of the mode states, which
is neglected in the theoreticadl model and arises as a

result of microscopic fluctuationsin thelayer thickness,
particularly in that of the active layer [12].

As already mentioned, the interferometric method
employed by us to measure the layer thicknesses in
periodic structures during the growth process provides
only alimited accuracy. Using the thicknesses derived
by this method causes the theoretical curvesto deviate
noticeably from the experimental amplitude-phase
reflectance spectra for the MCs. However, an analysis
reveals that one can determine the MC layer thick-
nesses (L, L,, Ly) independently by making use of the
experimental A(w) graph. For this purpose, one can
employ three independent equations relating these
parameters. The frequency derivatives of Egs. (7) (for
0 =p, S) intheregion where the A(w) dependenceislin-
ear define the equation
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dA,(w)
dw

Therelationsfor the eigenmode frequenciesin p and
s polarizations yield two more equations.

OA(La L) =0a(Lq Lp) = (11)

g

W,
2 ~0 ~0 [} o
- T+ GA(La’ Lb)wA(Lw Lb) + GB(Lav Lb)(*)B(Lav Lb)
Gc( Lc) + az( La’ Lb) + ag(La’ Lb)

(12)

The experimental values of Aw" and %w;, derived

from the spectrum in Fig. 3awere given above. Because
our MC consists of two DBRs (A, B) with similar

parameters, wehave 0 = og and Wy = wg . Therefore,
for practical estimates, one can assume that Opgr =
O = Op and Wpgg = Wa = W . The quantities wogr

and apgr Can be expressed anayticaly through the
thicknesses L, and L, of the DBR layers and their
refractive indices [23]. By solving the coupled equa-
tions (11) and (12) for the parametersL,, Ly, and L., we
find L, = 296, L, = 130, and L, = 205 nm with arelative
error of no greater than 2%.

The numerical values of L,, L, and L, thus found
were used to calculate the resonance spectra of reflec-
tances RP and R® and the relative phase shift A by using
the transfer matrix method (solid curvesin Fig. 4). As
seen from Fig. 4, the approach based on the more accu-
rate transfer matrix method yields results that are in
good agreement with the experimental data and are
close to those abtained from approximate anaytical
expressions (6) and (7).

An important characteristic of MC quality is the Q
factor, which is experimentally found asthe ratio of the
frequency of aresonance line to its half-width, w,/Aw.
Inclusion of the spectral responses of the DBR reflec-
tance phases is needed to calculate the Q factor of an
MC. The Q factor can be calculated as [18]

oL - 4RaRg () (ao+a%+ag)ws
theor — =
1- JRERS| () 2

In the case of atransparent active layer under consider-

ation here, one may assume |®(w?)| = 1. The numeri-
cal valuesof L,, L, and L. obtained by solving the cou-
pled equations (11) and (12) permit one to determine
the other quantitiesentering into Eq. (13) and to find the
Q factor for any angle of incidence and polarization of
light. The quality factor found experimentally for p
polarization and the angle of incidence ¢ = 30° is

Qép = 245, and the theoretical factor Qg derived

. (13)
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from Eq. (13) is 257. We see that Q% and QP are
in good agreement, thus confirming the correctnessof g
the choice of the parameters of the MC used in this '
study. 9
5. CONCLUSIONS 10.
Amplitude-phase reflectance spectra of distributed 11
Bragg reflectors and Fabry—Pérot microcavities based
ona-Si : H/a-SiO, : H thin films have been studied. The
spectral response of the reflectance phase for a light
waveincident on adistributed Bragg reflector andapla-  12.
nar microcavity structure has been measured for the
first time. It was shown that the frequency dependence
of the phase is close to linear over a broad spectral 13,
interval within the photonic band gap, with the excep- 14,
tion of its edges and of the singularities associated with
the microcavity eigenmodes. Approximate analytical 5
expressions describing the spectral response of the '
microcavity reflectance phase near the MC eigenmode
states were derived. A method based on analyzing the ¢
amplitude-phase reflectance spectra is proposed for '
determining the thicknesses of Bragg mirror layers and
of the microcavity active layer. Thetheoretical calcula-
tions performed are in good agreement with experimen- 1 '
tal data. The proposed approach to investigating Bragg 8.
structures, which makes use of amplitude-phase reflec-
tance spectra, demonstrates new attractive aspects of
the spectral characterization of layered periodic media 19
in the optical range. '
ACKNOWLEDGMENTS 20.
This study was supported by the Ministry of Indus-
try, Sciences, and Technology of the Russian Federa  21.
tion under the program “Physics of Solid-State Nano-
structures” (project no. 01.40.01.09.03) and by NATO
(grant PST.CLG 980399).
22
REFERENCES
1. A.Yariv and P. Yeh, Optical Waves in Crystals (Wiley,
New York, 1984; Mir, Moscow, 1987). 23.
2. P.Goy, J. M. Raimond, M. Gross, and S. Haroche, Phys.
Rev. Lett. 50 (24), 1903 (1983).
3. R. G. Hulet, E. S. Hilfer, and D. Kleppner, Phys. Rev.
Lett. 55 (20), 2137 (1985). 24,
4. V. Sandoghdar, C. Sukenik, E. Hinds, and S. Haroche,
Phys. Rev. Lett. 68 (23), 3432 (1992).
5. F. Bernardot, P. Nussenzveig, M. Brune, J. M. Raimond, 25.
and S. Haroche, Europhys. Lett. 17 (1), 33 (1991).
6. M. Lipsonand L. C. Kimerling, Appl. Phys. Lett. 77 (8),
1150 (2000).
PHYSICS OF THE SOLID STATE  Vol. 46 No. 10 2004

1821

Y. Yamamoto and R. Slusher, Phys. Today 46 (6), 66
(1993).

M. S. Skolnick, T. A. Fisher, and D. M. Whittaker, Semi-
cond. Sci. Technol. 13 (7), 645 (1998).

H. Benisty, C. Weisbuch, and V. M. Agranovich, Physica
E (Amsterdam) 2 (1-4), 909 (1998).

W. Heiss, T. Schwarzl, and G. Springholz, Phys. Status
Solidi A 188 (3), 929 (2001).

M. S. Skolnick, V. N. Astratov, D. M. Whittaker,
A.Armitage, M. Emam-Ismagl, R. M. Stevenson,
J. J. Baumberg, J. S. Roberts, D. G. Lidzey, T. Virdgili,
and D. D. C. Bradley, J. Lumin. 87-89, 25 (2000).

A.A.Dukin, N.A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, Phys. Rev. E 67
(4), 046602 (2003).

G. Jungk, Thin Solid Films 313, 594 (1998).

G. Jungk, M. Ramsteiner, and R. Hey, Nuovo Cimento D
17 (11-12), 1519 (1995).

B. Rheinlander, J. Kovac, J.-D. Hecht, J. Borgulova,
F. Uherek, J. Waclawek, V. Gottschalch, and P. Barna,
Thin Solid Films 313, 599 (1998).

M. Patrini, M. Galli, M. Belotti, L. C. Andreani,
G. Guizzetti, G. Pucker, A. Lui, P Bellutti, and L. Paves,
J. Appl. Phys. 92 (4), 1816 (2002).

G. Jungk, Philos. Mag. B 70 (3), 493 (1994).

V. G. Golubev, A. A. Dukin, A. V. Medvedev, A. B. Pev-
tsov, A. V. Sel’kin, and N. A. Feoktistov, Fiz. Tekh. Polu-
provodn. (St. Petersburg) 35 (10), 1266 (2001) [Semi-
conductors 35, 1213 (2001)].

A.A.Dukin, N.A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, Appl. Phys. Lett.
77 (19), 3009 (2000).

A.A.Dukin, N.A. Feoktistov, V. G. Golubev, A. V. Med-
vedev, A. B. Pevtsov, and A. V. Sel’kin, J. Non-Cryst.
Solids 299-302, 694 (2002).

Semiconductor Quantum Optoelectronics: from Quan-
tum Physicsto Smart Devices. Proceedings of 50th Scot-
tish Universities Summer School in Physics, . Andrews,
1998, Ed. by A. Miller, M. Ebrahimzadeh, and
D. M. Finlayson (Inst. of Physics, Bristol, 1999).

A.B. Pevtsov and A. V. Sel’kin, Fiz. Tverd. Tela(Lenin-
grad) 23 (9), 2814 (1981) [Sov. Phys. Solid State 23,
1644 (1981)].

G. Panzarini, L. C. Andreani, A. Armitage, D. Baxter,
M. S. Skolnick, V. N. Astratov, J. S. Roberts, A. V. Kavo-
kin, M. R. Vladimirova, and M. A. Kaliteevski, Fiz.
Tverd. Tela (St. Petersburg) 41 (8), 1337 (1999) [Phys.
Solid State 41, 1223 (1999)].

V. Savona, L. C. Andreani, P. Schwendimann, and
A. Quattropani, Solid State Commun. 93 (9), 733
(1995).

M. Born and E. Wolf, Principles of Optics, 4th ed. (Per-
gamon, Oxford, 1969; Nauka, Moscow, 1970).

Trandated by G. Skrebtsov



Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1822-1824. Translated from Fizika Tverdogo Tela, \Vol. 46, No. 10, 2004, pp. 1763-1765.

Original Russian Text Copyright © 2004 by Muntyanu, Dubkovetskiz, Gilevski.

SEMICONDUCTORS

AND DIELECTRICS

Quantum Oscillations of Hall Resistance in Bismuth Bicrystals
with Twist Low-Angle Internal Boundaries

F. M. Muntyanu*, Yu. A. Dubkovetskii*, and A. Gilevski**
* | nstitute of Applied Physics, Academy of Sciences of Moldova, Academiei 5, Chisinau, MD 2028 Moldova
e-mail: CSA@moldnet.md
** |nternational Laboratory of Srong Magnetic Fields and Low Temperatures, Wroclaw, 53-421 Poland
Received February 16, 2004

Abstract—Quantum oscillations of the Hall resistance p;; (B) of bismuth bicrystals are investigated in magnetic
fieldsupto 35 T. It isfound that the twist low-angle internal boundary possesses n-type conductivity and com-
prises a central part and two adjacent layers, which are characterized by the specific features of the Fermi sur-
face of electrons. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The internal boundary (CI) in bicrystals is consid-
ered a two-dimensional defect separating two physi-
cally identical phases (monoblocks) with different spa-
tial orientations of the crystallographic axes. This
boundary can compare in degree of perfection only
with a surface cleaved under high vacuum. As a rule,
the crystal lattice of the twist interna boundary is
strongly distorted and differs significantly from the
structure of monoblocks. The twist boundary is charac-
terized by the angle of misorientation ©, with respect to
the plane of the internal boundary and by the angle of
rotation ©, of crystallites about the normal to this plane
(Fig. 1) [1].

Detailed invegtigations of the Shubnikov—de Haas
effect in strong magnetic fields have revedled consider-
able changes in the electron energy spectrum of twist
high-angle internal boundaries of bismuth crystals. For
example, in our earlier work [2], it was shown that the
Fermi surface of the internal boundary with a misorien-
tation angle ©, > 22° consists of one general hole dlip-
soid that is el ongated along the bisecting axis of individ-
ual parts of the bicrystal. This elipsoid is appreciably
larger than the hole ellipsoid of revolution of rhombohe-
dral bismuth (the hole part of the Fermi surface of bis-
muth is elongated along the trigonal axis, and the hole
density p in this part is approximately equal to 3.015 x
102 m3). It wasreveded [ 2, 3] that, at low temperatures,
the twist high-angle internal boundaries contain super-
conducting inclusions (single-crystal bismuth is not a
superconductor!) with T, = 8.5 K (for some bicrystals,
T = 16 K). On the other hand, the twist low-angle
boundaries of bismuth (©; < 6°) do not exhibit supercon-
ducting properties, even though these boundaries are
characterized by a higher degree of perfection and a
lower dislocation density as compared to internal bound-
arieswith amisorientation angle ©, > 22°.

In thiswork, we studied the quantum oscillations of
the Hall resistance p;;(B) in bismuth bicrystalsin static
(up to 18 T) and pulsed (up to 35 T) magnetic fields.
The quantum oscillations of the Hall resistance p;;(B)
were examined both in amagnetic field aligned with the
principal crystallographic directions and under the con-
ditions where the magnetic field rotates in the bisecting
trigonal and bisecting binary planes. In our experi-
ments, we used four bicrystal samples with an internal
boundary width in the range 170 < L < 250 nm.

Fig. 1. Schematic drawing of the bicrystal with atwist inter-
nal boundary.

1063-7834/04/4610-1822$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Bismuth bicrystalswere grown through zone recrys-
tallization with a double seed. For measurements, bic-
rystal sampleswere prepared in the form of parallel epi-
peds. Contacts were spark-welded to the internal
boundary. The measurements were carried out at the
International Laboratory of Strong Magnetic Fieldsand
Low Temperatures (Wroclaw, Poland). The quantum
oscillations of the Hall resistance were investigated in
Bitter, superconducting, and pulsed magnets. The
experimental setups used made it possible to record the
curves p;;(B) in the forward and backward fields, to
compensate for the monotonic component, to deter-
mine the frequencies of the components of the oscilla-
tion curves from Fourier analysis, etc.

3. RESULTS AND DISCUSSION

The orientation of the magnetic field B || C; (C; is
the trigonal axis of the crystallites) is best suited to
investigate the structure of theinternal boundary of bis-
muth bicrystals with the use of quantum-oscillation
effects. As is known [4], single-crystal bismuth in a
magnetic field of this orientation exhibits Shubnikov—
de Haas oscillations. These oscillations are character-
ized by periods corresponding to a small cross section
(S,=6.76 x 1052 kg m s2) of the hole ellipsoid located
at the T point of the Brillouin zone and a cross section
(S.=8.98 x 1052 kg m s?) of three equivalent electron
ellipsoids (the isoenergetic surfaces of L electrons are
elongated along the directions [C,, axis 1] = 6.23°). In
amagnetic field B || C;, the oscillations of holes of the
Fermi surface make the main contribution to the Shub-
nikov—de Haas effect, whereas the contribution from
electrons predominantly manifests itself in quantum
oscillations of the Hall resistance.

According to Hirumaand Miura[5], the magnetore-
sistance of single-crystal bismuth in a magnetic field
B || C3 monotonically increases to 45 T. However, the
Shubnikov—de Haas oscillations disappear in magnetic
fieldsB > 10 T. On the other hand, quantum oscillations
of the Hall resistance of bicrystals also manifest them-
selvesin magnetic fieldsB > 10 T for the same orienta-
tion [1], but their frequencies are not characteristic of
the Fermi surface of single-crystal bismuth. For exam-
ple, the harmonic of quantum oscillations of the Hall
resistance p;;(B) from the cross sections of the Fermi
surface, whi ¢h exceed the extreme cross sections of the
Fermi surface of single crystals by a factor of approxi-
mately 5, wasrevealed in the low-angle bismuth bicrys-
talswith atilt internal boundary [1]. For bicrystalswith
atwist internal boundary, the frequency of these oscil-
lations corresponds to even larger (~25%) cross sec-
tions of the Fermi surface[1]. Asarule, the oscillations
of the Hall resistance at this frequency manifest them-
selvesin magnetic fields B = 2-2.5 T. According to esti-
mates, the diameter of cyclotron orbits d,, of charge
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Fig. 2. Quantum oscillations of the Hall resistance p;;(B) in
the bismuth bicrystal with a twist boundary and mlsorlent&
tion angles ©; = 5° and ©, = 5.5° for different orientations of
the magnetic field at different temperatures: (1) B || Cl || Cs,
T=15K; (2 B||CI ||C;, T=4.2K; (3) [B, CI] ~ 10°,
T=42K;and (49 BOCIOI, T=4.2K.

carriers in these fields correlates with the thickness of
the boundary layer between the monoblocks, which
was determined using €l ectron microscopy. In addition
to this harmonic of oscillations of the Hall resistance
p;; (B), asecond component, whose frequency is higher
by afactor of approximately 2, is observed for bismuth
bicrystals with a twist internal boundary in magnetic
fieldsB=10T (Fig. 2). The diameter of the cyclotron
orbit of charge carriers dg, ~ 70-90 nm, which corre-
sponds to the field of the disappearance of the second
harmonic (in the low-field range), determines the width
of the central part of the intercrystalline boundary.
Therefore, the experimental results indicate that the
twist internal boundary in low-angle bismuth bicrystals
consists of a central part with a high density of states
and two adjacent layers from which the space-charge
region propagates into the crystal bulk.

The cyclotron masses of charge carriers for differ-
ent directions of the magnetic field B were estimated
from the temperature dependences of the oscillation
amplitude. In particular, we obtained m; = 0.085m, for
B||Cl ||Csand m; = 0.1m, for B||Cl || C,, where C; is
the bisecting axis of the single crystal. These estimates
demonstrate that the periodic change in the density of
statesin amagnetic field at the internal boundary of the
bicrystal is predominantly determined by electrons.

Judging from the frequencies of quantum oscilla-
tions of the Hall resistance p;;(B), the electron density
is equa to ~1.5 x 10° m in the central part of the
internal boundary and ~0.67 x 10%° m in the adjacent
layers. These values are three orders of magnitude
higher than those for bismuth films of approximately
the same size [6].
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Fig. 3. Angular dependences of the periods of quantum
oscillations of the Hall resistance upon rotation of the mag-
netic field in the bisecting trigonal plane of the bismuth bic-
rystal: (1, 2, 5) monoblocks and (3, 4) adjacent layers of the
internal boundary of the bicrystal.

The use of magnetic fields up to 35 T in the experi-
ments made it possible to determine the frequencies of
quantum oscillations of the Hall resistance p;;(B) in dif-
ferent field ranges. These frequencies characterize the
Fermi surface of monoblocks, adjacent layers, and the
central part of the internal boundary.

Figure 3 shows the angular dependences of the peri-
ods of quantum oscillations of the Hall resistance in
bismuth bicrystals. It can be seen from Fig. 3 that the
structure of the electron part of the Fermi surfacein the
adjacent layers is similar to that of the monoblocks
(three electron surfaces localized at the L points of the
Brillouin zone and rotated through an angle of 120° rel-
ative to each other). However, the isoenergetic surfaces
are less anisotropic and are oblate in the bisecting trig-
onal plane. Their volume considerably exceeds the vol-
ume of the electron quasi-ellipsoids of the monaoblocks.
It isfound that the ratio between the axes of the electron
quasi-ellipsoid in the adjacent layers of the crystals
studiedis1:1.34: 12.6. (Note that, for rhombohedral
bismuth, thisratiois1: 1.40: 14.8 [4].) Therefore, not
only the electron density increasesin low-angleinterna
boundaries of bismuth bicrystals (as, for example, upon
doping of bismuth with Se or Te donor impurities) but
also the shape of the Fermi surface and the A7 Bi crystal
lattice transforms (the internal displacement u and the
trigonal angle a increase) [7].
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Quantum oscillations of the Hall resistance from the
central layer of the internal boundary of bismuth bic-
rystals, which are associated with the Fermi surface of
electrons, were clearly observed only when the mag-
netic field was oriented along the plane of the internal
surface. Asthe magnetic field deviated by an angle ¢ >
10°, the quantum oscillations disappeared. Nonethe-
less, the results obtained indicate that the electron den-
sity in the central part of the internal boundary is con-
siderably higher than that in the adjacent layers(i.e., the
Fermi surface extends). This means that the low-angle
internal boundaries of bismuth bicrystalsexhibit amore
pronounced tendency to metallization of bonds as com-
pared to the crystal bulk.

4. CONCLUSIONS

Thus, we investigated the quantum oscillations of
the Hall resistance of bismuth bicrystals and estab-
lished that the twist internal boundary consists of acen-
tral part and two adjacent layers. The Fermi surface of
the layers significantly increasesin volume. The exten-
sion of the Fermi surface of electrons is caused by
structural  transformations of the bismuth lattice
(towards metallization of bonds) and by the formation
of regions with a high density of states of unsaturated
bonds between monoblocks of the bicrystal.
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Abstract—A method is proposed for determining the constants of absolute volume deformation potentials at
edges of the conduction and valence bands in semiconductors. This method is based on (i) the volume-concen-
tration effect, (ii) the concept that the energy of deep-lying strongly localized impurity centers does not depend
on the hydrostatic pressure, and (iii) the use of experimental data on the electrical resistivity and Hall coeffi-
cient. For Ge, GaAs, InAs, and InSb semiconductors, the constants of absolute volume deformation potentials
at edges of the conduction and valence bands are determined from our resultsand dataavailablein theliterature.

© 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Determining the constants of absolute volume
deformation potentials at band edges in semiconduc-
tors, i.e., theindividual constants of deformation poten-
tials at edges of the conduction band as; = (dE;/dP)B
(where i stands for I', L, and X) and the valence band
ay = (de,/dP)B (where B is the bulk modulus), is a
complex theoretical problem [1, 2]. It should be noted
that, in general, the constants of the volume deforma-
tion potential, which characterize the change in the
energy of charge carries under hydrostatic pressure, do
not coincide with the constants of the deformation
potential, which describe the interaction of charge car-
ries with acoustic phonons. The difference between the
constants of the deformation potentials can be
explained by the fact that the strain induced by an
acoustic wave is universally inhomogeneous. However,
these parameters of the deformation potentials can be
determined from the results of investigations into the
electron-transfer phenomena and optical properties of
samples under hydrostatic pressure.

In this work, we proposed an experimental method
for estimating the constants of absolute volume defor-
mation potentials at edges of the conduction and
valence bands in semiconductors under hydrostatic
pressure from data on the electrical resistivity and Hall
coefficient. This method is based on the concept postu-
lated in our previous papers [3-5], according to which
the energy of deep-lying strongly localized states does
not depend on the hydrostatic pressure. Moreover, the
proposed approach alows for the volume-concentra
tion effect [6].

2. THEORETICAL BACKGROUND

Let us consider a heavily doped degenerated semi-
conductor with a single type of charge carriers in the
impurity region. It is assumed that the Hall coefficient
does not depend on the temperature and the strength of
the magnetic field. For this semiconductor, we can
write the following relationships:

N = nQ, D
Ve = BH - 28, ©
%Q Do%l%. (4)

Here, Vy isthe Hall potentia difference; R is the Hall
coefficient; | isthe current intensity; H isthe strength of
the magneticfield; b isthe thickness of thesample; Q is
the volume of the crystal; N is the total number of free
charge carriers in volume Q; n is the concentration of
charge carriers, eisthe elementary charge; dQ and dVg
are the changesin the quantities Q and Vi under hydro-
static pressure P, respectively; and a = 0/ isthe ratio
of the isothermal coefficients of the volume compress-
ibility 8 and linear compressibility x. In the isotropic
approximation, the relationship a O 3 is satisfied to
within small quantities. For anisotropic crystals, the
guantity a is determined by the crystallographic orien-
tation of the sample with thickness b.

1063-7834/04/4610-1825$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Dependences of theinverse Hall potential difference
onthe hydrostatlcpressurefor n- InSb and n-CdSnAs, semi-

conductors: (1.71) n= 10 cm=3for n-InSb (scalel), (2, 2)
n=6.25x 10 cm‘3 for n-CdSnAs, (scale 1), and (3, 3)
n=1.8x 10'8 cm=3 for n- CdSnAs, (scalell). Temperature
T, K: (1-3) 77 and (1'-3) 300.

Relationship (3) holds for a samplein the form of a
rectangular parallelepiped. Expression (4) immediately
follows from relationship (3). It is evident that, upon
compression of the crystal, a decrease in the volume Q
isaccompanied by anincreasein the charge carrier con-
centration n [see formula (1)] and a decrease in the
guantities R and Vj [see relationship (3)]. Since the
increasein the charge carrier concentration is caused by
compression of the semiconductor, the phenomenon
under consideration is referred to as the volume-con-
centration effect.

It follows from expression (4) that the bulk modulus
B and the Hall potential difference Vr can be repre-
sented in the form

_ Ve a-1
B = PVRO_VR b 5
1 l1a-1 1
= = =93 gip, 6
Vik Vg O VRO ©)

where the subscript RO indicates the unstrained state of
the sample.

3. RESULTS AND DISCUSSION

Anaysis of the experimental data obtained for 11
crystals of n-InSb and n-CdSnAs, semiconductors with

an electron concentration ranging from 10% to 108 cm3
at temperatures of 77 and 300 K revealed that, in al

cases, the dependences V;l (P) at pressuresup to P =
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1.5 GPa exhibit a linear behavior in accordance with
relationship (6) (Fig. 1). From these data and relation-
ship (6), we determined the following values of the bulk
modulus for the InSb compound: B = 43.7 GPaat 77 K
and B = 46.0 GPa at 300 K. For the CdSnAs, com-
pound, averaging over a series of unoriented crystals
led to the following values: B = 37.0 GPa at 77 K and
B = 43.5 GPa at 300 K. It turned out that, for al the
studied crystals of the aforementioned two compounds,
the bulk modulus determined at 300 K is5-10% greater
than that obtained at 77 K.

For the InSb semiconductor, the bulk modulus
obtained with the use of the volume-concentration effect
isin satisfactory agreement with the values estimated by
other methods. In particular, the value of B calculated
from elagtic constants at room temperature[2, 7] isequal
to 45 + 1.8 GPa, whereas the bulk modulus calculated
from the relationship B = (acr — a,)/(dey/dP) (where
&4 isthe band gap) according to the data presented in[2]
|sfound to be 49 GPa.

However, when estimating the constants of absolute
volume deformation potentials at edges of the conduc-
tion and valence bands in semiconductors, it is neces-
sary to know not only the bulk modulus but al so the sec-
ond factor, namely, the pressure coefficient for the band
edges. In order to determine this coefficient, it is expe-
dient to use the experimental data for the derivative of
the difference between the energies at the band edge
and at the impurity level with respect to the pressure.
Moreover, the calculation should be performed consid-
ering that the energy of deep-lying strongly localized
impurity centers does not depend on the hydrostatic
pressure. This concept was postulated in our recent
papers[3-5] on the basis of analyzing and generalizing
the results obtained in our earlier works [3, 4, 8-10],
experimental data published by other authors in [11—
16], and theoretical inferencesmadein [17, 18].

It should be noted that the pressure dependence of
the energy of deep-lying impurity centers (measured
from the vacuum level) is negligible within the limits of
the experimental error. Therefore, the wave functions of
these centers should be constructed throughout the
Brillouin zone. In this case, the effect of pressure on the
energy of adeep-lying impurity center isdetermined by
the evolution of the band structure as a whole rather
than by the nearest one or two bands. In this respect,
mention should be made of the ssimplified models pro-
posed in [19-21]. These models have often been used to
predict the pressure coefficients for energy gaps between
the band edges and the energy levels of deep-lyingimpu-
rity centers. In particular, Hong et al. [20] madetheinfer-
ence that the pressure coefficients for a number of deep-
lying levelsin IV, I11-V, and 1I-VI semiconductors vary
in the range from —30 to +30 meV/GPa (depending on
the location of the energy level in the band gap). Chadi
and Chang [21] derived arel ationship between the pres-
sure coefficient for adeep-lying level of donor impurity
centers and the pressure coefficientsfor thel™, L, and X
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Fig. 2. Density of states g(E) in a heavily doped compen-
sated semiconductor (germanium) and pressure coefficients
for gold and copper impurity levels according to the data
takenfrom (1) [9] (gold impurity levels), (2) [2] (gold impu-
rity levels), and (3) [22] (copper impurity levels).

valleys with respect to the valence band top. It is perti-
nent to note that, in contrast to the trivial case of shal-
low-lying acceptor and donor impurities, “the theory of
charged defects, regardless of their origin, is still in a
primitive stage of development ..., and the models pro-
posed fall far short of reality” [17].

The above assumption that the energy of deep-lying
impurity centers (measured from the vacuum level)
does not depend on pressure is convincingly supported
by experimental data. Analysis of the experimental data
obtained in this work and those available in the litera-
ture demonstrates that, in Ge : Au (Fig. 2) and InSb
(Fig. 3), the energy separation between the levels of
deep-lying impurity centers located at different dis-
tances from the band edges does not depend on pressure
[3, 11, 13, 22, 23].

The experimental dataon the pressure coefficientsfor
energy levels of deep-lying impurity centers of gold [3,
11] and copper [24] in germanium are presented in the
table and Fig. 2. A detailed analysis of these data was
performed earlier in [3]. In the present paper, we will
dwell briefly on only two factors responsible for the
decreasein the pressure coefficients o, = d(E; — E;)/dP
and vy, = d(E; — E,))/dP in n- and p-regions, respectively.
First and foremost, it is necessary to use the Gibbs sta-
tistics, which was not correctly included in the analysis
carried out by Pel’ et al. [24]. Holland and Paul [11]
took into account the Gibbs statistics and, moreover,
measured the pressure dependence of the electrical
resistivity in Ge : Au at low temperatures with the aim
of obtaining more reliable results. However, dightly
soluble impurities (such as Au, Hg, and Cu) in doped
and compensated germanium can form clusters with a
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Fig. 3. Pressure coefficients for deep-lying levels of accep-
tor impurity centers in InSb according to the data taken
from (1) [11] and (2) [21].

high probability. As the temperature decreases and the
pressure increases, the concentration of free charge car-
riers decreases and the amplitude of arandom potential
and, correspondingly, the degree of fluctuation bending
of energy bandsincrease. In this situation, if an energy
level of a deep-lying impurity center is located in the
band gap, there can occur atransition to a state similar
to that of a heavily doped, completely compensated
semiconductor [25]. This must necessarily lead to a
decrease in the pressure coefficients for the energy gaps
calculated from the pressure dependence of the charge
carrier concentration, which is confirmed by the data
presented in Fig. 2 and inthetable. Itisalso evident that
the effect of the random potential increases with a
decrease both in the temperature and in the energy sep-
aration between the level of the deep-lying impurity
center and the edge of theintrinsic band (see Fig. 2 and
table).

Figure 3 presents the pressure coefficients for two
energy levelsof deep-lying acceptor impurity centersin
InSb [13, 22], which were calculated from the pressure
dependences of the electrical resistivity and Hall coef-
ficient. It can be seen from Fig. 3 that, in the InSb semi-
conductor, the energy separation between the levels
does not depend on the pressure and the pressure coef-
ficients calculated with respect to the band edges coin-
cide, asisthe case with the Ge : Au semiconductor.

Pressure coefficientsfor four Auimpurity levelsin germanium
[9] according to the data obtained from the pressure depen-
dencesof theelectrical resitivity intherangeupto 0.7 GPa[9]

Level | Type | Fci B | dEaZBNAR gy
E, | Acceptor 0.043 21 45-49.3
Es " 0.19 29(44) 112-194
E, 0.60 44 170-273
E, | Donor 0.71 49 49.5
Ey " 0.75 50

Note: The parenthetic value of d(Ec; — E;)/dP was obtained from
the pressure dependences of the electrical resistivity and
Hall coefficient in the range up to 0.7 GPaat 300 K [2].
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Thus, when determining the pressure coefficients
for extrema of the conduction band y; (i isT or L) and
the valence band vy, we took into account that E;/dP =
0. Asaresult, thefollowing values of the pressure coef-
ficients y and y,, and the corresponding constants of
absolute volume deformation potentials for Ge, GaAs,
InAs, and InSb were determined from the data obtained
in[2, 12, 15, 26] and in this work.

Ge Yo =44 meV/GPa, Yy, =-6meV/GPa,

ac. =34¢eV, a,=-047¢eV;

GaAs:. yor = 100 meV/GPa, v, =—16 meV/GPa,
as-r=75¢eV, a,=-12¢eV,

INAS: Yor =90 meV/GPa, vy, = -8 meV/GPa,

acr =522¢eV, a,=-046¢V;

INSH: yor =140 meV/GPa, vy, =—20 meV/GPa,
acr=6.7¢V, a,=-0.95eV.

The bulk moduli for the InSb semiconductor are given
above. For the other semiconductors, the bulk moduli B
are as follows. B = 78.7 GPa [27] for Ge, B = 75 GPa
[28] for GaAs, and B =58 GPa[2] for InAs.

In the aforementioned semiconductors and in CdTe
[12], the top of the valence band (I 5, I ;15) and the bot-
tom of the X valley are displaced in a nearly identical
manner when the crystal latticeis subjected to isotropic
compression.

Yu and Cardona [2] discussed the available data on
the constants of volume deformation potentials for ger-
manium, silicon, I11-V, and I1-V1 semiconductors. It was
noted that, in optical experiments under hydrostatic pres-
sure, it is possible to measure only the relative volume
constants of deformation potentias (ac — a,) between
the conduction band and the valence band. In [2, Table
3.1], the congtants of absolute volume deformation
potentials are given only for GaAs (as- = 8.6 eV, a, =
-0.4eV)and InP (asr =7.0eV, a,=0.6 V). Thevaue
of acr for GaAs seems to be overestimated, because, for
ac —ay = 9.0 eV, we obtain de,/dP = 120 meV/GPa.
However, according to [26] we have dey/dP <
116 meV/GPa. As regards the estimates obtai ned for
InP, the positive value of a, is at variance with the
abovevauesof a, for Ge, GaAs, InAs, InSb, and CdTe.

4. CONCLUSIONS

From the above discussion, it follows that reliable
estimates of the pressure coefficients for energy gaps
and, correspondingly, the constants of absolute volume
deformation potentias (in particular, from the results of
investigations into the electron-transfer phenomena)
requires comprehensive analysis and adequate quanti-
tative interpretation of a concrete situation. In order to
suppress the adverse effect of the random potential, itis
necessary to perform the experiments at sufficiently
high temperatures and moderate pressures, because
variations in the statistics of charge carriers lead to a
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change in the amplitude of the random potential. Fur-
thermore, the effect of hybridization of the resonance
deep-lying energy levelslocated in the band continuum
must be taken into account. Under resonant conditions,
the mobility of charge carriers in the impurity energy
band approaches the mobility of charge carriersin the
intrinsic band; i.e., the charge carriers undergo a partial
delocalization to the extent that there occurs acrossover
to quasi-metallic conduction. Asaresult, theratio of the
charge carrier mobilities reaches several units and,
hence, in quantitative analysis, allowance must be made
for at least two types of charge carriers[25, 29]. Under
pressure, the bands become widely separated and the
impurity band is displaced into the band gap. The
charge carriersarelocalized at impurity centers, and the
effective mobility of impurity states tends to zero.
Ignoring this circumstance can lead to substantialy
overestimated values of the pressure coefficient (by
approximately 50%), as was the case, for example, in
n-CdTe [30] and n-InAs [31] with resonance donor
impurity levels.

It should also be noted that, when determining the
pressure coefficients for energy gaps, it is necessary to
analyze thoroughly the optical and other properties of
semiconductors (tails of the density of states at band
edges, hybridization of resonance states with states of
the band continuum, etc.). Let us adduce only one
example. In-Hwan Choi and Yu [18, 32] obtained
underestimated values of the pressure coefficient for the
band gapin I-11-VI, and lI-HV-V, (CdGeP,) cha copy-
rite semiconductors from the results of studies of the
optical properties: for CdGeP,, de,/dP = 65 meV/GPain
[32] and de,/dP = 97 meV/GPaln [9].

The proposed method for estimating the constants
of absolute volume deformation potentials in semicon-
ductors from experimental data on the electrical con-
ductivity and Hall coefficient is based on the volume-
concentration effect and the concept postulated in [3—
5], according to which the energy of deep-lying impu-
rity centers does not depend on pressure. This method
is relatively simple and can be used to determine the
constants of absolute volume deformation potentialsin
IV, 1=V, and |-V semiconductors.

The results reported in this paper were presented in
part at the Joint 19th AIRAPT—41st EHPRG Interna-
tiona Conference “High Pressures in Science and
Technology,” Bordeaux, France, 2003 [33].
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Abstract—A modified version of x-ray photoel ectron spectroscopy (XPS) is proposed for analysis of the phase
chemical composition of substances. In contrast to the well-known XPS method of Siegbahn, the proposed ver-
sion is standardless and permits determination of the chemical composition of complex multi phase compounds
with high accuracy and reliability. In addition to the chemical composition, the method yields the core-level
binding energies of atoms in the chemical phases of a studied compound, which have had to be determined in
separate experiments on reference samples. The main idea underlying the proposed approach consists in self-
consistent unfolding of photoelectron lines of two or more elements. The binding energies act asfitting param-
etersin this decomposition. The requirement that the contents of like chemical phases derived from the decom-
position of spectraof two or more elements beidentical makes the solution of the problem unique. This method
was used to study the chemical composition of nanofilms of the InP plasma oxide containing several chemical
phases. It is shown that, in order to improve the quality of a film and of the interface, the oxidizable surface

should be enriched by phosphorus. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

X-ray photoelectron spectroscopy (XPS), proposed
by K. Siegbahn in the 1960s for chemica analysis of
matter [1-3], became a major method for establishing
the chemical state of elementsin a solid in the decades
following, and photoel ectron spectrometers needed for
this purpose are now available at practically all large
centersinvolved in research and technology. The sensi-
tivity to a layer only 1-3 nm thick makes this method
indispensable in the devel opment of nanotechnologies.
The method consists essentially in irradiating a sample
for study with monochromatic x raysand measuring the
photoel ectron spectra, and it is based on the chemical
shift of photoelectron lines, i.e., on the change in the
core-electron binding energy induced by a change in
the chemical state of the atom. Determination of the
chemical composition of a material reduces to solving
the problem of decomposing an experimental photo-
electron spectrum into primary constituents corre-
sponding to the various chemical states of the atoms.
The chemical composition to be found is derived from
the contributions of these constituents, with due
account made of the stoichiometry of the chemical
phases.

The problem of spectral decomposition is solved
easily, reliably, and accurately if the primary constitu-
ents of the spectrum are single (resolved) lines, i.e., if
their widths are less than the chemical shifts. Other-
wise, these constituents merge to form one line of the
experimental spectrum, thus making the problem much
more complicated. This case becomes, however,

increasingly more typical with the advent of new mul-
tielement and multiphase materials, such asthe cuprate
HTSCs, solid solutions, and oxides. Determination of
the chemical composition becomes a particularly com-
plex prablem in the development of technologies of
materials production, a process entailing the formation
of additional undesirable chemical phases, which give
rise to an increase in the number of unresolved lines. In
such unfavorable cases, the solution is searched for by
minimizing the error functional between the experi-
mental phaotoel ectron spectrum and the envelope of a
set of model primary lines, with the intensities of the
lines being fitting parameters. For this solution to be
unique, one has to set in advance the possible number
of lines (number of chemical states), aswell asthe cor-
responding values of the binding energies E, and of the
errors of their determination dE,. The binding energies
are derived from measurements performed with refer-
ence materials. Most of the applied research is done
with the use of published data. The accuracy and even
reliability of determination of the binding energies E,
turn out frequently to be inadequate because of the
complexity or impossibility of preparing reference
samples in pure form and of preventing surface degra-
dation and contamination. A noticeable contribution to
the error OE, derives from uncontrollable systematic
errors, which are different in experiments with different
references. Therefore, the problem of separating unre-
solved lines is solved unreliably or inaccurately. The
costly process of monochromatization of x rays from
standard sources does not always successfully solvethe
problem of unfolding an experimental spectra line,
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because this procedure usually improves the spectrom-
eter resolution by only a factor of 2 (from 0.8-0.7 to
0.5-0.3 eV) while decreasing the x-ray fluxes by more
than an order of magnitude and, thus, decreasing the
sensitivity of the method. Further improvement of the
resolution by using highly monochromatic synchrotron
radiation isgenerally pointless because of thefinite nat-
ural width of a photoelectron line.

We propose amodification of the method that isfree
of the above shortcomings; i.e., it makes possible reli-
able and fairly accurate determination of the chemical
phase composition of multiphase substances. The pro-
posed method does not require experiments with refer-
ence samples but does make it possible to determine
(simultaneously with the chemical composition) the
binding energies E, in the chemica compounds that
make up the substance under study with a substantially
higher accuracy than in experiments with reference
samples. The characteristics of the new method are
described in considerable detail in[4]. The method was
tested in solving the comparatively simple problem of
establishing the part played by atomic oxygen in the
formation of CuO films[5].

2. FORMATION OF NANOFILMS
OF A NATIVE OXIDE ON THE InP SURFACE

The shortcomings of the commonly used method
and specific features of the proposed approach areillus-
trated in the present communication through the spe-
cific example of the formation of athermodynamically
stable and dielectrically strong InP native plasma oxide
with alow density of states of the interface with the InP
surface [6]. The advantages of the 111-V semiconduc-
tors over silicon are known to be counterbalanced to a
considerable extent by the poor dielectric properties of
their native oxides (NatO), i.e., by the absence of a
good and technologically compatible insulator, which
is provided by the silicon oxide SO, in silicon-based
electronics. Indeed, the InP interface with a multiphase
NatO layer usualy exhibits a fairly high density of
states and poor thermodynamic and temporal stability
of its parameters. Nevertheless, the technological com-
patibility of native oxides with semiconductor material
stimulated in the 1980s-1990s an active search for
ways to improve the quality of insulating oxide layers
and of their interfaces with the use of various diagnos-
tics, including XPS [6-16]. Out of the various methods
of oxidation, including thermal, chemical, €electro-
chemical, anode, and plasma oxidation, the last two
yield sufficiently good results [6, 7]. The mgjor factor
determining the interface quality was found to be the
chemical composition of the oxide layer: the lower the
fraction of the In,O; oxide and the higher that of the
InPO, and In(PO3) oxides, thelower the density of sur-
face states of the interface and the higher its stability.
Thus, the development of adequate diagnostics for the
chemical composition of the InP native oxides is an
urgent problem in the formation of NatO-InP/InP
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structures. Determination of the phase composition of
NatO—InP has remained an urgent problem over recent
years. Considerable efforts were devoted to methods of
chemical cleaning of an oxidized InP surface [17] and
thermal [18, 19], anode [20, 21], and plasma [22-24]
oxidation of InP with the purpose of obtaining MOS-
FET structures and long-wavelength lasers. Multilayer
In-tin oxide (ITO)/InP structures are employed in solar
cells [25]. A new direction of research is the develop-
ment of perfect MIS structures through preliminary
passivation of the InP surface by plasma oxidation. An
insulating layer is prepared by deposition (on the passi-
vated surface) of athin metallic film (Al, Bi, Sh) with
subsequent plasma oxidation [26—28]. SiO,/InP struc-
tures are fabricated through the chemical deposition of
SiH, molecules on a passivated surface followed by
plasma oxidation [24]. In al these cases, the interface
turns out to be multiphase.

3. OBJECTS OF STUDY

The study was carried out on samples similar to those
obtained in [6], where a record-low density of states of
the NatO- nP/InPinterface (Ng ~ 4 x 101° eV~ cnm?) and
hysteresis of the C-V characteristics (AU ~ 0.2 eV)
were demonstrated. The XPS method was used in this
study for controlling the quality of the NatO—InP chem-
ical composition by monitoring the position of the cen-
ter of gravity of the experimental line and the shifts of
this center caused by variations in the technological
parameters. The native oxide layer was formed on the
InP surface by plasma oxidation. Its thickness, as
derived by layer-by-layer ion milling, was 3-5 nm,
which was found to agree with ellipsometric measure-
ments. Earlier studies and the present study were per-
formed on an LHS-11 (Leybold) electron spectrometer.
The samples were subjected to AIK, x rays (hv =
1486.6 eV). The spectra of the photoel ectrons emitted
from the inner (core) shells of indium and phosphorus,
In3ds;,, and P2p, were measured. Figures 1 and 2
present typical spectrawith the quasi-continuous back-
ground subtracted. The NatO-InP spectra exhibit a
common bell-shaped photoelectron line, which has to
be decomposed into the primary constituents corre-
sponding to different chemical phases. This problemis
aggravated by the presence of several oxide phaseswith
very similar binding energies of core electronsforming
the single bell-shaped photoel ectron line. InP is known
to produce the following thermodynamically stable
oxides: In(PO;); (1), INPO, (2), INPO; (3), In,0O5 (4),
and P,Og (7). Tables 1 and 2 list for these compounds
the electron binding energies E, for the phosphorus 2p
and indium 3d,, shells, respectively, aswell asdatafor
the starting material InP (5), metallicindium In (6), and
elemental phosphorus P (8). We solve below the prob-
lem of unfolding an experimental line into its primary
constituents using the common method and proposed
methods. Comparison of these solutions offers deeper
insight into the potential of the latter method.
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T
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136 138

Fig. 1. Phosphorus P2p photoel ectron spectrawith the con-
tinuum background removed. Solid curve is an experimen-
tal spectrum. Dashed curves represent primary constituents
corresponding to different chemical phases and aso show
the total model spectrum. Panels (a) and (b) relate to spec-
tral decomposition performed by the common method and
proposed methods, respectively.

4. DETERMINATION OF THE CHEMICAL
COMPOSITION OF NATO-INP
BY TRADITIONAL XPS

We assume that the number of possible chemical
phases in the problem is known. The shape of the
indium and phosphorus lines was derived from the pho-
toelectron lines of unoxidized InP. For the binding ener-
gies of indium and phosphorus in the above com-
pounds, we took values obtained by averaging the liter-
ature data (Tables 1, 2). Note that the values obtained in
thisway have errors aslarge as 0k, ~ +0.7 €V, although
the errors indicated in the corresponding publications
generally do not exceed +0.1 eV. The content of the
chemical phases was determined from the amplitudes
of the primary constituents, which were derived by
minimizing the difference between the areas bounded
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Fig. 2. Indium In3dg, photoelectron spectra with the con-
tinuum background removed. Solid curve is an experimen-
tal spectrum. Dashed curves represent primary constituents
corresponding to different chemical phases and aso show
the total model spectrum. Panels (a) and (b) relate to spec-
tral decomposition performed by the common method and
proposed methods, respectively.

by the fitting envelope and by the experimental curve.
Figures 1a and 2a present the results of such a decom-
position carried out in accordance with the prototype.
The version thus obtained cannot, however, be consid-
ered acceptable, because the contents of the like phases
derived independently from the indium and phosphorus
lines differ strongly. Indeed, the sum of phases“1 + 2"
(P) as found from the phosphorus line yields 40%,
while the sum “1 + 2" (In) obtained from the indium
line is 74%. The values of the fraction of phase 3
(InPQ;) determined independently from the indium and
phosphoruslinesdiffer by nearly an order of magnitude
(41 and 5%). Variations in the width of the primary
lines do not reduce these differences. It may thus be
concluded that insufficient accuracy in determining the
binding energy, errors in measurements of the spectra
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and of the shape of the instrument function, and calcu-
lation accuracy, aswell as errorsinvolved in correcting
for static charging of adielectric sample under irradia-
tion, do not hinder reliable determination of the chemi-
cal composition of a complex system.

5. DETERMINATION OF THE CHEMICAL
COMPOSITION AND CORE-ELECTRON
BINDING ENERGIES OF NatO-InP
BY THE NEW XPS METHOD

5.1. Determination of Chemical Composition

Decomposition of a photoelectron spectrum into
primary constituents in the prototype method has a
unique solution. However, as shown above, this solu-
tion may be unacceptable because of the use of inaccu-
rate or completely incorrect values of the core-electron
binding energies E, in chemica phases. The idea
underlying the proposed approach consists actually in
carrying out a self-consistent analysis of photoelectron
lines of two or more elements present in the material
under study [4]. It turns out that no self-consistent solu-
tion can be found without introducing additional fitting
parameters. We accepted for such free parameters the
binding energies E,, because the reliability and accu-
racy of their determination from experiments with ref-
erence samples is entirely inadequate in many cases.
The regquirement that the contents of different chemical
phases derived from decomposing spectra of two or
more elements be identical makes the solution of the
problem unique. An important implication of this
approach isthe possibility of dispensing with reference
samples and determining, in one experiment, not only
the chemical composition of a material but also the
core-electron binding energies of the elements entering
these phases. As will be shown subsequently, the accu-
racy and reliability of determination of these energies
are substantialy higher than those of the relevant data
cited in the literature.

To illustrate the potential of the proposed approach,
let us analyze the chemica composition of the phase of
the above indium phosphide plasma oxide. The decom-
position basis necessary for analysisis well known and
consists of the five thermodynamically stable indium
phosphide oxides mentioned above and listed in Tables 1
and 2. The binding energies E,, of 1n3ds,, and P2p core
el ectronsin these compounds are known, although with
alarge error (0E, ~ £0.3-0.7) (Tables 1, 2). In contrast
to the prototype, however, these data are not needed in
our modification of the method. Only information on
the decreasing order of these energies in the above

compounds is used: E7P > ElP > E2P > Eg (&3 Eg > EE)

and E;" > E)' > E}' > E; > E.'. Furthermore, this
sequence for the above oxides was obtained indepen-
dently earlier [6] from thermodynamic estimates. As a
zero approximation for the above binding energies in
our example, we chose the average energies from
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Table 1. Phosphorus P2p core electron binding energies in
various chemical compounds

7 1 2 3 8 5 | Refer-
P,0s | IN(POg)3| INPO, | INPO; | P Inp | ©NCES
1355 | 1337 | 1341 | - |1302 1288 [7]
- | 1346 | 1342 | - - | 1288 [8]
1354 | - 1342 | - - 1202 [9
- - 1343 | - - | 129.2| [10]
- - - - - | 1286 [11]
1358 | - 1338|1333 | - |1288| [12]
1360 | - 1340|1335 | - |129.0| [13]
- - 136.0 | 1335 | - | 129.0 | [14]
- - - - - - | [19]
1358 | - 1331 | - - - | [16]
135.7 | 1342 | 134.1 | 1334 | 130.2 | 128.9 | Mean
+03| £20 |07 | £02 +0.2

1358 | 1343 | 1339|1329 | - |1288| This
01| £01 |01 | x0.1 +0.1 | work

Table 2. Indium In3ds, core electron binding energies in
various chemical compounds

1 2 3 4 5 6 |Refar-
In(PO3)3| INPO, | INPO; | IN,O5 | InP | In | &S
4454 | 4457 | — | 4447 | 4444 | 4440 | [7]
4457 | 4457 | — | 4447|4439 | - [8]
- - - - - - (9
— | 4456| - |4448| 4444|4440 [10]
- - — | 4444 | 4441 | 4436 | [11]
— | 4464 | 4461 | 4454 | 4446 | - | [12]
— | 4460 | 4457 | 4450 | 4442 | - | [13]
— | 4460 | 4457 | 4450 | 4442 | - | [14]
- - - |4a7| - - | [15]
- - - | 4454 | 4446 | - | [16]
4456 | 4459 | 4458 | 444.9 | 4443 | 4439 | Mean
+07 | 05| +05 | +03 | £02 | +04
4455 | 4455 | 4449 | 4442 | 4440 | 443.7 | This
+01 [ +£01|+01|+01|+01]|+01 | work

Tables 1 and 2. However, the final result presented
below can be obtained for any choice of these energies
from an interval of the experimental spectra, provided
the above inequalities are preserved. The experimental
spectral lines were unfolded using a Gaussian approxi-
mation of the spectrometer instrument function, which
was determined in experimentswith unoxidized indium
phosphide. Variation of the primary constituent linesin
width did not change the results of the decomposition.
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Theresults of the final decomposition of indium and
phosphorus spectra are presented in Figs. 1b and 2b,
respectively. Because of phases1 and 2 being similar in
binding energies, their sum envelope is shown in the
indium spectrum. The line of unoxidized InP (5) aso
falls onto the low-energy tail of this spectrum. Its con-
tribution issmall, however, asfollows from the phospho-
rus spectrum. The small contributions deriving from
unoxidized InP (5) and elemental phosphorus P (8) man-
ifest themselvesin the phosphorus spectrum asasingle
weak line separated from the oxide spectrum by about
5 eV. The convergence of the iteration procedure turned
out to be very fast. Only five iteration cycles were
needed to compl ete the decomposition. The fractions of
chemical phases 1, 2, 3, 4, and 7 turned out to be 16, 49,
29, 4, and 2%, respectively. In the last decomposition,
the chemical phase fractions derived from the indium
and phosphorus spectra coincide to within 1-3%.
Within these limits, the rel ative error in determining the
fractions of main phases does not exceed 5-10%.

Summing up the above steps, we propose the fol-
lowing algorithm for the decomposition of a spectrum
in lines, for instance, of two elements.

(1) Determination of the largest possible number of
chemical phases, setting the order of the binding ener-
gies E, of each element chosen for the anaysis, and
zero-approximation choice of any values of E, within
the experimental line.

(2) Approximation of the experimental spectra by a

set of primary lines centered on the Ei,z energies, and
determination of the relative chemical phase fractions

Cﬁ,i ; Céi , ... for each of the elements under analysis

(b isthe number of the chemical phase; 1 and 2 are the
numbers of the elements under study or of the spectral
lines; i is the iteration cycle index). Here, the relative
fraction is understood to be the ratio of the correspond-
ing primary line area (corrected for the stoichiometric
coefficient of the phase) to the sum of the areas of the
primary lines of the phases common to each of the ele-

ments under analysis. The composition (C,;i , C;i .
is determined by varying the intensity of the primary
lines (and the width, if the width of theinstrument func-
tion isless than the natural line width) and minimizing
the difference between the experimental and calculated
spectra

(3) Determination of the difference A,f}l = C,rf'i -

Céi between the relative chemical phase fractions
obtained for each element.

(4) Theiteration procedure comesto an end if Af,j t<

0 (the preset error of determination of the chemical
composition). Determining the chemical composition
in molecular percentage by renormalizing the relative
chemical phase fractions to the total area bounded by
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the primary lines of al chemical phases present in the
sample.
(5) If A" > &, then the step AE,’! is chosen to

minimize this difference and a new iteration cycle is

performed with a new set of energies Eéji2+l ;i.e, we
return to the second point of the proposed algorithm.

Thisagorithm was also used to advantage in an anal-
ysis of copper oxide films grown by magnetron sputter-
ing with the use of a source of atomic oxygen [5].

5.2. Core-Electron Binding Energies E,
in Native InP Oxides

The above unfolding procedure yielded consider-
ably more accurate and reliable binding energies. As
seen from Tables 1 and 2, the data obtained in this study
are generaly close to the data derived by averaging
over many sources, athough in some cases the differ-
ence may be as large as 0.6-0.9 eV. Significantly, the
systematic error of determination of the binding energy
was reduced by afew times. Thetotal error for themain
phases did not exceed 8E,, ~£0.1 eV. Shifting the center
of the primary line produced in the final decomposition
by an amount larger than 0.1 eV does not allow us to
reach the preset error of determination. The conclusion
that the reliability of determining the binding energy is
improved in the above exampleisbased on thefact that,
if this quantity had been found with insufficient accu-
racy, the energy E, could beidentified with awrong com-
pound. For instance, the In3ds;, binding energy found in
[12] for InPO; (446.1 €V) exceeds by 0.2 eV the energy
for the InPO, oxide averaged over many sources instead
of being lessthan thisvalue (Tables 1, 2). The P2p bind-
ing energy determined in [14] for InPO, (136.0 V)
exceeds by 0.2 eV the averaged value for P,Os, thus
also changing the sequence of the above phases. By
contrast, the P2p binding energy for InPO, (136.0 €V)
quotedin[16] isnot 0.7—1.0 eV higher but rather 0.3 eV
smaller than the averaged value for InPO;. Hence, the
technological processes based on these erroneous fig-
ures would be aimed at producing incorrect com-
pounds.

5.3. The Surface To Be Oxidized Should Be Enriched
in Phosphorus

The above illustration shows that the total fraction
of the most stable and dielectrically strong InPO, and
INn(PO3); oxides in samples prepared by plasma oxida-
tion may be as high as 65%, with the fraction of the
undesirable oxide In,0; not exceeding 4%. From the
chemical formulas of these oxides, it follows that, in
order to reach these figures, the surface to be oxidized
has to be enriched in phosphorus. The conditions pro-
duced in the plasma oxidation technology employed
here are apparently favorable for outdiffusion of this
element from the bulk of the material. Preliminary dep-
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osition of a certain amount of phosphorus onto thesur- 8.
face to be oxidized can conceivably change the chemi-
cal composition in the desired direction and thus ¢
improve the quality of the oxide and of the interface.
10.
6. CONCLUSIONS
11.
Thus, a new method has been proposed for analyz-
ing the chemical phase composition of asubstanceand 4,
determining the core-electron binding energies, which '
is a modification of the XPS technique. In contrast to
the prototype, this method is standardless. The method 3
improves the reliability and accuracy of quantitative 13.
determination of the chemical composition of a sub-
stance and of the core-electron binding energies of 14
atoms in the chemical phases under study. Indeed, in
the above example of determining the NatO-InPchem- 15
ical phase composition, the relative error of determina
tion of the main phase fractions did not exceed 5-10%.
The systematic error of determining the binding-energy 16
was reduced by afew times. Thetotal error for the main '
phases did not exceed 0.1 eV.
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Abstract—The electronic structure of |ead hexacyanoferrate(l11) is calculated by theab initio tight-binding lin-
ear muffin-tin orbital (TB-LMTO) method in the LSDA + U approximation. The influence of vacancies in the
lead sublattice on the electronic spectrum, chemical bonding, and magnetic properties of the Pb; sFe(CN)g
phase is investigated. Analysis of the electronic spectrum shows that this compound is characterized by semi-
conductor conductivity. It is demonstrated that the semiconductor gap is associated with the charge ordering of

iron(l11) ions. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Recently, Polyakov et al. [1] synthesized anhydrous
lead and tin hexacyanoferrates(ll) and hexacyanofer-
rates(l11). X-ray and neutron diffraction investigations
revedled that the Pb,Fe(CN)g, Pb,sFe(CN)s, and
Sn,Fe(CN)g phases crystallize in atrigonal crystal sys-
tem [2]. These compounds belong to the group of cya

nometallate complexes of the Al [Fell"(CN)]"

type (where Aisatransition metal cation). The majority
of these compounds possess high Curie temperatures
and good ion-exchange properties (the ability of transi-
tion metal cations involved in the first coordination
sphere of the complexes to exchange with heavy univa-
lent alkali metal ionsin solutions) [3-6]. Owing to their
physicochemical properties, the p and d element
hexacyanoferrates can be used as inorganic sorbents
and precursors for designing three-dimensional molec-
ular magnets with controlled magnetic moments [3-6].

It isknown that the magnetic ordering in hexacyano-
ferrates is associated with the indirect exchange inter-
actions through CN groups [3, 4], whereas the Fe—Fe
direct interactions are absent, because the distances
between the nearest neighbor iron ions are usualy
larger than 6 A. The magnetic interactions between
Fe(CN)g octahedra occur through an A magnetic ion
according to the scheme ...«(NC)s—F€''-"CN-A-NC—
Fe''(CN)s—..., where A = Fe, Co, Ni, Cr, and Mn. In
the Pb,sFe(CN)g compound, Fe(CN)g octahedra are
joined through Pb?* ions. At present, the origin of mag-
netic interactionsin lead hexacyanoferrateisnot clearly
understood. Quantum-chemical investigations of the
electronic spectra and chemical bonding in cyanomet-
allate complexes are predominantly reduced to cluster

calculations of crystal lattice fragments of the (CN)s—
A-NC-B—(CN)s type [7, 8]. The exception is provided
by afew recent works [9-11]. Ryzhkov et al. [9] calcu-
lated the electronic structure of the Pb,Fe(CN)g com-
pound and the effective charges at atoms (three-dimen-
sional integrals of the charge density over spatia
domains between minima of the electron density) by
the discrete variation method within an extended-clus-
ter model. The effective charge at iron atoms varied
from 2.35 to 2.75 and appeared to be greater than that
corresponding to their formal oxidation state in the
Pb,Fe(CN);, compound. Zhukov et al. [10] and
Zainullina et al. [11] analyzed the electronic spectra
and chemical bonding in the Pb,Fe(CN),
Pb, sFe(CN),, and Sn,Fe(CN), phasesin the framework
of the ab initio tight-binding linear muffin-tin orbital
(TB-LMTO) approach and Hiickel band calculations.

In this work, we investigated the magnetic proper-
ties of the Pb, sFe(CN)g compounds. For this purpose,
the electronic structure of Pb; ;Fe(CN)g was calculated
by the ab initio TB-LMTO method in the LSDA + U
approximation [12].

2. CRYSTAL STRUCTURE

According to x-ray and neutron powder diffraction
data obtained with the Rietveld method, the
Pb, sFe(CN)g anhydrous compound crystallizes in a

trigonal crystal system (space group P3, Z = 1) with
the lattice parameters a = 7.1879(3) A and ¢ =
5.5092(4) A [11]. The Pb, sFe(CN)4 compound is isos-
tructura to the Pb,Fe(CN)g compound (Table 1). The
structure of the Pb; sFe(CN)g compound consists of lay-
ers formed by [Fe(CN)¢]™ complexes, where n = 3 and
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4 (Fig. 1). lron ions Fe?* and Fe** are located inside
these complexes and coordinate six (CN)~ groups. Lead
ions are positioned within distorted octahedra formed
by six nitrogen ions belonging to the six nearest
Fe(CN)g complexes (three complexes from one layer
and three complexes from another layer). There are
three long and three short Pb—N interatomic distances.
The Pb,Fe(CN)g and Pb, sFe(CN)g compounds have a
layered structure: triads of the nearest [Fe(CN)g]™ com-
plexes are joined together into layers by bridging lead
atoms. The same bridging lead atoms (the coordination
number is 3 + 3) link the nearest triad of the complexes
from the adjacent layer. The interaction between com-
plexes occurs through nitrogen— ead—nitrogen bonds.

In the crystal lattice of the Ph, sFe(CN)s compound,
unlike the crystal lattice of the Pb,Fe(CN)g compound,
approximately aquarter of thelead positionsturn out to
be vacant. Vacancies in the lead sublattice are distrib-
uted in arandom manner.

3. CALCULATION TECHNIQUE

The eectronic structure of lead hexacyanofer-
rate(l11) was calculated in terms of the LSDA + U local
spin density functional [12], which includes one-site
Coulomb correlations.

The calculations were performed with acell of com-
position Pbs[Fe(CN)g],Ez9, Where E stands for empty
spheres. Since the methods under consideration were
developed and used for close-packed structures, addi-
tional empty spheres were introduced into the atomic
basis set of hexacyanoferrate with a rather loose struc-
ture. The empty spheres were predominantly located
between layers composed of iron—carbornitrogen octa-
hedra. The computational cell for the Pb, ;Fe(CN)g phase
was constructed in the following way. First, the compo-
stion of the computational cell was chosen such that it
would be most similar to the composition of the phase
under investigation. Second, the cell with the minimum
atomic basis set was used for this composition. The cho-
sen cell of the composition Phby[Fe(CN)g].Esq Was
obtained through double tranglation of the trigonal unit
cell along the c axisand removal of one out of four lead
atoms. The symmetry of this cell waslower than that of
the unit cell of the Pb,Fe(CN)g phase. The model struc-
ture of the Pb, sFe(CN)g phase contained two types of
nonequivalent iron atoms (Fel, Fe2), three types of
nonequivalent lead atoms, and six types of carbon and
nitrogen atoms. The Fe2 atom was positioned closer to
the lead vacancy. Our model of the cell was based on
the assumption that defects (lead vacancies) are located
at regular intervals.

The basis set of valence orbitals of the Pb; sFe(CN)g
phase included the valence ns and np orbitals of Pb, C,
N, and E atoms and the 4s, 4p, and 3d orbitals of Fe
atoms. The (n + 1)d orbitals of C and N atoms and the
nd states of Pb atoms were taken into account only
within the down-folding approach [13], which is based
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Tablel1. Structural parameters of the Phb,Fe(CN)g and
Pb, sFe(CN)g phases

(p’(;\;‘t’i”;n) xia yib zlc N
Pb,FE(CN)q

Pb(2d) 13 23 | 0.6005(5) | 1.00

Fe(la) |0 0 0 1.00

C(6g) |0.0654(6) | 02502 | 0.1956(8) | 1.00

N(6g) | 0.3014(5) | 09053 |0.3070(7) | 1.00
Pb; sFe(CN)q

Pb(2d) U3 23 | 05959(6) | 091

Fe(la) |0 0 0 1.00

C(6g) | 0.0595(7) | 0.2455(7) | 0.1979(9) | 1.00

N(6g) | 0.3016(6) | 0.9085(5) | 0.3093(8) | 1.00

Note: N isthe occupancy of the atomic position.

on the Léwdin perturbation theory [14]. The calcula-
tions were performed using 32 k points in the Brillouin
zone (12 k points per irreducible part of the Brillouin
zone). For the Pb,; sFe(CN), phase, the optimum radius
ratiosrp,/rc and r/r wereequal to 3 and 1.92, respec-
tively. It was assumed that, in the Pb; sFe(CN)g struc-
ture, the radius of the empty sphere occupying a lead
siteisequal to the atomic radius of lead.

It turned out that the results of nonmagnetic calcula-
tions for the Pb, sFe(CN), phase are inconsistent with
experimental data. The absence of the band gap at the
Fermi level in the e€lectronic spectrum of the
Pb, sFe(CN), crystal is associated with the fact that
strong correlation effects characteristic of iron com-
poundswereignored inthe LSDA calculations. For this
reason, the ab initio calculations for the Pb, sFe(CN)g
phase were performed in the LSDA + U approximation,
which provides away of analyzing systems with strong
Coulomb correlations. The parameters used in the cal-
culationswere asfollows: U =8.0eV and J = 0.88 eV.

The schemes of filling 3d orbitals of iron ionsin the
Pb, sFe(CN), phase were examined by calculating the

oC
o N

@Pb

'S

a

Fig. 1. Crystal structure of the Pb,Fe(CN)g phase.
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Table 2. Atomic parameters used in the extended Huickel
calculations: theionization potentials of valence orbitals H;;,
the exponents §;, and the weight coefficients C; of exponents
in the expressions for atomic orbitals of the Slater type [17]

Atom Orbital Hi;, ev %Egg
Pb 6s 15.7 2.35 (1.00)
6p 8.0 2.06 (1.00)
Fe 4s 9.10 1.90 (1.00)
4p 5.32 1.90 (1.00)
3d 12.60 5.35 (0.5505)

2.0 (0.6260)

C 2s 21.4 1.625 (1.00)

2p 11.4 1.625 (1.00)
N 2s 26.0 1.95 (1.00)
2p 134 1.95 (1.00)

occupation matrices for Fe** ionsin alocal coordinate
system. The local coordinate system is a Cartesian
coordinate system that involves an iron atom at the ori-
gin and is obtained by transforming a trigonal coordi-
nate system into a cubic coordinate system [15]. As a
result, the E2, E1, and Al 3d orbitals of iron atoms
(characterizing the trigonal crystal system) are trans-
formed into the g, and t, orbitals.

N(E), eV-!

E
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0
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30
20
10
0 ! !

-12 -8 -4 0 2
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Fig. 2. Densities of states for the Pby sFe(CN)g semimetal
compound: (a) the total density of states and (b) Fel 3d and
(c) Fe2 3d partia densities of states. LSDA + U calcula
tions.
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The nature and strength of the chemical interactions
in the Pb; sFe(CN)g compound were analyzed in the
framework of semiempirical extended Hiickel calcula-
tions [16]. The standard parameters used in the
extended Huickel calculations are tabulated in [17] and
presented in Table 2.

4. RESULTS AND DISCUSSION

The electronic structures calculated in the LSDA
approximation for the Pb,Fe(CN), and Pb, sFe(CN),
phases were discussed in our earlier works [10, 11].
According to the calculations, the electronic band
structure of these phases is characterized by a large
number of sharp narrow peaks. Thisistypical of molec-
ular crystals. In the electronic spectrum of the com-
pounds, it is possible to distinguish four bands. The
band observed in the low-energy range corresponds to
the Pb 6s and Fe 4s states. This band is split into two
bands for the Pb, sFe(CN)g phase. The broad valence
band isformed by the hybrid C 2p and N 2p stateswith
a considerable contribution from the Fe 3d and Pb 6s
states. Inthe vicinity of the Fermi level, the Fe 3d states
are substantialy split into two narrow peaks corre-
sponding to the t,y and &, types of cubic symmetry.

Asfollows from the results of nonmagnetic calcula-
tions, the Pb, sFe(CN), phase has metallic conductivity.
The Fermi level corresponds to the maximum of the
narrow peak, which is predominantly attributed to the
Fe 3d states.

In order to take into account the correlation effects,
which are most likely rather strong for the Pb, sF&(CN)g
phase, the calculationswere carried out inthe LSDA + U
approximation. These calculations resulted in two sta-
ble solutions (with close values of the total energy) for
ferromagnetic ordering of iron ions. The first and sec-
ond solutions correspond to a semiconductor with a
band gap of 1.18 eV and a semimetal, respectively. For
both solutions, the magnetic moment is equal to 2 pg
per Pb;[Fe(CN)g],Es computational cell. Thetota and
partial densities of states for the Pb, ;Fe(CN)g phase
with metallic and semiconductor conductivities are
depicted in Figs. 2 and 3. The total density of statesfor
the Pb,sFe(CN)s phase with metalic conductivity
(Fig. 2) is intermediate in shape and band location
between the electronic spectra of the nonmagnetic
phases Pb,Fe(CN)s and Pb; sFe(CN)g. The calculated
magnetic moments of Fel3* and Fe2**ions are identical
and equal to 1 . The analysis of the occupation matri-
ces for Fe** ions in the local coordinate system (see
Section 3) enables usto propose the scheme of filling of
the 3d orbital s of theseions (Fig. 4a). Bothironionsare
in alow-spin state (have one unpaired electron in the 3d
orbitals).

The electronic spectrum determined within the
LSDA + U approximation for the Pb; sFe(CN)g phase

with semiconductor conductivity (Fig. 3) differs sub-
stantialy from the electronic spectrum obtained on the
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basis of nhonmagnetic calculations [11]. Three peaks
(C', D', C") associated with the Fe2 3d states appear at
energies of —7.4, —6.7, and 1.2 eV. Three peaks corre-
sponding to the Fel 3d states are observed in the energy
range from—1.2to 0 eV. A considerable contribution to
the density of statesin the range of the peaks D and D
ismade by the valence nsand np states of carbon, nitro-
gen, and lead ions. The bands of the Pb 6s states (peaks
A, A) and Fe 4s states (peak B) are shifted toward the
low-energy range in the electronic spectrum of the
Pb, sFe(CN), phase as compared to their positions in
the spectrum of the Pb,Fe(CN), phase. The calculated
magnetic moments of iron ions in the Pb, sFe(CN)g
semiconductor are equal to 0 and 1.97 g for the Fel
and Fe2 ions, respectively. The analysis of the occupa-
tion matrices for the Fel®* and Fe23* ions in the local
coordinate system made it possible to propose different
schemes of filling of the 3d orbitals of iron ions. The
Fel iron ion is nonmagnetic; i.e., it is in the low-spin
state. The Fe2 ironion hastwo unpaired electronsin the

3d orbital (intermediate state). As arule, trivalent iron

ions in the low-spin state have a t, t,; configuration

(Fig. 4a). The Fe** ions with magnetic moments equal
to0and 1.97 pg in the Pb; sFe(CN)g semiconductor can
be represented using either of two possible schemes. In
the first scheme, the presence of trivalent iron ionswith
these magnetic moments is due to a strong hybridiza-
tion of the Fe 3d orbitalsand the C 2p orbitals (Fig. 4b).
According to the second scheme, the aforementioned
magnetic moments of the iron ions are associated with
the charge ordering of Fe?* and Fe** ions (Fig. 4c).

In the former case, a strong Fe 3d-C 2p hybridiza-
tion results in electron transfer from one carbon ion to
the t,, level of the Fel3* ion in the low-spin state and
from another carbon ion to the g, orbitals of the Fe23*
ion inthe intermediate state (Fig. 4b). This scheme pro-
vides a satisfactory explanation of the electron distribu-
tion only for the semiconductor, even though it remains
unclear how the t,, orbitals of iron ions can participate
in the hybridization with the 2p orbitals of carbon ions.
For the semimetal compound, the strong hybridization
scheme cannot explain the unit magnetic moment of
iron(l11) ions.

A more conclusive explanation for the difference
between the calculated local magnetic moments of the
Fel and Fe2 iron ionsin the Pb,; sFe(CN)4 semiconduc-
tor is based on the assumption that there is a charge
ordering of Fe?* and Fe** ions (Fig. 4c). This assump-
tion is confirmed by three arguments. First, in the
framework of this scheme, an approximately identical
Fe 3d—C 2p hybridization is observed for both solutions
(semiconductor and semimetal). Second, the charge
ordering of iron(l11) ions in the Pb, sFe(CN)g phase is
supported by an energy gain when the high-energy e?
states remain unoccupied. Finaly, third, the validity o
the above assumption is confirmed by the different
chargesin the 3d orbital s inside spheres of the Fel and
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Fig. 3. Densities of states for the Pb; sFe(CN)g semicon-
ductor: (a) thetotal density of statesand (b) Fel 3d, (c) Fe2
3d, and (d) C 2p partial densities of states.
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Fig. 4. Schemes illustrating the charge polarization of iron
ionsin (a) the Pb; sFe(CN)g semimetal compound and the
Pb, sFe(CN)g semiconductor for (b) strong Fe3d-C2p
hybridization and (c) charge ordering of ironions.

Fe2 ions: their differenceisequal to 0.5e. We give pref-
erence to the second scheme for explaining the charge
polarization of ironions, according to which the charge
ordering of iron(l11) ions (Fe**, Fe**) is responsible for
the experimentally revealed semiconductor properties
of the Pb, sFe(CN), phase [18].

In addition to the calculations of the electronic
structure and magnetic characteristics of the
Pb, sFe(CN)¢ phase, we analyzed the chemical interac-
tionsin the framework of the extended Hiickel method.
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Table 3. Bond lengths L and overlap populations Q of crys-
tal orbitalsin the Pb,Fe(CN)g and Pb; sFe(CN)g phases

Crystal Pb-N1|Pb-N2| Fe-C | CN
Pb,Fe(CN)s | L, A | 2429 | 2.901 | 1926 | 1.131
Q,e | 0258 | 0.018 | 0571 | 1.699

Pb,sFe(CN)g | L, A | 2442 | 2911 | 1.932 | 1.145
Qe | 0264 | 0.042 | 0569 | 1.667

The pair interactions were estimated using the Mul-
liken overlap population Q of the bond. This quantity
characterizes the covalent component of chemical
bonding in solids. For a crystal with due regard for
trandational symmetry of the wave function ¢;, the
overlap population of the crystal orbitals of atoms
located at the points | and m can be written in the fol-
lowing form:

le = Zz
k

X[Or(r=Do;(r —m)d’,

where k stands for the numbering of occupied crystal
orbitals.

The overlap populations of the crystal orbitals,
which were calculated from the above relationship, are
listed in Table 3. For comparison, the corresponding
values for the Pb,Fe(CN), phase are also given in this
table. It is evident that the dominant role in the chemi-
cal bonding in the hexacyanoferrate structure is played
by the Fe—C and C-N strong covaent interactions in
layers composed of Fe(CN)g octahedra. The overlap
population of the crystal orbitals for the C-N bondsis
nearly three times higher than that for the Fe—C bonds.
The long Pb—N2 bonds make an insignificant contribu-
tion. The changeover from the Pb,Fe(CN), phase to the
Pb, sFe(CN), phase is accompanied by a strengthening
of the Pb—N bonds, an insignificant decrease in the
strength of the Fe—C bonds, and a weakening of the C—
N interactions. The overlap populations of the crystal
orbitals for the Fe-C and C-N bonds correlate well
with their lengths (Table 3). The situation is different
for the Pb—N interactions. An increase in the length of
the Pb—N bond in the Pb, sFe(CN)g phaseis attended by
an increase in the strength of this bond. The tendency
observed in changes in the bond strength of the lead
hexacyanoferrate(l11) indicates that the el ectron density
can easily be redistributed in the system of bonds ...—
Fe-C=N—Pb-.... An enhancement of the Pb—N interac-
tionsis caused by the transfer of electron density from
nitrogen atoms in the vicinity of vacancies to lead
atoms. The shift of the electron density from iron ions
to lead vacancies through a chain of C—-N bonds leads
to a decrease in the strength of the Fe—C bonds and an
increase in the strength of the Pb—N bonds adjacent to

)3 exp(ik(m—1))ci*c!

idljOm
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the vacancy. This effect is confirmed by the magnetic
calculations of the el ectronic spectrum. The Pb 6s states
in the electronic spectrum of the Pb, sFe(CN)g phase
are shifted toward the low-energy range (Fig. 3a) as
compared to those in the spectrum of the Pb,Fe(CN),
phase.

5. CONCLUSIONS

Thus, the electronic structure of the recently synthe-
sized lead hexacyanoferrate(l11) was calculated by the
TB-LMTO method in the LSDA + U approximation. It
was found that the Pb,sFe(CN)gs phase possesses a
semiconductor conductivity, which is in agreement
with experimental data. The distinguishing feature in
the electronic structure of compounds belonging to this
classisthat the Fe 3d states are strongly split into two
narrow peaks (corresponding to the t,, and g, types of
cubic symmetry) in the vicinity of the Fermi level. The
semiconductor conductivity in the Pb, ;Fe(CN)g phase
can be associated with the charge ordering of Fe** and
Fe* iron ions. It was revealed that strong covalent
interactions occur in iron—carbon—nitrogen octahedra.
The Pb-N interactions have a mixed ionic—covalent
character.
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Abstract—The decay kinetics of phosphorescence excited by x-rays in a CaF,—Dy crysta is investigated. It is
found that localized charge carriers recombine through tunneling. The conclusionisdrawn that, intheinitial stages
of x-ray irradiation, the accumulation of charge carriers occurs in pairs. This process is caused by the formation
of excimer-like molecular states during excitation of the crystal. © 2004 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

lonizing radiation generates free (band) charge car-
riers in a crystal and causes localization of opposite
charges in hole and €electron traps. It is generally
believed that, since the electron and hole traps are point
microdefects, they have no effect on each other and,
hence, thelocalization of carriers of like charges occurs
irrespective of whether the carriers of opposite charges
arein afree or localized state. The concept of opposite
charge carriers that do not interact either at the instant
of localization or during further phosphorescence
underlies the theory of phosphorescence [1] and many
studies devoted to relaxation processesin excited phos-
phors.

Experimental observation of pair accumulation of
charge carriers in wide-band-gap (ionic) crystals[2, 3]
lent impetus to theoretical treatment of statistic (ran-
dom) [4] and correlated [5, 6] or genetic [4] pairs. In
those (and other) works, the question as to how one
charge carrier affects another carrier of opposite charge
was not considered. However, the possibility of localiz-
ing a charge carrier residing in afield of an oppositely
charged carrier is of fundamental importance in eluci-
dating the mechanism of carrier interaction.

The pair accumulation of charge carriers clearly
manifests itself in tunneling luminescence. According
to the tradition approach, which is based on the gas-
kineticstheory of carrier interaction, the electronic pro-
cesses associated with a point defect occur within alat-
tice site. Since tunneling suggests that the wave func-
tions of the electronic states of spatialy separated
defects overlap, the gas-kinetics approximation is obvi-
oudly invalid in this case. The possibility of a charged
recombination center affecting the energy parameters
of atrap isalowed for by the diffusion theory of phos-
phorescence [7] (a version of the classical approach to
the description of motion of an electron prior to local-
ization or recombination). However, according to this
theory, the probability of carrier capturing in a trap
residing in afield of alocalized hole is negligible. In
our previous papers [8-10], particular attention was

drawn to the fact that the range of unrelaxed electronic
states of point defectsislarge enough for spatially sep-
arated defects to interact with each other due to the
overlap of the wave functions of their electronic states.
From this point of view, in the present work, we studied
the decay kinetics of phosphorescence of CaF, crystals
activated with dysprosium.

2. EXPERIMENTAL TECHNIQUE

In our experiments, the phosphorescence with
wavelength A = 585 nm, which corresponds to the
4f — 4f intraconfigurational transitions of trivalent
dysprosium, was measured after exposure of the crystal
to x-ray irradiation (10 mA, 40 kV, BSV2-Cu tube,
URS-55 x-ray apparatus) in the time range from severa
seconds to tens of minutes. The measurements were car-
ried out at room temperature and liquid-nitrogen temper-
ature. The phosphorescence was recorded using amono-
chromator, an FEU-79 photomultiplier, and a recording
potentiometer with a periodic time of 1 s. The activator
content in crystals varied from 0.4 to 1.3 mol %.

3. RESULTS AND DISCUSSION

Figure 1 shows the phosphorescence decay for two
crystals at different activator contents after 30-s expo-
sure to x-ray irradiation. The decay curves are
described by the Becquerel law; i.e., they are approxi-
mated well by hyperbolas of the form

J = (a+bt)™, (1)

where a, b, and a are constants.

It can be seen from Fig. 1 that the exponent a for the
crystal at a higher activator content (o = 0.7) is larger
than that for the crystal at alower activator content (o =
0.6). As the time of exposure to x-ray irradiation
increases (Fig. 1), the decay curve in log-og coordi-
nates becomes gently flattened; i.e., at a long time of
exposure to x-ray irradiation, the exponent of the
hyperbola decreasesto a = 0.5 for crystals with differ-
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Intensity, arb. units Exposure, 30 min; 0.4 mol % Dy

Exposure, 30 min; 1.3 mol % Dy
Exposure, 30 s; 0.4 mol % Dy
Exposure, 30 s; 1.3 mol % Dy

4> o 1

10

100 t,s

Fig. 1. Phosphorescence decay in CaF, : Dy crystals at
room temperature.

ent contents. In the case when the crystalsirradiated at
room temperature are cooled to liquid-nitrogen temper-
ature, the phosphorescence persists but its intensity
dlightly decreases, which has virtually no effect on the
decay curve (Fig. 2).

Both the temperature behavior of phosphorescence
and the decay curves approximated by hyperbolas with
exponents less then unity indicate that localized charge
carriers recombine through tunneling without the par-
ticipation of band states. In this case, the decay kinetics
of phosphorescence can be represented by the expres-
sion

J = {f(r)WTe dr, 2

where f(r) is the function describing the distribution of
localized electrons over the distance r with respect to
the occupied hole centers. This function depends on the
overlap integral of the orbitals Sof the electron and hole
centers and on the probability of finding a nearest
neighbor w: f(r) ~ Sw, where wy isthe probability of the
tunneling transition and t isthe time. The probability of
finding a nearest neighbor w is the function of the con-
centration of localized charge carriers. Under the
assumption that both the hole and electron traps are
generated by an impurity, the probability w can be writ-
tenin theform [11]

w = 4rr’cexp(—4mr’c/3),

where c isthe concentration of defects. It isknown that,
in CaF,—Dy crystals, the Dy3* ions transform into Dy?*
ions under x-ray irradiation and serve as el ectron-trap-
ping centers [12]. Experimental investigations have
revealed activator holes of two types: (i) holes of the
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0.4 mol % Dy; 78 K
1.3 mol % Dy; 78 K
0.4 mol % Dy; 295 K
1.3 mol % Dy; 295 K

Intensity, arb. units
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100 t,s

Fig. 2. Phosphorescence decay in CaF, : Dy crystalsat tem-
peratures of 78 and 295 K after 30-min exposure to x-ray
irradiation.

first type arelocalized in the vicinity of arare-earthion
[13], and (ii) holes of the second type are localized
immediately at a rare-earth ion, thus changing its
charge state (in our case, to Dy**) [14, 15]. In our con-
sideration, the structure of hole centersis of little sig-
nificance, because, in both cases, the electron—hole
recombination is accompanied by emission of the rare-
earth ion. The curves described by expression (2) are
approximated well by hyperbolas of form (1) [9]. It
should be noted that, in this case, the higher the concen-
tration of defects, the larger the slope of the curves.

The experimentally observed increase in the expo-
nent of the approximating hyperbolawith anincreasein
the activator content is consistent with expression (2).
Prolonged excitation of the crystal under ionizing radi-
ation modifies the distribution function f(r) due to
recombination phosphorescence. In essence, the
recombination phosphorescence involves the annihila
tion of previously generated pairs; i.e., the phosphores-
cence is favorable for the generation of pairs with a
large spacing between localized charge carriersininter-
acting pairs. This leads to a decrease in the exponent a
of the hyperbola, which is observed in the experiments.
This effect should be more pronounced for crystals
with a higher impurity content, which is also the case.

4. CONCLUSIONS

The experimental results obtained in this study
allowed usto concludethat, intheinitial stages of x-ray
irradiation of the crystal, the accumulation of charge
carriersoccursin pairs. Thisis explained by the forma-
tion of short-lived excimer-like molecular states during
excitation of the crystal [16].
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Abstract—The ion mobility in a crystal of partially deuterated potassium hydroselenate (KHSe) was studied
using nuclear spin resonance (NSR) of 1H, 2H, 7’Se, and %K in a wide temperature range. The temperature
dependences of the deuterium NSR spectra above 360 K exhibit changes in the line shape characteristic of
chemical exchange processes. These exchange processes were studied in detail using two-dimensional °H NSR
spectroscopy. It was ascertai ned that the exchange between deuterons of hydrogen bondstake placein theentire
temperature range under study. However, the measured conductivity was approximately one-hundredfold lower
than that estimated from the exchange frequencies. It was assumed that the low conductivity in the temperature
range under study is caused by closed dimers of SeO, groups in the KHSe structure. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Study of the ion (chemical) exchange processes in
crystals with ionic conductivity is atopical problem of
solid-state physics due to the wide practical application
of such compounds in modern engineering. Recently
[1-3], we studied the mi croscopi c mechanism of proton
transport in the ammonium hydroselenate (AHSe) crys-
tal. In the structure of this crystal, tetrahedral SeO,
groups are joined by linear hydrogen bonds into quasi-
one-dimensional chains aligned along the b axis. Such
crystals can be good model objects to test various
assumptions on microscopic mechanisms of ionic con-
ductivity. In [1-3], it was shown that the ionic conduc-
tivity in AHSe and its isotropic nature are caused by
proton exchanges between hydrogen bond chains. It
might be expected that proton exchange similar to that
in the AHSe parael ectric phase al so takes place in other
crystals with hydrogen bond chains. From this view-
point, it isof interest to study ion transport in the potas-
sium hydroselenate (KHSe) crystal, whose structure is
characterized by hydrogen bond chains that alternate
with layers of closed “dimers’ of SeO, groups [4].

Asin the case of the AHSe crystal, KHSe was par-
tially deuterated (~80% of protons are substituted by
deuterium nuclei), which allowed us to apply NSR of
guadrupole nuclei to study proton (deuteron) transport
processes. In addition to conventional NSR Fourier
spectroscopy, we used two-dimensional (2D) NSR
spectroscopy, which provided a unique opportunity to
study elementary processes in the chemical exchange
of deuterons. Since, apart from protons, other lattice
ions can contribute to the conductivity, NSR spectra of

39K and 7"Se were studied in awide temperature range.
The NSR spectroscopy data were compared to dielec-
tric measurements at a frequency of 1 kHz.

2. EXPERIMENTAL

Partially deuterated (80%) KHSeO, crystals were
grown from an agueous solution containing excess
H,SeO, and an appropriate amount of heavy water. The
same samples were used in NSR and diglectric mea-
surements. ?H NSR measurements were carried out
using a BRUKER MSL 300 spectrometer with a Lar-
mor frequency of 46.073 MHz. The duration of a 90°
pulse was ~4 us. To eliminate the “ dead time” effect of
the NSR spectrometer receiver, a spin-echo sequence
with atime of 25 us between pulses was used. More-
over, proton decoupling was employed to suppress
broadening of ?H NSR lines because of the dipole-
dipole interaction with remaining protons. Two-dimen-
sional NSR studies were carried out using a spin-echo
sequence (T02), —t; — (T02)_, — Ty — (T02), — T — (T02), —
T-t, wheret,, t,, T, and 1, are the evol ution time, mea-
surement time, time between pulses, and mixing time,
respectively. NSR spectra of K and 7’Se were mea-
sured using an AVANCE 300 spectrometer at Larmor
frequencies of 13.9 and 57.301 MHz, respectively. To
increase the signal intensity from rare "’Se nuclei, the
cross-polarization method [5] was used. *H NSR mea-
surements were performed using a laboratory-made
pulsed NSR spectrometer with a proton Larmor fre-
guency of 27.0 MHz.

1063-7834/04/4610-1845$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Fragment of the KHSeO, structure (hydrogen bond
chains and one chain of dimers).

v
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Fig. 2. Temperature dependence of proton spectrain KHSe.

The dielectric susceptibility was measured at a fre-
guency of 1 kHz using the bridge method in the temper-
ature range 350450 K. Samples ~0.8-mm thick were
cut from a KHSe single crystal. Thin gold films were
employed as electrodes in diel ectric measurements.
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3. RESULTS AND DISCUSSION

The KHSe crystal is characterized by orthorhombic
symmetry; its space gro%) iSP, a=8690A, b=
10.053 A, and ¢ = 19.47 A (Z = 16) [4]. The main dif-
ference between the KHSe structure and the previously
studied AHSe structure [6] is that only half the SeO,
groups in KHSe are hydrogen-bonded into infinite
chains similar to those in the AHSe structure and
aligned along the a axis. The remaining SeO, groups
are hydrogen-bonded in pairs into relatively separate
dimers (Fig. 1). Each dimer is characterized by a sym-
metry center, and the dimer plane is amost parallel to
the (001) crystalographic plane. The positions of
hydrogen bond protons were not determined in [4];
however, they can be approximately determined from
structural data on the potassium hydrosulfate KHSO,
crystal [7, 8] by taking into account that these crystals
areisomorphous. However, this assumption is not quite
correct, sinceitisindicated in [4] (based on dataon the
relevant O...0 distances) that hydrogen bonds in the
KHSe crystal are significantly stronger than those in
KHSO,.

As mentioned above, ~80% of protons in the KHSe
crystal are substituted by deuterium nuclei; i.e., protons
are“rare’ nuclel. Thiscircumstance allows preciselocal-
ization of protons in KHSe using *H NSR. Figure 2
shows typical *H NSR spectra in KHSe measured at
various temperatures and for a crystal orientation such
that the c axisis perpendicular to the external magnetic
field B, and the angle between the a axis and the field
B, is45°. We can seefrom Fig. 2 that two Pake doublets
belonging to two magnetically nonequivalent pairs of
dimer protons are well resolved due to a significant
decrease in the intermolecular dipole-dipole interac-
tion between protons. The central spectral line belongs
to protons of hydrogen bond chains and dimers in
which only one proton is substituted by deuterium. Itis
worth mentioning that the degree of sample deuteration
can be determined independently from the relative
intensity of spectral components. The intensity of each
component of the Pake doublets is 4.7 + 0.3% of the
total intensity of the proton spectrum. Simple calcula-
tions show that this val ue corresponds to substitution of
81.2% of protons by deuterium. The orientation depen-
dences of doublet splitting were used to determine the
distances between dimer protons and the proton—proton
vector orientation in the crystal (r = 2.450 A; direction
cosines, 0.590, —0.810, —0.091). Since the determined
parametersdiffer substantially from the values obtained
for the KHSO, structure (r = 2.7197 A; direction
cosines, 0.7485, —0.6630, —0.0139) [7], the orientation
dependences of the second moments of the proton spec-
trum with respect to the three crystallographic axes
were measured to correct the coordinates of all protons
in KHSe. Figure 3a shows the experimental (symbols)
and calculated (solid lines) angular dependences of the
second moments of the *H NSR spectra. The second
moments were calculated using the proton coordinates
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determined for the KHSO, structure and taking into
account all magnetic isotopes of the sample in a sphere
40 A in radius. We can see from Fig. 3b that the exper-
imental and calculated angular dependences of the sec-
ond moments of the proton spectralargely disagree. We
developed a computer program allowing determination
of the proton positions in the structure by varying the
proton coordinates, which provides the best fit to the
experimental curves. The determined proton coordi-
nates are listed in Table 1. The angular dependences of
the second moments of the proton spectra calculated
using the data from Table 1 are shown in Fig. 3b,
together with the experimental data. The corrected pro-
ton coordinates are aso in good agreement with the
results of the Pake analysis of the proton spectra.

The temperature dependences of proton spectra of
KHSewere studied in the temperature range 283-403 K.
Figure 2 shows *H spectra of KHSe at temperatures of
283, 383, and 413 K. We can see from Fig. 2 that the
splittings between the components of Pake doublets
remain unchanged in the entire temperature range
under consideration, while the width of the spectral
components gradually decreases with increasing tem-
perature. These dataindicate that the protons belonging
to hydrogen bond chains are mobile and that thereis not
an appreciable exchange of dimer protons. Of course, it
isimpossi ble to determine the proton motion character-
istics from these spectra. We can make only estimates
(see[9, Section 10]) of the correlation time T, of proton
exchange in hydrogen bond chains by using the change
in the spectral component width. The estimations yield
T.~5%x10%sat T=383K.

To study the microscopic characteristics of KHSe,
we recorded ?H NSR spectra of partially deuterated
KHSe. Deuterium nuclel have an electric quadrupole
moment, which alows determination of the electric
field gradient (EFG) tensor at the position of the
nucleus under study. In the case of a strong external
magnetic field By, when the Zeeman interaction energy
significantly exceeds the interaction energy between
the nucleus quadrupole moment and the intracrystalline
field. Thelatter interaction resultsin perturbation of the
equidistant Zeeman levels and in splitting of the NSR
lineinto 21 components (I is the nucleus spin) arranged
symmetrically with respect to the frequency v, of the
Larmor precession in thefield B, [10]. Hence, the deu-
teron NSR spectrum (I = 1) consists of doublets,
whose number for asingle-crystal sasmpleisdictated in
general by the number of magnetically nonequivalent
deuterium nuclei. The quadrupole splitting v, — v, is
given by [10]

6e

L = Dy, 1)
where Q is the quadrupole moment of the nucleus, eis
the electron charge, hisPlanck’s constant, and V,, isthe
z component of the EFG at the nucleus site (field By is
directed along the z axis). The orientation dependences

Vo=V =
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Fig. 3. Calculated (solid curves) and experimental (symbols)
angular dependences of the second moments of proton spec-
train KHSefor rotation about the a, b, ¢ axes (curves 3, 2, 1,
respectively). The proton coordinates (a) are taken from [7]
and (b) determined by fitting.

of quadrupole splittings can be used to determine
(using the well-known Volkoff method [11]) al compo-
nents V; of the EFG tensor for each structurally non-
equivalent position of deuterium in the crystal in the
laboratory coordinate system. The EFG tensor (instead
of V;, for simplicity, we use their values ®; in fre-
guency units) is a symmetric second-rank tensor with
zero trace and reflects the point symmetry of the posi-
tion of the nucleus under study.

It is known that the direction of the principal axis of
the EFG tensor @4, for hydrogen bonds approximately
coincides with the O...O bond direction [12], which
makes it possible to attribute each EFG tensor to a cer-
tain hydrogen bond in the crystal. Thus, the ?H mag-
netic resonance in partially deuterated KHSe extends

Table 1. Corrected proton coordinates (in units of the unit
cell parameters) in the KHSe crystal determined from the
angular dependences of the second moments

X y z
H1l 0.4179 0.6025 0.0061
H2 0.2278 0.0907 0.2862
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Table 2. Parameters of EFG tensors at T = 295 K for protons of hydrogen bond chains H2 and of dimers H1 of the KHSe

crystal
H2 H1

Principal values Direction cosines with respect Principal values Direction cosines with respect
of EFG tensors to the crystall ographic axes of EFG tensors to the crystallographic axes

cbii! kHz a b c q)ii; kHz a b c
®,,=-125.0 0.164 —0.342 0.926 ®; =-1426 —0.016 0.046 0.999
®,=-954 —0.459 0.805 0.377 ®,, =-103.6 —0.186 0.981 —-0.48
®y3=2194 -0.874 —0.485 —-0.027 Pgy =244.7 —-0.982 —-0.187 0.0

the capabilities of the NSR method significantly and
makes it possible to separately study the dynamic char-
acteristics of protons belonging to hydrogen bonds of
chains and dimers.

Two different EFG tensors were determined from the
angular dependences of the 2H NSR spectra at 300 K
(Table 2). The principal axes (P3) of these two tensors
almost coincidein direction with the hydrogen bonds of
O...0O chainsand dimers, respectively. Thus, it is possi-
ble to unambiguoudly relate each of these EFG tensors
to the corresponding proton position in the KHSe crys-
tal structure.

The typical temperature dependence (in the range
from 295 to 400 K) of °H NSR spectra in KHSe is
shown in Fig. 4. These spectra were measured for the
crystal orientation where the b axisis perpendicular to
the external magnetic field B, and the angle between
the a axisand thefield B, is40°. In this case, two quar-
tets of lines are observed. The two central doublets
(Fig. 4) correspond to deuterons of hydrogen bond

) 400k

H | ¥ 390
Ll I\ 380
M A N 1375
U M Il A 370
. M M JA_365
H WX Y] I A 360
A i 350
i
U 1 320

295

I 1
45 30 15 0 -15
Frequency, kHz

=30 —45

Fig. 4. Temperature dependence of quadrupole splittingsin
KHSe.
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chains, and the two doublets with splitting ~60 kHz
belong to dimer deuterons. It follows from Fig. 4 that
there are no significant changes in the spectrum of
dimer deuterons in the entire temperature range under
study. In the spectra of hydrogen bond deuterons,
appreciable changes take place at temperatures above
350 K. The lines of the inner quartet initially broaden
with temperature and form a doublet above 375 K. Its
components narrow as the sample is further heated.
These data unambiguously indicate that there is a
chemical exchange of deuteronsin the system of hydro-
gen bonds of the crystal. The chemical exchange rate
can be estimated from the temperature dependence of
the spectra by using the NSR line shape and the well-
known Anderson theory [13]. The chemical exchange
rates obtained in thisway are 1.4 x 103, 2.8 x 103, and
4.5 x 10° s at 365, 375, and 380 K, respectively.

To obtain more detailed information on the micro-
scopic mechanism of deuteron mobility, the exchange
rate, and the activation energy for this process, the 2D °H
NSR spectroscopy technique was used. A mathematical
description of the chemical exchange processes and
exchange rate calculations from 2D NSR spectra can be
found in many well-known papers [14, 15] and are
briefly described in our previous papers [1-3]. The
chemical exchangeisdescribed by the basic equation [9]

on, i
j

where p; is the probability of the transition between
positions i and j and n; is the population of the corre-
sponding state.

In matrix notation, Eq. (2) can be written as n =
pn, anditssolutionis

)

n(t) = exp(p 1)n, = A(t)n,, ©)

where the components of the vector ny = {ngyg, ..., NG} —
Ny are equal to the number of deuterons at position i at
theinstant of timet = 0 and the components of the vec-
torn(t) ={ny, ..., n} —n; areequal to the number of deu-
terons at the same position at theinstant t = 1,,,. The com-

ponents A;;(t) of the exchange matrix A(t) in Eqg. (3),
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Fig. 5. 2D 2H NSR exchange spectrum of KHSe at a tem-
perature of 300 K and a mixing time of 100 ms.

which completely define the dynamics of the deuteron
(proton) exchange in the crystal, can be determined
from the intensities of the corresponding off-diagonal
peaks of 2D NSR spectra of deuterium [14, 15]. 2D
NSR experimentsin KHSe were carried out in the tem-
perature range from 300 to 340 K and in the same ori-
entation as in the case of the one-dimensional (1D)
spectra in Fig. 4. This temperature range was chosen
since the mixing time 1,,in 2D experiments should sat-
isfy the condition T, < 1, < T;; moreover, the intensity
of off-diagonal peaks at this mixing time should be suf-
ficient to accurately determine the exchange rate. These
conditions can be satisfied only in theindicated temper-
ature range. Thetypical 2D 2H NSR nuclear spectrum of
KHSe (at 300 K and a mixing time of 100 ms) is shown
in Fig. 5. The off-diagona pesaks (see, eg., [14, 15]) in
Fig. 5 suggest that the deuteron exchange takes place
between magnetically nonequivalent positions of deu-
terons belonging to nearby chains of hydrogen bonds.
In this case, as in AHSe, a smple two-position
exchangeis observed. To determine the rate of this pro-
cess, a single measurement with a correctly selected
mixing time at a given temperature is sufficient [1].

1849
F e
T 1035'
g r
e L
° L
2y
% 10 3
& m 2D NMR data
o 1D NMR data
10'E
C 1 1 1 1 1 1 1
26 27 28 29 30 31 32 33
103/T, K-!

Fig. 6. Temperature dependence of the deuteron exchange
rate in KHSe according to one- and two-dimensional NSR
spectroscopy data.

Figure 6 shows the temperature dependence of the
exchange rate constructed using the data from 1D and
2D NSR spectroscopy. The solid line is a fit of this
dependence to the Arrhenius equation with an activa-
tion energy E,;

P(T) = poexp(E/RT). (4)

It should be noted that the 2D-spectroscopy data
and the estimates based on 1D spectra agree well and
yield a value of ~85 kJ/mol for the activation energy
of the exchange process and the preexponential factor
Po = 2.7 x 10 sL. It follows from Fig. 6 that the tem-
perature dependences of the line shape observed in the
1D spectra of deuterium at higher temperatures are dic-
tated by the same deuteron exchange type as the cross
peaksin 2D spectra.

Asnoted above, in contrast to the AHSe crystal, lay-
ers of hydrogen bond chainsin KHSe are separated by
dimer layers, and the exchange process can result in
exchange only within a single layer. Hence, strong
anisotropy in the ionic conductivity can be expected in
KHSe. However, no appreciable anisotropy was
detected in this crystal in preliminary measurements.
Since, apart from protons, other ions can, in principle,

Table 3. Parameters of the magnetic shielding tensorsat T = 295 K for two structurally nonequivalent selenium nuclel of the

KHSe crystal
Sel Se2

T Direction cosines with respect o Direction cosines with respect

Pcr)%nl\(;; géf[le\r/gol;? to the crystall ographic axes Pé:cn,&' gatle\églouress to the crystallographic axes
®;, Hz a b c @i, Hz a b c

¢, =-12531 0.0 0.0 -1 &, =-10171 —0.466 0.837 —-0.285
P,, =842 0.981 —-0.193 0.0 ®,, =-3138 —-0.200 0.214 0.956
Pz3 = 12045 0.193 0.981 0.0 Py =12795 0.862 0.503 0.068
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Fig. 7. Temperature dependence of the KHSe crystal con-
ductivity along the a, b, c crystallographic axes.

contribute to the KHSe conductivity, we studied the
temperature dependences of "’Se and 3°K NSR spectra.

The parameters of the two tensors of magnetic
shielding (MS) at selenium nucleus sites that belong to
SeQ, groups hydrogen-bonded into chains and dimers,
respectively, were determined from the orientation
dependence of "’Se NSR spectra at a temperature of
295 K (Table 3). The M S tensor parameters are typical
of hydrogen-bonded SeO, groups. The parameters of
both MS tensors remain unchanged in the entire tem-
perature range under consideration (295420 K).
Changes were likewise not detected in 3°K NSR spectra
inthisrange. Thus, both selenium and potassium nuclei
cannot contribute appreciably to the KHSe ionic con-
ductivity (at least up to 420 K).

Dielectric measurements were carried out at a fixed
frequency of 1 kHz for three cuts in the KHSe crystal
perpendicular to the a, b, ¢ crystallographic axes. The
bridge method with a measuring field of ~1 V/mm was
used. The measurement resultsareshowninFig. 7. Sig-
nificant anisotropy is not observed in the ionic conduc-
tivity, which contradicts the above considerations.
Moreover, the measured conductivity is approximately
two orders of magnitude lower than that estimated by
us from the exchange frequencies obtained in the 2D
experiments. It is also worth noting that the activation
energy determined from the temperature dependence of
the conductivity (~110 kJmol) differs significantly
from that for the exchange process observed in NSR
experiments using the deuterium 2D spectroscopy tech-
nigue (85 kJmal).

As mentioned above, this situation differs from that
observed in the AHSe crystal, where the proton
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exchange between chains (approximately with the
same activation energy and exchange rates) completely
defines the ionic conductivity. This seemsto be caused
by dimers existing in the KHSe structure, which are not
involved in the proton exchange in the temperature
range under study.

We are currently carrying out additional studies to
refine data on the proton transport mechanism in the
KHSecrystal.
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Abstract—Reversible softening of silicon single crystals under 3 irradiation with low doses (D < 1 cGy) is
revealed. The peaks observed in the dependence of the microhardness of silicon on the fluence are explained by
the multistage competing processes of transformations of radiation-induced defects. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Although the influence of radiation defects on the
physical properties of semiconductor crystals has been
studied intensively [1-3], some problems remain
unsolved. One of these problems is associated with the
nontrivial effect of low doses of ionizing radiation (D <
1 cGy) on the plastic properties of solids. It is known
that, in a number of cases, irradiation with low doses
brings about softening of crystals (instead of conven-
tional hardening under irradiation with moderate doses)
[4-6], an increase in the maximaof the internal friction
in polymers[7], and reversible suppression of the mag-
netoplastic effect in single crystals of fullerite Cq, [8].
Golan et al. [9] revealed that, under neutron irradiation
with a small fluence, the microhardness of silicon
changes in an intricate manner. However, the phenom-
enology and mechanism of the influence of low-dose
radiation on the physical and mechanical properties of
crystals are still poorly understood.

The goal of this work was to reveal and investigate
the changes in the plastic properties of silicon crystals
under B irradiation with afluence F < 102 cm.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Experiments were performed with dislocation-free
single-crystal silicon samples of two types: Si-1 crys-
tals grown by the Czochralski method (10 Q cm) and
Si-2 crystals prepared using the crucibleless method
(600 Q cm). The crystals had the form of plates 1 x 5 x
7 mmin size. The samples were irradiated with the use
of two radioactive sources PSr + PY with activities
A;= 145 and A, = 1.34 MBq, respectively. In both
cases, the mean energy of electrons was 0.56 MeV and
the fluence did not exceed 1.1 x 102 cm2.

The Vickers microhardness H of the (111) surfaces
was measured on a PMT-3 microhardness tester. For
these measurements, the samples were periodicaly

withdrawn from the irradiation chamber. Later on, the
time spent on measuring the microhardness was taken
into account (i.e., it was subtracted from the total time
of the experiment) when constructing the dose depen-
dence of the microhardness. The load on the indenter
was 1 N, and the loading time was 10 s. Each point in
the dependences was obtained by averaging 20 individ-
ual measurements of the microhardness H. Irradiation
and all other manipulations with samples were carried
out in air at room temperature.

3. RESULTS AND DISCUSSION

It isfound that B irradiation of silicon crystals with
low doses leads to a nonmonotonic variation in the
microhardnessH (Fig. 1). For aradioactive source with
activity A,, the dependence H(F) exhibits two peaks of
softening in the ranges of fluences F from 10'° to 7 x
10%° cm™ and from 1.8 x 10 to 4 x 10'* cm™. The
polymodal dependence H(F) is characteristic of both
types of studied samples (Fig. 1, curves 1, 2). Check
experiments demonstrated that the microhardness of
the Si-1 samples not irradiated by B particles remains
unchanged (within the limits of experimental error)
over the period of time required to measure the dose
dependence of the microhardness (Fig. 1, curve 3).

According to [10, 11], the microhardness of silicon
single crystals at room temperature is determined pri-
marily by the mobility of nonequilibrium point defects
and, possibly, the phase transitions occurring under
indentation. The dislocations do not contribute signifi-
cantly to the microhardness H by virtue of their small
amount and low mobility. Aswas shownin [3, 12], the
exposure of crystalsto 3 radiation brings about the gen-
eration of Frenkel pairs, i.e., vacancies (V) and intersti-
tial silicon atoms Si;. By convention, the Frenkel pairs
are caled primary radiation defects. They are quasi-
uniformly generated in depth along the trgectory of
fast electrons due to cascades of collisions of the elec-
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Fluence F, 10! cm™2

Fig. 1. Dependences of the microhardness H on the fluence
F for (1) the Si-1 crystals grown by the Czochralski method
and irradiated from a source with activity A; = 14.5 MBgq,
(2) the Si-2 crystals grown by the crucibleless method and
irradiated from a source with activity A; = 14.5 MBg, and
(4) the Si-1 crystals irradiated from a source with activity
A, = 1.34 MBq. Curve 3 shows the dependence of the
microhardness H for the Si-1 crystals not exposed to irradi-
ation on the time normalized to the fluence of irradiated
samples.
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Fig. 2. Kinetics of recovery of theinitial microhardnessH of
the Si-1 crystalsirradiated to F = 2.5 x 101 em™ (1) under
B irradiation and (2) in the absence of {3 irradiation.

trons with lattice atoms [3]. After 10-h irradiation with
activity A, (the maximum corresponding to the first
softening), the concentration of Frenkel pairs ng can
reach ~10'7 cm3. This value was calculated under the
assumption that the mean depth of penetration h of
electrons is approximately equal to 15 um and the
energy Er required to generate a single Frenkel pair is
59 eV [1]. Therefore, the upper bound of ng is compa-
rable to the concentration of intrinsic defects of the
sample. In the case when the mass transfer upon inden-
tation of the sample predominantly occurs through
mobile point defects, the radiation-stimulated increase
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in the concentration of Frenkel pairs can be responsible
for the decrease in the microhardness of silicon crystals
[thefirst peak in the dose dependence of the microhard-
ness H(F)].

The Frenkel pairs generated under irradiation are
metastable, and, at room temperature, part of them dis-
appear asaresult of mutual annihilation. During migra-
tion, the separated components of the pairs interact
with impurity atoms of the crystal, thus generating
more complex stable secondary radiation defects [12].
Therefore, irradiation of silicon crystals initiates at
least two competing processes: (i) the generation of
nonequilibrium primary radiation defects and (ii) the
generation of the more stable secondary radiation
defects. The kinetics of the latter process depends on
the concentration of Frenkel pairs n. Hence, it seems
likely that the stage of the occurrence of the competing
processes that is responsible for the kink in the dose
dependence of the microhardness H(F) should come
into play after a certain amount of primary radiation
defectsis generated. Consequently, the kink location in
the curve H(F) should depend on the intensity of irradi-
ation. Thisis confirmed by the results of measuring the
dose dependence of the microhardness H(F) for the Si-
1 samplesirradiated from sources with activities A, and
A, (Fig. 1, curves 1, 4). For different activities of the
radioactive sources, the first peak of softening is
observed at identical fluences but for different expo-
sures of the samplesto irradiation.

Itiswell known [11] that the most active impurities
involved in the formation of radiation-induced defect
complexes are oxygen and carbon. The concentrations
of oxygen atoms in the Si-1 and Si-2 samples differ by
several orders of magnitude. However, in our experi-
ments, the microhardnesses of the Si-1 and Si-2 crys-
talsunder {3 irradiation changed synchronously (Fig. 1,
curves 1, 2). Consequently, it can be assumed that, in
our case, the majority impurity is carbon, whose con-
centration in samples of both types amounts to ~10%6—
10Y cm3. Apparently, it is the carbon concentration
that limits the sink of vacations with the formation of
V—C complexes. In our opinion, this circumstance and
possible further transformations of secondary radiation
defects account for the second peak in the dose depen-
dence of the microhardness H(F) (Fig. 1).

In the case when the exposure of the sample to fast
electrons is interrupted at the stage of the second soft-
ening (F = 2.5 x 10 cm™?), the microhardness regains
its initial value (Fig. 2). The duration of spontaneous
recovery of the microhardnessH (inthe absence of irra-
diation) almost coincides with the duration of 3-stimu-
lated recovery (the sampleiscontinuously irradiated by
electrons). Therefore, it can be assumed that the
observed recovery of the microhardness H at this stage
of transformations of radiation defectsis caused by the
processes initiated by smaller doses of irradiation
rather than by further irradiation of silicon.
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4. CONCLUSIONS 4.
Thus, we revealed a nonmonotonic variation in the 5
microhardness of silicon single crystals under 3 irradi- :
ation with low doses. The nonmonotonic character of 5
the dose dependence of the microhardness H(F) can be '
explained by the multistage competing processes of
transformations of radiation-induced defects. 7
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Abstract—The amplitude distributions of acoustic emission signals from granites under compressive stresses are
expanded into a power series of gamma functions. It is established that the mean amplitude of each termin the
expansion fallsin the range of acoustic emission signals corresponding to the hierarchical levels of the crack for-
mation in loaded granites. On this basis, amodel of crack formation is proposed according to which the size dis-
tribution of microcracksin granites under load rapidly attains a thermodynamically optimum form for each hier-
archical level of crack formation. The results of calculating the mean sizes and evolution of microcracks at each
hierarchical level are in good agreement with the experimental data. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Earlier investigations [1-3] into the fracture of
strained solids have demonstrated that a fracture
nucleus arises when the microcrack concentration X in
the bulk of the material reaches a value at which the
mean distance OL.0Obetween the microcracks exceeds
their mean size [y[by afactor of e= 2.7; that is,

oo 1
07 ¥

Onthisbasis, Zhurkov et al. [2] proposed atwo-stage
mode! of fracture. It was assumed that stresses applied to
a solid bring about the formation and accumulation of
microcracks of approximately identical size. When the
concentration of microcracks reaches a threshold value
Xe, there arise regions where microcracks rapidly grow,
which leads to fracture of the sample.

However, as follows from analyzing the dynamics
of the probability density of acoustic emission signals
from loaded granites [4-6], the fracture kinetics has a
more complex character: al the signals can be sepa
rated into four hierarchical levels at which the mean
signal amplitude [Ahanges by a multiple of three and
the number of signalsat the neighboring levelsvariesin
antiphase.

It is known that the amplitude of acoustic emission
signals is approximately proportional to the size of
microcracks. This gave grounds to formulate a hierar-
chical modd describing the fracture of natural rocks
[4-6]. According the hierarchical model, the first stage
of fracture involves the accumulation of noninteracting
microcracks of the first level. When the concentration
of these microcracksin the bulk of the material reaches
acritical value X satisfying relationship (1), the micro-
cracks begin to grow. This leads to the formation of

~27. (1)

microcracks of the second level. In turn, microcracks of
the second level accumulate until their concentration
again reaches acritical value X.. Asaresult, there arise
microcracks of the third level and the process occurs
over and over.

2. MODEL

Since the number of acoustic emission signals from
granites under load [4-6] amounts to severa tens of
thousands, the amplitude distributions of these signals
should obey the laws of statistical physics. Hence, the
amplitude A, ; of acoustic emission signals arising
upon the formation of microcracks at the (i + 1)st level
will be measured in terms of the amplitude of acoustic
emission signals upon the formation of microcracks at
theith level: A ,, = CA,. If the system of microcracks
is quasi-closed, the amplitude distribution of acoustic
emission signals n;(A;) at the ith hierarchical level can
be represented by the expression [7]

Ai |:|
ml — 1@’

(A) = n OA Topl
n|(A|) nO'IEDA\i_ﬂE eXpD (2)
where [A _,[is the mean amplitude of acoustic emis-
sion signals upon the formation of microcracks at the

(i —1)st level and ng ; isthe normalizing constant.

Microcracks form an ensemble with a continuously
varying configuration. These variationsin the ensemble
configuration can be described as fluctuations of amul-
ticomponent liquid that are stabilized by the entropy of
mixing. Under equilibrium conditions, the entropy of
mixing should be maximum. For this reason, the preex-
ponential factor in expression (2) for the distribution of
defects contains the factor (A/[IA _,0? [8].
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The amplitude distribution of acoustic emission sig-
nals upon the formation of microcracks at mlevels has
the form

m
- oA 0.0 A O
N3 o el O
| =
The mean amplitude of acoustic emission signals
upon the formation of microcracks at the (i + 1)st hier-
archical level is determined from the relationship

A OALD
OrAD eXP mi@dAwfl

AL 0= 2

Pt A
O] Ai O eXpD_—ﬁ&i—@dA”l
0

= 3A0 (4)

and, as can be seen, exceeds the mean amplitude of
acoustic emission signals for microcracks of the ith
level by afactor of 3. Thisresult isin excellent agree-
ment with the approximate empirical value obtained in
[4-6] for the ratio between the mean amplitudes of
acoustic emission signals arising upon the formation of
microcracks at the neighboring levels.

3. EXPERIMENTAL TECHNIQUE

The experimental technigue used in our measure-
ments was described in detail in [4]. Hence, we will
dwell only briefly on the main features. The experi-
ments were performed with cylindrical samples of two
fine-grained granites (Westerly nos. 39 and 42) and one
coarse-grained granite (Harcourt no. 43). Here, num-
bers 39, 42, and 43 are the experiment numbersin [4].
The samples were subjected to constant hydrostatic
pressure and uniaxial compression. The acoustic emis-
sion signalswere detected with atemporal resol ution of
10 s. The data were obtained in the form of a chrono-
logical sequence of acoustic emission signals whose
amplitude was reduced to areference sphere 10 mmiin
radius. The measurements were terminated at the
instant aload began to decrease drastically, which indi-
cated the loss of bearing capacity of the sample.

4. AMPLITUDE DISTRIBUTIONS OF ACOUSTIC
EMISSION SIGNALS

Figure 1 showsthe amplitude distributions of acous-
tic emission signals from Westerly granite no. 39 and
Harcourt granite no. 43. The amplitude distribution of
acoustic emission signals from Westerly granite no. 42
has asimilar shape. In order to describe these distribu-
tions with the use of relationship (3), we varied the
number of distributions m, the mean amplitude [A;[]
and the normalizing constant n, ; until the calculated
distributions fitted the experimental datafairly well.

It turned out that the amplitude distributions of all
acoustic emission signals for al the granite samples

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

1855
Number of acoustic emission signals
j (a)
1000
100
10 Il Il Il [N Y SN TN T T T O A1 |?||- @l
0 20 40 60 80 100
Number of acoustic emission signals A, mV

10000 3, (b)

1000

100

10 100
A, mV

Fig. 1. Approximation of the amplitude distributions of
acoustic emission signals according to relationship (3) for
(a) Westerly granite no. 39 and (b) Harcourt granite no. 43.

studied are adequately described by the sum of three or
four terms of the series expansion in gamma functions
(Fig. 1).

Table 1 presents the mean amplitudes [A Odeter-
mined in thiswork and amplitude ranges AA, for acous-
tic emission signals according to the data obtained in
[3-6] for three hierarchical levels of the crack forma
tion in granites. It can be seen from Table 1 that the
mean amplitude [A Cfalls in the range AA,. This result
suggeststhat each termin sum (3) characterizesthedis-
tribution of microcracks over the corresponding hierar-
chical level of the crack formation.

As was noted above, the inference regarding the
existence of the hierarchical levels of the crack forma-
tion in granites was made from analyzing the dynamics
of the probability density of acoustic emission signals
and revealing the amplitude ranges AA; in which the
probability density variesin antiphase. Consequently, it
could be expected that the number of acoustic emission
signals with amean amplitude differing by afactor of 3
should aso vary in antiphase. In order to verify this
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Table 1. Mean amplitudes [A;[determined in this work and
amplitude ranges AA; for acoustic emission signals according
to the data obtained in [3-6] for three hierarchical levels of
the crack formation in granites

No. 39 No. 42 No. 43

Level m,D| AA mw| AA B\,-D| AA
mVv

1 9 [279 | 33 [165 | 63 [27-6

2 27 9-30| 10 520| 20 6-40

3 71 | 30-90| 30 |20-65| 61 | 40-90

assumption, we performed sampling from the entire set
of acoustic emission signals at 10%-sintervals. For each
sample, the amplitude distribution of acoustic emission
signals was calculated and then approximated by rela-
tionship (3). The data obtained were used to construct
the time dependences of the number of amplitudeswith
the mean value [A L The results of calculations are pre-
sented in Figs. 2 and 3.

It can be seen from Figs. 2 and 3 that the number of
microcracks with a mean signal amplitude differing by
afactor of 3 actually variesin antiphase. (Note that, for
Harcourt granite no. 43, the time dependence of the
number of microcracks deviates from this behavior in
the vicinity of 35 x 10° s most likely due to the forma-
tion of an intermediate fracture nucleus [4-6].) These
findings also confirm the statement that the gamma
functions adequately describe the distribution of micro-
cracks over the hierarchical levels of the crack forma-
tion.

Under equilibrium conditions, the preexponential
factor ng ; in expression (2) takes the form [9]

3
o, =GP 5)

where p, = exp(—[AG).

14F

101

Number of microcracks, arb. units

Time, 103 s

Fig. 2. Time dependences of the number of microcracks at
the (1) first, (2) second, and (3) third hierarchical levels of
the crack formation in Westerly granite no. 39.
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Since [AUIA, (0= 3, the ratio between the preexpo-
nential factors n; = ny 1/Ny , and N, = ng ,/Ng 3 under
equilibrium conditions should be equal to 27. However,
the values of n,; and n, in Table 2 indicate the absence
of avaluation equilibrium. Thisisalso supported by the
antiphase variations in the concentration of microc-
racksrevealed in [4-6]. Nonethel ess, the amplitude dis-
tribution of acoustic emission signals had time to attain
an equilibrium form at each hierarchical level within
thetimeinterval (10° s) which we chose for calculating
the distributions.

5. RESULTS AND DISCUSSION

Recent investigations have demonstrated that size
distributions of various objects (nanodefects [9-11],
corrosion spots [12] and misoriented dislocation walls
[13, 14] on metal surfaces, structural blocks of different
typesin polymers[15, 16], aggregates of carbon black
in rubber, bacteria, fungi and segments of protein mol-
ecules[10], etc.) can be described as agammafunction

Number of microcracks, arb. units

Number of microcracks, arb. units

Time, 10° s

Fig. 3. Time dependences of the number of microcracksin
(a) Westerly granite no. 42 at the (1) second and (2) third
hierarchical levels of the crack formation and (b) Harcourt
granite no. 43 at the (1) first, (2) second, and (3) third hier-
archical levels.
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or expanded into a power seriesof several gammafunc-
tions. Therefore, the description of the size distribution
of microcracksin granitesin the form of a sum of equi-
librium gamma functions is not an exception. This can
be explained by the fact that all the aforementioned
objects have managed to be formed completely in a
time that is considerably shorter than the observing
time. It is known [7] that the gamma distribution has a
thermodynamically optimumform; i.e., inthiscase, the
configurational entropy of the system is maximum and
the distribution of acoustic emission signals at each
hierarchical level correspondsto the second law of ther-
modynamics.

Aswas aready mentioned, the mean sizes of micro-
cracks differ by a factor of 3. In [9-11], it was found
that the mean sizes of nanodefects on the metal surface
also differ by a factor of 3. This ratio of mean sizes
proved to be valid for structural blocks of different
types in polymers [15, 16] and corrosion spots on the
metal surface [12]. Furthermore, the mean sizes of
structural formations in rocks, products of their grind-
ing, and geoblocks differ by afactor of 2to 7 [17, 18].
Therefore, the ratio of mean sizes of defects and struc-
tural formationsis closeto 3 for different solids over a
wide range of sizes (from 107 to 10° m). It was noted
above that this ratio of mean sizes holds under the fol-
lowing two conditions: (i) objects of the subsequent
hierarchical level are formed from objects of the pre-
ceding level, and (ii) the number of these objects at
each hierarchical level has managed to reach a statisti-
cally significant value during the time of observation. It
seems likely that, in each of the aforementioned cases,
both these conditions are satisfied.

It was shown earlier in [9-11] that, apart from the
concentration of microcracks, the concentration of nan-
odefects with sizes ranging from 10 to 500 nm also var-
ies in antiphase at the surface of loaded metals. There-
fore, the number of defects at the neighboring hierar-
chical levels changes in antiphase not only in granites
but also in metals and the range of linear sizes of such
defects amounts to approximately five orders of magni-
tude. This change in the number of defectsin antiphase
is associated with the fact that nanodefects and microc-
racks of the subsequent hierarchical level are formed
only from nanodefects and microcracks of the preced-
ing level. The formation and accumulation of nanode-
fects and microcracks occur most rapidly at the first
hierarchical level. These processes set the stage for the
formation and accumul ation of nanodefects and micro-
cracks at the second hierarchical level. Since some of
the nanodefects and microcracks of the first hierarchi-
cal level are involved in the population of the second
hierarchical level, the number of nanodefects and
microcracks at the neighboring hierarchical levels
changes in antiphase.
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Table 2. Ratios n; and n, for microcracks of the neighbor-
ing hierarchical levels at the instant of granite fracture

No. 39 No. 42 No. 43
M 9%5 70 90
Ny 180 135 250

6. CONCLUSIONS

Therefore, under nonequilibrium conditions, the
size distribution of microcracks in the bulk of loaded
granites attains a thermodynamically optimum form at
the hierarchical levels of the crack formation, even
though the number of microcracks at these levels dif-
fers significantly from the equilibrium value. The mean
sizes of microcracks at the neighboring hierarchical
levels of the crack formation differs by a factor of 3.
The number of microcracks at the neighboring hierar-
chical levels changes in antiphase.

ACKNOWLEDGMENTS

Thiswork was supported by the Russian Foundation
for Basic Research (project nos. 03-05-64831, 02-05-
39017, and 02-05-08003) and the international Scien-
tific and Technical Center (project no. 1745).

REFERENCES

1. V. S. Kuksenko, V. S. Ryskin, V. |. Betechtin, and
A. . Slutsker, Int. J. Fract. Mech. 11 (5), 829 (1975).

2. S. N. Zhurkov, V. S. Kuksenko, V. N. Savel’ev, and
U. Sultonov, lzv. Akad. Nauk SSSR, Fiz. Zemli, No. 6,
11 (1977).

3. V. A. Petrov, A.Ya. Bashkarev, and V. |. Vettegren, Phys-
ical Principles for Prediction of the Fracture in Sruc-
tural Materials (Politekhnika, St. Petersburg, 1993) [in
Russian].

4. V. Kuksenko, N. Tomilin, E. Damaskinskaja, and
D. Lockner, Pure Appl. Geophys. 146 (1), 253 (1996).

5. N. G. Tomilin, E. E. Damaskinskaya, and V. S. Kuk-
senko, Fiz. Tverd. Tela (St. Petersburg) 36 (10), 3101
(1994) [Phys. Solid State 36, 1649 (1994)].

6. N.G. TomilinandV. S. Kuksenko, in The Earth Science:
Physics and Mechanics of Materials (Vuzovskaya
Kniga, Moscow, 2002), p. 117 [in Russian].

7. B. L. Lavenda, Satistical Physics: A Probabilistic
Approach (Wiley, New York, 1997).

8. H.-G. Kilian, R. Metzler, and B. J. Zink, Chem. Phys.
107 (12), 8997 (1997).

9. H.-G. Kilian, V. |. Vettegren, and V. N. Svetlov, Fiz.
Tverd. Tela (St. Petersburg) 42 (11), 2024 (2000) [Phys.
Solid State 42, 2083 (2000)]; Fiz. Tverd. Tela(St. Peters-
burg) 43 (11), 2107 (2001) [Phys. Solid State 43, 2199
(2001)].

10. H.-G. Kilian, M. Koepf, and V. I. Vettegren, Prog. Col-
loid Polym. Sci. 117 (2), 172 (2001).

2004



1858

11. A.Ya Bashkarev, V. |. Vettegren, and V. N. Svetlov, Fiz.

12.

13.

14.

Tverd. Tela (St. Petersburg) 44 (7), 1260 (2002) [Phys.
Solid State 44, 1316 (2002)].

V. |. Vettegren, A. Ya. Bashkarev, and G. |. Morozov,
Pis'ma zh. Tekh. Fiz. 28 (13), 1 (2002) [Tech. Phys.
Lett. 28, 533 (2002)].

M. Miodownik, A. W. Godfray, E. A. Holm, and
D. A. Hughes, Acta Mater. 47 (9), 2661 (1999).

D.A.Hughes, Q. Liu, D. S. Hhrzan, and N. Hansen, Acta
Mater. 45 (1), 105 (1997).

VETTEGREN et al.

15. S. V. Bronnikov, T. E. Sukhanova, and L. A. Laius,
Vysokomol. Soedin., Ser. A 44 (6), 940 (2002).

16. V. Bronnikov and T. E. Sukhanova, Image Anal. Steriol-
ogy 20 (1), 105 (2001).

17. M. A. Sadovskii, Dokl. Akad. Nauk SSSR 247 (4), 329
(1979) [Sov. Phys. Dokl. 24, 586 (1979)].

18. M. A. Sadovskii, Discrete Properties of the Geophysical
Medium (Nauka, Moscow, 1989) [in Russian].

Translated by O. Borovik-Romanova

PHYSICS OF THE SOLID STATE Vol. 46 No. 10 2004



Physics of the Solid State, Vol. 46, No. 10, 2004, pp. 1859-1862. Translated from Fizika Tverdogo Tela, \Vol. 46, No. 10, 2004, pp. 1797-1800.

Original Russian Text Copyright © 2004 by Abrosimova, Kobelev, Kolyvanov, Khonik.

DEFECTS, DISLOCATIONS,
AND PHYSICS OF STRENGTH

The Influence of Heat Treatment on the Ultrasonic Velocity
and Elastic M oduli of a Zr—Cu—Ni—-Al-Ti Bulk Metallic Glass

G. E. Abrosimova*, N. P. Kobelev*, E. L. Kolyvanov*, and V. A. Khonik**
* | nstitute of Solid-Sate Physics, Russian Academy of Sciences, Chernogolovka, Moscow oblast, 142432 Russia
e-mail: kobelev@issp.ac.ru
** \oronezh Sate Pedagogical University, ul. Lenina 86, Voronezh, 394043 Russia
Received October 30, 2003; in final form, February 26, 2004

Abstract—The influence of heat treatment at temperatures up to 550°C on the elastic properties of the
Zrs,5Cuy7 gNiq4 Al Tis bulk amorphous aloy is investigated using acoustical measurements. The results
obtained are compared with calorimetric and x-ray diffraction data. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It isknown that metallic glasses exhibit a number of
unique physical properties. Considerable recent
progress achieved in the technology for producing bulk
metallic glasses (alloys with alow critical cooling rate
that makes it possible to prepare amorphous ingots
weighing up to 1 kg or even more [1, 2]) has offered
strong possibilities for their use as structural materials.
In thisrespect, investigating the processes of elastic and
inelastic mechanical relaxation in metallic glasses
within different temperature ranges is of particular
importance. Acoustical measurements provide a large
amount of information on mechanical relaxationin sol-
ids. In recent years, there have appeared a number of
works concerned with the study of the el astic character-
istics of bulk metallic glasses at different stages of heat
treatment [3—13]. It has been established that, for all the
materials studied, the elastic moduli increase after crys-
tallization. However, the results obtained by different
researchers for temperatures below the crystallization
point differ significantly. For example, in [3, 4, 6, 8—
13], it was found that the elastic moduli increase upon
annealing at temperatures below the crystallization
temperature. On the other hand, virtually no variations
in the elastic characteristics before crystallization were
revealed in [5, 7]. Furthermore, it was noted in [4, 6, 8,
11] that the aforementioned variations in the elastic
moduli occur either inthevicinity of the glasstransition
temperature or above it. However, in [3, 9, 12, 13], an
increasein the elastic moduli was observed at tempera-
tures below the glasstransition point. It should be noted
that, in [3—13], the elastic moduli were measured using
bulk metallic glasses of different compositions, under
different heat treatment conditions, and in different fre-
guency ranges. Therefore, it remains unclear whether
the observed discrepancies between the results
obtained by different authors are associated with the
differencesin the alloy compositions, preparation tech-
nigques, temperature-time conditions, or other factors.

In this respect, analysis of the influence of the heat
treatment temperature on the elastic properties of bulk
metallic glasses is an important problem. The purpose
of the present work was to investigate how heat treat-
ment at temperatures below and above the crystalliza-
tion point affects the elastic properties of the
Zr5,5CU;7 gNiq4 Al Tis bulk metallic glass.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

A master alloy was prepared by induction levitation
melting under vacuum. A metallic glass was produced
by quenching the melt into an evacuated copper mold at
room temperature. The mean quenching rate of melts
was directly measured using a thermocouple placed in
aqguenching cavity and adigital transducer operating at
afrequency of 32 KHz. The quenching ratein thevicin-
ity of the glass transition temperature was estimated at

70 K/s< T =< 350 K/s. The procedure for preparing
glasses was described in detail in [10, 14]. The ingots
thus prepared were 3 x 6 x 70 mm in size. For measure-
ments, samples (~3 x 5 x 6 mm in size) were produced
by eectric-arc cutting with subsequent mechanical
grinding. The elastic moduli were estimated using the
acoustical method. The velocities of longitudina and
shear ultrasonic waves were measured at room tempera-
ture by the pulse echo technique at afrequency of 5 MHz
in the transmission geometry [15]. The accuracy in
measuring the velocities was approximately equal to
0.25% for shear waves and 0.5% for longitudinal waves.
The samples were heat treated in vacuum at a residual
pressure of ~10 Pa under heating at a constant rate
(~20 K/min) to a specified temperature with subsequent
rapid cooling (at arate higher than 200 K/min) to room
temperature. In order to estimate the change in the den-
sity of the material due to heat treatment, the linear
sizes of the samples were measured accurate to within
0.1% before and after annealing. All the measurements

1063-7834/04/4610-1859$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Dependences of the velocities of shear (V) and lon-
gitudinal (V;) ultrasonic waves (frequency, 5 MHz) at room
temperature on the annealing temperature for the
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each dependence.
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Fig. 2. (a) Dependence of the relative decrease in the linear
size of Zr—Cu—Ni—Al-Ti aloy samples on the annealing
temperature and (b) DSC thermogram of the Zr—-Cu—Ni—
Al=Ti bulk amorphous alloy at a heating rate of 22 K/min.

were performed with samples prepared from the same
ingot. The structure of the samples was investigated
using x-ray diffraction analysis on a SIEMENS D-500
diffractometer (CuK, radiation). Differential scanning
calorimetric (DSC) data were obtained on a Perkin-
Elmer DSC-7 instrument.
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3. RESULTS AND DISCUSSION

The ultrasonic velocities in the as-quenched sam-
ples at room temperature coincide to within the experi-
mental error of the velocity measurement. The depen-
dences of the velocities of shear and longitudinal ultra-
sonic waves a room temperature on the annealing
temperature are shown in Fig. 1. Asis seen from this
figure, the dependence of the transverse velocity of
sound on the annealing temperature is characterized by
several temperature ranges. The heat treatment has vir-
tually no effect on the elastic characteristics of the glass
at temperatures up to approximately 200°C and leadsto
an increase in the ultrasonic velocity at higher temper-
atures (by approximately 2% at temperatures of 420—
430°C). The ultrasonic velocity remains constant
within the limits of experimenta error in the tempera-
ture range 420-460°C and drastically increases (by
approximately 1%) in the range 460-470°C. With afur-
ther increase in the annealing temperature, there
appears a tendency toward decrease in the ultrasonic
velacity. The dependence of the velocity of longitudinal
waves on the annealing temperature exhibits qualita-
tively asimilar behavior (Fig. 1); however, the observed
changes are | ess pronounced and predominantly appear
to be within the limits of experimental error.

Judging from the data on the relative change in the
linear size of the samples (Fig. 2a), the aloy density
changes only dlightly (the maximum increase is no
more than ~0.3%) upon annealing up to a temperature
of ~470°C and then almost jumpwise increases by
approximately 2%.

Figure 2b shows the DSC thermogram measured for
a similar alloy at a heating rate (22 K/min) approxi-
mately equal to that used in heat treatment of the sam-
ples. At lower heating rates, the thermograms exhibit
two well-resolved peaks corresponding to crystalliza-
tion. However, it can be seen from Fig. 2b that, a a
heating rate of 22 K/min, the first and second crystalli-
zation peaks almost coincide with each other. The onset
of crystalization (T.) is observed at approximately
450°C, the temperature of the exothermal effect at the
maximum is equal to 475°C, and the crystallization is
completed for the most part at 550°C. The onset of
devitrification (T,) is observed at approximately 380°C,
and the temperature of the endothermal effect at the
maximum is equal to 425°C.

The dependences of the shear modulus and the lon-
gitudinal elastic modulus on the annealing temperature
(constructed with due regard for the change in the den-
sity) are depicted in Fig. 3. As can be seen from Fig. 3,
these dependences have two characteristic portions: the
moduli increase gradually in the temperature range
200-420°C (by approximately 4.5% for the shear mod-
ulus and 3% for the longitudinal modulus) and sharply
in the range 470-480°C (by approximately 3.5 and 2%
for the shear and longitudina moduli, respectively).
Therefore, the first portion of the increase in the elastic
moduli begins at temperatures considerably below the
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glass transition point and is completed approximately
a the maximum of the endothermal effect. This
increase in the elastic moduli is accompanied by an
insignificant change in the density of the metallic glass.
The second portion of theincrease in the elastic charac-
teristics of the aloy correspondsto the maximum of the
exothermal effect, i.e., the crystallization of the alloy.

The observed changes in the properties of the glass
under investigation correlate with the structural trans-
formations. Aswas noted above, the as-quenched sam-
ples have an amorphous structure and their x-ray dif-
fraction patterns contain only diffuse maxima. Figure 4
shows a typical x-ray diffraction pattern (curve 1). No
noticeable structural transformations occur upon
annealing at temperatures below 450°C. At higher tem-
peratures, the sample begins to crystallize. Curves 2—4
in Fig. 4 illustrate the crystallization with a change in
the annealing temperature from 470 to 550°C. The
crystallized sample contains three crystalline phases,
namely, the hexagonal phase with | attice parametersa =
8.007 A and ¢ = 3.27 A (structural type Zr CoAl,, space
group P—62m), the hexagona phase Zr(Ti)CuNi with lat-
tice parameters a = 5.259 A and ¢ = 8.619 A (structural
type MgZn,, space group P6;/mmc), and the tetragonal
phase Zr,Ni with lattice parametersa = 6.586 A and ¢ =
5.281 A (space group 14/mcm). Figure 5 shows a frag-
ment of the experimental x-ray diffraction pattern
(curve 4 in Fig. 4), the calculated x-ray diffraction pat-
tern (the sum of the contributions from the three afore-
mentioned phases), and the reflections contributing to
the total diffraction curve. The hexagonal phase of the
ZrgCoAl, structural type was previously observed upon
crystallization of the amorphous phase and after
mechanical activation [16, 17]. Note that the lattice
parameters of this phase vary insignificantly depending
on the chemical composition of the alloy. The hexago-
nal phase of the Zr(Ti)CuNi structural type was also
observed upon crystallization of zirconium-based amor-
phous alloys [18]. The Zr,Ni phase is the equilibrium
phase in the Zr—Ni system (JCPDS card no. 18-0466).
The lattice parameters of the Zr(Ti)CuNi phase dightly
differ from those available in the literature. This can be
explained by the difference in the ratio between the
chemical elements in the studied sample. It should be
noted that, in the ZrsCoAl,-type phase, the positions of
cobalt atoms are occupied by other metal atoms (nickel,
copper), whereas zirconium atoms can be partially
replaced by titanium atoms, therefore, the lattice
parameters are also different.

According to the calorimetric data, the crystalliza-
tion of the alloy involves two stages. However, judging
only from the x-ray diffraction data, we cannot revea
the phasethat crystallizes at thefirst stage. In particular,
thefirst Bragg reflection arising in the x-ray diffraction
pattern (the line at an angle 26 ~ 39°) can be identified
either as the (300) line attributed to the ZrgCoAl,-type
phase or as the (112) line of the Zr,Ni phase. Either of
these reflections is one of the most intense reflection in
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Fig. 4. X-ray diffraction patterns of Zr—-Cu—Ni—Al-Ti alloy
samples at different stages of heat treatment: (1) the as-
quenched sample and the samples after annealing at temper-
atures of (2) 470, (3) 490, and (4) 550°C.
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Fig. 5. Experimental (thick line) and calculated (thin lines)
diffraction patterns of the Zr—-Cu—Ni-Al-Ti aloy after
annealing at 550°C.
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the diffraction pattern of the corresponding structure.
Consequently, these structures cannot be differentiated
at the early stage of the crystallization. An increase in
the temperature leads to the crystallization of all three
phases. As aresult, diffraction patterns 3 and 4 contain
reflections of all these phases. The analysis of the x-ray
diffraction patterns demonstrated that the volume frac-
tions of the phases after heating to 550°C can be con-
sidered to beidentical within the limits of experimental
error.

4. CONCLUSIONS

Thus, the results obtained are in qualitative agree-
ment with the data available in the literature on the
influence of heat treatment on the elastic properties of
bulk metallic glasses. The dependences of the elastic
properties on the annealing temperature for the Zr-Cu—
Ni—Al-Ti aloy under investigation involve two charac-
teristic portions. In the first portion, the elastic moduli
increase in the range corresponding to the amorphous
state. The observed changes in the shear modulus are
similar to those revealed earlier in [13] for the same
aloy at frequencies in the hertz range and can be
explained in the framework of the model proposed in
[13]. According to this model, the change in the elastic
characteristics of the metallic glass in the aforemen-
tioned temperature range is associated with the irre-
versible relaxation of nonequilibrium energy states of
centers of the elastic-dipole type. In the second portion
of the dependences of the elastic properties on the
annealing temperature, the increase in the elastic mod-
uli is governed by the crystallization of the alloy. This
behavior is typical of all metallic glasses. However, it
should be noted that the change observed in the shear
modulus upon crystallization turned out to be relatively
small (approximately 3.5%). As aresult, the difference
between the shear moduli for the quenched and crystal-
lized aloys is approximately equal to 8%. This differ-
ence is substantially smaller than that available in the
literature for other bulk glasses, including glasses of
similar composition [7, 8, 10-12]. At present, it is diffi-
cult to answer the question asto whether this difference
is a specific feature of the studied glass or is associated
with the conditions used for its preparation and heat
treatment. It seems likely that, in the future, it will be
expedient to investigate how the heat treatment condi-
tions affect the behavior of the elastic propertiesand the
evolution of the structure of bulk metallic glasses.
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Stress Relaxation and Viscosity of a Bulk Pd,,CusgNi;oPyq
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Abstract—Isochronous relaxation of tensile stresses is measured in a bulk Pd,qCusgNioPoo metallic glassin
the initial state and after certain thermal treatments. The results of measurements are used to find the energy
spectrum of irreversible structural relaxation, from which the temperature dependence of shear viscosity isthen
calculated. This dependence is aso found independently from measurements of creep in the same glass. The
calculated viscosity is shown to agree well with the experimental data. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Increased attention has recently been given to so-
called bulk metallic glasses (MGs), which have a low
(10>-101 K/s and lower) critical quenching rate and can
be prepared in the form of rods (plates) up to severa cen-
timetersin diameter (thickness) [1, 2]. These glasses are
attracting interest for both fundamental studies and prac-
tical application. In contrast to ribbons, bulk MGs are
relatively stable against crystalization above the glass
trangtion point T, For this reason, their mechanical
properties and other propertiesin this temperature range
have been the subject of many studies. On the other hand,
very littleisknown about homogeneous plastic deforma-
tion of bulk MGs below the glass transition temperature.
Thisis especidly true in regard to experimental data on
creep and stress rel axation, which are of practical impor-
tance and, furthermore, alow one to establish regulari-
ties in the kinetics of homogeneous plastic flow in bulk
MGs and theoreticaly calculate the shear viscosity, an
important characteristic of the atomic mobility. To our
knowledge, there are only a few publications devoted to
this subject [3-8].

The quenching rates at which bulk MGs are usually
prepared are three to four orders of magnitude lower
than those achieved in preparing typical MG ribbons.
Therefore, according to the commonly accepted model
(see, eg., [9]), the frozen-in excess free volumein bulk
M Gs should be noticeably lessthan that in MG ribbons.
In this case, one might expect the atomic mobility in
bulk MGs to be significantly lower, because, according
to the free-volume models frequently used to interpret
experimental data, the viscosity decreases exponen-
tially with decreasing excess free volume [10]. How-
ever, the study of creep performed in [4] revealed that
the kinetics of plastic deformation of bulk Zr-based

MGs is similar to that of ribbon samples of the same
chemical composition. Therefore, the question arises as
to whether this conclusion is universal (i.e., indepen-
dent of chemical composition). Moreover, this finding
casts some doubt on the assertion that the excess free
volume dictates the kinetics of atomic mobility and
determines the concentration of relaxation centers
responsible for homogeneous plastic deformation.

The objectives of this study were (i) to measure
stress relaxation in abulk Pd-based MG under isochro-
nous heating; (ii) to interpret the deformation kinetics
in terms of amodel of directiona structural relaxation
(DSR), which has been developed in recent yearsand is
an alternative to the free-volume models (see [3-8, 11]
and references therein); and (iii) to verify the adequacy
of this interpretation by comparing our results with
independent experimental data on creep obtained on
bulk and ribbon samples of the same MG.

2. EXPERIMENTAL

Aninitia aloy of composition PdgCuggNiq Py (at. %0)
was prepared by directly aloying constituents with a
purity higher than 99.95%, using the double-zone tech-
nigue, in a thick-wall quartz ampoule under a con-
trolled phosphorus pressure. A melt of this composition
was quenched into a copper mold under vacuum at a
pressure of =7 x 102 Pa. The quenching rate R was
measured directly with a thermocouple placed in the
center of the quenching cavity, whose signal was digi-
tized at afrequency of 32 kHz. The glassformation was
found to occur intherange 70 < R< 350 K/s. Details of
the gquenching technique can be found in [4]. Quenched
ingots were 2 x 5 x 60 mm in size and were carefully
monitored for trace crystalline phases using x-ray dif-
fraction. A similar initial amorphous alloy wasalso pre-
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Fig. 1. Relaxation kinetics of normalized tensile stressin a
bulk Pd4qCusgNi1gPoo metallic glass under linear heatingin
theinitia state and after annealings over 15 min at the tem-
peratures indicated. Heating rate, 5 K/min.
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Fig. 2. Activation energy spectrum of irreversible structural
relaxation of abulk PdsqCuzgNiqgPoq metallic glass as cal-
culated from isochronous stress relaxation curves for the
preliminary thermal treatments and heating rates indicated.
The solid curve is a fit of a fifth-degree polynomia to the
data.

pared in the form of ribbons 27-34 pum thick and 0.6—
0.8 mm wide by using conventional single-roller spin-
ning in vacuum. The rate of melt quenching in this
method for fabricating MGsistypically 10° K/s.
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Tensile-stress rel axation was measured under isoch-
ronous heating conditions using a string-type testing
machine. Each measurement was taken twice under
given experimental conditions, which made it possible
to eliminate data distortions caused by parasitic thermal
expansion of the testing machine by using a specialy
developed technique for data processing. Details of the
experiment and a detailed anaysis of the results
obtained can be found in [17]. Creep measurements
were made with a Setaram TMA 92 quartz thermome-
chanical analyzer. In order to eliminate the parasitic
thermal expansion of the analyzer, asin the preceding
case, each measurement was made twice under the
given conditions. Details of such measurements and of
the data treatment technique can be found in [3]. DSC
thermograms were taken with a Perkin-Elmer DSC-7
differential scanning cal orimeter.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows temperature dependences of the nor-
malized stressa(T)/o, (Where gy istheinitia value of the
relaxing stress, which wastypically equal to =210 MPa)
for the bulk MG under study measured at a heating rate
of 5 K/min in the initial state and after preliminary
annealings over 15 min at the temperatures indicated.
Relaxation in samples in the initial state begins in the
region of T = 350 K, and the stress drops down to 10%
of theinitia value near T =500 K. (Experimental points
corresponding to stresses lower than o = 15-20 MPa
are not shown in Fig. 1, because the formula for the
string technique [7] overestimates the stress.) Prelimi-
nary thermal treatments at 400, 450, and 500 K cause
the relaxation curves to shift to higher temperatures
(Fig. 1). However, in al cases, the stress 0 = 0.1a; is
reached below the glasstransition temperature T,
which is=553-555 K, according to DSC data obtained
at a heating rate of 5 K/min (see inset to Fig. 3).
Increasing the initial stress up to 450 MPa causes the
relaxation curves to shift only slightly (by 3-6 K) to
lower temperatures, which indicates that the activation
volume for relaxation is small. Increasing (decreasing)
the heating rate up to 10 K/min (down to 1 K/min)
causes an approximately parallel shift of these curvesto
higher (lower) temperatures by 10-15 K. It should be
noted that, on the whole, the experimental data
obtained in this study are close to those obtained earlier
for abulk Zrs, sTi=Cuy7 gNiy4 6Al10 [ 7], with the only dif-
ference that stress relaxation in this glass begins at
higher temperatures. To our knowledge, there are no
other data onisochronous stressrelaxation in bulk MGs
in the available literature. We also note that the results
mentioned above are, on the whole, similar to torque
relaxation curves for MG ribbons (see [12, 13] and ref-
erencesin [7]).
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In a stress relaxation test, the total strain €, is the
sum of the elastic strain 0/2G (G is the shear modulus)
and plastic strain g

i = S +2, (1) M

The homogeneous plastic strain in an MG below T is
due to irreversible structural relaxation oriented by the
external stressand can be adequately described interms
of the DSR model mentioned above (see [2-8, 12, 13]
and the review in [11]). In this model, the strain €, is
generally written as[11, 12]

E

ey = 00C [ No(E)O(E, T)dE. @)
E

Here, Q isthe volume involved in an elementary relax-
ation act; C is a parameter taking into account the ori-
enting effect of the external stress on the elementary
act; Ny(E) is the energy spectrum of irreversible struc-
tura relaxation, which is defined as the number of
relaxation centers per unit volume per unit activation
energy (E) range; E,;, and E, . are the lower and upper
limits of the energy spectrum, respectively; and © isa
characteristic annealing function, which is defined in
the case of isochronous stress relaxation as [12]

E
O(E T) = exp[\nexpD T E}

1 0 E- G(T)VDdTD
{1 exp[-l—vJ’exp ERR DTD 3)

kT DTD

where v is the frequency of attempts to overcome the
activation barrier, 1 is the duration of the preliminary
annealing at temperature T,, Kk is the Boltzmann con-

stant, V is the relaxation activation volume, T is the
heating rate, Ty is the initial (room) temperature of
relaxation, and o(T) isthe current value of the relaxing
stress. After substituting Egs. (2) and (3), Eq. (1) takes
the form of a Fredholm integral equation of the second
kind. If the function o(T) is determined from experi-
ment, this equation can be solved numericaly. As a
result, we find the function QCNy(E), which is (to
within the multiplying constant QC) the activation
energy spectrum (AES) of the irreversible structural
relaxation.

In this way, we calculated the function QCNy(E) for
the MG under study. Details of the calculation algo-
rithm can be found in [12]. Numerical calculations
were performed for v = 10" s and T = 300 K. The

parametersT, T,, and T weretaken equal to their exper-
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Fig. 3. Temperature dependences of the viscosity of a
Pd4oCuzgNiqgPoq metallic glass as calculated from Eq. (4)
for a heating rate of 5 K/min (using the energy spectrum of
irreversible structural relaxation shownin Fig. 2), aswell as
determined from the creep kinetics of bulk and ribbon sam-
ples for the same heating rate. Literature data on the quasi-
equilibrium viscosity of Pd-based MGs are a so shown and
fitted by astraight line. The inset shows DSC thermograms
for bulk and ribbon samples of Pd,3CusgNiqoPsoq taken at a
heating rate of 5 K/min. Arrowsindicate the glasstransition
temperature Tg.

imental values. The activation volume was an adjust-
able parameter. By solving theinverse problem (deter-
mining the kinetics of stress relaxation from the given
function QCNy(E)), it was found that the value V =
0.02 nm3isoptimal, asin the case of MG ribbons[12]. If
we assume that, for a closely packed glass structure, the
average volume per atom is V,; = a%4 (a is the average
interatomic spacing) and a = 0.275 nm for pure Pd [14],
then thevaueof V indicated aboveisapproximately 4V;.
In this case, the activation work is oV = 0.02 €V. This
valueis much lessthan the activation energy for irrevers-
ible structural relaxation E = 1.0-1.7 eV (Fig. 2), which
indicates that the external stress influences the relax-
ation kinetics only weakly, as in the case of other MGs
(see, eg., [7]).

Figure 2 shows the quantity QCNy(E) calculated
from various stress relaxation curves. This quantity is
seen to increase rapidly with activation energy and be
closein magnitudeto itsvaluesin other ribbon and bulk
MGs [3, 5, 8, 12]. The points are rather widely scat-
tered, which is primarily due to the scatter of pointsin
the original stress relaxation curves (Fig. 1). The solid
curveinFig. 2isafit of afifth-degree polynomial to the
calculation data.

Itisof fundamental importance to establish whether
the energy spectrum of irreversible structural relaxation
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[i.e., the function QCN,(E)] obtained by usisindeed a
universal material parameter characterizing the kinetics
of structural relaxation and accumulation of macro-
scopic plastic deformation in a specific MG under var-
ious experimental conditions. It wasindicated in [3, 5,
8] that activation energy spectra determined indepen-
dently, within the DSR model, from isochronous and
isothermal creep data for the same MG agree well with
each other. Below, we describe another method for ver-
ifying the activation energy spectrum. In this method,
the shear viscosity is calculated using this spectrum and
compared with the viscosity determined directly from
independent experimental creep data. In the latter case,
the shear viscosity is calculated from the formulan =

o/3¢, where € isthe longitudinal-strain rate, which is
determined by differentiating creep curves.

Within the DSR model, the temperature dependence
of the shear viscosity isgiven by [3, 11]

nN(T) = [3ANG(E(T))QCT] ™, (4)

where the activation energy is alinear function of tem-
perature, E = AT (this linear dependence was also used
to convert the temperature into activation energy in the
aforementioned method for determining the activation
energy spectrum from stress relaxation data[12]), with
the constant A = 3.1 x 102 eV/K. Figure 3 shows the
shear viscosity calculated from Eq. (4) for the heating

rate T = 5 K/min using the averaged values of
QCNy(E), represented in Fig. 2 by the solid curve. It can
be seen from Fig. 3 that the calculations agree well with
the viscosity determined from experimenta creep data
for bulk samples. Indeed, at temperatures T < 460 K, the
calculated and experimental data almost coincide. At
higher temperatures, the calculated viscosity is some-
what lower than the experimental values, but the dis-
crepancy is not significant when it is taken into account
that the data on QCN, (Fig. 2) are widely scattered.
Thus, the activation energy spectrum is calculated cor-
rectly and the DSR model adequately describes the
kinetics of structural relaxation and accumulation of
plastic deformation.

Figure 3 aso shows the data on the quasi-equilib-
rium viscosity of glasses of analogous composition
takenfrom [15, 16] (fitted by astraight line). At temper-
atures T = 560 K, these data amost coincide with the
values of viscosity determined from our measurements
of creep in bulk and ribbon MG samples. At lower tem-
peratures, our data give lower values of viscosity and
the difference increases rapidly with decreasing tem-
perature. Measurements of creep at various heating
rates showed that the temperature range T = 550-560 K
corresponds to a transient state. Indeed, below this
range, the viscosity dependsfairly strongly on the heat-
ing rate, whereas at higher temperatures it becomes
independent of temperature (these findings will be pub-
lished in alater paper). The dependence of the viscosity
on the heating rate (at T < 550 K) indicates that the
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dtrain rate in this temperature range is determined by
irreversible structural relaxation, while the absence of
this dependence (at T > 560 K) suggests that the mate-
rial reached a quasi-equilibrium structural state [3, 4].
Therefore, the temperature T = Ty = 555 K is the glass
transition point. This conclusion is also supported by
the fact that the n(T) curve exhibits a noticeable break
near 555 K. DSC measurements gave the same value
for Ty (seeinset to Fig. 3). Note that thisvalue of T, cor-
responds to aviscosity of approximately 10'? Pas. This
value of n is generally agreed to correspond to glass
formation [17].

We emphasize that the temperature dependences of
the viscosity obtained in creep tests on bulk and ribbon
samples are very similar (Fig. 3). At T < 450 K, these
dependences almost coincide, even though the corre-
sponding quenching rates differ by approximately four
orders of magnitude. At higher temperatures, the vis-
cosity of ribbon samplesis somewhat lower than that of
bulk samples. Therefore, in ribbon samples, the volume
density of relaxation centers is higher in the high-
energy part of the activation energy spectrum and isthe
same in the low-energy part. The same conclusion was
also drawn earlier in [4] for a bulk Zr-based glass. We
note, however, that in certain cases the creep test data
suggest that the temperature dependences of the viscos-
ity of bulk and ribbon samples are amost identical
throughout the entire temperature range studied.

The DSC thermograms for bulk and ribbon samples
are aso similar; namely, the glass transition tempera-
tures are equal to within 1-2 K (inset to Fig. 3) and the
corresponding endothermic and exothermic effects are
also very similar in these samples. It should be noted
that in the literature there are data according to which
the density of Pd-based glasses decreases noticeably
with increasing quenching rate. For example, it was
reported in [18] that the density of Pd;; sCugSi 65 glass
ribbonsis 0.2% lower than that of bulk samples (cylin-
ders2 mmin diameter). In [19], it was established that,
in a Pd,oNi;oCusyP,y metallic glass, an increase in the
guenching rate from 1.6 to 500 K/s also causes the den-
sity to decrease by 0.2%. This decrease is only three
times less than the increase in the density of bulk
Pd3gNi;oCusgP,, on crystallization [20] and is compara:
ble to the change in the density of MGs on structural
relaxation. However, it is known that the change in the
viscosity of MGs caused by structural relaxation can be
as large as five orders of magnitude [21]. Therefore, if
the change in viscosity is associated with a change in
the excess free volume (i.e., in density), then a change
in the quenching rate would cause a noticeable differ-
enceinviscosity between bulk and ribbon MG samples,
whichisnat, in fact, the case. Thisfact callsinto ques-
tion the free-volume model [10], according to which
the relaxation centers responsible for homogeneous
plastic flow in MGs are associated with local regions
with an increased excess free volume. In our opinion,
the relaxation centers responsible for homogeneous
plastic flow in MGs can be described in terms of the
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interstitial model of the condensed state of matter [22,
23], in which relaxation centers can be identified with
defects analogous to interstitial dumbbells in crystals.
These defects are highly sensitive to external shear
stresses but are not associated with fluctuations in the
excess free volume.

4. CONCLUSIONS

It has been found that stress relaxation in a bulk
Pd,,CugNioP,g glass under isochronous heating con-
ditions begins near T = 350 K. Preliminary thermal
treatment shifts the onset of relaxation to higher tem-
peratures. In any case, complete stress relaxation is
reached below the glass transition point. Using the
directional structural relaxation model, the energy
spectrum of irreversible structural relaxation has been
found from stress relaxation data and the temperature
dependence of the shear viscosity has been calculated
using this spectrum. It was shown that this temperature
dependence is close to that determined from indepen-
dent creep test data for bulk and ribbon samples of the
same MG. The fact that the viscosity values for bulk
and ribbon samples are similar (even though the
guenching rates for them differ by four orders of mag-
nitude) casts doubt on the assumption that the relax-
ation centers responsible for homogeneous plastic flow
are associated with the excess free volume.
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Wavelet Transform asa Method for Studying the Fractal
Properties of the Surface of Amorphous Metals
under Mechanical Load
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Abstract—The effect of mechanical tension on the multifractal characteristics of the lateral surface of a
Fe;7Ni;SigB,3 amorphous alloy is studied by scanning tunneling microscopy (STM). It is established that, at
small loads, the surface is smoothed out much as a crumpled sheet of paper is smoothed out under tension. With
an increase in the load, there appears a tendency to the formation of afractal structure on the surface. © 2004

MAIK “ Nauka/Interperiodica” .

Scanning tunneling microscopy (STM) has been
widely used to study the structure of solid surfaces on
the microscale and nanoscale levels. The experimental
dataare represented in the form of asurface profile, i.e.,
the dependence of the height z(x, y) on the coordinates
(x,y) of different points on the surface. As arule, the
function z(x, y) is extremely irregular. Therefore, it is
appropriate to use statistical methods for investigating
the geometric properties of the surface.

In recent years, the particular interest has been
expressed by researchers in statistical and, especialy,
fractal properties of surfaces, i.e., self-similar behavior
of the surface profile on various scales [1]. Many sur-
faces of different physical nature have been studied and
treated as fractal surfaces, at least, in alimited range of
scales.

The fractal properties of metal and semiconductor
surfaces have been extensively studied under the action
of external factors (for example, mechanical tension
[2-8]). It has been found that the mechanical field
strongly affects the surface geometry and, in particular,
the fractal properties of the surface.

A setup for tensile testing (including a sample, a
testing machine for uniaxial tension, a scanning tunnel-
ing microscope, a personal computer, and an interface
for connecting it to the microscope) was described in
[2]. The procedure for preparing samples of the
Fe;;Ni;SigB,3 amorphous aloy studied in the present
work was described in [7]. The topograms illustrating
the change in the geometry of the surface of the amor-
phousiron alloy subjected to different uniaxial tensions
aregiveninFig. 1.

The fractal dimension was calculated by several
methods. Method a is based on the “box counting” or
“covering” algorithm for two points on the surface. The

dependence of the fractal dimension on the load exhib-
itsanonmonotonic behavior: thefractal dimension first
decreases sharply and then increases drastically. More-
over, it should be noted that an increase in the fractal
dimension at neighboring points was not necessarily
observed with an increase in the load. We believe that
this method for determining the fractal dimension does
not completely reproduce the observed surface relief.
The topograms obtai ned with the use of a scanning tun-
neling microscope usually contained 200 points along
the vertical cross section (scan) and had a maximum of
200 scans (atotal of 40 000 points). When the surface
of size L is covered with cells of size |, their number
increases as n = 2% depending on the sizeratio i = L/I.
Hence, ati =5, wehaven =32 768; i.e., when the scale
decreases by afactor of 5, the number of cellsnecessary
for covering becomes comparable to the number of
experimental points. Consequently, for asmaller scale,
there are no points to cover cells (the database must
contain a considerably larger number of experimental
points). Therefore, the fracta dimension obtained
according to the covering algorithm appearsto be of the
order of two on large scales. A similar situation occurs
with the amplitude normalization algorithm (method
b). At the same time, spectral analysis allows one to
determine the fractal dimension on small scales.

The spectral fractal dimension calculated from the
correlator power density spectrum (method ¢) C(AX) =
Z(x + AX)z(x)L}i.e., the quantity

00

S(w) = J’ C(Ax) exp(iwAx)dAX, Q)

is unreliably determined, because the quantity Sw) is
characterized by alarge spread of points.

1063-7834/04/4610-1868%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. STM topogramsillustrating the change in the geometry of the surface of an amorphousalloy subjected to increasing uniaxial

tension.

Among the aforementioned methods, only the first
approach is appropriate for a three-dimensional situa-
tion. The other two techniques involve the analysis of
two-dimensional curves, namely, vertical cross sections
of the surface profiles along the chosen directions. The
fractal dimensions calculated for surfaces according to
methods a and b are close to each other and differ from
2.0 by no more than 10%. This corresponds to the
dimension of a flat surface and differs significantly
from the fractal dimension obtained by method c (of the
order of 2.5). Such a difference is associated with the
fact that the surfaces are self-affine objects rather than
fractal objects. Fractal objects are structures that are
transformed into statistically equivalent structures by a
similarity transformation,

zZ(AX) = Az(x), 2

i.e., by the scaling of the x coordinate along one direc-
tion and the same scaling of the z coordinate along
another direction. Flat surfaces with aroughness do not
possess this property, because the directions along and
across the surface are not equivalent. These surfaces

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

remain statistically equivalent after an affine transfor-
mation of the form

zZ(AX) = A"z(x), ©)

where the Hurst coefficient satisfies the inequality 0 <
H< 1.

Self-affine surfaces do not have a specific fracta
dimension. On large scales, their covering dimensionis
approximately equal to 2. This corresponds to the
dimension of aflat surface. At the sametime, the fractal
dimension on small scales is determined by the Hurst
coefficient H (d = 2—H or 1/H depending on the defi-
nition).

The approach based on the wavel et transform makes
it possible to construct characteristics similar to quan-
tity (1) for calculating the fractal dimension [9] and is
free of many disadvantages inherent in methods a, b,
and c. Note that the basis functions used for the Fourier
transform have the form exp(ix) = cosx + i sinx, consist
of aset of sinewaveswith different frequencies, and are
delocalized in space. By contrast, the basis functionsin
the wavelet transform are given by strongly localized
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Fig. 2. Wavelet transform of the surface relief.

soliton-like functions. In particular, this can be a som-
brero function derived from the second derivative of the
Gaussian function,

W(x) = —expD 25 @

The basis set of the wavelet transform is constructed
through continuous scaling transformations and trans-
lations Y(x), which can be written in the form

Wau(0) = WEZH

Here, aisthe scaling coefficient and b isthe trandlation
parameter. Then, the wavelet transform can be defined
astheintegral transformation

W(a, b) = IZ(X)LDD( XD, )

By applying the wavelet transform, we obtain a func-
tion of two variables (a, b) that carries information
regarding the spatial distribution of inhomogeneities of
different scales (defect sizes). Figure 2 presents an
example of the wavelet transform of the initial surface
showninFig. 1.

The statistical regularitiesin adefect structure of the
surface can bejudged even from theform of the wavel et
transform coefficients. Specific manifestations of dif-
ferent defects in the spectra of the wavelet transform
coefficients have been obtained for model systems and
described in numerous reviews (see, for example, [10,
11]). Without going into detail, we note that adendritic
structure typical of self-similar fractal systems can be
seenin Fig. 2

Above, it was silently assumed that the surface has
afracta structure with asingle fractal dimension. This
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assumption is equivalent to the fact that the surface
roughness does not depend on the point chosen on this
surface. Apparently, this simplified assumption is
unlikely to hold in reality, because it is more probable
that there are spatial fluctuations in roughness. It is
known [1] that, in this situation, the system cannot be
characterized by a single regularity parameter (fractal
dimension). Therefore, it is necessary to introduce a
local characteristic that varies from point to point,
namely, the Holder index h(x). These systems are
referred to as self-affine multifractals. The wavelet
analysis enables one to describe these systems ade-
quately. If the function describing the system possesses
asingularity with the Holder index h(x,) at the point X,
the wavelet transform of this function on small scales
has ascaling in the form

W(x,, b) Ob". (6)
Such a scaling occurs in the case when the analyzing
wavelet is appropriately chosen; i.e., the number of its
Zero moments,

[

J’xmlp(x)dx =0, Om:0<m<n,,

obeys the inequality ny, > h(x).

Thewavelet analysis provides away of determining
quantitative characteristics of multifractal systems,
such as the multifractal dimension spectrum D(q), the
multifractal spectrum f(h), and other related quantities.
For this purpose, it is expedient to use the formalism of
fractal thermodynamics (see [12] and references
therein). Thisformalism is based on the principle of the
wavelet transform modulus maximum, which, in turn,
rests on the construction of the partition function of the
wavelet coefficients:

Z(q.a) = 5 W(a b)'Da"?. (7)

bi(a)

Thesuminformula(7) istaken over pointsin the space
at which the wavelet transform modulus is maximum
(over the local modulus maxima). In [9], it was shown
that the framework composed of the lines correspond-
ing to the modulus maximum contains all information
on the distribution of singularities of theinitial surface.

Aswas noted in [12-14], there is a close similarity
between the multifractal formalism and thermodynam-
ics. In particular, the quantity 1(q) plays the role of a
free energy and the quantity q serves as areciprocal of
the temperature. Therole of the energy is played by the
Holder index h, and the singularity spectrum f(h) fulfills
the function of the entropy.

The multifractal properties of the surface profiles
obtained by scanning tunneling microscopy were cal-
culated along the scans of the topograms with subse-
guent averaging over the scans. The dependence 1(q)
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Fig. 3. () Dependence of the mass exponent 1(g) on g and
(b) the multifractal spectrum f(h).

can be calculated from relationship (7) with the use of
the logZ(q, a) —loga linear approximation. Then, the
derived dependence 1(qg) serves for determining the
spectrum f(h). These calculations were performed with
the Wavelab 8.02 program package developed at Stan-
ford University. As an example, the calculated depen-
dences 1(q) and f(h) are shown in Fig. 3.

The dependence1(q) for the surface under investiga-
tion exhibitsanonlinear behavior, and the spectrum f(h)
is broadened as compared to the spectrum of a Brown-
ian curve. The intensity of the spectrum at the maxi-
mum isdetermined to bef(h) = 1. Thisindicatesthat the
straight line again serves as a measure of the dimen-
sion, and the surfaceis represented by a self-affine mul-
tifractal.

It can be expected that the application of mechanical
stresses to the samples should lead to changes in the
multifractal spectra. These changes are described by
the following numerical characteristics: the fracta
dimension (FR) Dg = 1 — 1(1), the half-width of the
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for (a, b) two experimental runs at (1, 2) different points on
the surface.

multifractal spectrum A = hy — h,;,, and the scaling
exponent of the spectral density 3 =2 + 1,.

The dependences of the fractal dimension on the
load for two experimental runsat different pointson the
surface are plotted in Fig. 4.

Despite a large spread of data due to both experi-
mental limitations (drift of the scanning tunneling
microscope tip from the region of observation, mea-
surementsin air) and computational factors (200 points
per scan cannot provide good statistics), we revealed a
number of regularities in the behavior of the fractal
dimension under load. Thefractal dimension of the sur-
face decreases at the initial stage of mechanical |oad-
ing. A further increase in the mechanical load leads to
an increase in the fractal dimension (see Fig. 4a,
because the data presented in Fig. 4b were obtained at
insufficiently large mechanical stresses).

The dependences of the half-width and the location
of the multifractal spectrum at the maximum on the
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load are depicted in Fig. 5 for one experimental run at
two different points on the surface.

It can be seen from Fig. 5 that, at the initial stage of
mechanical loading, the total spectrum of singularities
shifts toward larger Holder indices. This is accompa-
nied by an increasein the width of the spectrum. There-
fore, we can infer that the surface experiences smooth-
ing out (the surface flatness is improved) at the initial
stage. However, this smoothing out is not uniform over
the surface, because the degree of roughness deter-
mined by the width of the spectrum also increases.

As arule, afurther increase in the mechanical load
resultsin the opposite behavior of the singularity spec-
trum: the spectrum width decreases and the spectrum
itself shifts toward smaller Holder indices. This sug-
gests that, at this stage of mechanical loading, the sys-
tem tendsto form anew single-fractal structure.
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We believe that the surface is smoothed out under
small mechanical stresses, becausetheinitial surface of
the amorphous alloy was formed under nonegquilibrium
conditions (by spinning from a melt). Therefore, the
initial surface has a considerable roughness. The
response of thissurfaceto tensile mechanical stressesis
similar to smoothing out a crumpled sheet of paper
under tension. A tendency to the formation of a new
fractal structure at higher stresses reflects the early
stage of surface fracture. The final stage of fracturefre-
guently proceeds through a self-organized criticality
state characterized by the formation of self-similar
fractal structures.
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Abstract—The effect of the vibration strain amplitude on the Young modulus and ultrasonic absorption (inter-
nal friction) in biomorphic SIC ceramicsis investigated in the temperature range 116296 K. The biomorphic
SiC ceramics is prepared through pyrolysis of eucalyptus with subsequent infiltration of silicon. It is demon-
strated that the vibration loading of samplesin air and under vacuum isaccompanied by anumber of unexpected
effects. The behavior of the studied ceramicsis governed by at least two mechanisms, which, to alarge extent,
are responsible for the elastic and inelastic properties of the material. One mechanism is associated with the
adsorption—desorption of environmental molecules (hypothetically, owing to the presence of pores and residual
carbon), and the other mechanism involves microplastic deformation due to the motion of dislocations or other
(similar) structural units. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Over the last decade, there has been considerable
research interest in the study of the physicomechanical
properties of biomorphic silicon carbide ceramics
(which are often referred to as ecoceramics, i.e., envi-
ronment conscious ceramics) [1-11]. This interest
stems from the fact that the above ceramic materias
possess a high strength, good oxidation and corrosion
resistance, high thermal conductivity, and resistance to
thermal shocks.

Moreover, the advantage of ecoceramic materialsis
that the method for preparing them is based on the use
of a prior-chosen type of wood. The method involves
pyrolysis (carbonization) of the product (sample) pre-
cursor with subsequent silicon infiltration in order to
produce silicon carbide retaining a wood structure.
Compared to other methods used for preparing SiC
ceramic materials, the above technique has a number of
advantages, such as the possibility of specifying the
sampl e shape in advance, the high rate and low temper-
ature of production, and the low density of materials. It
has been established experimentally that biomorphic
SiC ceramic materias possess good mechanical prop-
erties at high temperatures [4-11].

In our previous work [9], we examined the influence
of high temperatures (up to 1000°C) on the Young mod-
ulusof biomorphic SiC ceramics prepared from eucalyp-
tus and oak. In this work, we concentrated our attention
on investigating the acoustical properties (Young modu-
lus, decrement of elastic vibrations) of eucalyptus-based
SiC ecoceramics over a wide range of vibration strain
amplitudes at temperatures T = 116-296 K.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Biomorphic SiC ceramic samples were prepared by
vacuum infiltration of molten silicon into a porous car-
bonized wood (white eucalyptus) after pyrolysisin an
argon atmosphere at 1000°C [5]. Thefinal SIC product
had a cellular structure extended along the direction of
tree growth and contained residual carbon and pores
partialy filled with silicon [11].

For acoustical measurements, the samples were
produced in the form of rectangular rods (~16 mm?)
~50 mm long, which were oriented along the direction
of tree growth.

Acoustical investigations were performed using the
composite oscillator method. The experimental tech-
nigue was described in detail in [12]. Longitudinal
vibrations at a frequency f of approximately 100 kHz
were excited in the sample with a quartz transducer.
The Young moduli E ~ f2 and the logarithmic decre-
ments & were measured in experiments. The sample
density p = 2.37 g/cm?, which was necessary for calcu-
lating the elastic moduli, was determined by hydro-
static weighing at room temperature. The vibration
strain amplitude € in our experiments was varied from
~107t0 3.0 x 104,

The measurement procedure was as follows. Ini-
tially, the amplitude dependences E(g) and () were
measured for the as-prepared sample stored for along
timein air at atmospheric pressure and room tempera-
ture. Then, the acoustical system (the quartz transducer
with the cemented sample) was placed in vacuum with
aresidual pressure of approximately 103 mm Hg. The

1063-7834/04/4610-1873$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Amplitude dependences of the Young modulus E and
the decrement & for the as-prepared biomorphic SiC
ceramic sample. The dependences were sequentially mea-
sured two times at approximately 1-min intervals in air at
atmospheric pressure and T = 296 K: (1) first run and
(2) second run. Arrows indicate the direction of change in
the vibration strain amplitude €.

subsequent measurements of the temperature and
amplitude dependences of the Young modulus E and
the decrement & in the temperature range 116-296 K
were carried out under vacuum.

3. RESULTS AND DISCUSSION

Figure 1 shows the dependences E(g) and 8(¢) for a
biomorphic SiC ceramic sample that was subjected to
large-amplitude strains for the first time after prepara-
tion. It can be seen from Fig. 1 that an increase in the
vibration strain amplitude leads to a considerable
increase in the measured (effective) elastic modulus
and a decrease in the decrement (except for the severa
last points at |arge amplitudes g, at which the decrement
somewhat increases). The changes in the modulus and
decrement are irreversible to a large extent. Actually,
with a subsequent decrease in the vibration strain
amplitude, the elastic modulus E at small amplitudes €
appears to be larger than the initial modulus and, by
contrast, the decrement & decreases by a factor of
approximately 1.5. Upon a repeated increase in the
strain amplitude €, the dependences E(¢) and 8(€) virtu-
ally coincide with those obtained upon adecreasein the
strain amplitude and qualitatively differ from theinitial
dependences. Indeed, at large amplitudes, the modulus

PHYSICS OF THE SOLID STATE Vol. 46

KARDASHEV et al.

241.36
24135

< 24134
S 241.33
4132
24131
241.30
241.29
60

T T
%%o
OO &

:

/

50

(%)
=)
T

[}
S
T

10 Lol
10! 10 103
g, 1077

Fig. 2. Amplitude dependences of the Young modulus E and
the decrement & for the biomorphic SIC ceramic sample
stored in air at atmospheric pressure. The data were
obtained at T = 294 K within four weeks of the first mea-
surements of the amplitude dependences shown in Fig. 1.
Arrows indicate the direction of change in the vibration
strain amplitude €.

decreases and the decrement increases with an increase
in € (this behavior, as a rule, is observed for various
crystalline [12] and other materials, including fibrous
monoliths [13]). Note that, in the repeated measure-
ments, the decrement at small and moderate amplitudes
also decreases with an increase in the amplitude €, even
though the irreversibility in this case becomes insignif-
icant.

During storage of the sample in air at atmospheric
pressure, the dependences E(g) and d(¢) tend to regain
their origina form. However, complete recovery
requires a very long time. This can be judged from a
comparison of the data presented in Figs. 1 and 2 (the
datain Fig. 2 were obtained within 28 days of the first
measurements).

Then, similar experiments were performed for the
same samplewith the acoustical system placed in avac-
uum chamber. When analyzing the experimental data
obtained at room temperature (compare Fig. 3 with
Figs. 1, 2), it isworth noting that the magnitude of the
elastic modulus E increases and the decrement o sub-
stantially decreases under vacuum. However, qualita
tively, the dependences E(¢) and &(g) measured under
vacuum remain almost unchanged: an insignificant
hysteresisisusually observed in thefirst run, the depen-
dences &(g) exhibit aminimum at moderate amplitudes,
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Fig. 3. Amplitude dependences of the Young modulus E and
the decrement & for the biomorphic SIC ceramic sample
preliminarily subjected to large-amplitude strains at low
temperatures. The dependences were sequentially measured
two times at approximately 1-min intervalsunder vacuum at
T =296 K: (1) first run and (2) second run. Arrowsindicate
the direction of change in the vibration strain amplitude €.

and the Young modulus E passes through a very weak
flattened maximum (most pronounced in the first run
upon an increase in the amplitude €) and gradually
decreases with an increase in the strain amplitude.

A similar behavior of the dependences E(g) and d(¢)
[though more complex for the dependence d(¢) in the
first run] is observed at atemperature of 116 K (Fig. 4).
In this case, the maximum in the curve E(€) obtained in
the first run is more pronounced than that at room tem-
perature (compare with Fig. 3). Furthermore, this max-
imum is also observed upon repeated measurements.
On the other hand, the minimum in the dependence &(¢)
becomes very weak upon repeated measurements.

The temperature dependences of theYoung modulus
and the decrement in the temperature range 116296 K
under vacuum are plotted in Fig. 5. As can be seen from
thisfigure, the elastic modulus gradually increaseswith
a decrease in the temperature and the dependences
measured upon cooling and heating of the sample coin-
cidewith agood accuracy. At the sametime, the depen-
dence of the decrement exhibits a weak broad maxi-
mum in the temperature range 230-280 K. Moreover,
the curves &(T) obtained upon cooling and heating do
not coincide with each other. This is primarily associ-
ated with the effect of large-amplitude strains: it can be
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Fig. 4. Amplitude dependences of the Young modulus E and
the decrement & for the biomorphic SIC ceramic sample
preliminarily subjected to large-amplitude strains at room
temperature. The dependences were sequentially measured
two times at approximately 1-min intervalsunder vacuum at
T =116 K: (1) first run and (2) second run. Arrowsindicate
the direction of change in the vibration strain amplitude €.

seen from the amplitude dependences measured at 116
K (Fig. 4) that the above effect leads to adecreasein the
decrement by afactor of approximately 1.5.

The irreversible changes in the elastic modulus and
the decrement of the initial sample placed in vacuum
and after measuring the amplitude dependences can be
explained by the desorption of air molecules (necessar-
ily contained in the porous biomorphic SiC ceramic
material). This desorption is substantially enhanced
under large-amplitude strains. On the other hand, par-
tial recovery of the original dependences E(g) and &(g)
due to the storage of the samplein air for four weeksis
associated with the adsorption of air molecules.

Undeniably, the presence of pores and residua car-
bon in the ceramic sample favors the adsorption of air
molecules by the material. We can assume that, under
particular external conditions, gas and water molecules
can be desorbed from the sample. Actualy, it was found
that, immediately after placing the samplein the vacuum
chamber when desorption becomes more intensive, the
measured €l astic modul us beginsto increase and the dec-
rement decreases continuously. A similar effect is
observed under large-amplitude strains (Figs. 1, 2) in the
course of thefirst run, but it is even more pronounced.
The influence of adsorbed molecules (if not so strong)
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Fig. 5. Temperature dependences of the Young modulus E
and the decrement 6 upon (1) cooling and (2) heating of the
biomorphic SiC ceramic sample preliminarily subjected to
large-amplitude strains at room temperature. The depen-
dences were measured under vacuum at € = 1.0 x 10°7°.
Arrowsindicate the direction of change in the temperature.
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Fig. 6. Stress-microplastic strain curves constructed from
the acoustical data for the biomorphic SIC ceramic sample
at temperatures of 116 and 296 K.

also manifests itself in the repeated measurements
(Figs. 1, 3) and at lower temperatures (Fig. 4). Most
likely, the complex behavior of the dependence &(g)
observed inthefirst runin Fig. 4 can be attributed to the
presence of different gas molecules (entering into the
air composition) in the sample.

The adsorption—desorption effect can be partialy
reversible. This can be judged from the reversible
decrease in the decrement and the reversible increase in
the Young modulus with an increase in the strain ampli-
tude (at moderate amplitudese). Thereversible effect for
the decrement most clearly manifestsitself in the depen-
dences shown in Figs. 1 and 3 (curves 2). Thereversible
increase in the elastic modulus with an increase in the
strain amplitude ismost pronounced at low temperatures
(theinitial portionin curve 2in Fig. 4).

Moreover, adsorbed molecules affect the tempera-
ture dependences of the decrement (Fig. 5). The
absorption maximum, which is observed in the temper-
ature range of water solidification and whose shape is
substantially changed under large-amplitude strains at
116 K, indicate that there is a mechanism of ultrasonic
absorption due to the adsorption of molecules foreign
to the given material (silicon carbide).

On the other hand, the response of the ceramic mate-
rial to the external force field appears to be associated
not only with the molecules of adsorbed gases and
water. As was noted above, the decrease in the elastic
modulus and the increase in the decrement with an
increase in the strain amplitude in the range of large
amplitudes (Figs. 1-4) are characteristic of many mate-
rials with a high plasticity [12]. This behavior of the
parameters E and & for the ceramic material under
investigation suggests that the material contains struc-
tural units similar to mobile dislocations, which are
responsible for the considerable microplastic strain in
response to ultrasound in crystals. The microplastic
properties of the SIC ecoceramic material at two tem-
peratures are compared in Fig. 6. The procedure for
constructing the stress g—microplastic strain €4 curves
from the dependences E(€) was described in[14, 15]. In
the present work, these curves for the SiC ecoceramic
material were constructed using curves 2 shown in
Figs. 3 and 4. It can be seen from Fig. 6 that a decrease
in the temperature results in an increase in the elastic
limit (by approximately two times). This is typical of
many metals and also covalent and ionic crystals.

4. CONCLUSIONS

Thus, the above investigation demonstrated that the
behavior of the biomorphic SIC ceramic material is
governed by at least two mechanisms, which affect the
elastic and inelastic properties of the material. The first
mechani sm involves the adsorption—desorption of envi-
ronmental molecules (hypothetically, owing to the
presence of pores and residual carbon). The second
mechanism is associated with the microplastic defor-

PHYSICS OF THE SOLID STATE Vol. 46 No. 10 2004



ELASTICITY AND INELASTICITY OF BIOMORPHIC SILICON CARBIDE CERAMICS

mation dueto the fact that the ceramic material contains
didocations or other (similar) structural units, which
are able to execute vibrational motions in response to
ultrasound and to contribute to both the ultrasonic
absorption and the nonlinear inelastic deformation.
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Abstract—The crystal structure and magnetic properties of the Nd(Mn; _,Cr,)O5 system (x < 0.85) have been
studied. Substitution of chromium for manganese was shown to induce a transition from the antiferromagnetic
to ferromagnetic state (x = 0.2) and a decrease in the critical temperature followed, conversely, by an increase
in the Néel temperature and decay of spontaneous magnetization. At low temperatures, the magnetization was
found to behave anomalously as a result of magnetic interaction between the ferromagnetic and antiferromag-
netic phases. The formation of the ferromagnetic phase is attributed to destruction of cooperative static orbital
ordering, while the coexistence of different magnetic phasesis most probably dueto internal chemical inhomo-
geneity of the solid solutions. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

La, _,Sr,MnOstype manganites serve as model
objects in studying the relation between magnetic inter-
actions, electron transport properties, and orbital and
charge ordering. To date, the best studied of this type of
manganites are LaMnO;- and PrMnO;-based systemsin
which the lanthanide ions are replaced by strontium and
calcium. Such subgtitution drives the antiferromagnetic
state to the ferromagnetic state, with the metal—insul ator
transition occurring in some compositions near the Curie
point. In strongly doped compositions, charge ordering
brings about carrier localization, with the ensuing anti-
ferromagnetic interaction becoming again stabilized.
Thereis, however, another scenario by which the manga-
nite properties can undergo a radica transformation,
namely, substitution of the manganeseions by other ions
of asuitable size. For instance, substitution of chromium
for manganeseintheLa(Mn, _,Cr,)O; system also gives
rise to the appearance of a strongly pronounced ferro-
magnetic component, but it does not bring about the
onset of metallic properties [1]. The system remainsin
the insulating state, although below T a noticeable
magnetoresistive effect was observed [2, 3]. The
change in the properties of charge-ordered manganites
is the strongest under chromium doping. Small addi-
tions of chromium ions (2—4%) to Pr,5Ca,sMnO; cul-
minate in complete destruction of the antiferromagnetic
charge-ordered state and lead to the formation of the
ferromagnetic metallic phase [4]. Note that the mag-
netic and electron transport properties of manganites
also change dramaticaly under replacement by other
3d ions or diamagnetic ions of the type of Al®*, Ga**,
and Mg, but the effect is the strongest in the case of
chromium ions. Spectroscopic studies showed the chro-

mium ions to reside in the trivalent state and interact
antiferromagnetically with the manganese subsystem
[5]. This behavior is not characteristic of double
exchange-type interactions, which should be positive.
High chromium concentrations (x ~ 0.5) in the
NdycCay4(Mn, _,Cr,)O; system apparently result in
ordering of the manganese and chromium ions, which
strongly increases the Néel temperature Ty, and affects
the magnetic properties [6]. The origin of the strong
effect of chromium ions on the magnetic properties of
the manganites remains unclear; therefore, we under-
took a study of the Nd(Mn, _,Cr,)O5 system. Substitu-
tion of chromium for the manganeseionsin this system
formally does not change the trivalent state of the man-
ganese. Neodymium ions have a considerably smaller
radius than the ions of lanthanum, which gives rise to
stronger distortions of the crystal structure and more
pronounced carrier localization as compared to
LaMnO;-based systems.

2. EXPERIMENT

Samples of the Nd(Mn, _,Cr,)O; system were pre-
pared by solid-phase reactions in air. Simple oxides
Nd,O53, Mn,O5, and Cr,05; were mixed in stoichiomet-
ric proportion, pelletized, and calcined at 1050°C. After
this, the pellets were ground again and pressed. The
final synthesis was performed at T = 1450°C in air for
6 h, followed by cooling to room temperature at a rate
of 150°C per hour. X-ray phase analysis carried out on
aDRON-3R diffractometer with CuK, radiation did not
reveal any foreign phases. Thermogravimetric analysis
was performed by decomposing the samples into sim-
ple oxidesNd,O5;, MnO, and Cr,0O;. Magnetic measure-
ments were run on a QI-3001 commercia vibrating-
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Unit cell parameters of Nd(Mn; _,Cr,)O3 compositions
X 0 0.08 0.11 0.2 0.3 0.4 0.5 0.6 0.7 0.85
a, A 5.402 5.401 5.404 5.416 5.419 5.418 5.416 5.412 5412 5.423
b, A 5.790 5671 5.682 5.653 5.608 5.552 5.529 5.508 5.496 5.503
c, A 7.551 7.591 7.598 7.634 7.654 7.678 7.684 7.675 7.680 7.687

sample magnetometer in the temperature range 4.2—
300 K. Electrical conductivity measurements were car-
ried out by the conventional four-probe method. Indium
contacts were applied ultrasonically. The unit cell
parameters were Rietveld-refined using the FullProf
program.

The elastic propertieswere studied by the resonance
method in the sonic frequency range on 50-mm-long
cylindrical samples 6 mm in diameter.

3. RESULTS AND DISCUSSION

Thermogravimetric analysis showed samples with a
high manganese ion concentration (x < 0.5) to be nons-
toichiometric. Their composition can be roughly repre-
sented by the chemical formula Nd(Mn, _,Cr,)O3 o,—
Nd(Mn; _,Cr,)O5 44, With the excess oxygen content
decreasing as the content of chromium increases. It is
known that off-stoichiometry in oxygen in the nonsto-
ichiometric LaMnOs., , is accounted for by the forma
tion of lanthanum and manganese vacancies, with part
of the manganese ions becoming quadrivalent [7]. The
same mechanism is apparently realized in the
Nd(Mn; _,Cr,)O3, ) system.

X-ray structural analysis showed all samplesto have
an orthorhombically distorted perovskite structure,
with NdMnO; and similar compounds being character-

ized by the so-called O' orthorhombic structure (c/./2 <
a < b), whereas chromium-enriched samples are O

orthorhombic (a< ¢/./2 <b).

The unit cell parameters of some relevant com-
pounds are listed in the table.

It is common knowledge that O' orthorhombic cell
distortions may be caused by cooperative orbital order-
ing [1]. Indeed, NAMnO; isan orbitally ordered antifer-
romagnet [8]. Orbital disordering in thiscompoundisa
first-order phase transition occurring in the temperature
interval 1050-1100 K [9]. Thetrivalent chromium ions
are not of the Jahn—Teller type; hence, their replace-
ment by these ions should give rise to a gradual
decrease in the temperature at which the orbital order-
ing occurs and, eventually, to its disappearance,
because NdCrO; does not exhibit any indications of
orbital ordering. One of the methods most sensitive to
phase transformations is based on measurements of the
elastic properties. This stimulated our study of the elas-
tic properties of the Nd(Mng g,Cr 05) O3 04 SBMplein the
range 300—750 K. The results of the study are shown in
Fig. 1. The resonance frequency sgquared (whichis pro-

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

portional to the Young modulus) does not reveal
strongly pronounced anomalies associated with coop-
erative phase transformations. However, the presence
of a minimum strongly broadened in temperature is
characteristic of structurally unstable and inhomoge-
neous compositions. It is well known that the Young
modulus usually decreases with increasing tempera
ture.

Electrical conductivity measurements revealed that
al the compounds are semiconducting and do not
exhibit strongly pronounced resistivity anomaliesinthe
temperature interval 77-300 K.

Figure 2 depicts FC magnetization measurements
(in the heating mode following field cooling) in weak
fields. We readily see that the NdMn;, _,Cr,O; composi-
tions can be conventionally divided into three different
concentration intervals.

In the first concentration interval (0 < x < 0.11), the
Néel temperature decreases with increasing chromium
concentration up to 60 K. The Néel point Ty of
NdMnO; isknown to be 87 K [10]. After this, the transi-
tion temperature startsto grow gradually, to reach 112 K
in the x = 0.5 composition. As the chromium content
continues to increase, the FC magnetization curves
switch to a qualitatively different behavior. The falloff
of magnetization with increasing temperature becomes
smoother, although the break near the Néel point
remains clearly pronounced. The anomalous behavior
is most strongly manifest in the composition with x =
0.85. In this composition, the magnetization becomes
negative with decreasing temperature, whereas near

NdMny 9,Cry 0303

*

~

(e
T

~
\O
N
T
1

500
T,.K

1 1 1 1
350 425 575 650

Fig. 1. Square of the resonance frequency plotted vs. tem-
perature.
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Fig. 2. FC magnetization of sampleswith (a) 0.08 < x< 0.4
and (b) 0.5<x<0.85.
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Nd(Mn, _ Cr,)O4
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0 0.1 02 03 04 05 06 07 08 09
x

Fig. 3. Dependence of magnetization in afield H = 14 kOe
on chromium ion concentration.

liquid-helium temperatures a sharp increase in the FC
magnetization was seen to occur (Fig. 2). At low tem-
peratures, the ZFC magnetization (measured in the
heating mode following zero-field cooling) isfar lower
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than the FC magnetization, but as the temperature is
increased, the difference decreases, until the two types
of magnetization measurement become practically
equal in magnitude in the vicinity of the Néel point. A
large difference between the FC and ZFC magnetiza-
tions was observed in strongly anisotropic cobaltites
with a perovskite structure [11]. We believe that, by
analogy with the cobaltites, the Nd(Mn, _,Cr,)O; sys-
tem is magnetically stiff. This conclusion is supported
by o(H) measurements performed at |ow temperatures.
The magnetization does not saturate up to 16 kOe, the
maximum field attai nable with the setup employed. The
coercive force of samples with high manganese con-
tents reaches 5-7 kOe at liquid-helium temperature. As
the manganese content increases, the magnetic anisot-
ropy decreases but remains fairly large even in the x =
0.85 sample (Fig. 3). Inthiscomposition, even at ahigh
temperature, an external magnetic field of 100 Oeis not
high enough to reorient the magnetic moment directed
againgt the field. Figure 3 plots the magnetization mea-
sured asafunction of chromium concentrationin afield
of 14 kOe. Near the compositions x = 0.2 and 0.3, the
magnetization reaches a maximum of about 2y per
formula unit. Unfortunately, the relatively weak mag-
netic fields used in this study did not permit usto deter-
mine the spontaneous magnetic moment, which should
definitely be larger than two Bohr magnetons per for-
mulaunit in theinterval 0.1 < x<0.3.

At low temperatures, the x = 0.08 and 0.11 compo-
sitions exhibited strong anomalies in the ZFC and FC
magnetization curves, a feature characteristic of a
phase transformation (Fig. 4). At this phase transition,
the FC magnetization drops sharply with decreasing
temperature, whereas the ZFC magnetization passes
through amaximum. Thistransition was studied in con-
siderable detail in [12] and interpreted within a model
according to which the system is made up of coexisting
exchange-coupled antiferromagnetic and ferromag-
netic phases. In the antiferromagnetic (or, more pre-
cisely, weakly ferromagnetic) phase, the manganese
ion magnetic moments are oriented antiparallel to the
weak ferromagnetism vector, whereas in the ferromag-
netic phase they have parallel orientation. At low tem-
peratures, the magnetic moments of neodymiumionsin
the antiferromagnetic phase undergo reorientation
because of interaction with the ferromagnetic phase.
Magnetic anisotropy precludes the sample moment
from aligning with aweak external magnetic field.

We believe that this two-phase model can ade-
guately interpret the magnetic properties of the system
in the chromium doping region up to x = 0.11. Chro-
mium doping gives rise to the formation of ferromag-
netic clusters, thus lowering the Néel point. The x =
0.08 and 0.11 compositions consist apparently of inter-
penetrating antiferromagnetic and  ferromagnetic
phases. At concentrations of about 0.2 < x< 0.3, thefer-
romagnetic component largely dominates over the anti-
ferromagnetic phase (which is apparently made up of
small clusters) and the FC magnetization does not
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exhibit any anomal ous behavior at low temperatures. A
similar behavior of the magnetization was observed in
the Nd; _,CaMnO; system doped by quadrival ent man-
ganeseions[12].

A question may arise as to what is responsible for
the formation of the ferromagnetic phase. Substitution
of chromium for the manganese ions does not change
the charge state of the 3d ions, the electrical conductiv-
ity does not grow, and therefore double exchange can-
not account for the formation of the ferromagnetic
phase. The origin of the ferromagnetic phase is most
probably associated with destruction of the static coop-

erative dzz ordering characteristic of the AMnO; man-

ganites. This type of orbital ordering results in an A-
type antiferromagnetic structure. According to Goode-
nough [1], an orbitally disordered phase should be
characterized by ferromagnetic coupling between the
Mn3* ions. Indeed, Cr3 ions are not of Jahn-Teller
type, so substitution of Cr3* for the Mn3* ions should
bring about the removal of orbital ordering. The anom-
aly seen in the temperature dependence of the Young
modulus (Fig. 1) originates apparently from the system
residing in an inhomogeneous structural state, with the
fraction of the orbitally ordered phase being small. As
the temperature isincreased, microregions of the orbit-
aly ordered phase become gradually disordered.

We believe therefore that, in the concentration
region x< 0.3, the systemisin amagnetically and struc-
turally mixed state. The antiferromagnetic and ferro-
magnetic phases differ in terms of orbital dynamicsand
the extent of local distortions. The orbital dynamicsin
the ferromagnetic phase is much faster, and the distor-
tions of the MnOg octahedra are smaller. Note that the
antiferromagnet—ferromagnet transition was observed
earlier in systems with manganese ions substituted for
by Ga[1], Sc, and Nb [13]. In all these cases, the tran-
sition was accompanied by total or partial removal of
cooperative static Jahn—Teller distortions.

As the chromium concentration rises to x = 0.3, the
Néd temperature increases, whereas the spontaneous
magnetization falls off. In our opinion, this faloff is
caused by two factors. One of them is that the magnetic
moments of trivalent chromium ions are oriented,
according to [5], antiparallel to those of the manganese
ions in the ferromagnetic phase, thus reducing the net
magnetic moment of this phase. The second factor is
apparently associated with the formation of clusters in
which the chromium content is close to or dominates
over that of the manganese. Itiswell known that NdCrO,
isaweak ferromagnet with a Néel temperature of about
240 K [14], which far exceeds Ty of NdMnOs. In the
phase with a chromium-to-manganese content ratio that
is close to unity, the manganese and chromium ions
apparently become arranged in short-range order. This
ordering is, however, only partial because of the Cr®* and
Mn3* ions having similar radii and the same oxidation
states. Apparently, in the La(Mn,_,Me)O; systems
(Me = Ga, Cr, Co, Fe), the Me and manganese ions are
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Fig 4 ZFC and FC magnetizations of a

Nd(Mng g,Crg 0g)O3 sample. Arrows indicate the direction
of temperature variation.

also prone to ordering [1]. The magnetic moments of
manganese ions in a partialy ordered phase are
directed opposite to those of the chromium ions. At low
temperatures, the compositions with 0.3 < x < 0.7
exhibited a sharp decrease in magnetization. This phe-
nomenon is most likely due to neodymium ion reorien-
tation as a result of the coexistence of exchange-cou-
pled phases differing in the sign of the f—d exchange
interaction; more specifically, the f-d exchange is posi-
tive in the ferromagnetic phase disordered in the chro-
mium and manganese ion positions, whereas the f—d
exchangeis negativein the partially ordered phase. The
mechanism of this phenomenon rests on the same fac-
tors as in weakly doped compositions Nd, _,CaMnO;
[12] and Nd(Mny M€, )05 (Me = Fe, Mg, Al, Cr) [15].

The behavior of the magnetization of the
Nd(Mng 15Crp g5)O5 composition is radically different
(Fig. 2), which is indicative of a change in the ground
magnetic state. We believe that this sample consists
predominantly of the phase in which the manganese
and chromium ions are distributed at random and of a
small amount of a phase with partialy ordered manga-
nese and chromium ions. The different decrease in
magnetization observed to occur with decreasing tem-
perature (T ~ 150 K) can be explained in terms of the
model of two sublattices, on one of which ordering
occurs within a broad temperature interval because of
the magnetic interactions being weak. Such a “weak”
sublattice could be that of neodymium ions. In ferro-
and ferrimagnetic phases, the contribution of the
neodymium subl attice to magnetization at high temper-
atures is not very strong because of the high magnetic
moment of the manganese sublattice; however, in the
weak ferromagnet NdM nQO;, this contribution becomes
noticeable even in the immediate vicinity of the Néel
point [15]. NdCrO; islikewise aweak ferromagnet, and
Nd(Mn, _,Cr,)O; solid solutions with alow manganese
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Fig. 5. Magnetic phase diagram of the Nd(Mn; _,Cr,)O3
system. Notation: PM stands for the paramagnetic phase,
AFM isantiferromagnetic, F isferromagnetic, and Fi isfer-
rimagnetic.

content, x = 0.85, apparently also preserve the G-type
antiferromagnetic structure characteristic of NdCrOs.
At low temperatures, the magnetic moment of
Nd(Mng 15Crp 65)O5 becomes capable of aligning with
an external magnetic field. This phenomenon can be
understood in terms of the homogeneous model. Asthe
temperature is lowered, the magnetic anisotropy and
the magnetic moment of the neodymium sublattice
increase. However, the magnetic moment of neody-
mium increases faster than the anisotropy does and a
weak magnetic field of 100 Oe is sufficient to reorient
the magnetic moment of the sample.

Figure 5 shows a hypothetical magnetic phase dia
gram of the Nd(Mn, _,Cr,)O; system, in which four
types of magnetic states are realized (A-type antiferro-
magnetic structure characteristic of orbitally ordered
NdMnO,, orbitally disordered ferromagnetic phase,
phase with partial manganese and chromium ordering,
and G-type antiferromagnetic phase typical of NdCrO5).
The concentration-driven magnetic phase transforma-
tions in manganites are treated within different models,
namely, el ectronic phase separation [16], structural inho-
mogeneity [17], and magnetic moment noncollinearity
[18]. It was shown in [19], however, that the manganites
are chemically inhomogeneous objects and consist of
nanoclusters differing in chemical composition and in
structural distortion. Because the manganese and chro-
mium ions in the Nd(Mn,_,Cr )O3 system have the
same valence, we believe that chemical inhomogeneity
initiates structural and magnetic inhomogeneity. The
transition from one type of magnetic phase to another
occurs through the realization of a magnetically mixed
state because of the solid solutions being inherently
inhomogeneous.
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4. CONCLUSIONS

A study has been carried out of the crystal structure
and elastic and magnetic properties of Nd(Mn; _,Cr,)O;
perovskite solid solutions. The crystal structure study
showed these compounds to be structurally single-
phase with an orthorhombically distorted unit cell.
Lightly doped compositions arein acompletely or par-
tialy orbitally ordered state. Lifting of orbital ordering
drives a transition from the antiferromagnetic to inho-
mogeneously ferromagnetic state. Thelow-temperature
anomalies in the magnetic properties were accounted
for as being due to magnetic interaction between the
exchange-coupled antiferromagnetic and ferromag-
netic phases. It isassumed that a phase with short-range
order in the manganese and chromium ion arrangement
appears in the concentration interval 0.3 < x < 0.7.
Microdomains of this phase coexist with those of the
ferromagnetic phase. The magnetic moments of chro-
mium ions are oriented antiparallel to those of the man-
ganese ions. The x = 0.85 composition undergoes anti-
ferromagnetic ordering similar to the G-type antiferro-
magnetic structure of NdCrO;. The concentration-
driven phase transformations occur through the realiza-
tion of amixed magnetic state because of the solid solu-
tions being inherently inhomogeneous.
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Abstract—The effect of 1°0 —» 180 isotope substitution on the el ectrical and magnetic properties of the man-
ganite system Sm, _,Sr,MnO; has been studied. It is shown that oxygen isotope substitution brings about a sub-
stantial change in the phase diagram in the intermediate region 0.4 < x < 0.6 between the ferromagnetic metal
and antiferromagnetic insul ator regions and induces phase separation and transformation of the ground metallic
into insulating state for x = 0.475 and 0.5. The specific features of the metal—insulator transitionsin the Sm-Sr
system and the nature of the |low-temperature phase are discussed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Recent theoretical and experimental studies [1, 2]
have reveded that the tendency toward phase separa
tion and the formation of inhomogeneous states, which
usually include ferromagnetic (FM) and antiferromag-
netic (AFM) regions, should be taken into account in
describing the properties of manganites within a broad
range of temperatures and magnetic fields. We used the
160 — 180 isotope substitution as a unique tool to
probe the various features of phase separation in man-
ganites and as a specific method to transform the
ground state.

It was shown in [3, 4] that the isotope effect
becomes particularly strongly manifest in the vicinity
of magnetic phase transformations. It was aso found in
[4, 5] that the 10O —~ 180 isotope substitution in man-
ganites of the (La, _,Pry),,CasMnO; system with a
critical valuey = 0.75 drives the metal—insul ator transi-
tion (the giant isotope effect). The variation of electrical
properties correlates closely with that of the magnetic
characteristics revealed in neutron diffraction measure-
ments [6].

Naturally, it appeared of interest to study the effect
of oxygen isotope substitution near another critical
point in the phase diagram of manganites, x = 0.5,
where the region of hole doping crosses over to that of
electron doping, with a charge-ordered state setting in
for many manganites. We studied the Sm; _,Sr,MnO;
system, which is characterized by a fairly complex

phase diagram [7] that is particularly intricate at Sm—Sr
substitution concentrations of 0.4 < x < 0.6; these com-
positions are intermedi ate between those of aferromag-
netic metal and an antiferromagnetic insulator. A sig-
nificant feature of the Sm, _,Sr,MnO; system is the

large disorder factor 62 of the cations occupying the A
positions in the ABO, perovskite structure (o2 = r,i -

Fi); this disorder apparently fosters suppression of the

ferromagnetism (the values of the Curie temperature T
are fairly low) and, possibly, affects the charge-order-
ing state [8]. X-ray, neutron, and electron diffraction
measurements suggest that charge ordering in the
Sm; _,Sr,MnO; system is of aloca character and has
no long-range order. This conclusion is supported by
NMR [9] and Raman spectroscopy [10] data. A study of
the magnetic structure [11, 12] of the
1548my 65rp M NO; system by powder neutron diffrac-
tion, combined with measurements of the second har-
monic of magnetization and small-angle polarized-neu-
tron scattering, showed that the magnetic contribution
todiffractionfor T < 180 K can beinterpreted asimply-
ing coexistence of the FM and AFM phases. Of partic-
ular interest are compositions with x between 0.4 and
0.5. It was found in [13] that the composition with
x = 0.45 differs substantially in terms of the character
of magnetic ordering from that with x = 0.4. Neutron
diffraction measurements performed on
1528m 55Sr.4sMNO; suggest the onset of only ferro-
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magnetic ordering in the temperature interval T <
130 K. Moreover, cooperative Jahn—Teller distortions
are markedly suppressed near the phase transition [14].
It was pointed out in [15] that the magnetoresistancein
Sm; _,Sr,MnO; reaches a maximum at x = 0.45. This
composition also exhibitsanumber of other remarkable
features not seen at x = 0.4 and 0.5. A jump in the elec-
trical resistivity [16], a sharp change in the volume
expansion and volume magnetostriction coefficients
near the Curie temperature [17], and some features in
the temperature dependence of the heat capacity were
observed [18]. The decrease in Jahn—Teller structural
distortions, the abrupt change in volume expansion, and
the heat capacity featuresindicate a substantial redistri-
bution in the phonon spectrum near T.. The isotope
effect observed under oxygen substitution suggests that
alarge part is played by the phonon degrees of freedom
in the variation of the magnetic characteristics of
Sm; _,Sr,MnQO; in the vicinity of the metal—insulator
phase transition.

The high sensitivity of all physical characteristicsto
small deviationsin composition and the still inadequate
information on the properties of the Sm, _,Sr,MnO,
manganitesin the intermediate region of the phase dia
gram encouraged investigation of neighboring compo-
sitions (x = 0.425, 0.450, 0.475, 0.500, 0.525), whichis
reported in the present communication. We followed
the evolution of the Sm,_,Sr,MnO; phase diagram in
the above composition range under oxygen isotope sub-
stitution.

2. EXPERIMENTAL RESULTS
2.1. Samples and Measurement Techniques

The technology for preparing samples of
Sm, _,Sr,Mn0O; is described in [17]. The process used
to enrich samples with the 180 isotope is similar to that
described in [4, 5]. We measured the dc electrical resis-
tivity by a standard four-probe method in the tempera-
ture interval from 4.2 to 280 K in dc magnetic fields
ranging from O to 4 T. Samples were 7-mm-long,
1 x 1-mm parallelepipeds. The current and the mag-
netic field were directed along the long side of the sam-
ple. Measurements of the magnetic susceptibility X .(T)
were carried out in an ac magnetic field at a frequency
of 667 Hz and with an amplitude of about 0.4 Oe.

Neutron experimentswere performed at L aboratoire
Leon Brillouin (Saclay, France) on a G4.1 high-inten-
sity diffractometer (A = 2.4266 A, 12° < 26 < 92°) and
were aimed at determining the temperature evol ution of
the crystal and magnetic structures. Using the 52Sm
isotope made it possible to substantially reduce neutron
absorption by samarium and to increase the diffraction
contrast because of the negative amplitude of coherent
scattering by *52Sm (b = -0.5 x 102 cm). The samples
to be studied were placed in a cylindrical vanadium
container 2 mm in diameter. The container with the
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sample was fixed in a cryostat designed for neutron
measurements. The samples were cooled to 1.4 K, and
diffraction patterns were taken in the heating mode at
T=1.4, 15, 30, 45, 60, 100, 150, 200, and 300K for the
1528mMy 55Sr.4sM N0, sample; at T = 1.4, 15, 30, 45, 60,
75, 90, 120, and 300 K for the 152Smqg5Sr ,sMNe0,
sample; at T = 1.4, 45, 70, 80, 90, 105, and 120 K for
the 1%2Sm, sSr, sMN*0, sample; and at T = 1.4, 45, 70,
80, 90, 105, 150, and 185 K for the 1%2Smy 5Sry sM N80,
sample. These measurement modes were chosen
because of the specific features in the temperature
behavior of the x(T) curves.

2.2. |sotope Substitution Effect
in the Sm, _,S,MnO; System

We are going to discuss now the data obtained on the
effect of the %0 — 80 isotope substitution on the
properties of the Sm, _,Sr,MnO; system with different
Sr contents (x = 0.425, 0.450, 0.475, 0.500, 0.525) in
the transition region between the ferromagnetic metal
(FMM) and antiferromagnetic insulator (AFMI). Inthis
system, we observed the metal—insulator transition
induced by the O — 80 substitution near the
boundary between the transition region and the AFMI
region (a similar transition was earlier detected at the
FMM-AFMI boundary in (LaPr)CaMnQO; [4, 5]).

Figure 1 plots the temperature dependences of elec-
trical resistivity for all samples annealed in 160 and 80
that were measured. It was found that the samples
annealed in 180 transferred to the metallic state with a
decrease in temperature for all concentrations, with the
exception of x = 0.525. The samples annealed in 80
remained metalic for two compositions only (x =
0.425, 0.450); the others become insulators. Hence, the
samples with x = 0.475 and 0.500 undergo a crossover
from the metallic to insulating state at |ow temperatures
when subjected to oxygen isotope substitution (see
inset to Fig. 1a). A relatively weak external magnetic
field (H = 1 T) transfers the samples with 180 back to
the metallic state (see inset to Fig. 1b).

Asis evident from these data, the 60 —» 180 iso-
tope substitution shifted the Ty, temperature corre-
sponding to the maximum of electrical resistivity at the
crossover to the metallic state to |ow temperatures, with
an attendant considerable increase in temperature hys-
teresis. The electrical resistivity at the Ty, point
increased by approximately 30 times as compared to
the Smy 555r 4sMNe0; sample.

Asthe external magnetic field isincreased, the max-
imum in p at T, decreases and shifts toward higher
temperatures and the temperature hysteresis becomes
smaller. The values of T, for samples with 0 depend
on the magnetic field more strongly than those of sam-
ples with 0. As the magnetic field is increased, the
quantity ATy, = Ty (*%0) — Ty, (**0O) decreases. The
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Fig. 1. Temperature dependences of the electrical resistivity
of Smy _,SryMnO3 samples with (1) x = 0.425, (2) 0.450,
(3) 0.475, (4) 0.500, and (5) 0.525 annealed in (a) 10 and
(b) 180. Insets: (a) metal—insulator transition at x = 0.500
induced by the 160 — 180 substitution and (b) variation

of p(T) with increasing magnetic field for the 180 sample
(x=0.500). The solid and dashed lines refer to the cooling
and heating modes, respectively.

magnetoresistance MR = Ap/p(H) near T, which is
governed by suppression of p by the magnetic field,
depends on the isotopic enrichment. In samples with
160, we have MR = 40, and in samples with 20, the
maximum value of MR is shifted to |lower temperatures
and reaches a colossal value of =103,

An analysis of p(T) reveals thermally activated
behavior above T.. In the paramagnetic region, the
resistivity can be described in terms of the model of
small polaronsin the adiabatic regime [19]:

p(T) = ATexp(Wp/KT),
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Fig. 2. Temperature dependences of the magnetic suscepti-
bility of Sm, _,Sr,MnO3 samples with (1) x = 0.425,
(2) 0.450, (3) 0.475, (4) 0.500, and (5) 0.525 annedled in

(a) 180 and (b) 180. Insets show the temperature depen-
dence of inverse susceptibility. The solid and dashed lines
refer to the cooling and heating modes, respectively.

where W isthe small-polaron energy. The values of Wy
and of the prefactor A were determined using the rela-
tion connecting p/T with 1/T. It was found that, as the
oxygen atomic mass increases to that of 0, W, grows
and A decreases, which correlates qualitatively with
studies [20, 21] on the isotope effects in other mangan-
ites. It follows that the introduction of aheavier oxygen
isotope brings about a polaron-induced narrowing of
the conduction band.

Figures 2a and 2b present the temperature depen-
dences of magnetic susceptibility of samples annealed
in 160 and 80, respectively. These dependences, plot-
ted for samples with %0 and x = 0.425, 0.450, and
0.475, aresimilar intermsof both thevalueof x and Te..
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Obviously enough, all these samples exhibit homoge-
neous FM ordering at low temperatures.

The crossover to the FM statein sampleswith 180 is
sharper and occurs at a higher temperature, which cor-
relates well with the electrical resistivity data. The
Curie temperature shift AT isthe same for 60 and 80
(=40K), asisthe shift AT,,, derived from the p(T) rela-
tion. In samples with O and compositions x = 0.450,
the values of x are substantially smaller than those for
samples with 60 and T, also decreases. The suscepti-
bility of samples with 80 exhibits a noticeably
increased temperature hysteresis as compared to that
for the composition with 60 (i.e., the behavior of the
susceptibility is identical to that of p(T) for samples
with 180).

For all samples, the function x.(T) exhibits a sharp
maximum at T = 40 K. The decrease in susceptibility
after 40 K originates from theincreasing stiffness of the
ferromagnetic domain structure [22]. Note also that all
measurements were conducted on several samples. The
pattern of the magnetic susceptibility behavior and the
characteristic temperatures were the same for the sam-
ples with 180.

For x = 0.500, the value of X decreases sharply and
T shifts toward lower temperatures, thus indicating a
decreasein the FM phase volume. Inthe x = 0.525 com-
position, the susceptibility becomes very small and FM
ordering disappears completely. Thus, the measure-
ments of the magnetic susceptibility in samples with
180 showed that, as the Sr concentration increases, the
volume of the FM phase decreases strongly and
becomes insufficient for cluster-based percolation and
the samples transfer to the insulating state [at x = 0.475
and 0.500, according to the p(T) data]. Thus, the
160 — 180 isotope substitution in the Sm, _,Sr,MnO,
system substantially changes the phase diagram near
the boundaries of the FM metallic phase, in the inter-
mediate region (0.4 < x < 0.6), and in the AFM insulat-
ing state.

2.3. Discussion of Neutron Diffraction Data

Neutron diffraction studies performed on sampl es of
1528mMy 5SrosMNnt0;,  152SmySrosMnO; (Fig. 3),
1528My 555r04sMN'°0;,  and  192SMg 5551 4sM N0,
(Fig. 4) revealed good agreement with the above mea-
surements of the temperature dependences of electrical
resistivity and magnetic susceptibility. Moreover, these
studies unambiguously identified the types of magnetic
ordering and their evolution with temperature. (Neu-
tron diffractograms were refined by the Rietveld proce-
dure using the FULL PROF code.) As seen, for instance,
from the neutron diffraction patterns shown in Fig. 3,
the ground magnetic state for the *52Sm, 5Sr,sMn*eO;
sampleisamixture of the FM and A-type AFM phases,
with the FM phase being dominant. The FM moment
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Fig. 3. Experimental powder neutron diffractograms mea-
sured on samples of (a) °SmgsSrosMnt®O; and

(b) 52Smy 5Srp sMn'80; at different temperatures in heat-
ing runs. Arrows identify the strongest magnetic reflections.

caculated from a Rietveld-refined neutron diffracto-
gram measured at 1.4 K was found to be mg = 2.13(7)
Me/Mn, whereas the AFM moment was mye = 1.04(4)
Us/Mn. The ground state for the 152Smy sSr,sMn'80,
sample is purely of the antiferromagnetic A type, with
the AFM moment m,: = 1.84(5) ug/Mnat T = 1.4 K.
The samples a so differ in terms of the temperature of
magnetic ordering. Significantly, the magnetic
moments obtained are small. Their magnitudes, as well
as the pattern of their temperature behavior (the
absence of aplateau at low temperatures), indicate that
complete magnetic ordering is not attained even at
T=14K.

The neutron powder diffraction patterns obtained on
the 1°2SmygsSrosMn'®0; and 1528my 55Srg,45MN'°0,
samples directly confirm the formation of an inhomo-
geneous state and the onset of both FM and AFM order-
ing in sampleswith 180. Asfollows from the diffraction
patterns presented in Fig. 4a, the samples with 60
undergo only an FM transitionat T= 120 K, whichisin
full agreement with the data from [13, 14, 23] obtained
on samples with a natural abundance of oxygen.
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Fig. 4. Experimental powder neutron diffractograms mea-
sured on samples of (a) %2SmggsSrg4sMntéO; and

(b) $52Smg 55Srp 4sMN80; at different temperatures in

heating runs. Arrows identify the strongest magnetic reflec-
tions.

In the sample with 80, AFM-ordered A-type
regionsform above the Curie point. These regions grow
in volume with decreasing temperature. At T = 100 K,
FM regions start to nucleate. The data obtained on the
magnetic susceptibility and electrical resistivity can be
interpreted in the following way. Initially, FM regions
appear only where AFM regions have not yet formed.
This seems only natural, because destruction of the
AFM order would require additional energy expendi-
ture. The electrical resistivity continues to grow under
cooling, because the increase in the volume of AFM
regionsisadominant effect. Whilethe FM regions also
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grow involume, percolation over the FM regions setsin
only at 70 K. After this, the electrical resistivity natu-
rally decreases. As the temperature is lowered still
more, neutron diffraction reveals the formation of an
AFM state with long-range order. Neutron diffraction
spectra exhibit narrow maxima on broad pedestals in
the positions corresponding to A-type magnetic order-
ing; the widths of these maxima are determined by the
diffractometer resolution. As a result, both types of
magnetic ordering coexist at very low temperatures.

Thus, in contrast to the sample with 10, the sample
with 0O does not transfer to the homogeneous FM
state; furthermore, this state does not become prevalent
over the sample volume. The FM moment mg =
0.80(9) ug/Mn at the lowest temperature reached
(1.4 K) and the low-temperature value of the magnetic
susceptibility are smaller than those for the samplewith
160. Thereversible evolution of the AFM regions under
heating may be kinetically hindered; therefore, thereis
only one jump in the temperature dependence of the
susceptibility near 100 K. The maximum in resistivity
also shifts to this temperature (the resistivity under
heating is smaller because of the larger volume of the
FM phase). It should be pointed out that the A-type
AFM ordering is incompatible with CE-type charge
ordering. Thus, the isotope effect observed in
SMy 55510 4sMNO; is in no way related to a manifesta-
tion of charge ordering, which is characteristic of the
(Lay _yPry)o7CaysMNO; system.

Asfor the crystal structure, the results obtained for
all the above compounds of the Sm; _,Sr,MnO; system
are identical to those for the Smys5Sr 4sMNO; compo-
sition [14]. The crystal structure of the samples with
160 and 80 is described well by the Pnma orthorhom-
bic space group. No structural transitionswere revealed
in the temperature interval studied, from 300 down to
1.4 K. The lattice constants show that the structure of
these samples is characterized by the relationsc > a >

b/./2 at al temperatures.

Thus, our experimental studies revealed changesin
the magnetic phase diagram caused by the 10 — 80
isotope substitution in the Sm; _,Sr,MnO; system.

2.4. Phase Diagram of the Sm, _,S,MnO; System

The Sm, _,Sr,MnO; compositionsin which the oxy-
gen isotope substitution was carried out exhibit a
change in the phase diagram shown in Fig. 5. This
changeis supported by thetotality of our measurements
and by a comparison with powder neutron diffraction
data available for the compositions >Sm, ¢Sr, ,MNnO;
[11, 12] and %2Sm,sSr,sMnO; [24]. The magnetic
ground state of these two compositions is determined
by a mixture of the FM with the A-type AFM state.
While the FM-phase content in them is practically the
same (me = 2.6 Yg/Mn), the content of the AFM com-
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Fig. 5. Phase diagram of the Sm; _,Sr,MnO3 system with
different oxygen isotope compositions.

ponent in the 0.5-0.5 composition is considerably
larger (mye = 3.4ug/Mn) than that in the 0.6-0.4 com-
pound (Mae = 0.5ug/Mn).

On the whole, the character of change in the phase
diagram induced by oxygen isotope substitution
160 —> 180 can be traced to a suppression of stability
of the FM metallic state: (1) the Curie temperature
decreases noticeably for al compositions, (2) the nar-
row domain of existence of the homogeneous FM state
vanishes, and (3) AFM ordering is now observed to set
in throughout the compositional range studied. Theiso-
tope effect in the compositional range covered mani-
festsitself strongly near x = 0.5 and substantially more
weakly near x = 0.4.

Thischaracter of theisotope effect suggeststhat itis
related to orbital ordering of Jahn—Teller centersin the
Sm, _,Sr,MnQO; structure. Thisisalso argued for by the
structural characteristics associated with orbital order-
ing. Indeed, the Sm,<Sr,sMn'®0O; compound, exactly
like SmgssSrosMNBO; and SmysSrsMNn*O,, has a
crystal structure with the unit cell parameters ¢ > a >

b/./2, whereas the SmSr,,MnO; compound has an
O-type structure (¢ = a > b/./2) at high temperatures

and an O'-type structure (a> ¢ > b//2) in the low tem-
perature range. The electron—phonon coupling is appar-
ently more efficient in the former than in the latter case,
as aresult of which the isotope effect is stronger.

It should be stressed once more that A-type AFM
ordering is incompatible with the CE-type charge
ordering. In this respect, the Sm;_,Sr,MnO; system
differs substantially from the (La, _,Pry)o7Ca,sMnO;
system studied earlier, which likewise reveals a metal—
insulator transition driven by the oxygen isotope
exchange. Thus, the manifestation of the isotope effect
in manganites is not related to any specific features of
the manganite ground state; at the sametime, this effect
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isapparently highly sensitive to details of orbital order-
ing (the cooperative Jahn—Teller effect).

3. CONCLUSIONS

The %0 —» 180 isotope substitution gives rise to
pronounced changes in the phase diagram of the
Sm, _,Sr,MnO; manganites in the concentration inter-
val 0.4 < x < 0.6. Furthermore, this substitution induces
separation of Sm, _,Sr,MnO5; compounds into FM and
A-type AFM phasesfor x = 0.45. For concentrations x =
0.475, the low-temperature metallic state transforms
into the insulating phase under oxygen isotope substi-
tution; this transition is reversible under application of
an external magnetic field. All the above experimental
findings concerning the isotope effects suggest that the
corresponding processes should involve both spin and
dynamic degrees of freedom. These considerations
should be taken into account when analyzing such pro-
Cesses.
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Abstract—The nonlinear microwave absorption in the (CH3;NH,),CuBr, antiferromagnetic crystal is investi-
gated experimentally. The temperature and angular dependences of the parameters of nonlinear resonance and
the dependences of these parameters on the microwave pump power are analyzed. It isfound that the nonlinear
properties deteriorate with decreasing temperature and the linear and nonlinear contributions are competitivein

character. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The compound (CH3;NH;),CuBr, belongs to the
family of layered perovskite-like crystals [1], in which
the methyl ammonium group serves as a bridge
between the planes containing copper magnetic ions
(electron configuration d® S = 1/2). According to the
magnetic static [2] and nuclear magnetic resonance [ 3]
data, this crystal is an antiferromagnet with the antifer-
romagnetic vector directed along the c axis of the crys-
tal, the ordering temperature Ty, = 15.8 K, and a four-
sublattice magnetic structure of the cross type. More
recent investigationsinto the magnetic static properties
demonstrated [4, 5] that this crystal is not a simple
guasi-two-dimensional magnet and cannot be
described in the framework of the standard Heisenberg
model. In particul ar, the temperature dependence of the
magnetization does not exhibit amaximum characteris-
tic of low-dimensional systems, the temperature of the
transition to the ordered state substantially depends on
the magnetic field, and traces of magnetic correlations
at such a low temperature of magnetic ordering are
observed up to temperatures of the order of one hun-
dred of degrees. Asfollows from the experimental data
treated in terms of the standard molecular-theory
approach [6], the paramagnetic Curie temperatures are
different for parallel and perpendicular orientations:

O'c' =-80K and OﬁD =-190K (here, thesigns“|[" and
“[0" stand for H ||cand H [ ¢, respectively).

In this respect, the question arises as to the nature of
magnetic interactions and the mechanisms responsible
for the formation of the magnetic structure.

Earlier [7, 8], we investigated the nonlinear micro-
wave absorption, which is similar to the nonlinear res-

onance of a classicad anharmonic oscillator in the
(CH3NH,),CuCl, ferromagnetic crystal. For this crys-

tal, we analyzed the nonlinear behavior of the micro-
wave absorption in the oscillator approximation and the
effect of light-induced change in the magnetic state in
the bistable mode at nonlinear magnetic resonance,
which allowed us to determine the line of unstable
dynamic equilibrium experimentally.

This paper reports on the results of experimental
investigations into the nonlinear dynamic properties of
the (CH3NH,),CuBr, antiferromagnetic crystal.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Samples were prepared in the form of 2 x 2-mm
plates with thicknesst ~ 0.2-0.3 mm. The c axis of the
crystal was oriented perpendicularly to the plane of the
plate. The experiment was performed with a rectangu-
lar cavity (mode TE,q,, quality factor Q = 1000) operat-
ing at the microwave frequency f = 10.3 GHz. The
power of the microwave oscillator was P < 200 mW.

3. RESULTS AND DISCUSSION

The geometry of the experiment and a fragment of
the crystal structure in the laboratory system of coordi-
nates are presented in Fig. 1. Itisfound that, upon cool-
ing in the linear regime, as the temperature approaches
Ty (the paramagnetic region), the resonance field tends
to zero independently of the direction of the magnetic
field with respect to the crystallographic axes of the
crystal. When the temperature of the antiferromagnetic
transition is passed, zero magnetic fields change and
there appears a magnetic resonance line. With a further
decrease in the temperature, this lines substantially
shifts toward the range of strong magnetic fields but
does not come to the plateau up to a temperature T =
4.2 K. This behavior of the resonance absorption in the

1063-7834/04/4610-1891$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. (a) Directions of the magnetic constant (H) and microwave (hyg) fields with respect to the crystallographic axes. (b) A frag-
ment of the crystal structurein the laboratory system of coordinates. Open circles represent copper ions, closed circlesindicate bro-

mineions, and triangles correspond to methyl ammonium groups.

ordered region suggests that the spectrum of magnetic
excitations can have a gap character.

At ahigher microwave power, the (CH;NH;),CuBr,
crystal is characterized by a nonlinear magnetic reso-

(a) AH,

° 2

(@)

~

E O.l B +

mAA N Hl H
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0 1 1
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Fig. 2. Angular dependences of the parameters of the non-
linear magnetic resonance: (a) the hysteresiswidth AHp, and

(b) the cutoff field Hy. T = (1) 5.5 and (2) 8 K. The inset
shows the shape of the microwave absorption line.
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nance in the magnetically ordered region. This reso-
nance is similar to the resonance of an anharmonic
oscillator [9], whose behavior can be described by the
equation of motion

(d*x/dt?) + 2\ (dx/dt) + wix + BX® = Pcos(Qt). (1)

All the designations used in this equation of motion are
traditional. It is known that, as a first approximation,
the solution to this equation for stationary amplitude
has the form

g = pA £ {[PI(2QA)]2 =3 ¥ @)

where € = Q — «y, is the difference between the fre-
guency of the external driving force and the frequency
of the linear resonance and |1 = 3p/8Q is the coefficient
of nonlinearity. In our experiment, the line of micro-
wave absorption in the nonlinear regime has the shape
shownintheinset to Fig. 2. Thisline shapeistypical of
systemswith 3 < 0. In the experiment, we measured the
magnetic field H, (the first cutoff field) and the hyster-
esis width AH,,. It is known that, at cutoff points, the
derivativeisinfinite, i.e., dA/de = o, which leads to the
following expression for detunings[9]:

£, = 2uA £ {pPA A3 7 @A)
Then, from the consistency between Egs. (2) and (3),

we can determine the hysteresis width

12

Ae = g,—g;, = 2{p”%(P12Q)"* -\3 4
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Inour case, we have H; = (Q + €;)/yand AH,, = Aely,
wherey is the gyromagnetic ratio. The nonlinear prop-
ertiesmost clearly manifest themselves in the behavior
of the hysteresis width. In actua fact, as follows from
relationship (4), the hysteresis width is proportional to
the coefficient of nonlinearity 1 and is hot masked by
virtually any means. The quantity A can always be mea-
sured in the linear regime. At the sametime, the shift of
the line as awhol e (and, consequently, €,) depends not
only on the coefficient of nonlinearity pt but also on the
crystalline magnetic anisotropy and the exchange
anisotropy. Figure 2 shows the angular dependences of
the parameters H, and AH,, measured at different tem-
peratures (see caption to Fig. 2). In this case, the angle
0 is reckoned from the c axis of the crystal. It can be
seen from Fig. 2 that, as the temperature increases, the
0 range of existence of the nonlinear resonance
increases and the nonlinear properties become more
pronounced. This s clearly seen from the temperature
dependences of the nonlinear resonance parameters
obtained at the paramagnetic Curie temperature 6 = 0
(Fig. 3). Inthe temperature range from T = 4.2 K to Ty,
the hysteresis width AH,, changes by more than one
order of magnitude. A strong nonlinear resonance of
the same shape as in the inset to Fig. 2 is observed in
the vicinity of the temperature of the transition to the
magnetically ordered state Ty in therange AT = 2 K.

The behavior of the nonlinear absorption as a func-
tion of the microwave pump power is illustrated in
Fig. 4. It can be seen that the hysteresiswidth AH,, with
achange in the power of microwave radiation (whichis
the equivalent of the quantity P in the oscillator model)
is qualitatively described by relationship (4). The only
differenceisobserved inthevicinity of a ~ 1. Themea-
sured field H, is linearly dependent on the microwave
power.

In contrast with the case of the well-known reso-
nance in the (CH;NH,),CuCl, ferromagnetic crystal
[7], when the nonlinear magnetic resonance is most
pronounced in the geometry H [ ¢, the nonlinear mag-
netic resonance in the (CH;NH;),CuBr, antiferromag-
netic crystal most clearly manifestsitself in the geome-
try H || c. Inthelatter case, it isalso unusual that theline
shape of nonlinear microwave absorption is inverted.
This means that, for the bromide crystal, the direction
of the nonlinear component of the elastic force coin-
cides with the direction of the high-frequency compo-
nent of the magnetic field (external force). Thisis quite
possible (Fig. 1) when the molecular field induced by
the nonlinear contribution liesin the (a—b) plane. Inthe
case when the magnetic field H is directed along the ¢
axis, the magnetic sublattices are equivalent in pairs,
which manifests itself as the degeneracy of the reso-
nance frequencies in the linear regime. As regards the
nonlinear magnetic resonance, at first glance, there are
no special prerequisites for its origin. The copper ion
has aspin S= 1/2. Thisimplies that the intralayer spin
exchange interaction has a Heisenberg form and that
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Fig. 3. Temperature dependences of the parameters of the
nonlinear resonance: (1) hysteresis width and (2) cutoff
field. 8 = 0.
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Fig. 4. Dependences of H; and AH}, on the reduced power
of microwave radiation (0 = Pynp/(PunE)may) © = 0,
T=8K.

the crystalline magnetic anisotropy should be relatively
weak, which is observed in the experiment. Further-
more, magnetic ions in different layers are widely sep-
arated (by adistance of the order of at least two methyl
ammonium groups), and, therefore, the exchange
between the layers should be insignificant. The forego-
ing suggests that there should exist a strong interaction
between magnetic ions in different layers. Apparently,
this interaction is the Jahn—Teller interaction between
degenerate orbital states through which the spins of
ions aso interact. The nonlinear spin dynamics can be
enhanced by the nonlinear interaction of resonant
modes in the region of resonance overlapping.

A more correct answer to the question regarding the
specific features of the magnetic structure and the
nature of the spin dynamics can be provided by theoret-
ical analysis with due regard for all interactions.
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Abstract—The properties of LaSrMnO films are investigated in the temperature range of the transition from
the rhombohedral phase to the orthorhombic phase (600-650°C). It is shown that, with avariation in the growth
temperature T, the change in the film properties is governed by the interaction of Mn—O metallic (ferromag-
netic) clusters in the dielectric (antiferromagnetic) matrix. At Tg < 600°C, the low density of e, states and the
dielectric gap (Ey = 0.3-0.5 eV) are responsible for the following features: (i) the optical transparency in the
rangefw=0.5-2 eV, (ii) the difference between the FC and ZFC magnetizations M(T), (iii) the high resistance,
and (iv) the appearance of the portions R(T) = const in the dependence R(T) dueto the transformation of clusters
into a system of tunnel-coupled quantum dots. At T, = 650°C, the local increase in the atomic and electronic
densities |eads to a decrease in the optical transmission and the resistance by three to nine orders of magnitude,
the appearance of amaximum and a minimum in the dependences R(T) of the LaSrMnO films, and an increase
in the magnetization M(10 K) by one order of magnitude. Theinferenceis drawn that magnetic ordering of the
system of tunnel-coupled clusters encourages an increase in the cluster size and in the content of the metallic
(ferromagnetic) phase. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerable recent interest expressed by research-
ers in lanthanum manganese oxides LaSrMnO with a
giant magnetoresistance effect stems from the fact that
these compounds exhibit a great variety of interesting
properties and hold much promisefor practical applica
tion. Lanthanum manganese oxides can have different
perovskite (from cubic to orthorhombic) structures
depending on the technique used in their preparation
and stresses arising in the system [1-5]. The structural
diversity entails awide variety of properties. For exam-
ple, the transition from a rhombohedral phase to an
orthorhombic phase leads not only to qualitative
changes in the optical spectra and temperature depen-
dences R(T) but also to a decrease in the resistance by
seven to ten orders of magnitude [6]. The most interest-
ing objects of investigation appear to be sampleswith a
transition structure. These samples can be prepared by
growing films at temperatures T, from 600 to 670°C
(where T, is the synthesis temperature) [6]. The elastic
stresses arising at the film—substrate interface can both
suppress and induce the phase transition. The films
grown on SrLaGaO, substrates are characterized by the
lowest temperature of the phase transition. The influ-
ence of the orientation of substrates and related stresses
on the properties of manganite thin films was thor-

oughly analyzed by Boikov et al. [7]. In the present
work, we investigated how the change in the type of
atomic ordering (upon transition from the rhombohe-
dral structure to the orthorhombic structure) affects the
physical properties of manganite films.

2. FILM PREPARATION AND EXPERIMENTAL
TECHNIQUE

Filmswere prepared through pulsed laser sputtering
of aLaygSry,Mn, ,0; target with the use of aKrF exci-
mer laser (T = 25 ns, energy density @ = 3.0 Jcm? at a
target, oxygen pressure in a working chamber P, =
300 mTorr). The nonstoichiometric composition with
excess manganese was taken in order to stimulate the
cluster formation in the structure of samples [6]. The
films were deposited on SrLaGaO, substrates at T, =
450-730°C.

Pulsed laser deposition is a unique technique that
provides a means for growing high-quality films of
complex composition in which the target stoichiometry
of chemical elements is retained [8-12]. Coincidence
of the film and target compositions was confirmed by
the following experimental results. (1) At high growth
temperatures (Ts > 670°C), the films contain the only
phase corresponding to the target, namely, the orthor-
hombic phase (Pnma) with the reference parameters of

1063-7834/04/4610-1895$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. A general view of the diffraction pattern of
Lag gSrg.oMn; 205 films (Laue reflections and microphoto-

metric curve obtained along the axial line of the powder dif-
fraction pattern).

the crystal lattice [6]. (2) The Curie temperature T =
310 K determined from the magnetization measure-
ments of the films grown at T, = 700°C is close to the
Curie temperature T = 311 K for the target.

The film structure was studied by the photomethod
with the use of long-wavelength CrK, radiation. This
method simplifiestherecording of diffuse x-ray scatter-
ing in clustered solid solutions, as is the case for our
objectsof investigation. The el ectrical measurementsin
the temperature range 4.2—300 K were performed using
the standard methods. The optical transmission spectra
of the films were recorded at room temperature in the
rangezw=0.5-3.5 eV on amodified SP 700 C spectro-
photometer. The magnetic measurements were carried
out on a SQUID magnetometer in the temperature
range 4.2-300 K.

3. RESULTS
3.1. Film Sructure

The structure of the LaSrMnO films was modified
by varying the growth temperature in the range 450 <

PHYSICS OF THE SOLID STATE Vol. 46
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Fig. 2. Fragments of the diffraction patterns in the range of
scattering from Mn-O clusters in Lag gSrg,Mn; ,05 films
grown at temperatures Tg = 450, 600, 650, and 700°C.

T,< 730°C. Previous diffraction investigations of
L&y gSrg.Mn, ;05 films grown in the same temperature
range revealed that an increase in the synthesis temper-
ature T, leads to structural transformations in the sam-
ples according to the scheme

R (3¢) R (3c) + O (Pnma)

T < 650°C

O (Pnma)

T> 670°C

with the transition from the single-phase rhombohedral

modification R (3c) to the two-phase modification in
the range T, = 650-670°C and then to the single-phase
orthorhombic modification O (Pnma) [6]. It can be seen
from the diffraction pattern (Fig. 1) that, in the hetero-
geneous phase of the crystal films, clusters with a
mesoscopic-range order and mesoscopic sizes are
coherently embedded in the matrix structure with a
long-range order.

The clusters formed by the family of Mn—O planes
play the most important role, because they provide the
conducting and magnetic properties of LaSrMnQO films.

These clusters are characterized by the (203, 203)g and
(400), reflections in the rhombohedral phase and the
(202); and (004), reflections in the orthorhombic
phase (Fig. 2). The sizes of Mn—O clusters were calcu-
lated with due regard for the width of the above diffuse

No. 10 2004
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maxima on the basis of the Kitaigorodskii technigue
developed in our previous work [13]. The calculated
sizesfall in a narrow range in the vicinity of 100 A. A
comparison of the diffuse maximafor different samples
(Fig. 2) shows that the fundamental structural transfor-
mations are associated with the change in the ratio
between the extended and contracted planesin the clus-
ters. This ratio indicates the presence of internal
stresses in mesoscopic regions (clusters) and manifests
itself in the asymmetry of the corresponding diffuse
maxima. Let us analyze the changes in the diffuse scat-
tering intensities for the discrete diffraction angles 6
(Fig. 2). These angles are chosen according to their cor-
respondence with the interplanar distances d =
nA/2sinB (the Bragg—Wulff equation), which are equal
to the Mn—O bond lengths for the rhombohedral and
orthorhombic phases in manganites [14].

It is worth noting that the chosen angles 6 are sym-
metrically located with respect to central line C, which
divides the studied range of diffraction angles into two
structurally symmetric (with respect to reflectionsindi-
cated by the four vertical linesin Fig. 2) ranges. with
larger interionic (interplanar) distances d > d, (to the
left of line C) and smaller interionic (interplanar) dis-
tancesd < d. (to theright of line C). By determining the
intensities at the aforementioned points to the left and
the right of line C in diffraction patterns of the studied
films, we analyzed how the growth temperature affects

the total intensities of the (202), and (203, 203)g
reflections (Fig. 3a, curve d.) and the (400), and (004),
reflections (Fig. 3a, curve d.). It can be seen from
Fig. 3athat, in the films grown at temperatures close to
T,=600°C, “extended states’ are dominant in the struc-
ture (“loosening region”), because the intensity 1(d.)
exceeds the intensity 1(d.). On the other hand, in the
samples grown at T, < 600°C or T, > 600°C, “con-
tracted states” of structural elementsaredominant. This
is associated with the enhancement of the Mn—O inter-
actions in the samples grown at these temperatures as
compared to those deposited at T, = 600°C.

By summing up the intensities at all four above
pointsin the diffraction patternsin Fig. 2, we can com-
pare the density of structural states associated with the
Mn-O clusters, including clusters that contain compa:
rable amounts of Mn®* and Mn** ions responsible for
the metallic conductivity and ferromagnetism. As can
be seen from Fig. 3b, the intensity in the range 450°C <
T, < 600°C is considerably lower than that in the range
600°C < T, < 700°C. This suggests that the density of
the aforementioned structural states in the rhombohe-
dral phaseislower than the density of these statesin the
orthorhombic phase. The results obtained are in agree-
ment with the data on the electronic and optical proper-
tiesof the films.
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3.2. Optical Transmission Spectra

The changes in the éectronic structure of the
LaSrMnO films in the phase transition range can be
judged from the optical transmission spectra (Fig. 4).
The films grown at T, < 600°C (rhombohedral phase)
are characterized by a high optical transparency in the
long-wavelength spectral range (Aw < 2 €V). In this
range, the spectra contain two maxima A and C with
closeintensities. Theminimum B (at aiw= 1.1 eV) sep-
arating the maxima indicates a maximum in the density
of electronic states participating in the optical transi-
tions. The presence of metallic clusters manifests itself
in spectral portions OA associated with the absorption
by free charge carriers at 2w < 0.8 eV. These portions
are characterized by a decrease in the transmission t
with a decrease in #w. Portions OA can be observed
because the maximum quantum energy possible upon
intraband optical transition and the corresponding
Fermi energy in clusters with the metallic conductivity
are smaller than the optical band gap. This explains the
high optical transparency of the filmsin the long-wave-
length spectral range.

The absorption edge is smeared, and a gap with a
width of =2.5eV can berevedledin Fig. 4b from adras-
tic decrease in the transmission t(fw). The shift of the
threshold energiestoward the long-wavel ength range to
1.2 eV (maximum Cincurves 1, 2in Fig. 4a) isdue to
the presence of the clusters with metallic conductivity
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Fig. 4. Optical transmission spectra of the LaSrMnO films
grown at Tg = (1) 450, (2) 600, (3) 650, and (4) 700°C.

in the R3c dielectric phase and the influence of elec-
tron tunneling on the interband optical transitions [15].
Owingtointernal electricfields, thethreshold energy of
interband transitions decreases substantially. In this
case, the short-wavel ength range of the spectrum can be
approximated by a linear dependence of the transmis-
sion on the photon energy:

t = f(r)[C-Bha], )

where B = a(wy,)d/&y, C = a(w)d[1 + Aw/dy], wy isthe
threshold frequency, d isthefilm thickness, and &, isthe
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characteristic energy. This dependence agrees with the
behavior of curve 1 (at i = 1.2-2.2 €V).

The content C,,, of the metallic phase (portion OA)

can be conveniently determined using the function
[15, 16]

1_dt
td(hw)

where p isthe hole concentration. According to the data
obtained in our previouswork [17], we have C,,, = 0.02—
0.05 at T, < 600°C. The spectrum of the film deposited
at T, = 600°C is similar in shape and transmission t to
the spectrum of the sample grown at T, = 450°C
(Figs. 4a, 4b). The transmission spectrum contains the
long-wavelength minimum (at 2w = 0.9 eV) character-
istic of the samplesgrown at low temperatures T.. How-
ever, the portion associated with the absorption by free
charge carriersis absent.

The samples synthesized at T, > 600 are less opti-
cally transparent. The transmission spectra of the sam-
plesthus synthesized were studied by Kaplan et al. [18]
and Okimoto et al. [19]. These spectra have a simpler
structure: they contain one minimum D at fw ~ 1.5 eV
and one maximum E in therange 1.7-2.2 eV (Fig. 4b).
It should be noted that the minimum at 1.5 eV typical
of the samples with an orthorhombic structure mani-
fests itself in the spectrum of the film grown at T, =
450°C and is clearly observed in the spectrum of the
film deposited at T, = 600°C (Fig. 44). Asthe synthesis
temperature increases from 600 to 650°C, the transmis-
sion decreases sharply and the spectraat 650 and 700°C
differ only dlightly. This can be judged from the com-
parative absorption spectra (a at T,=700°C)/(a at T =
450, 600, 650°C). The ratio of the quantities a for the
samples deposited at T, = 700 and 650°C decreases
exponentially with an increase in the photon energy
(Fig. 5, curve 3). The increase in the density of states
(by no more than afactor of 1.5) with adecreasein 2w
suggests an increase in the concentration of free charge
carriers. Actually, the optical absorption coefficient o is
proportional to the optical conductivity o(w), which
agrees well with the behavior of the dc conductivity:

a = 4mno( w/nyc, (©)]

where n, is the refractive index and c is the speed of
light. In the long-wavel ength range, the intraband opti-
cal transitions dominate and a decrease in #iw leads to
an increase in the contribution of free charge carriersto
the optical absorption coefficient a [20]. Therefore, we
can draw the inference that curve 3 indicates an
increase in the content of the metallic phase with an
increase in the synthesis temperature T, from 650 to
700°C. Thisisconfirmed by adecreaseintheresistivity
(from3.2x101t03.65x 102 Q cmat T=290K, from
5x102t03.6x 102 Q cmat T=4.2K). The absorption
by free charge carriers is observed in the spectra of the
films in the orthorhombic phase (T, > 600°C) at #w <

OCwp, )
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0.2 eV [20] and, hence, does not manifest itself in the
spectra shown in Fig. 4. In the two other cases (Fig. 5,
curves 1, 2), the relative spectra are substantially more
complex. These spectra reflect the main features of the
transmission spectrain Fig. 4aand confirm the similar-
ity of the electronic structures of the samples grown at
T, =450 and 600°C.

At i > 2.2 eV, the transmission rapidly decreases
with an increase in . It can be seen from the curves
in Fig. 4b that, despite qualitative and quantitative dif-
ferences between the optical spectra of the films with
orthorhombic and rhombohedral structures, their spec-
tra are very similar to each other in the short-wave-
length range. We can assume that, in this range, the
optical transitions occur through the same mechanisms.
The results obtained allow us to determine the band
gapsinthedensity of states. Our samplesbelong to sys-
tems with a disordered structure for which the depen-
dence a(Aw) is described by the relationship [21]

0 (hw) D(AW—Eyoy) THW, 4

where Eg; isthe optical band gap. For the films grown
at T, = 650 and 700°C, the approximation of the depen-
dences (a%w)Y? in the long-wavelength range to zero
leadsto Eg ~0eV (Fig. 6). Thisimportant result istyp-
ical of strongly correlated systems with metalic con-
ductivity and experimentally corroborates the presence
of a quasi-metallic band of free charge carriers (cen-
tered at 2w = 0 eV in the absorption spectra) in doped
metal oxides[22].

At high energies, the range in which the dependence
of the absorption coefficient a onawislinearized inthe
hw—(0Aw)Y2 coordinates is limited by the band gap
Eg = 1.5¢€V (Fig. 6). Thisband gap is characteristic of
manganites with an orthorhombic structure[18-20, 22]
and can be determined from the minimain spectra3 and
4inFig. 4b. For therhombohedral phase, thisgap weakly
manifestsitself in the spectra (Fig. 4, curves 1, 2).

A similar approximation of spectra 1 and 2 of the
films in the rhombohedral phase (grown at T, = 450,
600°C) resultsin anonzero vaue of the band gap E,, =
0.25¢eV (Fig. 6).

In the short-wavel ength range, the energy gap with
Ew =235eV £ 0.1 eV is found for al the samples
(Figs. 4, 6).

The energy splitting A, between the g; and t,, states
inthe octahedral crystal field of manganites dependson
the charge state of Mnionsand, correspondingly, onthe
Mn-O distance (the splitting Ay; decreases with an
increase in the Mn-O interionic distance) [4]. For Mn**
and Mn® ions, the splittingsAy4 are equal to 2.4 and
1.5eV. Thisisin agreement with the results obtained in
studies of the optical spectra.

Asfollows from the data presented in Figs. 4-6, the
density of electronic states in the samples with an
orthorhombic structure is considerably higher than that
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Fig. 6. Absorption spectraof thefilmsgrown at T4 = (1) 450,

(2) 600, (3) 650, and (4) 700°C inthe hw—(aﬁw)” 2 coordi-
nates.

in the samples with arhombohedral structure. This can
be associated with the larger volume of the unit cell in
thelatter structure: Vg/Vo= 2. Inthelong- and medium-
wavelength spectral ranges, including zw ~ 1.5 eV, the
contribution of Mn®* ions to the density of states is
large and the densities of states in the above structures
can differ by morethan one order of magnitude (Fig. 5).

The energy gapswith Ey, and Ey, inthe density of g
statesresponsiblefor the p-type conductivity of manga-
nites are formed as a result of the removal of orbital
degeneracy due to distortions inherent in the Jahn—
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Teller effect. For the orthorhombic structure, these dis-
tortions are small (as compared to those in a cubic
structure), the splittings between the x>~y? and 2 states
are virtually absent, and we have E;; = 0 eV. Thisisin
agreement with the inference made by Naish [3],
according to which the orbital splitting between the x>—
y? and 2> states for orthorhombic magnetsis either small
or atogether absent.

The situation is different for the samples with a
rhombohedral structure characterized by large distor-
tions. As can be seen from Fig. 6, the band gap Ey, is
approximately equal to 0.25 eV. The location of the
minima in the transmission spectra (at 0.9-1.1 eV in
Fig. 4) most likely characterizes the difference between
the maximain the density of the x°>-y? and 22 states.

3.3. Electrical Conductivity

The differences in the atomic and electronic sub-
systems of the LaSrMnO filmslead to the changein the
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behavior of the temperature dependence of the e ectri-
cal resistance R(T). For the samples grown at T, <
600°C, the temperature dependences of the resistance
exhibit portions with R(T) = const at temperatures
below T = 160-230 K (Fig. 7 curves 1, 2).

The portions R(T) = const were previously observed

for dielectric manganites of compositions
L 8yg,Ca91gMNO3* 2 [23], Nd, /B3y sMnO;,
Ndo7SrosMnO;  [4, 24], ProesCapasMnO;  [29],

Lag7BasMnO; [26], LaysBays(MnggCoy1)Os [27],
and LaySry-,Mn, ;05 [17, 28]. In [4, 24] it was shown
that films with high resistivities p and portions p(T) =
const contain nanometer-sized inclusions. A similar
effect also manifestsitself in amorphous and crystalline
YBaCuO films that involve small-sized clusters with
metallic conductivity in a dielectric medium [13, 16,
17, 28].

The nature of the observed phenomenon is
explained by the electron tunneling between metallic
clusters, which, at low temperatures, transform into
quantum dots with a discrete energy spectrum. It is
believed that the most probable mechanism isthe elas-
tic tunneling between quantum dots under the condi-
tions of the Kondo effect, which providesthe formation
of awindow in the Coulomb blockage [29-31].

The growth temperature T, = 600°C is the tempera-
ture at which the grown filmis characterized by the por-
tion R(T) = const due to the influence of the system of
tunnel-coupled quantum dots on the electrical proper-
ties of the samples. On the other hand, this portion R(T)
exhibits a weak maximum (T, = 135 K) and a mini-
mum (T, = 100 K) at which the resistances differ by
~0.35%. This is associated with the effect of magnetic
ordering on the electrical conductivity of the system of
guantum dots. Upon cooling below the temperature
Tmine the resistance again increases, as is the case with
low-resistance samples having an orthorhombic struc-
ture.

For the films prepared at T, = 650°C, the depen-
dence R(T) exhibits a maximum R, in the vicinity of
the Curietemperature (Fig. 7, curves 3, 4) [1-7]. At this
point, the semiconductor behavior of the dependence
R(T) with (dR/dT) < 0 gives way to a metallic behavior
with (dR/dT) > 0. Unlike the film deposited at T, =
600°C with (R — Ryin)/Rmax = 0.35%, the film synthe-
sized at T, = 650°C has a resistance R, that is larger
than the resistance R,;,, by afactor of 7.5.

For the films grown at T = 650 and 700°C, the elec-
trical conductivities equal to 3 and 27 Qt cm™ at T,
are one or two orders of magnitude lower than the min-
imum metallic conductivity [21, 32]

Omin = (T€°)/4Zh(BIV )5, ()
where zis the coordination number, V, isthe amplitude

of the random potential, and B is the band width. The
minimum conductivity o, for LaSrMnO is no lower
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Fig. 8. Temperature dependences of the magnetization of
the film grown at T = 600°C.

than 100 Q' cm™ [6, 33]. Therefore, the transition
from a dielectric phase to a metallic phase for the sam-
ples under investigation in the vicinity of the tempera-
ture T, does not occur and the similarity between the
dependence R(T) and the behavior of the resistance for
metals is explained by the magnetic ordering, which
leads to a decrease in the activation energy in the
dielectric state of the films [34].

3.4. Magnetic Properties

Despite the considerable differences in the structure
and the electrical and optical properties of the films
grown at T, = 600 and 650°C, there are many similari-
tiesintheir magnetic properties (Figs. 8, 9). When mea-
suring the magnetization M(T) after cooling of the sam-
plein amagnetic field (FC measurements), the magne-
tization M increases with adecrease in the temperature.
However, the portion M(T) = const (at T < 60 K) for the
film deposited at T, = 650°C is observed only in mag-
netic fields of 100 Oe and 1 kOe. At H = 10 kOe, the
magnetization continuously increases with a decrease
in the temperature. For the film grown at T, = 600°C,
the portion M(T) = const is observed in a narrow range
at T<40K only in weak fields (H = 100 Oe).

In weak fields, the dependences of the FC magneti-
zation M(T) differ significantly from the dependences
M(T) obtained after cooling the samplesin azero mag-
netic field (ZFC measurements). The ZFC dependences
in weak fields have a bell-shaped form characteristic of
cluster spin glasses or hard magnetic materials[35, 36].
With an increase in the field strength, the difference
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Fig. 9. Temperature dependences of the magnetization of
the film grown at T = 650°C.

between the FC and ZFC dependences becomes weaker
and disappears altogether for both samples in the field
H = 10 kOe. On the other hand, this difference in the
field H = 1 kOe is absent for the film grown at T, =
650°C and remains significant for the film deposited at
T,=600°C (Figs. 8, 9).

A comparison of the behavior of the films prepared
at temperatures T, = 600 and 650°C revealed a signifi-
cant difference between the magnetizations. the FC
magnetization (at T = 5 K) of the film grown at T, =
650°C is higher than the magnetization of the film syn-
thesized at T, = 600°C by afactor of 5inthefield H =
10 kOe and by afactor of 14 in the field H = 100 Oe.

4. DISCUSSION

The relation of the electrical, optical, and magnetic
properties of thefilmsto their structureis of great inter-
est. Asfollows from the x-ray diffraction data, the con-
tents Cy,_o of Mn—O clustersin thefilmsgrown at T =
600 and 650°C differ insignificantly and are equal to
10.7 and 11.1%, respectively. According to the optical
measurements, the contents C,,, of the metallic phasein
the same samples are equal to 0.5 and 8.5%, respec-
tively. As is known [4], the Mn—O distance decreases
with an increase in the charge state of Mn ions and is
minimum for the Mn*-O bond. The observed
changeover to the predominance of contracted planesin
Mn-O clusters with an increasein the synthesis temper-
ature T, (Figs. 1, 2) reflects an increase in the content of

Mn** ions. At the same time, the close values of Cy,, o
and C,, for the film synthesized at T, = 650°C and the
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substantial difference between these quantities for the
film prepared at T, = 600°C demonstrate that not all
Mn—-O clusters but clusters characterized by contracted
planes (Figs. 24, range d < d.) predominantly contrib-
ute to the metallic conductivity. The metallic clusters
containing highly ionized Mn ions (Mn*, Mn*)
bonded to oxygen play an important role in the electri-
cal conduction of the samples (anincreasein C,, with a
change in the growth temperature T, from 600 to 650°C
resultsin adecrease in the resistivity at liquid-nitrogen
temperatures by four orders of magnitude) and substan-
tially affect the optical and magnetic properties of the
films.

For the film grown at T, = 650°C, the dependence
R(T) intherange 30.7 K < T <280 K exhibitsametallic
behavior with o = 3 Qt cm™ in the range of the maxi-
mum. This value of the conductivity is one or two
orders of magnitude lower than the minimum conduc-
tivity 0, = 10°-10° Q- cm. Below the Curie temper-
ature, the dependence R(T) with the derivative
(dR/dT) > 0 is governed by the influence of magnetic
ordering on the electrical conductivity of the sample.
This film is characterized by the gapless state (Ey; =
0 eV) and strong absorption over a wide spectral range
due to the high density of states.

In the case when the film is deposited at T, = 600°C

with p = 10° Q cm (T = 300 K), the dependence R(T)
exhibitsadifferent behavior: R(T) = const with an accu-
racy of several percent in the range 60-170 K. Thisis
explained by the participation of the system of tunnel-
coupled guantum dots in the conduction and is typical
of rhombohedral samples [6]. The structure of the film
prepared at T, = 600°C is intermediate between struc-
tures of two types. Orthorhombic clusters with metallic
conductivity in the film are responsible for its specific
features characteristic of low-resistance objects,
namely, the occurrence of aweak maximum and aweak
minimum in the dependence R(T) and anincreasein the
resistanceat T < T, (Fig. 7). The electronic and mag-
netic subsystems strongly interact in the temperature
range from T, t0 Ti,. The temperatures T,;, and T
arerelated by the empirical expression

Tmin = aTmax+y1 (6)

where o = —0.46 and y = 154.32 (see inset to Fig. 7).
Theleft end point (at T, = 100K, T, = 135K) inthis
straight line corresponds to the film synthesized at T, =
600°C. The right end point corresponds to the film
grown at T, = 650°C.

No portions R(T) = const are observed for the films
in the orthorhombic phase. The spacing between the
guantum-confinement levels depends on the cluster
size D and the hole concentration p [(the density of
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states at the Fermi level N(Eg)] and can be represented
by the relationship

1 1
A= — =~ — .
D°N(Ef) D p/N(Ef)

According to the x-ray diffraction data, we have D =
140 and 130 A for the films grown at T, = 600 and
650°C, respectively. If the critical temperature T, of
the crossover from the activation behavior of the tem-
perature dependence of the resistance R to a behavior
corresponding to R(T) = const is determined by the con-
dition

(7)

A= chritv (8)

this temperature due to the high density of states in
clusters with the orthorhombic structure appears to be
too low for the portion R(T) = const to be observed. A
high critical temperature for the rhombohedral films
(T4ii = 170K at T, = 600°C) suggests that the hole con-
centration in metallic rhombohedral clusters is lower
than the hole concentration in clusters in films with an
orthorhombic structure. Indeed, the optical absorption
coefficients a proportional to the density of states N(E)
for the films prepared at T, = 600 and 650°C differ sig-
nificantly (by a factor of four or five at 2w < 1.2 eV)
only in the range in which intraband optical transitions
associated with the absorption by free charge carriers
are possible. For comparison, at #w > 2.0 eV, we have
0(650)/a(600) < 1.5.

The density of states associated with the Mn**-O
and Mn**—Q interionic i nteractions affects the magnetic
properties of the samples and the effect of the magnetic
subsystem on the electrical properties. For the film
grown at T, = 650°C, the resistance upon cooling from
280 (T, 10 30.7 K (T,,,,) decreases by one order of
magnitude and the normalized derivative (dR/dT)/R can
be as large as 1.29% per degree at T = 209.2 K. How-
ever, the metallic stateis not observed even at T, (P =

4.4 x 102 Q cm) and the resistance again increases at
temperatures below T,;,,. The temperature T,;,, can be
attributed to the temperature of charge ordering [37—
39]. By bringing the dependences R(T) and M(T) into
coincidence, we find that the maximum in the depen-
dence R(T) corresponds to the slope in the dependence
M(T). Consequently, we can draw the inference that
there are threshold states of the magnetic subsystem at
which the electronic properties of the samples begin to
change. The behaviors of dependences R(T) and M(T)
correspond to each other. For example, the FC magne-
tization M(T) and the resistance R(T) vary only slightly
at T<80K (Figs. 7, 9). Below the “freezing” tempera-
ture T; = 130K at H = 100 Oe (ZFC measurements), the
derivative dR/dT decreases considerably.

In the case of the film deposited at T, = 600°C, cool-
ing from T =300K leadsto anincreasein theresistance
and the magnetization. At T < 180 K, the dependences
of the FC magnetization M(T) in weak fields (H =
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100 Oe) and the resistance R(T) flatten out and the ZFC
magnetization M(T) decreases. The magnetic ordering
also affects the dependence R(T). However, this effect
on the electrical conductivity of the system formed by
tunnel-coupled quantum dots is rather weak (the resis-
tances at the maximum and the minimum differ by
0.35%). If the effect of the magnetic ordering on the
electrical conductivity is evaluated according to the
derivative dR/dT at T < T4, this effect for the film pre-
pared at T, = 650°C turns out to be three orders of mag-
nitude weaker than that for the film synthesized at T, =
650°C. It should be noted that the behavior of the
LaSrMnO films (with ferromagnetic clusters), whose
dependences contain portions p(T) = const with non-
monotonic variationsin p(T), differs significantly from
the behavior of Y BaCuO filmsfor which nonmonotonic
variationsin the portions p(T) = const are absent [17].

The magnetization of the film deposited at T, =
600°C is one order of magnitude lower than that of the
film grown at T,= 650°C. Therefore, in order to provide
the conditions at which the magnetic ordering affects
the electrical properties, it isnecessary to perform cool-
ing to lower temperatures. This can be associated not
only with the lower density of states but also with the
weak effect of the magnetic ordering on the electrical
conductivity of the system of tunnel-coupled quantum
dots. Actually, the maximum in the dependence R(T) at
T = 135K correspondsto the temperatures at which the
FC magnetization M(T) remains amost unchanged
[M(135 K) = 0.85M(10 K) at H = 100 Oe, 1 kOe] and
to the maximum in the dependence of the ZFC magne-
tization. For the film grown at T, = 650°C with T, =
277 K, we have M(277 K) = 0.05M(10 K) and
M(277 K) = 0.14M(10 K) in magnetic fields H =
100 Oe and 1 kOe, respectively.

According to the x-ray diffraction and optical
absorption data, the content of the metallic phasein the
films under investigation is determined to be C,,, < 20%.
Since the percolation threshold for the metallic conduc-

tivity in thefilmsisestimated at Cp' = 0.5 [40, 41], the
tunneling is the main mechanism of electrical conduc-
tion. The magnetoresistance of the samples monotoni-
cally decreases with an increase in the temperature [6].
This is typical of spin-dependent tunneling [42, 43].
When electrons tunnel between metallic clusters
through high-resistance interlayers, the resistivity can
be written in the form

P = poeXp(L/Lo), )
where L is the mean distance between grains. In the
case of a lattice composed of identical clusters, the
intercluster distance is defined by the relationship

L = D/Lo[(vC) - 11, (10)
where the factor y is determined by the cluster shape.
For flat clusters (the thickness is equal to one-third of
the linear size D), we havey = 3.
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If the mechanism of magnetic ordering in samples
with an inhomogeneous structure is associated with the
tunneling coupling between ferromagnetic clusters, the
coupling energy W decreases with an increase in the
distance and can be represented in the following form:

W = Wyexp[—(L/L,)]. (11)

In the range of the maximum in the dependence R(T),
the thermal energy is at equilibrium with the energy W
of tunneling coupling between clusters; that is,

KT, = W. (12)

The probability of electron tunneling between clus-
ters can depend on the Coulomb blockage, which
affects the electrical conductivity of granular systems
[42], and decreases with an increase in the charge
energy,

E, = €/eD, (13)

where eisthe elementary charge and € is the permittiv-
ity. Since the cluster size varies only dlightly, the mag-
netic properties are predominantly governed by the
content C,, of the metallic phase and the density of
states N(Eg)). An increase in the content C,, of the
metallic phase (from 0.5 to 8.5%) with achangein the
synthesis temperature T, from 600 to 650°C and the
corresponding decrease in the intercluster distance L
lead to an increase in the coupling energy W by afactor
of 14. Thisis accompanied by an increase in the mag-
netization. Moreover, an increase in the magnetization
is favored by an increase in the density of states upon
transition from the rhombohedral structure to the
orthorhombic structure [6].

L et us consider the possible mechanism responsible
for the decreasein theresistance of thefilmsat T < T,
in the case when the tunneling is the governing mecha-
nism of interaction between clusters. As follows from
the dependences depicted in Figs. 8 and 9, the size D of
ferromagnetic clusters increases upon cooling of the
samples. An increase in the size of ferromagnetic clus-
tersin the antiferromagnetic matrix manifestsitself ina
decrease in the length of the portion M = const with an
increase in the field strength from 100 Oe to 10 kOe
(Fig. 9) or in the absence of this portion in fields H >
1kOe (Fig. 8). The temperature dependence of the
cluster size can be obtained in an explicit form under
the assumption that the cluster size D and the correla
tion length & in the percolation theory vary in asimilar
manner. As the content C,, of the metalic phase

crit

approaches the percolation threshold C,,", the correla-
tion length & increases according to the power law [40]

£(C,) OjCp—CH ™,

wherev = 0.85 is the critical exponent of the correla-
tion length. By assuming that, upon cooling of the
samples below the Curie temperature, the content C,,
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of the metallic phase varies linearly with the tempera-
ture, that is,

Con = CO4+B(Toa—T), T<Toae (14)
the dependence D(T) can be represented in the form

D(T)=DJ[C?+B(Trm—-T)] -C . (15)

Therefore, in the temperature range AT = T — Trine
we have

crit| -V

0p
p= poexpg—gl[crﬁ?+ B(Tmac—T)] —Cor
(16)

1 1
3 73 0
x [v *[C + B(Tr=T)] - 1} 0
0
By introducing the designations Cr(,? )+ BT, = X and

crit

Cf,?) + BT, — C, =Y and taking into account that

BT/X < 1, relationship (16) can be rewritten in the more
instructive form

O O
~1/3 1B
ED(O)[(VX) %1 + é;{%‘ 1}%
P = PoeXPL— - 0. (17)
|:| 0 |Y|V 1 _ §T D
0 Y O
| U

It can be seen from this expression that, for the model
under consideration, the resistivity decreases with a
decrease in the temperature. This behavior of the
dependence p(T) isin agreement with the experimental
data.

5. CONCLUSIONS

Thus, the transition of LaSrMnO filmsfrom arhom-
bohedral structure to an orthorhombic structure was
investigated in the critical range of growth temperatures
(600-650°C). It was demonstrated that the fundamental
difference between these films is associated with both
the rhombohedral —» orthorhombic transformation of
the dominant atomic order in the cluster structure and
the changes in the content of the metallic phase and in
the local density of atomic and electronic states. For
films with a rhombohedral structure (prepared at the
chosen temperatures, including T, = 600°C), the distor-
tions of the unit cell play an important role and the low
density of states is caused by an increase in the inter-
atomic distances with an increase in the unit cell vol-
ume.

It was shown that a decrease in the resistance of the
LaSrMnO films with a decrease in the temperature is
governed by the magnetic ordering of metallic clusters
in the dielectric matrix and occurs at contents of the
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metallic (ferromagnetic) phase considerably below the
percolation threshold. The formation of the magneti-
cally ordered state is assisted by an enhancement of the
interaction between tunnel-coupled clustersin theform
of contracted planes involving Mn®* and Mn** ions in
comparable amounts.

The inference was made that the observed metallic
behavior of the dependence R(T) stems from the
increase in the size and the concentration of metallic
clusters due to an enhancement of the ferromagnetic
interaction between them. When a continuous path for
charge carriers over metallic regionsis absent, the elec-
trical conductivity of thefilmsislimited by tunneling of
charge carriers between the clusters.

Atalow density of states, clusterswith adecreasein
the temperature can transform into a system of tunnel-
coupled quantum dots. This manifests itself in the
appearance of the portion R(T) = const in the depen-
dence R(T).
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Abstract—The electrophysical properties and phase composition of thin lead titanate films prepared on various
substrates by layer-by-layer magnetron sputtering of metalsfollowed by annealing have been studied. Themain
parameters of the metal—ferroelectric film—metal multilayer structures, namely, the spontaneous polarization,
coercivefield, and permittivity, were studied for various substrate types and electrode materials. The conditions
favorablefor the formation of PhTiO; filmsthat are similar in stoichiometry and phase composition were estab-

lished. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Lead titanate—based thin-film ferroelectric struc-
tures have device potential in microelectronics in the
area of memory elements, IR and ultrasonic sensors,
and electric meters with a low threshold voltage. Also,
PbTiO; films feature a high remanent polarization and
good pyro- and piezoelectric properties. Recent publi-
cations report on the preparation of these films by using
various techniques and on probing of their dielectric
characteristics [1-4]. However, before progress in the
development and use of PbTiO; films in devices
becomes areality, the problems associated with optimi-
zation of the parameters of thin-film structures will
have to be solved.

Thismotivated the present investigation of the phase
composition and dielectric properties of the above
structures prepared under different conditions and with
different materials used for the substrate and the elec-
trodes. The substrate materials employed were poly-
crystalline titanium, single-crystal silicon, and polycor
(Al,O3). Since the preparation and properties of lead
titanate films on titanium and silicon substrates were
already analyzed in detail in [5-7], we focus our atten-
tion primarily on samples prepared on polycor sub-
Strates.

2. PREPARATION OF THIN LEAD
TITANATE FILMS

PbTiO; films on substrates of polycor (Al,O3) were
prepared by depositing titanium and lead layer by layer.
The metal layers were applied by plasma-enhanced
magnetron sputtering in an argon environment. The
sputtering was carried out without interruption in a
chamber evacuated to a pressure P = 0.33 x 102 Pa. To
obtain a polycrystalline film with a stoichiometric
Ti/Pb ratio, the sputtering was performed with an
excess of lead (~5 at. %) with respect to titanium to

compensate for lead evaporation during the subsequent
annealing.

To optimize the technology of film preparation, the
annealing conditions of the layered structures thus
formed were varied depending on the x-ray diffraction
data and studies of the ferroelectric properties. The
annealing was performed in aresistive furnace in oxy-
gen and consisted of two stages. Thefirst stageincluded
annealing at 200°C for 10 min (lead oxidation reac-
tion), and the second stage was performed at 600°C
(likewise for 10 min) to complete the reaction between
the titanium and lead oxides. After that, the sample was
heated from room temperature to 650°C over 2 h.

Gradual heating of a sample from room temperature
to 650°C over ~2 h was used as another method of
annealing.

The structures subjected to the two-stage annealing
exhibited thermally unstable dielectric properties;
indeed, in three consecutive measurements of the tem-
perature dependence of the sample capacitance, which
were performed at temperatures ranging from room
temperature to 600°C, the permittivity at the maximum
decreased to become, in the third measurement, one-
fifth of the value obtained in thefirst run. The dielectric
hysteresis loops were close to dlliptical in shape. This
behavior finds explanation in the fact that the chemical
reaction among the components (titanium, lead, oxy-
gen), rather than coming to an end, became reactivated
asthe sampl e was heated during the diel ectric measure-
ments, which is corroborated by studies of the phase
composition.

Continuous annealing with the temperature raised
from room temperature to 650°C was found to be the
optimum regime, because the lead titanate films grown
in these conditions proved to have the best phase com-
position and thermally stable dielectric properties. The
final film thickness after annealing was 1 um.

1063-7834/04/4610-1906$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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The film phase composition was checked by x-ray
diffraction analysis. The samples obtained by two-stage
annealing were a mixture of the PbTiO; stoichiometric
perovskite phase, PbTi;O; and PbTi;O5 nonstoichio-
metric phases, and unreacted metal oxides. The mate-
rial obtained under continuous annealing revealed pre-
dominantly the stoichiometric phase. The diffraction
pattern (Fig. 1) exhibits only distinct strong linesindic-
ative of PbTiOs.

Top and bottom electrodes were deposited on lead
titanate films for measurement of their dielectric prop-
erties. Nickel, platinum, and gold metal filmswere used
as electrodes to optimize the dielectric measurements.
Ni and Pt were applied to a substrate by magnetron and
cathode sputtering, respectively, and Au, by thermal
deposition. The thickness of metal layers was varied
from 100 to 500 nm. The metal layers applied to a
dielectric substrate were tested for thermal stability by
heating them to 750°C. When heated above 400°C, the
nickel layer oxidized and lost metallic conduction. The
gold layer persisted to a temperature of 600°C, above
which athin gold layer (300 nm) lost metallic conduc-
tivity as a result of interaction with the substrate. The
platinum layer remained metallic up to 750°C for a
thickness of 500 nm; thinner films degraded because of
sublimation of the platinum oxide. As aresult, in order
to measure the dielectric properties of lead titanate
films, we chose a platinum layer no less than 500 nm
thick for the bottom electrode and gold for the top el ec-
trode, because thermal evaporation is more convenient
for deposition of the top electrode. Note that platinum
is the best choice for the bottom electrode material
when studying the dielectric properties of ferroelectric
films, which is supported by data from the literature
[8,9].

3. DIELECTRIC MEASUREMENTS

To determine the temperature behavior of the per-
mittivity of lead titanate films on a polycor substrate,
the sample capacitance was measured at afrequency of
1 kHz. The sample was placed in a resistive furnace,
and the temperature was monitored with a chromel—
alumel thermocouple. The heating rate was 2°C/min.
Dielectric hysteresis|oops were studied by means of an
electronic attachment that made it possible to compen-
sate for the conductivity contribution growing with
temperature and to observe the loop caused by the non-
linear dielectric properties of the sample alone.

Figure 2 displaysthe temperature dependence of the
permittivity, which is characteristic of ferroelectric
materials and gives a curve with amaximum at a phase
transition temperature of about 500°C. The permittivity
exhibits a temperature hysteresis, which is typical of
compounds undergoing a first-order phase transition
and consists in a shift of the &(T) curve by about 10°C.
Thereisalso asmall anomaly at atemperature of about
200°C; this anomaly should be assigned, according to
the literature data, to the presence of electrons weakly
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Fig. 1. Diffraction pattern of lead titanate PbTiO3 films
grown on a polycor substrate.
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Fig. 2. Direct and reverse course of the temperature depen-
dence of lead titanate film permittivity €.

bound to doubly charged centers, which become
depleted when heated above 200°C, as observed with
lead titanate single crystals [10]. The curve preserves
its shape in repeated measurements.

The Curie-Weiss law was shown to be met; the
€ Y(T) curveisdisplayedin Fig. 3. Asfollows from cal-
culations, the “fourfold law” (~3.6-3.9) is satisfied for
the material under study; i.e., the slopes of the e ver-
sus temperature straight lines measured above and
below the Curie temperature differ by a factor of
approximately 4. The Curie constant is C ~ 4 x 10°°C,
which likewise supportsthe phase transition being first-
order.

Figure 4 shows dielectric hysteresis loops at differ-
ent temperatures. They have a shape characteristic of
ferroelectric materials.

Figures5 and 6 give the temperature dependences of
the spontaneous polarization and coercive field for lead
titanate films. Both quantities fall off with increasing

2004
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Fig. 3. Curie-Weisslaw for PbTiO5 films on a polycor sub-
strate.

P, uC/cm?
16

12

| |
0 100 300

Fig. 5. Temperature dependence of the spontaneous polar-
ization Pg of PbTiO3 films.

temperature to vanish at the Curie point, which bears
out the ferroelectric nature of the material prepared.
The shape of the P(T) curveis characteristic of aferro-
electric undergoing afirst-order phase transition.

The results from comparing films grown on differ-
ent substrates are listed in the table. Note that the (T),
PL(T), EL(T), and e}(T) dependences for thin film struc-
tures grown on al the substrates studied follow a simi-
lar pattern characteristic of ferroelectric materials;
namely, thereisaphase transition point near 500°C and
an anomaly at a temperature of about 200°C and the
spontaneous polarization and coercive field vanish at
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P, uC/cm? P, uC/cm?
Z E, kV/cm E, kV/cm
T =20°C T =200°C
P,, uC/cm? P, uC/cm?
7 E, kV/cm LE, kV/cm
/
T =400°C T =500°C

Fig. 4. Variation of dielectric hysteresis loops of PbTiO3
films with increasing temperature.

E., kV/cm
400F4
300 \¢
200f ¢
100F
0 100 300 500
T.°C

Fig. 6. Temperature dependence of the coercive field E of
lead titanate films.

the Curie point. The values of the Curie-Weiss constant
are aso similar and equal to (3.6-3.9) x 10°°C. How-
ever, the films grown on a polycor substrate feature a
narrower maximum in €(T) at the phase transition point
and the largest permittivity near the Curie temperature,
as well as exhihiting the largest relative change in per-
mittivity over the temperature range from room temper-
atureto the phase transition point (seetable). Structures
formed on silicon have the broadest permittivity maxi-
mum. The dielectric hysteresis loops saturate only in
filmsgrown on apolycor substrate, while exhibiting the
highest coercive fieldsin this case.

No. 10 2004
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Parameters of lead titanate films on various substrates

Substrate €
h P, uC/cm? (T = 20°C , kV/em (T =20°C References
S 40-60 550-600 10-25 100-300 [5-7]
Ti 30-50 200-250 18-20 80-100 [5-7]
Al,O4 10-30 650-700 14-16 200400 Thiswork
4. CONCLUSIONS 4. H. Funakubo, T. Hioki, M. Otsu, K. Shimozaki, and

To sum up, lead titanate films grown on polycor sub-

strates are a promising material for use in electronics >.
and microelectronics. Their application in practice,

however, would require additional studies of the stabil- 6

ity of the properties of this material. '
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Abstract—Photoconductivity of lead magnesium niobate is studied, and the spectral dependence of the photo-
conductivity ismeasured in the vicinity of the permittivity maximum associated with a diffuse phase transition.
Photostimulated currents due to the Dember effect are detected. Based on the data obtained, the structure of the
density of states of defect energy levelsis discussed. © 2004 MAIK “ Nauka/Interperiodica” .

The ferroel ectrics that undergo diffuse phase transi-
tions (commonly called relaxors) remain the most
intensively studied ferroelectrics [1-9]. Among these
materials, lead magnesium niobate PbMg;;sNb,;50;
(PMN) is the most known compound [1-5]. The con-
tinuing interest in these materials is due to their ferro-
electric, piezoelectric, and optical properties and to
their possible application in electronic engineering. In
particular, optically transparent relaxors can accumu-
late information recorded by light. Thiseffectisaresult
of the capture of photoexcited carriers by local centers.

Although relaxors have been studied for along time,
the physical mechanisms of the processes proceeding
in them and the phenomena observed are still not com-
pletely understood. The main problem is adequate
description of the relaxor behavior in the vicinity of the
permittivity maximum. Furthermore, numerous experi-
mental data[5] indicate that the low-temperature phase
exhibits nonergodic behavior; i.e., the properties of this
phase depend on the previous history of the sample.
Recently, certain progress has been made in using a
model in which the relaxor behavior is associated with
the dynamics of polaron states forming via charge
localization on defects [6-8]. Therefore, in order to
understand the nature of relaxors, it is of importance to
detect these states and investigate their properties. In
this work, we measured the spectral dependence of
photoconductivity and photostimulated current in lead
magnesium niobate in order to study the properties of
the defect subsystem in this compound.

Measurements were performed on a PMN sample
6.2 x 4.5 x 0.65 mm in size. In order to measure the
photocurrent, transparent electrodes 4.5 x 4.5 mm in
size were deposited onto the optically finished
(110)-oriented 6.2 x 4.5-mm faces of the sample. The
optical transmission of the transparent electrodes was
measured with an SF-46 spectrophotometer and was
0.5 or more for the incident light wavelength A =
300 nm. The photocurrent was recorded with a dc U5-
9 electrometric amplifier. The electrica conductivity
was measured with an U5-9 amplifier and an E6-13A

teraohmmeter. I1lumination was provided by xenon dis-
charge lamps or halogen incandescent lamps and an
MDR-12 large-aperture monochromator with an
entrance three quartz lens condenser. The light flux
density transmitted through the monochromator was
measured with an IMO-2 mean-power meter or a
BKM-5a bolometer and was 0.5-7.5 mW/cm? in the
range 350—1000 nm. The light wavel ength was swept at
a constant rate, which was typically in the range from
20 to 80 nm/min. Theillumination spectral width could
also be varied; most of the data were obtained for a
spectral width of 9.6 nm. In the course of measure-
ments, the temperature of the sample was maintained
constant by blowing it with dry gaseous nitrogen and
controlled by a copper—constantan thermocouple to
within £0.1 K.

The spectral dependences of the photostimulated
current and dc conductivity were recorded at various
temperatures. It was found that the dc conductivity of
lead magnesium niobate at T > 300 K has an activation
character and is due to thermal excitation of carriers
from defect energy levelsinto the conduction band. The
activation energy is of the order of U, = 0.65 eV, which
is the distance from the chemical potential level to the
conduction band bottom. The spectral dependence of
photoconductivity exhibits a well-defined maximum at
aphoton energy of 2.85 eV. Figure 1 shows the spectral
dependences of the photostimulated current observed
in our experiments at room temperature in the blue and
UV spectral regions for the incident light wavelength
swept in opposite directions. Curves 1 are obtained in a
dc external electric field, and curves 2 are taken in the
absence of an external field. The spectral dependences
are obtained for opposite directions of wavelength
sweep above A = 200 nm. The characteristic peak with
amaximum at 435 nm (2.85 eV) corresponds to a peak
in the density of states of defect levels that is located
below the conduction band bottom. A similar spectral
dependence of photocurrent was observed in [4] in a
(100)-oriented crystal; in our case, the photocurrent and
light beam were directed along the [110] axis. It should
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be noted that the photocurrent peak with a maximum at
435 nm is proportional to the external voltage applied
between the electrodes and changes sign as the voltage
is reversed. The magnitude and direction of the photo-
current caused by UV illumination (curves 2) depend
on both the wavelength sweep direction and the sweep
rate. From photocurrent curves recorded at two sweep
rates differing by five times, it can be seen that, as the
sweep rate decreases, the photocurrent decreases sig-
nificantly in magnitude in the vicinity of the maximum
at 330 nm and remains unchanged in the vicinity of the
maximum at 435 nm. The peak at 330 nm corresponds
to the photocurrent associated with direct excitation of
carriers from the valence into the conduction band (the
band gap is 3.4 eV for PMN). In our case, this current
is due to the longitudinal Dember effect (which arises
in the spectral region of strong light absorption),
because the sample is illuminated through transparent
electrodes. The direction of this current depends on the
sign of the wavelength sweep rate during recording of
the photocurrent. The magnitude of the photocurrent
depends on the wavelength sweep rate. In the case
where the wavelength is increased, the photocurrent
flows against the applied field. As the external voltage
is removed, the photocurrent peak at 330 nm remains
unchanged in both direction and magnitude. Therefore,
the photocurrent due to the Dember effect is much
higher than the conventional photoconduction current
in this photoexcitation spectral region.

In [4], a sample was illuminated through a lateral
face, i.e., perpendicular to the external field direction,
and, therefore, the current mode discussed above could
not arise in those experiments. It is most likely that the
conventional photocurrent maximum (associated with
excitation of carriersfrom the valence to the conduction
band) was observed in[4] in this spectral region. Inthis
case, the photocurrent must vanish after the applied
voltage is removed.

The mechanism of the Dember effect is illustrated
schematically in Fig. 2. Thiseffect is due to the appear-
ance of a spatia distribution of excited carriers f(x)
over a sample in the spectral region of strong absorp-
tion of light (in Fig. 2, thisdistribution is shown for two
different wavelengths). In our case, the experimental
situation is more complicated, because the photocur-
rent arises not due to the appearance of a distribution
f(X) over the sample but rather due to avariation in this
distribution produced by changes to the light wave-
length. The photoconductivity and spectroscopic data
suggest that thereisafairly wide energy distribution of
defect states near the bottom of the conduction band.
Therefore, these states can be involved in a diffuse
phase transition in relaxors [10].

Figure 3illustrates the effect of prolonged illumina-
tion with the wavelength corresponding to the photo-
conductivity maximum in the visible region (435 nm)
on the spectral dependence of photocurrent at a bias
voltage of 100 V. In this case, a photoelectret state was
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Fig. 1. Spectral dependence of photostimulated current in
single-crystal lead magnesium niobate at room temperature
for the externa field E equal to (1) 140 and (2) 0 V/cm.
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Fig. 2. lllustration of the Dember effect (schematic). The
curves represent the distribution of excited carriersf(x) over
the sample for two different wavelengths.
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Fig. 3. Spectral dependences of photocurrent (1) beforeillu-
mination in an external field and (2) after prolonged illumi-
nation at a wavelength of 435 nm in the presence of an
externally applied voltage of 100 V. Both curves were
recorded in the absence of an external voltage.
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Fig. 4. Temperature dependence of photocurrent.

300

Fig. 5. Variation in the dynamics of photocurrent asillumi-
nation at different wavelengths is turned on and then off in
the case where the wavelength is (&) decreased or
(b) increased.

observed to occur [4]. The duration of illumination was
chosen such that the effect reached saturation. The
curveswererecorded in the absence of an external field.
Curve 1 was recorded before illumination, and curve 2,
after illumination under an external bias voltage of
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100 V. Under these conditions, the maximum value of
the photocurrent was aslarge as 12 x 102 A (inFig. 3,
this maximum corresponds to a minimum that is
beyond the bottom boundary of the figure). Heating of
the sample up to temperatures of 400-450 K followed
by holding at these temperatures for 30 min and subse-
guent cooling to room temperature for one hour caused
the extra photocurrent to disappear completely. 11lumi-
nation of the crystal at awavelength near 435 nmin the
absence of a bias voltage also gradually decreased the
induced photocurrent. The contribution to photocurrent
due to the longitudinal Dember effect also arisesin the
case of illumination at 435 nm. This contribution
causes an increase in photocurrent near A = 435 nm
(Fig. 3, curve 1).

We also studied the temperature dependence of pho-
tocurrent. In Fig. 4, the maximum photocurrent (at A =
435 nm) is plotted as a function of inverse temperature.
The solid line is afit to the Arrhenius law with an acti-
vation energy of U, = 0.23 eV. We note that under UV
illumination the photocurrent isindependent of temper-
ature (to within experimental error) over therange 270—
370 K. Figure 5 shows the variation in photostimul ated
current (measured in the absence of an external voltage)
asillumination at different wavelengths was turned on
and then off. The duration of illumination was always
600 s. The measurements were performed in the fol-
lowing order: the wavelength was first decreased from
360 to 300 nm in steps of 5 nm (Fig. 5a) and then
increased from 300 to 360 nm in the same steps
(Fig. 5b). Figure 6 shows analogous measurements of
photocurrent under an externally applied voltage of 9V.
In this case, the duration of illumination was chosen
such that the process reached a steady state. These stud-
ies of the dynamics of photostimulated current showed
that both the magnitude and direction of photocurrent
depend on the previous history of a sample, more spe-
cifically, on the conditions of illumination at different
wavel engths, duration of illumination, and the presence
or absence of an external eectric field during illumina-
tion. The complexity of the kinetic processes that occur
when illumination is turned on and then off indicates
that there are two types of photoexcited carriers that
differ in terms of their mobility. However, comprehen-
sive studies on the properties of both types of carriers
should be performed to make more detailed conclu-
sions.

Based on the photoconductivity and spectroscopic
data, we propose the following structure of the density
of states for defect levels (Fig. 7). The defect levelslie
U, = 0.23 eV below the conduction band bottom and
form afairly wide energy spectrum with a half-width of
the order of 0.32 eV. This spectrum can provide arelax-
ation time distribution and temperature dependence
that could explain the properties of relaxors [8, 10].
These defect states can be involved in diffuse phase
transitions in relaxors and can be used to influence the
properties of relaxorsthrough illuminating them. It was
shown in [9] that the carriers are localized in a temper-
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Fig. 6. Variation in the dynamics of photocurrent asillumi-
nation at different wavelengths is turned on and then off
under adc bias voltage of 9V.
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Fig. 7. Density of states for defect levels (schematic).

ature region near the phase transition point. The activa-
tion energy U, = 0.65 €V is the energy separation
between the bottom of the conduction band and the
chemical potential in our sample. From the above dis-
cussion, it follows that the defect levels are less than
half-filled (Fig. 7).

Thus, we have studied the spectral dependences of
photoconductivity and photostimulated current in sin-
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gle-crystal lead magnesium niobate PbMg,,5sNb,,305 in
cases both where an externaly applied voltage is
present and absent. It has been shown that the photo-
stimulated current that isindependent of the magnitude
and polarity of the external voltage is due to the Dem-
ber effect. The magnitude and direction of the photo-
stimulated current depend on the previous sample illu-
mination at various wavelengths. Based on the data
obtained, the possible structure of the density of states
for defect levels was proposed.
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Abstract—An anomaly of therelaxor typeisrevealed in the permittivity of the PbWO, compound at atemper-
ature of 370°C. Thisanomaly is associated with the local random displacements of lead and tungsten atomsin
the nearest environment of oxygen atoms. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The mineral stolzite PoWO, and its synthetic ana-
logs prepared in the form of crystals are characterized
by a high sensitivity of the luminescence properties to
irradiation with high-energy particles and, hence, are
very promising materials for relevant applications [1-
4]. It is known that the PbWO, compound can crystal-
lize either in a scheelite-type structure [5] or in awol-
framite-type structure [6]. These structures differ sig-
nificantly. In scheelite, tungsten cations are in the tetra-
hedral environment of oxygen anions (the coordination
number is four). In wolframite, tungsten cations arein
the octahedral environment (the coordination number is
six). Richter et al. [7] obtained structural data for the
monoclinic phase of PoWO, under high pressure. Since
PbWO, crystals exhibit luminescence activity,
increased research interest has been expressed in the
defects and structural instability of these objects [§].
However, the temperature dependences of thedielectric
properties of the PbWO, compound and the dielectric
properties themselves are poorly understood.

Moreover, it iswell known that lead- and tungsten-
containing oxide compounds with a structure of the
oxygen-octahedral type (for example, perovskites,
potassium-tungsten bronzes, pyrochlores, etc.) possess
a high dielectric activity. All these compounds are
either ferroelectrics or antiferroel ectrics (see, for exam-
ple, [9]). As arule, the nature of this activity is associ-
ated with the specific features revealed in the electronic
states of lead and tungsten cations in oxide compounds
and the interaction between these cations and oxygen
anions of their nearest environment [10-12]. Further-
more, in a number of perovskite (including lead-con-
taining) structures, strong effects of dielectric relax-
ation caused by defectsin rea crystals manifest them-
selves at different temperatures [13, 14].

The purpose of the present work was to reveal the
specific features in the permittivity of the PoWO, com-
pound over awide temperature range and their correla-
tion with variations in the structural parameters.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Polycrystalline PbWO, was prepared according to
the standard procedure of solid-phase synthesis from a
stoichiometric mixture of PbO (analytical grade) and
WO, (extra-pure grade) upon annealing at a tempera-
ture of 750°C for 6 h. The ceramic samples were pro-
duced by hot pressing at a temperature of 850°C and a
pressure of 10° N/cm? for 1 h.

X-ray powder diffraction analysis of the synthesized
PbWO, compound was performed on a DRON-3.0M
diffractometer (CuK, radiation, Ni filter) and revealed
the presence of only one phase in the studied sample.
The structural transformations of the ceramic PbWO,
sample were investigated using x-ray diffractometry in
a URD-2000 high-temperature chamber in the temper-
aturerange 20 < T < 550°C during heating and cooling.
The temperature at each point was stabilized accurate
to within +1 K. X-ray diffraction patterns in the 26
range 20° < 26 < 65° (scan step, 0.08°; exposure time
per frame, 1 s) were recorded at different temperatures
on a “Roentgen-structure” measuring and computing
complex based on a DRON-3.0M diffractometer and a
computer with a Pentium processor.

The temperature-time conditions used in Xx-ray
powder diffraction analysisareillustrated in Fig. 1. The
x-ray powder diffraction patterns were processed using
the full-profile analysis with the Powder Cell 2.3 pro-
gram [15]. The unit cell parameters, positional parame-
ters, and Debye-Waller factors of atoms were deter-
mined.

The temperature dependences of the permittivity of
the PoWO, ceramic samples with applied silver elec-
trodes were measured with the use of an E7-8 aternat-
ing-current bridge. The frequency of the measuring
field was equal to 1 kHz.
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3. RESULTS AND DISCUSSION

The temperature dependences of the permittivity of
the PoWO, compound measured during heating and
cooling are shownin Fig. 2. It can be seen from thisfig-
ure that, during heating, the permittivity € abruptly
increases at a temperature T = 370°C and reaches
approximately 10%. However, upon cooling, the permit-
tivity € is characterized by two diffuse maxima at tem-
peratures of 320 and 400°C. It is found that, upon
repeated heating of the sample (immediately after this
sample was cooled), the temperature dependence of the
permittivity €(T) is similar to the curve (T) measured
during cooling. The maximum in the temperature
dependence of the permittivity €(T) measured during
heating was restored within one day of keeping the
sample at room temperature. At the sametime, the tem-
perature dependence of the permittivity &(T) measured
at afrequency of 1 MHz does not exhibit any noticeable
anomalies.

The full-profile analysis of the PbWO, compound
was performed both at room temperature and in the
entire temperature range covered. Thismadeit possible
to determine the temperature dependences of the unit
cell parameters, positional parameters, and thermal
parameters of atoms. As a result, we revealed the fol-
lowing structural features: (1) the symmetry of the
structure of the PbWQO, compound remains unchanged
(tetragonal phase, 14,/a); (2) during heating and cool-
ing, the unit cell parameters vary monotonically (the
thermal expansion coefficients of the unit cell parame-
ters are as follows: a(a) = 1.1 x 10° K= and a(c) =
2.7 x 10° K71); and (3) the mean interatomic distances
I((W-=0O) and [(Pb-O) in the temperature range 20—
520°C change insignificantly [AI(W-O),oom = 4.5 X
103, Al(Pb-O)/l oo = 7.6 x 1079).

Figures 3a and 3b show the temperature depen-
dences of the isotropic Debye-Waller factors B for
tungsten, lead, and oxygen atoms in the temperature
range 20 < T < 450°C. It should be noted that the iso-
tropic Debye-Waller factors at room temperature have
the following values: B(W) = 0.009 A2 B(Pb) =
0.003 A2 and B(O) = 0.02 A2,

Analysis of the curves depicted in Fig. 3 revealed
the following features. (1) an increase in the tempera-
ture leads to a noticeable increase in the Debye-Waller
factor for al atoms; (2) beginning from 200°C, the
ratios between these parameters become unexpected,
B(Pb) > B(W) > B(O); i.e., the ratios between the root-
mean-square random displacements of the atoms from
their positions in the structure are inverse with respect
to the ratios between the atomic masses; (3) upon heat-
ing of the sample (Fig. 3a), the parameters B; increase
drastically at T = 370°C; and (4) upon cooling of the
sample, the values of B(Pb) and B(W) at T = 370°C are
not very high, whereas the parameter B(O) substan-
tialy decreases at temperatures below 250°C.

Thus, the temperature dependences of the Debye—
Waller factors of atoms (unlike the other structural
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(a) heating and (b) cooling.
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parameters) correlate well with the temperature depen-
dences of the permittivity &(T).

The results obtained can be interpreted as follows.
The large parameters B; for heavy atoms of lead and
tungsten (the root-mean-square displacements are of
the order of 0.2 A) can be explained by the fact that,
apart from the root-mean-square displacements (I, CJof
these atoms due to thermal vibrations in the crysta
structure, there appear local random displacements
(Ui CXsimilar to those observed in oxide relaxor ferro-
electrics [16-18]). Within this model of the structure,
the parameter B is determined by a superposition of
the displacements [, (and [Uiy,[] The separation of the
contributions to the parametersﬁeﬁ from the root-mean-
square amplitudes of thermal atomic vibrations and the
local random displacements of heavy lead and tungsten
atoms requires more comprehensive and precise x-ray
diffraction studies of PbWO, single crystals.

The character of the anomalies revealed in the tem-
perature dependences of the parameters B(Pb), B(W),
and B(O) inthevicinity of 370°C suggeststhat, at these
temperatures, there can occur an isostructural phase
transition of the local order—disorder type. From this
viewpoint, the observed anomalies in the permittivity
(Fig. 2) can be explained by the fact that the changein
the local chemical bonds Pb—O and W-O givesrise to
gpatial charges, which, in the measuring alternating
electric field, behave like relaxing electric dipoles[13].

Further experimental investigation into the interre-
lations between the structura states of PbWO, and the
phase transitions, as well as elucidation of the correla-
tions with the observed physical properties, will make
it possible to verify the validity of the physical models
of the studied phases [19].
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Abstract—The dielectric, pyroelectric, and polarization properties of TIInS, crystals doped with 0.1 mol % Cr
and Mn are investigated. It is shown that TIInS, compounds doped with chromium and manganese can be
assigned to the class of relaxor ferroelectric materials. The temperature range of existence of the stable relaxor
(nanodomain) state and the temperature of the phase transition from this state to the ferroelectric (macro-
domain) state are determined. The temperature dependence of the pyroelectric current is characterized by an
anomaly in the range of the phase transition. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Ferroelectrics with smeared phase transitions
(which are aso referred to as relaxors) have been stud-
ied intensively in recent years. These materials are
characterized by the following features: (i) the temper-
ature dependence of the permittivity €(T) exhibits adif-
fuse maximum; (ii) an increase in the frequency of the
measuring field leads to a shift in the maximum of the
dependence €(T) toward the high-temperature range;
(iii) the ferroelectric hysteresis loop has a narrow pro-
late shape in alimited temperature range; (iv) the tem-
perature dependence of the pyroelectric current exhib-
its a jump at the temperature of the phase transition
from the relaxor state to the ferroelectric state; (v) the
relationship (€)¥2= A+ B(T-T,) issatisfied at temper-
atures above T,, where T, is the temperature of the
maximum in the dependence &(T); and (vi) the fre-
guency dispersion of the temperature of the maximum
in the dependence £(T) is adequately described by the
Vogel-Fulcher reationship [1-9]. Among the com-
pounds which are characterized by the aforementioned
features and which, for this reason, are assigned to the
class of relaxors, the best known compounds are
Pb(Mg,,5Nb3)O0s, P, _ La(Zr, _,Ti,)O; and a num-
ber of other ferroelectrics that have been extensively
used in industry [1-10]. Compounds that can be classi-
fied as relaxors according to the characteristic features
listed above are disordered systems. However, analysis
of the materials belonging to this class has demon-
strated that only systems with a charge disorder rather
than with a pure structural disorder exhibit properties
inherent in relaxor ferroelectrics.

Although relaxors have been studied for along time,
there has been no unified theory elaborated to provide a
satisfactory explanation of the specific features
observed in the properties of these materials. To date,
severa approaches have been proposed for describing

the mechanisms responsible for the behavior of ferro-
electric relaxors. The first approach is based on the
assumption that the studied system is divided into nan-
odomains under the action of random fields [11].
Within the second approach, relaxors are treated as
objects that exhibit a behavior typical of glasses, by
anal ogy with spin glassesin ferromagnetic materias[7,
8, 10, 12]. Thethird approach is based on the inclusion
of localized charges that generate local electric fields,
which, in turn, induce polarization in the vicinity of the
phase transition [4, 5]. Within the third approach, it is
also assumed that the ferroelectric transition is pre-
ceded by the formation of an incommensurate phase.
According to Mamin [13], it is in this temperature
range of the first-order transition from the incommen-
surate phase to the commensurate phase that thermal
filling of the traps initiates the branching sequence of
phase transitions responsible for the specific featuresin
the behavior of relaxors.

The considerable interest recently expressed by
researchers in relaxors stems from the fact that these
materials are very promising for use in optical data-
storage systems. Moreover, owing to the presence of
embedded domains of nanometer size, relaxorsare con-
venient model objects for various applicationsin nano-
technology.

The TIINS, compound is a semiconductor with a
layered structure. Aswas shown in [14, 15], the TIInS,
semiconductor compound is characterized by high x-
ray sensitivity and photosensitivity. Moreover,
Guseinov et al. [15] revealed that crystals of this class
have a capacity for intercalation and exhibit effects of
electrical memory.

On the other hand, the TIInS, semiconductor is a
compound in which the temperature instability of the
crystal latticeleadsto ferroel ectric ordering [ 16-20]. At
present, it has been established with confidence that the
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Fig. 1. Temperature dependences of the permittivity &(T) for
(a) THnS,, (b) TIINS,MnCland (c) THNS,[Crlkrystals.

TIINS, compound of stoichiometric composition is an
improper ferroel ectric with an intermediate incommen-
surate phase. This means in particular that, as the tem-
perature decreases, the TIInS, compound undergoesthe
following sequence of phase transitions: (i) the transi-

tion from the initial paraelectric phase with Cgh sym-

metry to the incommensurate phase characterized by
the wave vector k; = (9, 9, 0.25) (where o is the incom-
mensurability parameter) is observed at a temperature
of 216 K, and (ii) the transition from the incommensu-
rate phase to the polar ferroelectric phase occurs at a
temperature of ~200 K.

Investigations into the polarization properties of
undoped TIINS, crystals at temperatures below 196 K
have revealed diel ectric hysteresisloops with spontane-
ous polarization Ps= 1.8 x 10~ C/cm?. These findings
indicate that undoped TIInS, crystals undergo smeared
phase transitions [6]. The diffuse character of the phase
transitions in this compound is associated with the fact
that TIInS, belongs to the class of berthollides, i.e.,
compounds characterized by aredistribution of compo-
sition during crystal growth [16]. However, these vari-
ations in the composition occur in the homogeneity
region and the temperature dependence of the permit-
tivity €(T) does not change in character. The tempera-
ture dependences of the permittivity €(T) and the spon-
taneous polarization P4T) for TIInS, crystal samples
corresponding in composition to the singular point in
the phase diagram are typical of improper ferroelectric
phase transitions [6]. As was shown in our recent work
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[17], the introduction of 0.1 mol % Mn and Cr into the
TIINS, compound leads to the appearance of diffuse
maxima in the temperature dependence of the permit-
tivity g(T).

This paper reports on the results of investigations
into the temperature dependences of the permittivity
&(T), the spontaneous polarization P¢(T), and the pyro-
electric coefficient y(T) for the TIInS, crystals doped
with 0.1 mol % Mn and Cr.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Single crystals of TIINS,MnCand TIINS,[Crwere
grown from amelt through oriented crystallization. No
anisotropy of the dielectric propertiesin the plane of the
layer was observed. The measurementswere performed
at crystal facets cut out perpendicular to the polar axis.
The crystal facets were ground, polished, and coated
with asilver paste. The permittivity € was measured on
E7-8, E7-12, R5058, and TeslaBM 560 alternating-cur-
rent bridges in the temperature range 150250 K at fre-
guencies varying from 1 kHz to 1 MHz. The rate of
change in the temperature was equal to 0.1 K/min. The
dielectric hysteresis loops were examined according to
a modified Sawyer—Tower scheme at a frequency of
50 Hz. The pyroelectric effect was measured using the
quasi-static method on aV7-30 universal voltmeter.

3. RESULTS AND DISCUSSION

The temperature dependences of the permittivity
g(T) for TlInS,, TIINnS,MMnCJand TIInS,[Crlkrystalsare
shown in Fig. 1. All the curves were measured during
cooling of the samples. As can be seen from Fig. 1, the
TIInS, crystals undergo a sequence of phase transitions
[20]. In the temperature range 216270 K, the depen-
dence g(T) obeys the Curie-Weiss law with the Curie
constant C* = 5.3 x 10% K. An anomaly manifests itself
at atemperature of 196 K only upon cooling, and all the
peaks are well pronounced without even insignificant
indications of smearing. For Mn- and Cr-doped TIInS,
crystals, the dependence &(T) is substantially smeared.
In the low-temperature range, the maximain the curves
g(T) for THNS,[CrCand THINS,MMnCcrystals are shifted
by 8 and 6 K, respectively.

Asisknown [6, 11, 17, 21], the smearing of phase
transitions and, consequently, the relaxor behavior can
be caused by composition fluctuations, defects, and
impurities. However, for TIINS, crystals, composition
fluctuations (within the homogeneity region) [16] do
not lead to a manifestation of the relaxor properties.
Earlier investigations into the dielectric properties of
TIINS, crystals doped with impurity cations [17] dem-
onstrated that only the dopant impurities substituting
for indiumionsin | attice sites bring about the smearing
of phase transitions and their shift toward the low-tem-
perature range. At the same time, the introduction of
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impurity cations that occupy octahedral holes due to
their physicochemical properties (ionic radius, coordi-
nation number) leads to a shift in the temperature of
phase transitions toward the high-temperature range
and does not affect the behavior of the dependence g(T);
i.e., inthis case, the phase transitions are not smeared.

An important feature of the ferroelectrics with
smeared phase transitions is that the temperature
behavior of the permittivity varies as eY?(T) rather than
according to the Curie-Weiss law. In the case when the
temperature decreases from the range of existence of
the high-temperature phase, the curve eV2(T) intersects
the abscissaaxisat T = 174 K for TIInS,MnCicrystals
andat T=168 K for TIInS,[CrlLrystals. It isworth not-
ing that these temperatures coincide with the low-tem-
perature maximain the temperature dependence of the
pyroelectric coefficient (Fig. 2).

Figure 2 depicts the temperature dependences of the
pyroelectric coefficient y(T) for pure TlInS,, Mn-doped
TIINS,, and Cr-doped TIINnS, crystals. The pyroelectric
measurements were performed by the quasi-static
method. The pyroelectric coefficient y was calculated
from the following relationship: y = J/AdT/dt, where
Jis the pyroelectric current intensity, A, is the surface
area of the electrodes, and dT/dt is the heating rate. For
these measurements, the samples were preliminarily
polarized in an external electric field. It is clearly seen
from Fig. 2 that, for the pure TIInS, crystal at atemper-
ature of 196 K, the pyroelectric coefficient y reaches a
maximum value of 1.6 x 10”7 C/(K cm?). For doped
TlInS, samples, the dependence y(T) exhibits two
anomalies. at T,,= 188 K and T; = 168 K for Cr-doped
TINS, crystalsand at T,, = 190 K and T; = 174 K for
Mn-doped TIInS, crystals (where T; is the Vogel—
Fulcher temperature).

Examination of the polarization properties of the
TIINS,ICr0 and TIINS,IMnC] crystals has revealed
dielectric hysteresis loops at temperatures below 168
and 174 K, respectively. The maximum spontaneous
polarization observed in these casesreaches P = 0.76 x
107 C/cm? for samples doped with chromium and Pg=

0.4 x 107" C/cm? for samples doped with manganese.
For undoped TIInS, crystals, we obtained the spontane-

ous polarization Pg= 1.8 x 10" C/cm?. In the tempera-

ture range 180210 K, the dielectric hysteresis loops
are narrow and prolate in shape, which is characteristic

of relaxor ferroelectrics. At temperatures below 150 K,

the hysteresis loops for the TIINS,[CrCand TIINS,[Mn0
crystals have a shape typical of conventional ferroelec-

trics.

The frequency dispersion was investigated at four
frequencies of the measuring field: f = 1, 10, and
100 kHz and 1 MHz. It turned out that an increasein the
frequency f does not affect the location of the maxima
observed at the temperature T,,,in the curve ¢(T) for the
TIInS, crystal, whereas the smeared maxima in the
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dependence ¢(T) for the TlIInS,[CrJand TlInS,MnL]
crystals are shifted significantly. The observed increase
in the temperature of the maximum T, in the depen-

dence €(T) with an increase in the frequency f of the
measuring field (Fig. 3) can be adequately described by

the Vogel—Ful cher relationship

r= foeXp['k(TmE—Tf)]’
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where f; is the frequency at which the probability of
surmounting the potential barrier E has a minimum
value, k isthe Boltzmann constant, and T; is the Vogel—
Fulcher temperature. The Vogel—Ful cher temperatureis
the temperature of “freezing” of electric dipoles or the
phase transition to the dipole-glass state [6, 9]. For the
crystals studied, the frequency f, is approximately
equal to 10'? Hz, which is somewhat higher than the
values obtained for oxide relaxor ferroelectrics. In the
Vogel-Fulcher relationship, the activation energy is
calculated to be E = 0.03 £ 0.01 eV for both crystals.

An analysis of the curves shown in Figs. 1-3 dem-
onstrates that the TIInS,[Crland TlInS,MnUcrystals
exhibit all the aforementioned features inherent in
relaxor ferroelectrics.

The considerable dielectric dispersion and the spe-
cific features observed in the ferroel ectric properties of
TIInS,ICr0and TIINnS,IMnl] crystals are undeniably
associated with the structural disordering, which, in
turn, brings about local distortions of crystal symmetry
and the generation of internal electricfieldsover awide
temperature range. In our opinion, the substitution of
chromium and manganeseionsfor indiumin InS, tetra-
hedra [17] leads to the relaxor behavior and suggests
that the soft mode responsible for the ferroelectric
phase transition is related to thermal vibrations of
indium atomsin InS, tetrahedra. It should be noted that,
in the TIInS, crystal lattice, indium occurs in the triva-
lent state with acoordination number of 4 (InS, tetrahe-
dron). In this state, the ionic radius of indium is equal
t0 0.76 A. Hence, indium ions can be substituted for by
chromium and manganese ionswhose radii are equal to
0.55 and 0.53 A, respectively, and whose coordination
number is 4 [22]. However, under these conditions, the
valence of both chromium and manganeseionsisequal
to 4. Inthis situation, according to Glinchuk et al. [11],
the electric dipoles that are associated with chromium
and manganese impurity ions and are randomly
arranged in the crystal lattice tend to order the system
through indirect dipole—dipole interactions with the
soft mode of the initial phase, whereas other sources of
random fields tend to disorder this system. In the case
when both these forces are in equilibrium, there can
appear dipoles aigned in the same direction.

It should also be noted that, although the phase tran-
sitionsin TIINnS, crystals have long since been studied,
no satisfactory explanations have been offered for their
mechanisms. In our opinion, this circumstance can be
explained by the fact that all these investigations of the
phase transitionsin TlInS, compounds were performed
without due regard for their semiconductor properties.
This is especially true for TIINS, crystals doped with
impurity cations. In our case, doping of TIInS, crystals
with chromium and manganese should lead to the for-
mation of attachment levels (traps) in the vicinity of the
conduction band bottom. Moreover, as was shown by
Mamin and Blinc [4, 5, 13], thermal filling of the traps
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gives rise to a branching sequence of phase transitions
and can be responsible for the formation of an unstable
intermediate state between the incommensurate and
commensurate phases.

4. CONCLUSIONS

Thus, doping of TIInS, crystals with chromium and
manganese leads to the formation of a stable nan-
odomain relaxor state in the temperature range under
investigation. The phase transition from the nan-
odomain relaxor state to the macrodomain ferroel ectric
state occurs at a temperature of 168 K for TIInS,[CrO]
singlecrystalsand at 174 K for TIInS,Mn[kingle crys-
tals. These temperatures correspond to jumps in the
temperature dependence of the pyroelectric coefficient
y(T), which al so coincide with the temperature of freez-
ing of nanopolar domains (the Vogel—Fulcher tempera:
ture).
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Abstract—Solid solutionswith a perovskite structure of the general formula A’ _, A; MnOs (including the pre-
viously unknown compounds with A' = Laor Pr and A" = Cd or Bi) are studied. It is found that the structure of
the orthorhombic phases formed from rhombohedral phases with adecrease in the temperature is characterized
by strong anisotropy of the Mn—O bond lengths. This anisotropy drastically decreases at lower temperatures.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Over many years, compoundswith astructure of the
oxygen-octahedral type (perovskites, pyrochlores,
potassium—tungsten bronzes, ilmenites, layered struc-
tures, Aurvillius phases, etc.) have been attracting con-
siderable research attention owing to the great variety
of their physical properties. In particular, these materi-
as exhibit properties of great practical importance,
such as ferroelectric properties, high-temperature
superconductivity, and colossal (or even giant) magne-
toresistance. Analysis of the data availablein thelitera-
ture on the characteristics of the compounds under con-
sideration shows that the structures of ferroel ectricsand
high-temperature superconductors have been studied in
sufficient detail, whereas information regarding materi-
as with a colossal magnetoresistive effect is very
scarce and, in part, contradictory. This can be explained
by the following factors.

First, the structural states of perovskite-type oxides
are very sensitive to the quality and amount of differ-
ent-type defects, including deviations from stoichiom-
etry and variations in nanometer sizes of crystallites.
This implies that variations in the structural order and
disorder on the microscopic, mesoscopic, and macro-
scopic levels (i.e., on scales of aunit cell, a crystallite
(crystal block), or a crystal, respectively) bring about
considerable changes in the physical properties of the
studied objects.

It isevident that the manifestation of acolossal mag-
netoresistive effect due to the specific features in the
charge, orbital, and magnetic (spin) ordering [1, 2] sub-
stantially depends on the parameters of structural order
and disorder in the materials under investigation.

A distinguishing feature of manganese-containing
perovskites of the general formula A;_,A;MnO; is
that, in these compounds, manganese can exist in the
form of Mn* (tggeg ) or Mn3* (tggegl) cations depend-
ing on the charge state of the A’ (A" = La’*, etc.) and A"

(A" = Ca?, etc.) cations. Under these conditions, there
can occur ferromagnetic or antiferromagnetic interac-
tions and magnetic ordering of different types that
depend on the arrangement of Mn—O bonds in the per-
ovskite structure. The physical model of colossal mag-
netoresistance within this approximation allows only
for double exchange. More recent interpretation of the
charge-transfer effect is based on the assumption that
manganese-containing perovskites involve polarons
whose energy correlates with lattice distortions. In this
case, the el ectron attice interaction is associated with
the fact that the e; monolayer is present in Mn3" and
absent in Mn**. The degeneracy of the e; monolayer is
removed by the reduction in the symmetry of aregular
oxygen octahedron through small distortions (Jahn—
Teller effect). In the perovskite structure, Mn** cations
do not contribute to | attice distortions. Therefore, Jahn—
Teller distortions provide coupling of charge carriersin
local regions, thus generating small polarons[3].

Second, perovskite structures have been repeatedly
discussed in the literature in terms of the problem of
small strains arising upon phase transitions and differ-
ing in origin from ferroelectric spontaneous strains.
Similar phase transformations were referred to earlier
by Isupov [4] as*” compressive” phase transitions. More
recently, these transformations were termed rotational
phase transitions, because, in original publications [5—
7], the strains observed in perovskite-type structures
were considered to arise from rotations of undistorted
oxygen octahedra dueto freezing of the M; and R,5 hor-
mal modes.

In this work, we experimentally revealed the spe-
cific features of the structural transformations in man-
ganese-containing perovskites over awide temperature
range, including ranges of high-temperature phase tran-
sitions. For this purpose, we studied the changes in
symmetry, unit cell parameters, interatomic bond
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lengths, and Debye-Waller factorsfor individual atoms
of the crystal lattice in the isotropic harmonic approxi-
mation.

Solid solutions in the waell-known system
La, -,CaMnO; (x =0, 0.125, 0.30, 0.50) and a number
of previousdy unknown compounds, hamely,
Lay7BigsMnO;, Lay;CdysMNO;, Prg;BigsMnO;, and
Pry,CdysMnO;, were chosen as the objects of our
investigation.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples of solid solutions were prepared according
to the standard procedure of solid-phase synthesisfrom
stoichiometric mixtures of LaO; (specia-purity
grade), Pr,0O5 (specia-purity grade), MnO, (special-
purity grade), CdO (specia-purity grade), CaO (anayt-
ical grade), and Bi,O4 (high-purity grade) upon sequen-
tial annealing in air at different temperatures in the
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Fig. 1. Temperature dependences of the parameters of the

reduced perovskite subcell for the orthorhombic, rhombo-
hedral, and cubic phases of the LaMnOz; compound:

(D) ay = ¢, (2) by, (3) ag, (4) &, (5) Bp, and (6) ar.

range from 600 to 1000°C for 1 h. The LaMnO; com-
pound was synthesized immediately in a temperature
chamber mounted on an x-ray diffractometer. This

Table 1. Structural parametersof A; _,A; MnO3 (A' = La, Pr; A" = Ca, Cd, Bi) solid solutions at room temperature (the accu-
racy in determining the structural parametersisidentical for all compositions)

La _,CaMnOy Al _JA (x=0.3)
Parameter x=0 x=0.125 x=0.3 x=0.5 Pr/Cd Pr/Bi La/Bi
Pnma Pnma Pnma Pnma Pnma Pnma R-3c
Ao, Ay, A 5.4793(3) 5.4811 5.4613 5.4504 5.4370 5.4717 5.5211
Bo, A 7.7634(4) 7.7595 7.7243 7.6905 7.7069 7.7181
Co, Ci, A 5.5229(3) 5.5179 5.4858 5.4415 5.4852 5.4954 13.4571
A/A" X 0.480(1) 0.480 0.481 0.480 0.480 0.455
z 0.506(1) 0.506 0.497 0.498 0.506 0.513
B(A/A"), A? 1.06(2) 0.90 0.69 0.32 1.07 0.99 1.80
B(Mn), A? 0.71(2) 0.19 0.10 0.17 0.71 0.09 0.30
0(),0 X 0.009(1) 0.009 0.008 0.018 0.009 0.095 0.440
z 0.438(1) 0.437 0.559 0.569 0.437 0.440
B(O(1), 0), A? 1.35(2) 1.36 0.21 0.46 1.36 0.11 0.04
0(2) X 0.228(1) 0.229 0.221 0.196 0.229 0.208
y 0.033(1) 0.043 0.033 0.031 0.033 0.063
z 0.771(2) 0.771 0.778 0.725 0.771 0.778
B(O(2)), A2 1.09(2) 1.10 2.36 0.15 1.09 0.50
Bo, A2 0.50(2) 158 0.71 291 150 342 1.98
Ry, % 9.55 6.34 9.25 8.83 711 11.61 10.16
3y = Cp, R, A 3.8899(3) 3.8888 3.8704 3.8509 3.8616 3.8775 3.8976
by, A 3.8817(3) 3.8777 3.8622 3.8453 3.8535 3.8591
By, O, deg 90.45(2) 90.39 90.26 90.09 90.51 90.25 89.91
Vo A3 58.73(2) 58.63 57.85 57.02 57.46 58.02 59.21

Note: In Tables 1 and 2, the unit cell parameters A, B, and Cq of the orthorhombic phase, the x coordinate of the O(1) oxygen atom,

and the parameters

= ¢, and b, of the corresponding perovskite subcells are determined in the space group of symmetry Pnma

and the unit cell parameters Ay and C of the rhombohedral phase, the x coordinate of the O oxygen atom, and the parameters ag
and o of the corresponding perovskite subcells are determined in the space group of symmetry R-3c.
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Table 2. Structural parameters of the Lay5CaysMnO5 solid solution at different temperatures (the accuracy in determining

the structural parametersisidentical for all temperatures)

T, °C
Parameter 600 650 800 1000
Pnma Pnma R-3c Pnma Pm-3m

Ao, Ay, A 5.4740(3) 5.4718 5.4923 5.4912
Bo, A 7.7431(4) 7.7731 7.7877
Co Cu, A 5.4883(3) 5.4876 13.3740 5.5126
Fraction, % 100 54 46 100 100
La/Ca X 0.498(1) 0.497 0.498

z 0.498(1) 0.497 0.498
B(La, Ca), A? 1.97(2) 0.62 176 133 2.00
B(Mn), A? 1.41(2) 0.27 1.00 0.47 0.50
0(1), 0 X 0.198(1) 0.018 0.490 0.038

z 0.512(1) 0.569 0.569
B(O(1), 0), A? 0.55(2) 0.56 0.76 1.06 3.00
0O(2) X 0.276(1) 0.199 0.202

y 0.002(1) 0.031 0.031

z 0.745(1) 0.725 0.725
B(O(2)), A2 0.36(2) 0.45 1.05
Bo, A? 1.01(2) 135 5.69 1.07 1.49
R, % 9.26 9.46 9.56 9.58
3y =Cp AR, A, A 3.8758(3) 3.8747 3.8760 3.8905 3.8971
By A 3.8716(3) 3.8866 3.8939
B Og, deg 90.15(2) 90.17 89.74 90.22
A A3 58.16(2) 58.35 58.23 58.94 59.19

Note: The parameter a.. of the perovskite subcellsis determined in the space group of symmetry Pm-3m (see also note to Table 1).

made it possible to observe the structure formation
under specified temperature-time conditions. Ceramic
samples were prepared by sintering at temperatures
ranging from 1100 to 1250°C for 1 h.

The temperature dependences of the electrical con-
ductivity were measured using samples with silver
electrodes on a digital instrument in the temperature
range 100-300 K.

X-ray diffraction analysis was performed in the
Bragg—Brentano geometry on a DRON-3M diffracto-
meter (CuK, radiation; Ni filter; 26 range 20° < 20 <
75°; scan step, 0.08°; exposuretime per frame, 1s). The
x-ray diffraction patterns were processed with the Pow-
der Cell 2.3 program [8]. The accuracy in determining
the structural parameterswas asfollows: £0.0004 A for
unit cell parameters, +0.02 A for interatomic bond
lengths, and +0.2 A2 for Debye-Waller factors.

PHYSICS OF THE SOLID STATE Vol. 46

3. RESULTS AND DISCUSSION

Table 1 presents structural parameters of synthe-
sized samples at room temperature, namely, unit cell
parameters of the orthorhombic (Ao, Bo, Cp) and rhom-
bohedral (A, C,) phases, parameters of the corre-
sponding perovskite subcells (a, = ¢,, by, By, ag, 0g) and
their volumes (V,), positional parameters of atoms (X, y,
2), isotropic Debye-Waller factors [B(A/A"), B(Mn),
B(O)] and generalized Debye-Waller factors (Bo) for
atoms in the structures, and discrepancy factors (R,).

We compared our results obtained at room tempera-
ture with the data avail able in the literature for the com-
positions studied in the La, _,CaMnO; system [9-14].
It turned out that the structural parameters of the com-
pounds synthesized are in good agreement with avail-
able data for stoichiometric (with respect to oxygen)
compositions. Therefore, our compositions can also be
considered to be stoichiometric. Note that direct deter-
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PHASE TRANSITIONS IN MANGANESE-CONTAINING PEROVSKITESR
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Fig. 2. Temperature dependences of the Mn—O bond lengths
in the Lag sCay sMNO3 compound: (1) Mn-O(1); (2) Mn—
0O(2) (1); (3) Mn—O(2) (2), orthorhombic (O) phase
(4) Mn=O, rhombohedral (R) phase; and (5) Mn-O, cubic
(C) phase.

mination of the manganese valence is a very compli-
cated problem [15].

The temperature dependences of the parameters of
the perovskite subcells for the orthorhombic (Pnma),
rhombohedral (R-3c), and cubic (Pm-3m) phases of the
LaMnO; compound are depicted in Fig. 1. According to
the results obtained by Rodriguez-Carvaja et al. [10],
this compound has a pseudocubic phase in the temper-
ature range from T, = 477°C to T, = 737°C. However,
our investigations revealed a direct transition from the
orthorhombic phase to the rhombohedral phase at T, =
525°C and atransition from the rhombohedral phaseto
the cubic phase at T, = 975°C. This difference in the
results obtained in [10] and in this work can be

1925
Mn-O, A
o0 iO+RIRi O
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202+
2.00f - &AAA,ZA
1.98+
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S l“rr3.
1.96
|
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T, °C

Fig. 3. Temperature dependences of the Mn—O bond lengths
in the Prg 7Cdg sMNnO3; compound: (1) Mn—O(1); (2) Mn—
O(2) (1); (3) MN—O(2) (2), orthorhombic (O) phase; and
(4) Mn-O, rhombohedral (R) phase.

explained by both the different structural qualities of
the samples studied and the different accuraciesin pro-
cessing the experimental data.

The results of the structure refinement for the
LaysCaysMnO; solid solution at several temperatures
inthevicinity of high-temperature phase transitions are
presented in Table 2. Note that these results were
obtained for eighteen temperatures in 50-degree inter-
vals (AT = 50°C).

It can be seen from Table 2 that the Lg,5Ca,sMnO,
compound is characterized by an unusual sequence of
phase transformations. As the temperature decreases,
the LaysCaysMnO; compound at temperature T, =
975°C undergoes a transition from the cubic phase to

LaMnO; 0 R C

Lay g75Cag 125Mn0O; Y% R

La ;Cag sMnO; Y R C

La, 5Cay sMnO4 (0] O+R 10) C

Pry,Cdy3MnO5 0 O+R R 0}

Pry ;Big sMnO; 0 R

Lay ;Bip 3MnO; R
oy
0 200 400 T6’OOOC 800 1000 1200

Fig. 4. Schematic diagram illustrating the regions of existence of the orthorhombic (O), rhombohedral (R), and cubic (C) phases of
compositions A _,AY MnO3 (A' = La, Pr; A" = Ca, Cd, Bi) in the temperature range from 20 to 1180°C.
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the orthorhombic phase, which, at T, = 775°C, partially
transforms into the rhombohedra phase. At tempera-
tures below T; = 625°C, the sample contains only the
orthorhombic phase. The temperature dependences of
the Mn—O bond lengths in the La,sCa,sMnO; com-
pound upon the above phase transformations are shown
in Fig. 2. A similar sequence of phase transformations
with a decrease in the temperature is observed for the
Pr,-Cdy sMNnO; compound (Fig. 3).

The distinguishing features of the orthorhombic
phase are asfollows: asthetemperatureincreasesin the
range below 300°C, the shortened Mn-O bond
becomes longer, whereas the lengthened Mn-O bond
becomes shorter; as a result, both bond lengths
approach a mean value. This indicates that the oxygen
octahedra have a nearly perfect shape. As the tempera-
ture increases in the range above 450°C, the Mn-O
bond, which is shortened at low temperatures, trans-
formsinto alengthened Mn—O bond and the lengthened
Mn-O bond transforms into a shortened Mn—O bond.
The mean Mn—-O bond length only dightly changes
over the entire temperature range and is close to the
Mn-O bond length in the rhombohedral and cubic
phases.

Therefore, it can be assumed that the anisotropy
revealed in the Mn—O bond lengthsin the orthorhombic
phase is associated with a specific strain order parame-
ter. Itisworth noting that this order parameter isrelated
to neither the Jahn-Teller effect nor the freezing of the
M and R,5 hormal modes.

The schematic diagram illustrating the regions of
existence of the orthorhombic, rhombohedral, and
cubic phases for the studied compositions of manga-
nese-containing perovskitesisgivenin Fig. 4.

It should be noted that the La,-Bi,sMnO; solid
solution is characterized by an interesting feature: in
this compound, the rhombohedral phase exists over the
entire temperature range under investigation. For asim-
ilar compound, namely, Pry-Bi; sMNO,, the rhombohe-
dral phase is observed only at temperatures above
925°C. Our results obtained for solid solutions in the
La _,CaMnO; (x=0, 0.125, 0.30, 0.50) system in the
high-temperature range complement the data reported
recently by Naish [16]. In particular, we revealed the
high-temperature  orthorhombic phase of the
L ay5CaysMnO; compound for thefirst time. This phase
directly transforms into the cubic phase at higher tem-
peratures and into the rhombohedral phase at lower
temperatures.

4. CONCLUSIONS

Thus, the above analysis of the structural dataonthe
phase states in the solid solutions studied in the present

PHYSICS OF THE SOLID STATE Vol. 46
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work demonstrated that these compounds are charac-
terized not only by the parameters of charge, orbital,
and spin ordering and disordering (at |ow temperatures)
but also by other order parameters (at high tempera-
tures).
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Abstract—A model different from the Rayleigh model for Coulomb instability of charged metallic clustersis
proposed. The two-component model of ametallic cluster in the quasi-classical approximation offers different
critical charges depending on the type of charged particles. For small-sized parallelepiped clusters, the quanti-

zation of the electronic spectrum is taken into account. The critical sizes of Agﬁ_ and AgNsh clusters are calcu-
lated in the framework of the proposed model. The results of calculations are in good agreement with experi-

mental data. The Coulomb explosion of positively charged clusters Na,':,+ at 3<n<5isexplained qualitatively.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Since the work by Sattler et al. [1], mass spectro-
metric investigations of the charging in cluster beams
have clearly demonstrated that the size effect is charac-
teristic of Coulomb instability of charged metallic clus-
ters with afinite number of atoms [2-4].

The problem of finding the stability criterion for a
charged spherical droplet was solved by Rayleigh. The
instability arises at an excess charge Q such that a
sphere stretches into a spheroid and then collapses.
Within this approach, the spherical shape corresponds
to an extremum of the sum of the electrostatic energy
Q?/2C and the surface energy TA, where C is the elec-
trical capacitance of the droplet, A = 4nR? isthe surface
areaof thedroplet, and T isthe surfacetension. The crit-
ical charge is determined from the condition X = 1,
where Xis the ratio of the electrostatic energy to the
doubled surface energy. In their recent work, Duft et al.
[5] for the first time experimentaly confirmed the
validity of this criterion (X = 1) for micrometer-sized
droplets of ethylene glycaol.

The Rayleigh expression for the excess charge has
the following form [6]:

Qg = +4/16mMRT. 1)

The particle type determining the charge sign isimma-
teria in this formula. For example, a metallic droplet

can contain an excess number of electrons ANy =

|Qrl/e or ions ANiR = |Qrl/Ze, where Z is the valence

and e isthe elementary positive charge. However, such
a problem should be considered within a two-compo-
nent cluster model in which electrons and ions are
treated on equal terms [7-9]. The solution of this
problem results in a different size dependence of the

excess number of particles AN; , O R (as compared to
ANg O R®?),

In the present work, we constructed a simple analyt-
ica theory of size-dependent Coulomb instability for
charged metallic clusters. For acluster having the shape
of a parallelepiped, the quantization of the electronic
spectrum was taken into account. The model makes it
possible to elucidate the physical origin of the instabil-
ity and to explain the critical sizes of silver, gold, and
sodium clusters without resorting to complex self-con-
sistent calculations of clusters with different symme-
tries (see[2, 4] and references therein).

2. THE QUASI-CLASSICAL APPROXIMATION

Let us assume that a neutral cluster contains No/Z =
N; = N atoms. The energy of a charged cluster that has
an excess number of electrons |AN,| <€ N, can be writ-
ten in the form

2

where |, is the chemical potential of electrons. The
cluster will retain the AN, excess electrons if its state
with the number of electrons N, + AN, — 1 is character-
ized by a higher total energy. The number of electrons
AN will bereferred to asthe critical number when the
reaction

En,+an, = En, T HANe +

(BNg)”

My,

(BN -1 _
—= MN‘ e

becomes reversible and the following condition is satis-
fied:

AE(ANZ) = By, pr 1= Ensane =1P* —= 0, (3)
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This means that the ionization potential IP* > 0 of this
cluster iscloseto zero. It should be noted that one more
excess electron can occur only in the cluster in a meta-
stable state, because the sticking energy of thiselectron
satisfies the inequality

EA* = E -E

Ng + ANE Ne+ANg +1

& (@)
= —Me— E(ZANe +1)<0.
In this case, the relationship

|P* —EA* =

QIALN

always holds true. At AN, > AN , the cluster is over-
charged. The electronsin the cluster are separated from
free states by abarrier and can be bound for atime. The
lifetime of each electron is governed by specific condi-
tions in a nonequilibrium system.

From relationships (2) and (3), we obtain the expres-
sion for the critical excess electron charge:

WeOC —Her + 1

AN = =S

©)

where W, = 14 isthework function of theflat surface,
Me = Meo + Hea/R, Hea/RiSthe first correction for the cur-
vature of the chemical potential of the degenerate elec-
tron liquid in the case of a sphere with the radius R =
NY3r,, and r,, is the mean interionic distance.

It isinteresting to note that the critical charge even
for particles containing more than a thousand atoms
does not exceed severa units. This is associated with
the fact that the excess electron charge is distributed
over the cluster surface. As a consegquence, a strong
Coulomb repulsion (self-interaction) arises between
individual parts of the charge. Thisis not the case when
negative ions are formed by individual atoms and mol-
ecules in which excess electrons are not collectivized.

Now, we consider apositively charged cluster that is
formed by metal atoms and contains N, = ZN; electrons
and N; + AN; ions. This situation is similar to that for a
droplet involving N; ions and AN, < O electrons (defi-
cit). In this case, |AN,| should be a multiple of Z.

The energy Ey, .,n, Of the charged cluster can be

expressed through the total energy of the neutral cluster
asfollows:

cezany’

As in relationship (2), the main contribution to the
dependence on R is made by the term +eZAN; describ-
ing the repulsion of the excess charge. In actua fact,
ions have alow mobility and the repulsion of the posi-

En +an, = En, + HAN; +
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tive charge is provided by the redistribution of the
mobile electronic subsystem.

The change in the energy due to the removal of one
ion can be represented in the form
AE(AN;) = Ey+an-1—En +an,

2.2 @)
-, _8Z _

The cluster with charge +eZAN, is stable under the con-
dition AE(AN;) > 0. The reaction

Z(ANF)+ Z(ANF —1)+

Z+
MN|+AN,* = MN|+AN,*—1+M1

becomes reversible when the number of ions reaches
the critical value AN;* . Then, we have

WiOC —Zl-lil + 1-’ (8)
(ze)” 2
where W,, = —1;5 istheion work function of theflat sur-

face. For a sphere of radius R= (N, + AN;)Y3r,, we use
the sum rule [8] and write

ANF =

20,

Hix = Y — Hews

(9)

where g, is the specific surface energy and n =

32/4an is the electron density. For the metals under
investigation, we have gy = 1.9 €V x a, [8].

For AN, > AN}, the cluster releases a surplus ion
and transforms into a state with a lower energy. This
approach is equivalent to considering a droplet as a
two-component electron—on system with the corre-
sponding chemical potentials.

Theionwork function can be expressed with the use
of the Born cycle through the ionization potentias
IP(C) of one atom, the cohesive energy €0, and the
electron work function W, as follows:

Wio = €cono + ZlP(Z)—ZWeo: (10)
C

where { is the degree of ionization of an atom ( < 2).
At €no = 15 eV, Wy =4.0eV, and IP(1) = 7.4 eV for
lead, we obtain W, = 4.9 eV. At R = 12a,, the critical
charge turns out to be equal to +2.7e. This agrees well
with the experimental data obtained in [1] and the
results of complex self-consistent calculations [2].
Within the above approach, it is assumed that the
charging of the cluster does not lead to a change in the
cluster shape. Expressions (5) for ANZ and (8) for
AN/ include and differentiate the emission (sticking)

of electrons or ions. This is associated with the neces-
sity of expending energy on introducing a particle of a
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particular type into the cluster and redistributing the
particle charge over the surface. Such a mechanism of
explosion of the charged atomic cluster can be treated
as an alternative to the Rayleigh mechanism. The esti-

mates show that the inequality ANg > AN, > ANZ

should be satisfied. This implies that the charging
should predominantly result in one-particle emission
rather than in Rayleigh instability. For small-sized clus-
ters, the quantization of the electronic spectrum plays
an important role.

3. QUANTIZATION OF THE ELECTRONIC
SPECTRUM

Only in rare cases is a real cluster shaped like a
sphere. In this respect, for convenience (see, for exam-
ple, [10]), the electronic spectrum will be determined
for a cluster in the form of a parallelepiped of volume
Q = abc. The potentia field inside the cluster L = a x
b x cin size can be represented as a rectangular poten-
tial well with depth U, < O:

—Up = Weo +&7. (12)
Here, e = %2(3m2n)?%2m is the Fermi energy of a
degenerate electron liquid and mis the electron mass.
The potential outsidethewell isequal to zero. Relation-
ship (11) describes the position of the conduction band
bottom for a semi-infinite metal. The size dependence
of the position of the well bottom isignored [11].

The alowed levels (kinetic energies of electrons)
form adiscrete spectrum: g, = ¢, + €y tEp,- Thewave
vector components are determined from the equations

k,L = nri—2arcsin(k,/k,), (12)

wheren=n,, n, and n,areintegersand ik, = ,/—2mU,.
In order to separate real levels from virtua levels, we
introduce the criterion

Kn/Ko < 1. (13)
For the parallel epiped cluster with sides a, b, and ¢ and
the potential profile with infinitely high walls, the spec-
trum is given by the expression

2 2 2 2
o _ #PHh ny nE

€ + ],
o
wherej isthe number of the state.

i 2m EBZ b2
The solutions of Egs. (12) can be reduced to the
solution for an infinitely deep well within the perturba-
tion theory [12]. For this purpose, we can write

ke, = ki + Ak, E=[Ak, /Ky

<1, (14

where kr‘.’fx = ™h,/a is the solution corresponding to
ko —> . By substituting relationships (14) into
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Fig. 1. Size dependences of the first ionization potentia (17)
calculated for Al clusters according to solutions (12) (solid
line), (15) (dashed line), and (16) (dot-dashed ling). Num-
bers at the top correspond to the numbers of atoms in the
cluster.

Egs. (12), we find that, to a first approximation, § =
—2/ak, for a cube and the spectrum can be represented
in the following form:

2_2
AT
- 2

2ma

The alternative expression directly follows from
Egs. (12) with criterion (13); that is,

[1+28+O(E*)](n; +n; +nl),

3 (15)

]

_#n ke f
= 2m 2 + ak!

The number N, of electronsin aneutral cubeis spec-
ified, on the one hand, and is determined by the sum
sz (e —¢g) over al thefilled states with due regard
for the double spin degeneracy, on the other hand. By
distributing el ectrons over the levels, we find the energy
of the highest occupied state eM° < 0 (reckoned from the
vacuum level). The ionization potential | P for the cubic
cluster can be determined from the formula

2
HO ,6 €

+ -261 (17)

with the use of the capacitance of an equivalent sphere.

€ (n; +n; +ny). (16)

IP = —¢

4. RESULTS AND DISCUSSION

Initially, we analyze the analytical approximation
derived in the preceding section as applied to aluminum
clusters(W,=4.25¢eV, r,=2.99a,). The calculated size
dependences of the ionization potential (17) for Aly
cubic clusters are plotted in Fig. 1. The dependences
were obtained using the spectra cal culated from formu-
las (12), (15), and (16). The results of the calculations
carried out in the range N = (10, 3000) demonstrate that
the spectrum quantization plays an important role even
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Fig. 2. Evolution in the size dependence of the first ioniza-
tion potential (17) for an Al parallelepiped cluster with a

change in the cluster shape from aplateto awire.

for very large clusters. The obtained magic numbersare
close to those observed in experiments [13].

Already for ahundred atoms, the calculations of the
spectrum from approximate formulas (15) and (16)
lead to quite reasonable results. However, their inaccu-
racy results in the level system differing from that
determined from Egs. (12). As an illustration, the dif-
ferences in the spectrafor N close to N = 58 are shown
intheinset to Fig. 1.

It should be noted that the cal cul ations of the spectra
from formulas (12) are characterized by specific fea-
tures. The resulting term is a combination of the solu-
tions of the one-dimensional problem, and it is neces-
sary to determine combinations such that they corre-
spond to the minimum energies of thisterm.

Now, we examine the dependence of the ionization
potential for the cluster on the cluster shape. It is
assumed that the cluster shape can change from a
strongly flattened parall el epiped to astrongly el ongated
parallelepiped, so that we have initially a monoatomic
plate of thickness L and then a monoatomic wire of
length L. The volume in the course of this evolution
remains constant, namely, Q = 4 nm®,

Theinterval L isdivided into 1000 portions, and the
spectrum is determined by solving Egs. (12) for each
geometry. In the ionization potentia (17), the capaci-
tance of an equivalent spheroid is used as the capaci-
tance of the parallel epiped. The size dependence of this
capacitance exhibits a minimum for a sphere. In the
limiting cases, the capacitances of the plate and the
wire are approximately two and seven times larger,
respectively.

The calculated dependences for aluminum clusters
are depicted in Fig. 2. The dotted lines indicate the bot-
tom U, and the electron work function W, of the flat
surface. Theinequality —€"° = W, < W, is satisfied over
the entire interval L. The minimum in the dependence
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€o(L) corresponds to a cubic shape of the cluster. More-
over, there are sizes L for which the quite unexpected
inequality IP < W, is satisfied.

Seemingly, the inequality IP < W is inconsistent
with the well-known empirical fact that the work func-
tion W, of alkali metals is approximately equal to half
the ionization potential IP of an atom [14]. In this
respect, it is commonly believed that the ionization
potential IP of an arbitrary atomic cluster (irrespective
of the shape of the cluster surface) varies in the range
W, < IP(N) < IP(1). However, the competition between
the size component in W(L) and the term €/2C in rela-
tionship (17) can lead to the opposite inequality.

In their recent work, Yannouleas et al. [4] analyzed
the spectrometric data and determined the minimum

numbers of atoms at which charged gold clusters Au,i_
(N>27)and Auﬁ (N > 58) and charged silver clusters

Agi,_ (N > 27) containing two or three excess el ectrons

remain stable. This problem is the inverse of the prob-
lem considered above. Indeed, in this case, the critica

number of electrons AN} is specified and it is neces-
sary to determine the corresponding value of R (or N).

In our subsequent calculations, we will use the fol-
lowing empirical data: W, = 4.23 (5.15), 4.23, and
2.75¢eV; ry, = 3.01a,, 3.02a,, and 3.99a,; and T = 1134,
780, and 191 erg/cn?? for Au, Ag, and Na, respectively
(here, for simplicity, we assume that the specific surface
energy and the surface tension are equal to each other;
however, these quantities can differ substantially [15]).

According to the Rayleigh formula (1), the critical
numbers of atomsin clusters are approximately four or

fivetimessmaller: N=9and 6 for AuNg_ and Ag,i_ clus-

ters, respectively. In our model, the solution of this
problem consists in seeking the root of the equation

IP*(AN%, N) = —"°(AN?, N)
& (18)
* —_
2Ceff(N)(zANe 1) = 0.

When interpreting experimental data on the charg-
ing of clusters, it isexpedient to use the effective capac-
itance C« = R+ d. Theintroduction of asmall quantity
0 is associated with the increase in the radius of the
electron charge cloud. The quantity & was first deter-
mined in calculations of the polarizability [16] and the
ionization potential [17]. By calculating the coordi-
nates of the image plane positions (within the stabilized
jellium model) for different crystallographic surfaces
[18], itispossibleto construct the averaged dependence
O(ro) = 1.617 + 0.199(r o/ZY3 — 2.07)[ay].

It should be noted that the introduction of the quan-
tity & into relationships (18) and (17) is not a rigorous
procedure. Formally, this corresponds to the inclusion
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only of the Hartree part &/R? of the next size correction
of the energy expansion in 1/R. However, the solution
of Eq. (18) is sensitive to this quantity and is not very
sensitive to the self-compression of clusters[8].

Expression (3) with the aforementioned modifica-
tion of the ionization potentia 1P (AN, < 0) describes
well successive photoionization events of large-sized
Al clusters over a wide range of N = (2000, 32 000)
[19]. The introduction of Cy4 = R + & only dightly
weakens the size dependence IP(N) in Fig. 1.

The size dependences IP*(AN;, N) calculated

from relationships (18) and (5) areshownin Fig. 3. The
intersection points of these dependences with the hori-
zontal axis indicate the sought values of N. It can be
seen from Fig. 3 that the quasi-classical dependence (5)
and the inclusion of the level quantization in expres-
sion (18) lead to better agreement with the experimen-
tal data as compared to the Rayleigh formula. Note that
the work function W, = 5.15 eV recommended by

Michaelson [20] was used for Auy clusters. The Au?

clusters are stable at N > 20. However, with the work
function W, = 4.3 eV, the solution of Eq. (18) corre-

sponds to the Auﬁ; and Auf{o clusters. The specific

features in the energy properties of gold clusters were
noted even by Garron [21].

Finally, we apply our computational procedure to
positively charged clusters Nay . Naher et al. [3] exper-

imentally determined the critical numbers N = 64, 123,
and 208 for clusters with n = 3, 4, and 5, respectively.

Inour model, wehave N=N, + AN andn=AN;". The
critical sizes are calculated from formulas (8)—(10) in
which we make the change W, — €H° and eliminate
Her- FOr Na, the parameters €., = 1.13 eV and IP(1) =
5.14 eV are used in the calculations.

The results of the calculations for Na clusters are
presented in Fig. 4. For small-sized clusters, the situa-
tion can be described by the Rayleigh formula accord-
ing to which |Qg| O NY2. The quasi-classical instability
leads to the relationship eZAN;* [0 NY3, The calcul ated

critical sizes of clusters are overestimated as compared
to the experimental critical sizes. Judging from the data
presented in Fig. 2, we can assume that charged cubic
clusters are predominantly distorted to parallelepipeds.
This leads to the change in the dimension of the elec-
tron gas. Inthis case, the changein the spectrum of their
highest occupied states €H° is less significant than that
in the term associated with the charging due to an
increasein the capacitance. Moreover, the elongation of
clusters is accompanied by a change in the cohesive
energy. This is confirmed by the experimental data on
the deformation of point contacts: a decrease in the
dimension resultsin a considerable increase in the con-
tact strength [22]. These factors can be responsible for
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Fig. 3. Size dependences of the ionization potential (18) for

Auz_ and Agﬁ_ clusters (solid lines). Dashed lines repre-

sent the quasi-classical dependences|P (5). Arrowsindicate
the experimental critical numbers N.

N1/3

Fig. 4. (1) Experimental and (2) calculated critical sizes of
positively charged clusters Nay. The solid line indicates the

quasi-classical dependence (8), and the dotted line is the
Rayleigh dependence.

the difference between the calculated and experimental
dependences AN (N).
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Abstract—The specific heat at constant pressure of polycrystalline LiCuVO, has been measured at temper-
atures of 80 to 310 K. The data obtained corroborate the earlier conclusion that this material is a superionic.

© 2004 MAIK * Nauka/Interperiodica” .

M easurements of the temperature behavior of ther-
mal conductivity k2 (in the range 5-300 K), electrical
conductivity o2 (at 300-500 K), and permittivity €2 (in
the interval 300-390 K) were reported in [1, 2] for
LiCuvQ, single (:rystalsl crystalizing in an orthor-
hombically distorted inverse spinel structure, in which
the nonmagnetic V°* ions occupy tetrahedral cavities,
while the nonmagnetic Li* and magnetic Cu?* (S= 1/2)
ions are ordered in octahedral cavities of the anion sub-
lattice[3]. The CuOg and LiOg octahedramake up mag-
netic and nonmagnetic chains, respectively, aligned
with the b and a directionsin LiCuvVO,.

The data from [1, 2] led to the conclusion that
LiCuvQ, isaquasi-one-dimensional superionic.

The temperature dependence of the thermal conduc-
tivity of LiCuvO, measured along nonmagnetic lith-
ium chains[1] revealed agrowth of k2 at T > 150K (in
place of the expected drop in the lattice thermal con-
ductivity), which we attributed, by analogy with the
data presented in [4], to the presence of superionic con-
duction in this compound.

A study of the thermal conductivity and heat capac-
ity of anumber of superionics, including the quasi-one-
dimensional superionic Li,B,O;, was reported in [4].

Li,B,O;a T > 250 K, aswell asLiCuvVO, at T >
150 K, revealed an additional contribution to thermal
conductivity, which was assigned in [4] to the existence
of alinear growth of the specific heat at constant pres-
sure, C,, in this compound.

We did not succeed in carrying out a similar com-
parison of the behavior of k3(T) and C,(T) for LiCuVO,
at high temperatures because of the absence of data on
C,(T) in this temperature range in the literature. The
heat capacity of LiCuVO, has been studied at low tem-
peraturesonly (T < 100 K) [5, 6].

1 The superscript a indicates that the measurements on LiCuVO,
were performed along the a crystallographic direction.

Therefore, the purpose of this work was (1) to mea-
sure C,(T) of LiCuvO, within a broader temperature
range (80—300 K) and (2) compare the data obtained on
C,(T) and k¥(T) of LiCuVO, with analogous data from
[4] for a related material, the quasi-one-dimensional
superionic Li,B,O;.

Cp, J/gK
T T T T T T
T T T TTT
2.0r (a) .
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09 —g)o's L / _ .
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T,K /
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100 200300400
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0.1r
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Temperature dependence of the specific heat Cy(T) of
LiCuvVOy. Insets compare (a) data on Cy(T) for (1)
LiCuVOy (this work) and (2) Li,B40 [4] and (b) data on

thermal conductivity: (1) k¥(T) of LiCuvO, [1] and (2) k(T)
of Li,B4O, [4].
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The specific heat C,(T) was measured in a setup
similar to the one used in [7] on a polycrystalline sam-
ple pressed into apellet 8 x 8 x 2 mmin size. The pow-
der sample was prepared by solid-state technology
from Li,CO; (99.9%), CuO (99.99%), and V,Og
(99.5%) powders taken in a stoichiometric ratio. The
reaction wasrun in air at atemperature of 530°C in an
Al,O; crucible. The reaction and subsequent annealing
were performed over ten days with seven intermediate
grindings and pressings. The diffraction pattern of the
final product did not reveal reflections due to any for-
eign phases. In terms of its composition, unit cell
parameters, and other properties, the material thus
obtained can be classed, according to the terminology
accepted in [1], among “high-temperature” LiCuvO,
crystals.?

The figure displays the experimental data obtained
for Cy(T) of LiCuvQ,, and insets (a) and (b) compare
the results on the specific heat and thermal conductivity
of LiCuvO, and Li,B,O, [4].

As seen from the figure, Cy(T) and k(T) of these
compoundsfollow the same pattern. One may therefore
conclude that the additiona contribution to thermal
conductivity from LiCuvVO, observed for T > 150 K,
just as in Li,B,0O; at T > 230 K, derives from the
increase in heat capacity in the temperature region
specified and that LiCuVO, isafairly good superionic.

2 According to the chemical analysis of alarge set of high-temper-
ature LiCuV Oy crystals performed in [1], their average composi-
tion is Lig goCuy g3VOy; i.€., they deviate from stoichiometry in
both lithium and copper. The main type of defects in them, how-
ever, are vacancies on the lithium sublattice.
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Abstract—The phase chemical composition of an Al,O,/Si interface formed upon molecular deposition of a
100-nm-thick Al,O5 layer on the Si(100) (c-Si) surface is investigated by depth-resolved ultrasoft x-ray emis-
sion spectroscopy. Analysisis performed using Al and Si L, 3 emission bands. It is found that the thickness of
theinterface separating the c-Si substrate and the Al, O3 layer is approximately equal to 60 nm and the interface
has a complex structure. The upper layer of the interface contains Al,O; molecules and Al atoms, whose coor-
dination is characteristic of metallic aluminum (most likely, these atoms form sufficiently large-sized Al clus-
ters). The shape of the Si bands indicates that the interface layer (no more than 10-nm thick) adjacent to the
substrate involves Si atoms in an unusua chemical state. This state is not typical of amorphous Si, ¢-Si, SIO,,
or SiO, (it is assumed that these Si atoms form small-sized Si clusters). It isrevealed that SiO, is contained in
the vicinity of the substrate. The properties of thicker coatings are similar to those of the 100-nm-thick Al,O5
layer and differ significantly from the properties of the interfaces of Al,O5 thin layers. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The present work is a continuation of our investiga-
tions into the properties of Al,O4/Si interfaces formed
upon molecular deposition of aluminum oxide on the
surface of slicon single crystals (c-Si) [1]. The
Al,O4/Si composite belongs to materials with a high
permittivity (high-k materials) and holds promise for
use in modern microelectronics and nanoelectronics.
The main objective of this work was to determine the
phase chemical composition and the thickness of the
interface. The investigation was performed by nonde-
structive depth-resolved ultrasoft x-ray emission spec-
troscopy [2]. Compared to our earlier work [1], in the
present work, we studied deeper interfaces (thicker
coatings) in a sample with a 100-nm-thick Al,O; layer.
Thicker layers have a similar interface structure.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Molecular deposition was carried out under the con-
ditions described in our previous work [1]. Vapors of
trimethylaluminum Al(CH5); and water served as pre-
cursors. The samples prepared by molecular deposition
were not annealed. The experimental conditionsfor the
measurement of x-ray emission spectra were identical
tothose used in [1].

3. RESULTS AND DISCUSSION

Investigations of thin coatings (up to several tens of
nanometers in thickness) revealed that the Al,O; sur-

facelayer contains silicon dioxide SiO,, whose concen-
tration increases as the silicon substrate surface is
approached. Moreover, the SIO, content is rather high
even at the sample surface. An Al,O;—SiO, layer of
variable composition rather than an Al,O4/Si interface
is formed on the ¢-Si substrate. The formation of such
astructure of thin films can be associated with the inter-
diffusion of oxygen deep into the sample and silicon to
the surface along grain boundaries [3]. Neither the for-
mation of a metallic auminum layer on the interface
nor aluminum diffusion deep into the substrate was
revealed. Thicker coatings have a more complex struc-
ture.

Let usinitially consider the x-ray emission bands of
the pure compounds, which can be used to analyze the
shape of experimenta spectra. These bands are shown
in Fig. 1. Examination of thick coatingsis complicated
by the necessity of alowing for the absorption of x-ray
radiation that passes through the Al,O; layer (self-
absorption effect). The shape of the Al bands should
remain identical to that for the pure compounds,
because these bands lie in the energy range below the
Al and Si L, ; absorption edges, i.e., in the range in
which the spectral dependence of the absorption coeffi-
cient, asarule, isweak and smooth. A different situa-
tion arises with the Si spectra. It can be seen from Fig.
1that the Si spectraliein the spectral range correspond-
ing to afine structure of the Al absorption spectraabove
the L, 5 absorption edge. Figure 1 depicts the absorp-
tion spectrum of Al,O5 according to the data taken from
[4]. The Si L, 3 spectraof the c-Si and SiO, compounds
after passing radiation through a 100-nm-thick Al,O;

1063-7834/04/4610-1935$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. L, 3x-ray emission bands used for analyzing the spectra of the studied sample: theAl L, 3 bandsfor metallic aluminum and
Al;,05 and the Si Ly 3 bands for ¢-Si and SiO, after passing radiation through a 100-nm-thick Al,O3 layer. The dot-dashed line
indicates the absorption spectrum of Al,O3 [4]. For comparison, the bands for the ¢-Si and SiO, pure compounds are shown in the

upper part.
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Fig. 2. Dependence of the shape of the x-ray emission spec-
tra on the energy Ey of primary electrons for the
Al,05(100 nm)/Si sample. The intensity of the Al bands is

normalized. Designations of the maxima are the same asin
Fig. 1.
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absorber are shown in the lower part of Fig. 1. Above
these spectra, similar spectra of the pure compounds
aregiven for comparison. It iseasy to seethat, athough
the fine structure of the absorption spectrum is poorly
resolved, distortions introduced by the self-absorption
effect lead to a radical change in the shape of the S
spectra. It is evident that the spectra of the
Al,05(100 nm)/Si samples cannot be correctly ana-
lyzed without accounting for these distortions.

A number of emission spectra of the sample under
investigation in the range of the Al and Si L, 3 x-ray
emission bands at different energies E, of primary elec-
trons are depicted in Fig. 2. An increase in the energy
E, results in a shift of the lower boundary of the emit-
ting layer (the region in which characteristic x-ray radi-
ation is excited) deep into the sample. It can be seen
from Fig. 2 that, at E, < 1.4 keV, the spectrum contains
only theAl L, ; emission band of the Al,O; compound
(with maxima E, D). At E, = 1.4 keV, in the Al x-ray
emission spectrum, there arises a maximum d, which
coincidesin energy position with the main maximum of
the L, 5 band for metallic aluminum. This maximum is
observed in all the spectra obtained at E; > 1.4 keV. An
increasein the energy E, to 2.5 keV leadsto the appear-
ance of aweak feature in the range of the Si L, 3 band.
A further increase in the energy E, results in a rapid
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Fig. 3. Decomposition of the experimental Al and Si x-ray emission spectra of the Al,03(100 nm)/Si sample into components: the
Al L, 3bandsfor Al,O3 and metallic aluminum and the Si L, 3bandsfor c-Si and SiO,. The Si L, 3 bands are distorted upon pass-
ing radiation through a 100-nm-thick Al,Os layer (see Fig. 1). Dashed lines indicate the spectra of metallic aluminum and c-Si.
Solid lines correspond to the spectra of Al,Oz and SiO,. Dotted lines represent the total spectra. Closed circles are the experimental

data.

increase in the intensity of this feature, which becomes
dominant in the emission spectrum. Moreover, the
shape of this band turns out to be similar to the shape of
the band that corresponds to the c-Si compound and is
modified by the absorption in the Al,O4 layer (maxima
a, b, ¢ in Fig. 1). Changes in the spectra intensity
clearly observed between maxima d and c¢' with an
increase in the energy E, correlate well with the fine
structure of the absorption spectrum (maximaa, 3, and
y in Fig. 1) and, hence, are associated with the self-
absorption effect.

In general, the interpretation of the evolution of the
spectral structure does not involve considerable prob-
lems. Similar changes can be expected under the
assumption that the synthesized coating has a complex
structure. The upper layer is formed by Al,O; oxide.
The deeper layer containsAl atomswhose coordination
is characteristic of metalic auminum. Finaly, the
layer located below contains Si atoms. Let us try to
refine this structure by examining more closely the evo-
lution of the spectrum shape.

TheAl and Si L, 5 bands measured at different ener-
gies E, were decomposed into components (Fig. 3). It
turned out that all the Al spectra obtained at E, >

1.0 keV are actually represented by a superposition of
the L, 5 bands of metallic aluminum and Al,O;. How-
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ever, our data are not sufficient to answer in which the
form the metal-like aluminum occurs in the coating.
This can be a continuous thin metal layer or clusters
that are distributed over the depth and whose size is
large enough for the electronic structure of the metal to
be formed (no less than several tens of atoms).

The spectra of silicon at E, > 2.5 keV can be repre-
sented as a superposition of the L, ; bands of the c-Si
and SiO, compounds with due regard for distortions
introduced by the self-absorption effect. Note that the
contribution from the band of SiO, isinsignificant and
decreases with an increase in the energy E,. This cir-
cumstance indicates that SiO, molecules are predomi-
nantly located in a thin layer in the vicinity of the
boundary of the c-Si substrate. It should be noted that
the quality of the decomposition of the experimental Si
spectrainto componentsis considerably lower than the
quality achieved for thin layers[1]. One of the reasons
for the deterioration in quality could be errors in the
determination of the spectrum shape and the magni-
tudes of the absorption coefficientsfor Al,O; oxide[4].
This can be judged from the following fact: at the max-
imum energy E, = 5.0 keV, when the contribution from
the L, 3 band of the c-Si substrate becomes dominant,
the spectrum shape does not agree well with the shape
of thisband after passing radiation through the 100-nm-
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Fig. 4. Si L, 3 x-ray emission bands excited by €lectrons
with energy Eg = 2.5 keV. The solid line indicates the c-Si
band (distorted as a result of the self-absorption effect).

thick Al,O5 layer. In particular, any attempts to repro-
duce the minimum observed in the experimental spec-
trum between the maximab' and ¢' (Figs. 2, 3) have not
met with success. In our analysis of the self-absorption
effect, we disregard the possible influence of the found
metal-like aluminum layer on the absorption. Thisaso
can introduce errors.

Ascan beseenfrom Fig. 2, theintensity in therange
of the Si L, 3 band beginstoincreaseat E, = 2.5keV. In
order to separate the characteristic radiation, the spec-
trum obtained at E, = 1.8 keV was used as the back-
ground spectrum. The result of this separation is pre-
sented in Fig. 4. This figure also depicts the L, ;3 band
of the c-Si compound that is distorted by the self-
absorption effect. It can be seen from Fig. 4 that the
shapes of the bands differ substantially: the separated
band is almost 2 €V narrower than the band of the c-Si
compound. The spectrum of the sample cannot be
decomposed into the components represented by the
bands of the ¢c-Si and SiO, compounds. Such a drastic
difference cannot be explained by the errors in the
determination of the spectral dependence of the absorp-
tion coefficient because the difference between the
spectrum shapes becomes considerably smaller (Fig. 3)
with an increase in the energy E, by only 0.5 keV (to
3.0keV).

We can assume that, in the vicinity of the boundary
with the substrate, the state of silicon atoms incorpo-
rated into the Al,O5 layer (possibly, containing metal-
like aluminum clusters) is not characteristic of SiO, or
c-Si. Apparently, the spectrum under consideration
does not coincide with the spectrum of amorphous sili-
con (a-Si), which appears to be broader than the L, 5
band of c-Si [5]. It is reasonable to assume that this Si
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Fig. 5. Dependences of the relative integrated intensities of
the L, 5 bands on the energy E for metallic aluminum and

silicon. Theintensities are normalized to theintensity of the
spectrum of Al,O5 oxide.

L, 3 band is associated with the nonstoichiometric
oxide SiO,. However, this last assumption is inconsis-
tent with the data obtained by Wiech et al. [5], accord-
ing to which, up to x = 0.83, the Si band has a pro-
nounced double-humped shape and the band shape in
general iswell approximated by a weighted superposi-
tion of the spectra of Si and SiO,. Therefore, our spec-
trum cannot belong to the family of Si spectrafor non-
stoichiometric oxides. Possibly, this spectrum corre-
sponds to small-sized clusters that consist of several S
atoms and in which the electronic structure characteris-
tic of bulk silicon is not formed. It is clear that further
investigations are needed to elucidate the nature of the
unusual Si L, 3 band.

Let us now analyze the dependence of the relative
intensities of the bands on the energy E,. The depen-
dences of the relative integrated intensities of the L, 5
bands for metalic auminum and silicon (without
decomposition into components) on the energy E, are
plotted in Fig. 5. The intensities are normalized to the
intensity of the Al L, 3 band for the Al,O; oxide. The
dependencefor silicon is observed beginning from Ej =
25 keV. The intensity of the Si spectrum rapidly
increases, even though it becomes equal to the intensity
of the Al spectrum only at E; = 3 keV. Theincrease in
the intensity is explained by the increase in the contri-
bution from the band of the c-Si substrate. The depen-
dence of the intensity of the Al band associated with
metal-like aluminum (observed beginning from E, =
1keV) rapidly flattens out with an increase in the
energy E, a E, = 2.5 keV. According to the results of
the analysis performed in our earlier work [1], such a
behavior of the dependence suggests that aluminum is
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located in a thin layer in the vicinity of the boundary
with the substrate.

Furthermore, it is possible to estimate the layer
thicknesses. It is assumed that the dependence of the
depth of the Al L, ; emission from Al,O; (like the Si
L, 5 emission from SiO, [6]) on the energy E, exhibits
alinear behavior. Since an Al,O; layer thickness of 100
nm is specified with a high accuracy by the number of
molecular deposition cycles, the depth scale can be
determined from the appearance of the substrate emis-
sion. Most likely, this occurs when the energy E; isin
therange 2.5 keV < E, < 3.0keV. If thisenergy istaken
to be equal to 2.75 keV, we find that the radiation of
metal-like duminum, which arises a E; = 1 keV,
escapes from adepth of ~40 nm. Sincethe silicon emis-
sion isobserved beginning from E, = 2.5 keV, the thick-
ness of the layer that is adjacent to the boundary with
the substrate and contains Al,Os, silicon atoms in the
unusual chemical state, and the stoichiometric oxide
SiO, does not exceed 10 nm. Notethat the silicon atoms
in the unusual chemical state arelocated in the vicinity
of the upper boundary of thislayer and the oxide mole-
cules are positioned more closely to the boundary with
the substrate.

4. CONCLUSIONS

Thus, unlike the Al,O4/Si thin coatings in which an
Al,03-SIO, layer of variable composition rather than
Al,O4/Si interface is formed on the substrate, thick
coatings involve a transition layer between the Al,O;
coating and the ¢c-Si substrate and this layer can be
treated as the Al,O4/Si interface. In the 100-nm-thick
coating synthesized in the present work, the thickness
of this interface is approximately equal to 60 nm. The
interface has a complex structure. The upper layer con-
tains the synthesized Al,O; oxide and also metal-like
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aluminum (the thickness of this layer can be less than
or equal to the interface thickness). The layers contain-
ing silicon atoms in an unusual state and the stoichio-
metric oxide SIO, are located more deeply (the thick-
ness of the last two layers does not exceed 10 nm).

It is evident that the formation of Al,O4/Si thick
coatings (whose thicknessis larger than several tens of
nanometers) is accompanied by complex processes of
diffusion and chemical reactions at the interface. As a
result, the structure of the interface turns out to be more
complex than that formed upon synthesis of thin
coatings.
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Abstract—The structure and electronic properties of antimony on the Mo(110) surface are investigated over a
widerange of coverages. In the submonolayer range, p(2 x 1), p(1 x 1), (1 x 3), and (1 x 2) adsorbate structures
matched to the substrate are formed at room temperature. For coverages larger than a monolayer, three-dimen-
sional antimony crystals whose orientation is determined by the substrate grow on the surface. Annealing of the
system at temperatures higher than 1000 K leads to the formation of structures that are not observed upon con-
densation. The results of analyzing the el ectron energy-loss spectrajointly with the work function of the surface
suggest the formation of surface molybdenum—antimony alloys. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The considerable interest expressed by researchers
in the adsorption of Group V' elements on semiconduc-
tors and metals is explained by several factors. First,
these elements passivate semiconductor surfaces. Upon
condensation on S, Ge, InP, etc. [1, 2], these elements
saturate dangling bonds of surface atoms and suppress
the occurrence of further chemical reactions. Second,
recently, it has been demonstrated that the layer-by-
layer epitaxial growth of metal films on metal surfaces
can be induced by surfactants, such as Sb, In, and O,
[3-6]. In particular, van der Vegt et al. [3] studied the
homoepitaxial growth of Ag on the Ag(111) surfacein
the presence of antimony and observed the layer-by-
layer growth of filmswith athickness of 20 monolayers
(ML). The subsequent evaporation of a new portion of
Sh again led to the layer-by-layer growth. Therefore, it
was assumed that the surfactant properties of antimony
are associated with its strong tendency to segregation.
However, at present, the mechanisms of dissolution and
segregation of Sb on the surface of different metals are
not clearly understood.

It is obvious that the surface activity of Sb adatoms
depends on their concentration and location on a sub-
strate. A prerequisite for elucidating this dependenceis
provided by the data on the atomic structure of the sur-
face. However, there are only a few works concerned
with investigating the structure of submonolayer Sb
films on clean meta surfaces [7-14]. In the present
work, we studied the geometry and electronic proper-
tiesof Sbfilmsonthe Mo(110) surface. The dataon the
film structure were obtained using low-energy electron
diffraction. The evolution in the electronic structure of
the surface was examined by el ectron energy-1oss spec-

T Deceased.

troscopy. The work function of the surface was evalu-
ated from a change in the contact potential difference.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The measurements were performed on two instru-
ments. The el ectron energy-loss spectrawere measured
in a USU-4 meta chamber with a four-grid quasi-
spherical retarding-field analyzer. The use of primary
electrons with low energies (~40 €V) made it possible
toincreasethe sensitivity of the method to the condition
of the surface and to resolve afine structure of the spec-
trum. The electron diffraction patterns could aso be
recorded in the same chamber. However, more bright
and clear-cut patternswere obtained in aglasstubewith
a two-grid retarding-field analyzer. The change in the
work function A in these instruments was determined
from the change in the voltage across an electron gun
cathode and the studied sample. In this case, the current
in a sample circuit was maintained constant and the
operating voltage corresponded to amost total reflec-
tion of the primary beam (determination of the contact
potential difference according to the Anderson tech-
nique). The work function was determined accurate to
within A¢ ~ 0.005 eV. The residua pressure in mea-
surements was maintained at 2 x 1071° Torr.

The molybdenum surface under investigation was
oriented accurate to within ~10' with respect to the
(110) plane. The sample was purified from carbon
according to the standard procedure; heat treatment at
1200 K in an oxygen atmosphere (107 Torr) with peri-
odic removal of oxides by flashing at 2200 K. A plati-
num tube filled with metallic antimony served as a Sb
source. Depending on the tube temperature, antimony

1063-7834/04/4610-1940$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Diffraction patterns of films formed upon Sb adsorption on the Mo(110) surface. (a—d) Patterns obtained upon condensation
aT=300K: (@ p(2x1)ad=025(0b)plxl)ad=05(c)c(lx3)ad=0.67and(d)p(lx2)ad=0.75. (eg) Patterns
recorded after annealing of the monolayer film at different temperatures: (€) p(3 x 1) at Ty, = 1220 K, (f) ¢(3 % 1) at Ty = 1410 K,
and (g) “c(3 x 1)" at Ty, = 1700 K. (h) Peattern of Sb crystals against the diffraction pattern of thefirst layer, patterns of (i) Sb(100)

and (j) Sb(111) faces, and (k) pattern of a powder structure.

evaporatesintheform of Sbh, clusters (T < 800K) or Sb,
dimers (T > 800 K) [15].

The amount of deposited antimony was evaluated
using the data obtained by all the used methods. The
coverage 9 in the submonolayer range was determined
with respect to the concentration of surface atoms on
the Mo(110) face. The relative coverage in amultilayer
film was estimated from the condensation time.

3. RESULTS AND DISCUSSION
3.1. Antimony Submonolayer Films on Mo(110)

3.1.1. Structure of Sb films on Mo(110) at T =
300 K. The diffraction patterns reflecting the structure
of the adsorbed Sb layer on the Mo(110) surface are
depicted in Fig. 1. The diffraction patternsin Figs. 1a—
1d were recorded during the condensation of Sb on the
substrate at room temperature. The patterns of the

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

annealed films are shown in Figs. 1e-1g, and the pat-
terns of three-dimensional crystals are displayed in
Figs. 1nh-1k. The designations of the patterns are dic-
tated by the choice of the centered rectangular unit cell
c(1 x 1) (Fig. 2a) as the unit cell of surface Mo atoms
(the corresponding vectors h and k of the reciprocal |at-
tice are given in Fig. 1a). The designations of the dif-
fraction patterns do not necessarily reflect the symme-
try and periodicity of the lattice in the real space cor-
rectly due to the presence of additiona reflections
associated with multiple electron scattering. In this
respect, unit cells that are proposed with due regard for
additional data and, in our opinion, correspond to real
structures are depicted in the diffraction patterns.

Thep(2 x 1) diffraction pattern (Fig. 1a), which ini-
tially appears on the screen of the electron diffractome-
ter in the course of condensation, is determined by the
formation of an ordered layer of adsorbed atoms. With
an increase in the Sb concentration, the intensity of the
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Fig. 2. Atomic arrangement in the (a) p(1 x 1), (b) (1 x 3),
() (1x2), and (d) ¢(3 x 1) structures.

(h + 1/2, k) reflections decreases and the p(2 x 1) dif-
fraction pattern transforms into the p(1 x 1) pattern
(Fig. 1b). As the density of adatoms increases, reflec-
tions of the c(1 x 3) pattern appear against the back-
ground of the p(1 x 1) pattern (Fig. 1c). Theintensity of
these reflections increases, whereas the intensity of the
reflections of the p(1 x 1) pattern gradually decreases.
The transformation into the next structure is attended
by agradual shift of the (h, k + 1/3) reflections a ong the
k direction with the formation of the p(1 x 2) pattern
(Fig. 1d). This correspondsto completion of the forma-
tion of thefirst layer. Further condensation leads to the
appearance of diffraction patterns attributed to three-
dimensional Sb crystals.

The first two low-energy electron diffraction pat-
terns are associated with the formation of rectangular
atomic lattices that are matched to the substrate and
have the coverages 9 = 0.25 and 0.5, respectively. In
both structures, al atoms occupy equivalent positions
on the substrate. Their arrangement in the p(1 x 1)
structure corresponding to the diffraction pattern in
Fig. 1b is shown schematically in Fig. 2a. Since ada
toms have small dipole moments, the dipole-dipole
interaction in the film cannot lead to the formation of
isotropic hexagonal unit cells of the adsorbate, asisthe
case with adsorption of cesium or barium on similar
substrates[16, 17]. Thefilm geometry isgoverned, to a
considerable extent, by the strong effect of the potential
surface relief, which is determined by the covalent
interaction between adatoms and substrate atoms and
also the lateral interaction inside the film. It should be
noted that the arrangement of Sb atoms with respect to
Mo atoms in Fig. 2a is arbitrary, because the low-
energy electron diffraction patterns allow us to deter-
mine only the ratio between the unit cell parameters of
the substrate and the adsorbed layer.
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After forming the p(1 x 1) structure, further conden-
sation cannot proceed on adsorption centers equivalent
to previous centers (the atomic radius of antimony is
larger than that of molybdenum). Qualitatively new
transformations are observed in the film. The incorpo-
ration of new atoms into the film leads to the displace-
ment of adsorbed atoms from their positions. As a
result, the density of the film increases, part of the
bonds originally saturated with substrate atoms become
free, and adatoms can be involved in adirect exchange
interaction. The competition between the lateral cova
lent interaction of adatoms in the adsorbed layer and
their directional interaction with substrate atomsresults
in adistortion of the unit cell of the film lattice and the
formation of the (1 x 3) structure (Fig. 2b) correspond-
ing to the c(1 x 3) pattern at 9 = 0.67. This structure
arisesin the form of islands of anew denser phase, and
the reflections of both structuresp(1 x 1) and (1 x 3) are
observed inthediffraction pattern. After completing the
transition, the entire surface appears to be covered with
the film having the (1 x 3) structure. Further densifica-
tion of the film occurs through the contraction along the
[110] direction up to the formation of the (1 x 2) struc-
tureat 9 =0.75 (Fig. 2c). The corresponding diffraction
pattern is shown in Fig. 1d. The primitive unit cell of
this lattice has the shape of a rhombus with sides equal
to the lattice constant of molybdenum (3.16 A).

At this stage, the filling of the monolayer with 9 =
0.75 is completed and further condensation proceedsin
the second and subsequent layers. The times of reach-
ing the maximum intensities of the p(2 x 1), p(1 x 1),
c(1 x 3), and p(1 x 2) patterns agree well with the cov-
erages of the corresponding structures (8 = 0.25, 0.5,
0.67, 0.75). This enables usto replace the condensation
time scale by the coverage scale.

3.1.2. Structureof Sbfilmson Mo(110) at T =77 K.
Temperature as a measure of the kinetic energy of ada-
toms has an effect on their mobility and does not affect
the interaction of adatoms with the substrate and each
other. For the Cs or Ba adsorbates, the condensation on
the substrate cooled to 77 K resultsin earlier crystalli-
zation of a film and the appearance of structures [16,
17] that cannot be formed at room temperature due to
an insufficient energy of bonding (as compared to the
kinetic energy) between adatoms or with adjacent sub-
strate atoms. The opposite situation is observed upon
condensation of antimony on a substrate cooled by lig-
uid nitrogen: the reflections of al the diffraction pat-
terns become diffuse and there arises a high back-
ground. Thisimplies that the degree of film ordering is
low. The p(1 x 1) pattern rather than the p(2 x 1) pattern
(asiin the case of deposition at room temperature) ini-
tially appears on the screen. Apparently, this can be
explained by the low mobility of adatomsat T = 77 K
and the lateral interaction alone is insufficient for dis-
placing and ordering adatoms to form the p(2 x 1)
structure. Therefore, at the first stage, there appears a
structure whaose formation is predominantly governed
by the influence of bonds between adatoms and the sub-
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Fig. 3. Evolution of the electron energy-loss spectrain the
course of antimony adsorption. 8 = (a) 0, (b) 0.2, (c) 0.6,
(d) 0.67, and (e) 0.75. () Spectrum of athree-layer film.

strate. With an increase in the coverage, this phase
undergoes a first-order phase transition to the phase
with the (1 x 3) structure. However, this process is not
completed. It seems likely that, at © > 0.5, the forma-
tion of the first layer is accompanied by growth of the
second adsorbate layer, whose atoms cannot be incor-
porated into the submonoatomic film due to a low
mobility. At coverages of the order of two monolayers,
the diffraction patterns exhibit only a background,
which indicates a completely disordered surface.
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Fig. 4. Dependence of the intensity of the antimony peak at
7.8 eV on the coverage.

3.1.3. Electron energy-loss spectra. As is known,
electron energy-loss spectroscopy provides a way of
investigating both one-particle and collective processes
in a surface layer. Figure 3 shows the electron energy-
loss spectra measured at different adsorbate coverages.
Spectrum a corresponds to a clean Mo(110) face. The
specific features of this spectrum were discussed in
detail in our earlier work [16] and, hence, are not con-
sidered in the present work.

The antimony condensation is attended by a rapid
decrease in the intensity of the peaks at 1.5, 5.5, and
8.8 eV (Fig. 3, curves a, b). These peaks are associated
with the one-particle transitions to the surface states of
molybdenum (1.5, 5.5 eV) and the excitation of surface
plasmons in the s electron subsystem of the metal
(8.8 eV). At the coverage 9 = 0.5, there arises a new
peak at 7.8 eV (Fig. 3, curve c), whose intensity ini-
tially increases with an increase in the coverage. The
dependence of theintensity of thispeak on the coverage
is depicted in Fig. 4. The fact that the intensity of the
peak increases up to the formation of amonolayer of Sb
adatoms and then remains virtually constant suggests a
surface character of the corresponding loss. A similar
peak was observed for Sb films on (100) surfaces of
GaAs, GaSh, and InSb by Ludeke [18], who explained
this peak asresulting from the transition from filled sur-
face states to empty states of dangling bonds. Ma and
Slavin [8] observed a peak at 7.4 eV in the electron
energy-loss spectra of polycrystalline antimony and
assigned it to the Sb(O,) ionization line. On the basis of
our data, we can interpret the origin of this peak in the
following way. The appearance of the peak at 7.8 eV in
the spectrum coincides with the beginning of the tran-
sition from the p(1 x 1) phase to the (1 x 3) phase. The
transition leads to the formation of a new denser struc-
ture in which covalent bonds are formed between ada-
toms. A system of single atoms that interact through
long-range lateral forces transforms into a system in
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Fig. 5. Dependences of the work function on the coverage
in the course of Sb condensation on Mo(110) at T = (a) 300
and (b) 77 K.

which film electrons are collectivized. The appearance
of the new peak can be attributed to the excitation of
collective processes (surface plasmons) in the adsorbed
layer. The excitation energy of plasmonsin the Sb film
can be qualitatively estimated within the free-electron
approximation. Under the assumption that all valence
electrons are excited in the Sb film, the excitation ener-
gies of bulk and surface plasmons are estimated at 13.7
and 9.7 eV, respectively. These energies are close to
those obtained in experiments.

3.1.4. Work function. Figure 5 depicts the depen-
dences of the work function ¢(9) on the Sb coverage
at substrate temperatures of 300 (curve a) and 77 K
(curve b). The specific features of the dependences cor-
relate well with the structural transformations in the
film. Although the electronegativity of antimony (1.9)
islarger than that of molybdenum (1.8), the work func-
tion ¢ decreases at the initial stage of condensation
(Fig. 5, curve a). This decrease is caused by the redis-
tribution of the electron density of the adatom-—sub-
strate system due to an increase in the roughness of the
surface layer (the Smoluchowski effect). A decreasein
the work function is accompanied by the formation of
the p(2 x 1) structure, whose diffraction pattern has a
maximum intensity when the work function ¢ is mini-
mum. Further densification of the film leads to the for-
mation of the p(1 x 1) structure. As the surface area of
this structure increases, the work function increases as
a result of a larger electronegativity of antimony and
reaches a maximum at the end of this process.

The next structure isformed in the course of aphase
transition, which is attended by alinear decrease in the
work function. Making allowance for our assumption
regarding the electron collectivization in the (1 x 3)
structure, the change in the work function can be
explained by the transformation of the system of single
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isolated Sh atomsinto asurface layer with its own band
structure. Islands of a new phase acquire the properties
of antimony, whose work function is smaller than that
of Mo(110). Anincrease in their surface arearesultsin
adecrease in the total work function.

The next linear portion in the dependence ¢(9) cor-
responds to contraction of the film up to the formation
of aclosely packed monolayer with the p(1 x 2) struc-
ture.

At both temperatures T = 300 and 77 K, the growth
of the second and subsequent layers (9 > 0.75) leadsto
a considerable decrease in the work function, which
gradually reaches avalue of ~4.5 eV.

At liquid-nitrogen temperature, the work function ¢
initially decreases to alesser extent and its dependence
does not exhibit a minimum (Fig. 5, curve b). Thisis
associated with two factors. First, most likely, not all Sb
dimers at 77 K dissociate, thus decreasing the surface
roughness. Second, no homogeneous p(1 x 1) structure
isformed over the entire surface due to a poor ordering
of thefilm.

3.1.5. Annealing of monolayer and submonolayer
films. The annealing of the monolayer Sb film on the
Mo(110) surface up to temperatures of 300-610 K does
not lead to structural transformations of the surface and
results only in an increase in the degree of ordering. In
the diffraction patterns, the background intensity
decreases and the reflections become more pro-
nounced. At higher temperatures of 800-1070 K,
annealing is attended by the process responsible for the
decrease in the antimony concentration due to a partial
desorption of the adsorbate from the surface. The (1 x 2)
structure gradually transformsinto the (1 x 3) structure
(Tan = 800980 K), which, in turn, undergoes a phase
trangition to the p(1 x 1) structure (T,,, = 1020-1070 K).
However, the last structure in this situation is not real-
ized in a pure form.

At higher temperatures, there appear patterns that
are not observed in the course of Sb condensation at
room temperature. The p(3 x 1) pattern (Fig. 1e) arises
at 1220 K after several complex intermediate patterns.
A further increase in the annealing temperature leads to
a complex displacement of reflections in the [100]
direction and the c(3 x 1) pattern (Fig. 1f) is observed
onthescreenat T,,, = 1410 K.

Upon annealings at temperaturesin the range 1470—
1700 K, the (h—1/3, 1) and (h + 1/3, 1) reflections are
shifted along the h direction (Fig. 1g) and form a pattern
that will be conventionally referred to as the “c(3 x 1)”
pattern. This process proceeds against the background
of a decrease in the intensity of additional reflections,
and the pattern of the clean Mo(110) face remains on
the screen at T, = 1820 K.

Identification of the patterns is complicated by the
impossibility of accurately determining the concentra-
tion of Sb atoms on the surface. First, the structures
characterized by the ¢(3 x 1) and “c(3 x 1)” patterns
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involve islands. After condensing an additional portion
of antimony on these structures, there appear reflec-
tions of the p(2 x 1) pattern, which can be observed
only upon condensation on the clean Mo surface. Sec-
ond, inthis case, the use of Auger el ectron spectroscopy
does not permit us to estimate the adsorbate concentra-
tion, because the change in the intensity of an Auger
signal can be associated with the change in the amount
of the adsorbate on the surface and with the incorpora-
tion of Sb atoms into the substrate. This phenomenon
has been observed in the Cu(111)-Sb [11] and
Ag(111)-Sb [9] systems even at room temperature and
in the Au(111)—-Sb system [8] after mild annealing.

The new high-temperature structures turn out to be
stable to condensation of additional portions of the
adsorbate at room temperature. However, annealing of
the system with an additional portion of the adsorbate
makes it possible to transform a higher temperature
phase into alower temperature phase. In particular, the
“c(3 x 1)” structure after additional condensation of
~0.2 ML and annealing to 1410 K transforms into the
c(3 x 1) structure. Similarly, the c(3 x 1) structure after
condensation of ~0.3 ML and annealing to 1220 K
transforms into the p(3 x 1) structure. One more con-
densation and annealing lead to the formation of the
p(1 x 1) structure. Thereafter, the evolution of the film
geometry in the course of condensation becomes iden-
tical to that observed at room temperature. Therefore,
the sequence of the diffraction patterns observed upon
annealing reflects the formation of structures on the
surface in which the total coverage decreases with an
increase in the annealing temperature.

Similar to annealing of amonolayer film, annealing
of submonolayer films at temperatures of 300610 K
leads only to an increasein the degree of ordering in the
film. At higher annealing temperatures, the result
depends on theinitial coverage 9,

At 9, O [0.5, 0.75], the transformation of the dif-
fraction patterns with an increase in the annealing tem-
peratureisidentical to that upon annealing of the mono-
layer film. However, the p(3 x 1) pattern appears at tem-
peratures lower than that for the monolayer film
(<1220 K).

For initial coverages of 0.33-0.5, only the ¢(3 x 1)
and “c(3 x 1)" high-temperature structures are formed
upon annealing. At coverages §;, < 0.33, the ¢(3 x 1)
pattern cannot be obtained and the “c(3 x 1)” pattern
arisesonly at atemperature of 1550 K.

Therefore, we can draw the following inferences.

(1) Thestructurewiththe p(3 x 1) diffraction pattern
is formed upon annealing of the film whose coverage
liesin the range 0.5-0.67.

(2) Inthe structure with the ¢(3 x 1) pattern, thetotal
coverage falsin the range 0.33-0.5.

(3) In higher temperature structures[“c(3 x 1)"], the
total coverageislessthan 0.33.
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Fig. 6. Dependence of the amplitude of the Sb Auger signal
(454 eV) on the annealing temperature.

The above inferences allow us to construct the unit
cells of the reciprocal lattices for the high-temperature
phases. Thiscell for the p(3 x 1) structureisdepictedin
Fig. 1le and correspondsto the coveraged = 0.5. All the
other variants lead to coverages that are either smaller
than 0.5 or larger than 0.67. The unit cell of the recip-
rocal latticefor the c(3 x 1) structure can be represented
by the cell showninFig. 1f. Thiscell correspondsto the
coverage 3 = 0.33. However, for this choice of the unit
cell, there arise problems with the identification of the
“c(38 x 1)" structure. The formation of this structure is
accompanied by a shift of additiona reflections
(Fig. 19), so that the area of the unit cell of the recipro-
cal lattice and, hence, the density of adatoms increase
despite an increase in the temperature and a partial des-
orption of the adsorbate.

This contradiction can be resolved taking into
account that Sb atoms incorporated into the substrate
can segregate on the surface. The variation in the ampli-
tude of the Sb M,N,sN,5s Auger signal (454 eV) upon
annealing of the Sb monolayer film is shown in Fig. 6.
The annealing at temperatures in the range 1270-
1470 K corresponding to the formation of the ¢(3 x 1)
structure results in an increase in the amplitude of the
Auger signal. This can be associated with anincreasein
the number of adatoms on the surface.

The dependences of the work function ¢(T,,,) upon
annealing of the films with different initial coverages
areplotted in Fig. 7. Irrespective of theinitial coverage,
annealing to T,,, ~ 520 K does not lead to noticeable
changes in the work function ¢ (or the film structure).
At higher annealing temperatures, the behavior of the
system depends on the initial coverage.

Thework function of the monolayer filmat 8 =0.75
(Fig. 7, curve a) with an increase in the temperature in
the range 800-1020 K varies according to apartial des-
orption of the adsorbate and a transformation into
looser structures: (1% 2) —»= (1% 3) —= p(1x1). The
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Fig. 7. Dependences of the work function on the annealing
temperature for the Mo(110)/Sb system at the initial cover-
ages 9, = (a) 0.75, (b) 0.6, and (c) 0.25.

formation of the high-temperature phases above
1070 K is accompanied by a drastic decrease in the
work function ¢. The dependence ¢(T,,,) exhibits a
shoulder at T, ~ 1200-1250 K, i.e., upon formation of
the p(3 x 1) structure, and a minimum (4.5-4.6 eV) at
T~ 1410K, i.e., upon formation of the c(3 x 1) struc-
ture. Asthe annealing temperature increases from 1410
to 1820 K, the work function ¢ progressively increases
to the work function of the clean Mo(110) face.

Upon annealing of the submonolayer film with 9, =
0.6 (Fig. 7, curve b), the dependence ¢(T,,,) is qualita-
tively similar to the preceding dependence. However,
the work function starts to decrease at lower tempera-
tures, which correspond to the beginning of the forma-
tion of the p(3 x 1) structure. The dependence obtained
upon annealing of the film with 8;, = 0.25 is repre-
sented by curve cin Fig. 7. In this case, an increase in
the annealing temperature results in the formation of
the “¢(3 x 1)" island structure on the surface and the
dependence ¢(T,,) lies above the previous depen-
dences owing to the influence of an open surface with a
larger work function.

Changes in the electron energy-loss spectra (Fig. 8)
in the course of sequential annealing of the monolayer
film to 1070 K are caused by the partial desorption of
the adsorbate. In particular, a decrease in the density of
adatoms |leads to a decrease in the intensity of the peak
at 7.8 eV. Plasmons are completely damped when the
(1 x 3) structure transforms into a “p(1 x 1)” pseudo-
structure. Then, at the temperature T = 1410 K corre-
sponding to the formation of the c(3 x 1) structure, a
new peak at 3.3 eV appears in the spectrum (Fig. 8,
curve b). With an increase in the temperature, this peak
is retained until the surface has the ¢(3 x 1) structure
and disappears upon transformation into the “¢(3 x 1)”
structure (Fig. 8, curve ¢).

The main results obtained upon annealing of the
Mo(110)-Sb system can be summarized as follows.
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Fig. 8. Electron energy-loss spectra of the Mo(110)/Sb sys-
tem after annealing to (a) 1350, (b) 1410, and (c) 1470 K.

First, annealing leads to the formation of structures that
are not observed at room temperature. Second, these
structures are stable to condensation of new portions of
the adsorbate. Third, the formation of these structure
results in a decrease in the work function. Fourth, the
electron energy-loss spectrum containsapeak at 3.3 eV,
which is observed only when the surface has the
c(3 x 1) structure.

We can assume that a new chemical compound or
aloy isformed on the surface. It is known that anneal-
ing of /3 ML of SbhonanAg(111) faceleadsto surface

reconstruction with the formation of a (Jé x

J3)R30°=Sb structure [19]. A similar reconstruction
occurson aCu(111) surface but at a higher temperature
(725 K). In both structures, Sb atoms are incorporated
into the substrate, substitute for adsorbent atoms, and
form surface aloys.

With due regard for our data on the work function
and the evolution in the electron energy-loss spectra
upon annealing of the Mo(110)/Sb system, it is
assumed that similar alloys are also formed on the Mo
surface. The surface reconstruction and the incorpora-
tion of Sb atoms into the substrate permit usto explain
the sharp decrease in the work function upon formation
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of the p(3 x 1) and ¢(3 x 1) structures and also the
appearance of the new peak in the electron energy-loss
spectrum. The difference between our system and the
aforementioned systems lies in a considerably higher
temperature of alloy formation. This can be associated
with thelarger surfacetension o of the Mo(110) surface
(Oaga1yy = 1.250 kJmol, O¢ya1py = 1.825 kdmal,
Owmo110) = 3-000 kI¥mol [20]).

3.2. Multilayer Films and Crystals

The condensation of Sh atoms in the second and
subsequent layers results in the formation of different
Sb crystals. In nature, a antimony has a rhombohedral
structure with alattice constant of 4.475 A and an angle
of 56°54' [21]. This structure can aso be described tX
an NaCl-type lattice with a lattice constant of 6.32
and an angle of 87°42', in which atoms located at mid-
points of edges are displaced along the cube diagonal.
In this respect, hereafter, the designations correspond-
ing to an NaCl-type lattice will be used for conve-
nience.

The condensation of the adsorbate on the monolayer
film leads to the appearance of new reflections (associ-
ated with the Sb crystal s) against the background of the
p(1 x 2) diffraction pattern (Fig. 1h). The crystal film
consists of mirror domains, which make an angle of
~9°30" with each other. Since the diffraction patterns
contain reflections of the monolayer and the crystals
and reflections corresponding to double scattering are
not observed, the crystal growth proceeds through the
Stranski—Krastanov mechanism (crystals on a mono-
layer film). Only the reflections of the crystals are
retained at atotal coverage of ~4 ML. As can be seen
from Fig. 1h, the lattice of the crystals is virtualy
matched to that of the substrate along the Mo[100]
direction. This enables us to determine the lattice
parameters with a high accuracy. The Sb crystals grow
so that their (100) face [in the (110) rhombohedral lat-
tice] isparald to the substrate surface. The crystalsare
somewhat distorted: the lattice constants of the (100)
face are equal to 4.24 and 4.63 A rather than to 4.26 and
4.47 A for natural antimony, and the angle between the
vectors is approximately equal to 90° instead of 87°.
The lattice constant of the crystals along the Mo[100]
direction is approximately equal to 6.28 A. This value
is very close to twice the lattice constant of the sub-
strate along the same direction (6.315 A).

Crystalswith adifferent orientation can be grown by
annealing (T,,, ~ 600 K) of a film deposited on the
p(3x1) or ¢(3 x 1) structure when more than one
monolayer of the adsorbate is additionally condensed
on the substrate. The (100) face of these crystalsis also
parallel to the substrate surface. However, unlike the
above case, the reflections of domains are symmetric
with respect to the Mo[110] direction (the diffraction
pattern of these crystalsis shown in Fig. 1i). If the film
deposited on the p(3 x 1) and ¢(3 x 1) structuresis not
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annealed, the film undergoes spontaneous crystalliza-
tionat 9 ~ 7. In this case, the Sb(111) face is observed
on the surface (Fig. 1j).

Aswas shown above, the condensation of more than
one monolayer of Sbat T = 77 K results in the forma-
tion of the disordered surface layer. The annealing of
thislayer to 370 K leadsto structuring of thefilm. Asa
result, in the diffraction pattern, there arises aring and
reflections of the (111) faces of Sb crystalsare observed
against the background of thisring (Fig. 1k). A poorly
ordered lower adsorbate layer cannot orient these crys-
tals along particular azimuthal directions, and a large
number of randomly oriented crystals (powder struc-
ture) are formed on the surface. Moreover, the diffrac-
tion pattern contains the reflections of the Sh(100) face.

4. CONCLUSIONS

Thus, the antimony films adsorbed on a Mo(110)
surface at different temperatures were investigated over
awiderange of coverages. It was demonstrated that the
condensation at room temperature leads to the forma-
tion of structures matched to the substrate. The geome-
try of these structures is determined by covalent bonds
formed between adatoms and the substrate or inside the
film.

The annedling of the system at the initia stage
results in a decrease in the adsorbate concentration on
the surface and the formation of structures in the order
opposite to that observed upon condensation. However,
upon annealing at a specific temperature dependent on
the initial coverage, new structures that are not
observed during deposition are formed on the surface.
It was assumed that these structures are associated with
the formation of a surface molybdenum—antimony
alloy. This hypothesis is confirmed by the drastic
changesin the work function of the system upon transi-
tion and the appearance of anew peak (at 3.3eV) inthe
electron energy-loss spectrum. This peak is observed
only until the surface has the ¢(3 x 1) structure.

At coverageslarger than one monolayer, rhombohe-
dral a-antimony crystals somewhat distorted by the
substrate grow on the surface. The orientation of the
crystals depends on the initial conditions of adsorbate
condensation (the structure of the first layer) and the
heat treatment temperature (the annealing temperature
of the system).
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Abstract—The changes in the chemical composition, atomic structure, and electronic properties of the p-
GaN(0001) surface upon chemical treatment in an HCl—isopropanol solution and vacuum annealing are inves-
tigated by x-ray photoel ectron spectroscopy, high-resol ution electron energy-loss spectroscopy, and low-energy
electron diffraction. It is demonstrated that a considerable part of the surface gallium oxide is removed upon
chemical treatment of the GaN surface. Subsequent annealing of the surface under vacuum at temperatures of
400-450°C leadsto adecreasein theresidual carbon and oxygen contamination to 3-5% of the monolayer. The
preparation of a clean p-GaN(0001) surface with a (1 x 1) structure identical to that of the bulk unit cellsis
confirmed by the low-energy electron diffraction data. The cesium adsorption on the clean p-GaN surface
resultsin adecrease in the work function by ~2.5 eV and the appearance of an effective negative electron affin-
ity on the surface. The quantum efficiency of the GaN photocathode at awavelength of 250 nmisequal to 26%.

© 2004 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Over thelast decade, the particular attention focused
on the problem associated with the cleaning of surfaces
of I11-N semiconductor compounds has been dictated
by the necessity of producing high-quality ohmic con-
tacts, Schottky barriers, and surfaces with an effective
negative electron affinity [1-6]. The possibility of man-
ufacturing GaN and Al,Ga, _,N compounds with an
effective negative electron affinity on the surface per-
mits one to use these materialsin photoreceivers and as
emittersin electronic deviceswith cold cathodes[7, §].
It iswell known [8-10] that, for semiconductor photo-
cathodes serving as electron sources, an atomicaly
clean initia surface prior to deposition of cesium and
oxygen atoms is a necessary condition for achieving a
high quantum efficiency. Apart from the cleanness of
the surface, it is significant that the initial surface of a
semiconductor should have a specific atomic structure.
In this respect, investigations into physicochemical
processes for producing an atomically clean and struc-
turally ordered GaN surface are of considerable scien-
tific and practical interest.

The simplest way to clean a semiconductor surface
is to perform heat treatment under vacuum. As is
known, the removal of gallium oxide from an initia
GaN surface without preliminary treatment requires
annealing at temperatures above 600°C [11, 12]. How-
ever, residual carbon and oxygen contaminations are

not removed even after annealing at a temperature of
900°C [11], when the surface is depleted in nitrogen
atoms and the surface morphology is deteriorated [13,
14]. Preliminary chemical treatment makes it possible
to remove gallium oxide from the initial surface or to
produce a passivating layer from a “controlled” oxide
for its subsequent thermal desorption under vacuum.
Most frequently, gallium oxide has been removed upon
chemical treatment with aqueous solutions of HCI [12,
13] and HF [11, 15] acids and also aqua regia (HNO; :
HCl =1: 3) [16]. The chemical treatment in these acids
and subsequent vacuum annealing allow one to prepare
surfaces with the lowest content of oxygen and carbon;
however, these contaminations cannot be completely
desorbed even at an annealing temperature of 900°C
[11]. The content of residual contaminations after these
treatmentsis no less than 5% of the monolayer (ML). A
lower content of oxygen and carbon at the surface can
be achieved only through ion bombardment [1]. How-
ever, thisis accompanied by a strong depletion of sur-
faces in nitrogen atoms, surface faceting [17], and a
considerable degradation of the el ectronic properties of
these surfaces [18]. Both the ion bombardment and
high-temperature annealing lead to the formation of a
large number of defects in the surface region of the
semiconductor. This circumstance limits the use of the
above methods for fabricating highly efficient photoe-
mitters with an effective negative electron affinity [8].

1063-7834/04/4610-1949$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Dependences of the intensity ratios for (1, 2) O 1s
and Ga2p linesand (3, 4) C 1sand Ga 2p linesin the x-ray
photoelectron spectrum of the GaN surface on the condi-
tions of vacuum annealing of the surface (1, 3) before and
(2, 4) after preliminary treatment in an HCl—-isopropanol
solution.

The purpose of the present work was to prepare a
clean GaN(0001) surface upon low-temperature
annealing under ultrahigh vacuum and to activate this
surface with cesium and oxygen in order to fabricate a
highly efficient photoemitter with an effective negative
electron affinity.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

For experiments, p-GaN films doped at a level of
~1x 10 cm3 were grown through metaloorganic
vapor-phase epitaxy on a sapphire substrate. The thick-
ness of aGaN active layer was equal to 3 um. Thetreat-
ment was performed in a hermetically sealed box in a
dry-nitrogen atmosphere. In order to prevent uncontrol-
lable surface contamination, the samples treated in an
HCl—isopropanol solution were transferred in a hermet-
ically sealed transport vessel with anitrogen atmosphere
to an ADES-500 ultrahigh-vacuum spectrometer. The
technique of chemica treatment in HCl—sopropanal
solutions was described in detail in our earlier works
[19, 20]. The samples were anneadled in a preparation
chamber with an initia pressure of 1 x 1071° mbar. The
measurements were carried out in an analysis chamber
with an initial pressure of 4 x 107! mbar. The surface
composition was determined by x-ray photoelectron
spectroscopy and high-resolution electron energy-loss
spectroscopy. The electron energy-loss spectra with a
total energy resolution of no worse than 100 meV were
measured in the specular reflection geometry. The
kinetic energy of incident electrons was 15 eV, and the
angle of incidence with the respect to the normal to the
surface was approximately equal to 55°. The surface
structure was studied by low-energy electron diffrac-
tion. Changes in the work function due to the cesium
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adsorption were measured by the retarding-potential
method on a low-energy electron diffractometer.

3. RESULTS AND DISCUSSION
3.1. Composition of the GaN(0001) Surface

Figure 1 depicts the dependences of the intensity
ratiosfor the O 1sand Ga2p linesand also the C 1sand
Ga 2p lines in the x-ray photoel ectron spectrum of the
galium nitride surface on the conditions of vacuum
annealing of the surface before and after preliminary
treatment in an HCl-isopropanol solution. These
dependences reflect the change in the contamination
content on the surface. It can be seen from Fig. 1 that
the treatment of the surface in the HCl—isopropanol
solution leads to an amost twofold decrease in the
intensity ratio of the oxygen and gallium lines and only
in an insignificant decrease in the intensity ratio of the
C 1s and Ga 2p lines. The annealing of GaN at T =
450°C resultsin a decrease in the intensity ratio of the
carbon and gallium lines by a factor of 4. As will be
shown below, this temperature corresponds to the des-
orption temperature of hydrocarbon molecules. With a
further increase in the annealing temperature, theinten-
sity ratio of the C 1s and Ga 2p lines remains
unchanged, whereas the intensity ratio of the O 1sand
Ga 2p lines continues to decrease. It can also be seen
from Fig. 1 that, upon vacuum annealing of a gallium
nitride surface that is not chemically treated, the con-
tent of residual carbon and oxygen is twice as high as
their content on a surface treated in an HCl-isopro-
panol solution. The estimates made according to the
procedure proposed in [21] indicate that the residual
carbon and oxygen content on the GaN surface chemi-
cally treated and annealed at T = 450°C does not exceed
3-5% of amonolayer.

The removal of galium oxide was confirmed by
high-resolution electron energy-loss spectroscopy. Fig-
ure 2 showsthe el ectron energy-loss spectra of the GaN
surface before (spectrum a) and after treatment in the
HCl—isopropanol solution (spectrum b). These spectra
are due to interband transitions of valence electrons to
the conduction band. As can be seen from these spectra,
the energy losses associated with the interband transi-
tionsfor theinitial surface are observed beginning with
an energy of 4.0 eV, whereas the energy losses for the
surface treated in the HCl—isopropanol solution appear
at an energy of 3.4 eV, which corresponds to the band
gap of the GaN compound. The losses for the initia
surface at energies higher than 4 eV are caused by the
gallium oxide layer that has a band gap of 4.4 eV [22],
islocated on the surface, and masks the losses in GaN.
Therefore, the treatment of the initial GaN surface in
the HCl-sopropanol solution leads to the removal of a
considerable part of the surface gallium oxide and the
transfer of the samplesin the hermetically sealed vessel
enabl es usto avoid uncontrollable contamination of the
gallium nitride surface after chemical treatment.
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GaN(0001)
E,=15eV

Intensity, arb. units

Energy, eV

Fig. 2. Electron energy-loss spectra of the GaN surface (a)
before and (b) after chemical treatment in an HCl—-isopro-
panol solution in the range of interband transitions of
valence electrons to the conduction band.

In addition to oxygen, carbon compounds are
among the contaminations that are the most difficult to
remove. High-resol ution electron energy-loss spectros-
copy is the most sensitive method for revealing hydro-
carbon compounds on a surface [23]. Figure 3 depicts
the electron energy-loss spectra in the vicinity of the
elastic peak for the GaN surface before (spectrum a)
and after chemical treatment in the HCl—isopropanol
solution (spectrum b) and also after subsequent anneal -
ing at T = 450°C (spectrum c). For the initial surface,
the energy losses are observed at 170 and 360 meV.
These losses increase insignificantly after chemical
treatment. The losses at energies of 170 and 360 meV
are assigned to the excitation of flexural and longitudi-
nal vibrational modes of C—H bonds in hydrocarbon
molecules on the GaN surface. The excitation of similar
modes was previously observed on a GaAs surface [19,
24]. It should be noted that the relative content of
hydrocarbon compounds on the GaN surface after treat-
ment in the HCl- sopropanol solution islower than the
corresponding content on the GaAs surface after asim-
ilar treatment by several factors [19]. Probably, thisis
associated with the lower reactivity of the galium
nitride surface and, as a consequence, with the smaller
coefficient of sticking of hydrocarbon compounds to
the surface during chemical treatment and subsequent
transfer as compared to the GaAs surface, which con-
tains an As amorphous layer. The annealing of the GaN
surface at T = 450°C after chemical treatment resultsin
the disappearance of the losses associated with the exci-
tation of hydrocarbon molecules (Fig. 3, spectrum ¢) and
the appearance of the losses at an energy of ~75 meV.
The losses at an energy of ~75 meV were previously
observed for aclean GaN surface and were assigned to
the excitation of surface optical phonons (the so-called
Fuchs—Kliewer surface phonons) [17]. The possibility
of observing the phonon losses suggests that the GaN
surface layer has a perfect crystal structure. Note that
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Fig. 3. Electron energy-loss spectra of the GaN surface (a)
before and (b) after chemical treatment in an HCl—isopro-
panol solution and (c) after subseguent annealing at T =
450°C.

the data on desorption of hydrocarbon molecules are
inconsistent with the results obtained in [11], according
to which bonds between hydrocarbon molecules and
the GaN surface treated in an HCI agueous solution are
stable up to temperatures of 650-900°C. The possible
reason for this disagreement is the difference in the
interaction of agueous and alcohol solutions of HCI
with a GaN surface containing a thin gallium oxide
overlayer. Upon treatment in the acohol solution,
residual carbon contaminations on the GaN surface are
large-sized hydrocarbon molecules, which have satu-
rated carbon bonds and, hence, are weakly bonded to
surface atoms. On the other hand, upon treatment in the
HCI agueous sol ution, the surface can adsorb fragments
of hydrocarbon molecules, such as CH, CH,, and CH,,
which are more strongly bonded to surface atoms. The
difference in the energy of bonding between hydrocar-
bon molecules and the GaN surface explains the differ-
ence in the desorption temperature of hydrocarbon
molecules. A residual carbon and oxygen content of 3—
5% of a monolayer on the GaN surface is determined
by the fact that bonds of the corresponding compounds
to surface atomsin GaN are stronger than those in other
[11-V compounds.

3.2. Sructure of the GaN(0001) Surface

The low-energy electron diffraction pattern of the
initial GaN surface exhibits a uniform background of
diffusely scattered electrons. A specific diffraction pat-
tern of this surface arises only after annealing at tem-
peratures above 650°C and energies of primary elec-
trons E, > 180 eV and containsintegral reflectionswith
intensities only slightly higher than the intensity of the
average background of the diffraction pattern. Chemi-
cal treatment of the surface in the HCl—isopropanol
solution results in the appearance of diffraction reflec-
tions that correspond to a (1 x 1) unit cell and are
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(b)

Fig. 4. Low-energy electron diffraction patterns of the
GaN(0001) surface prepared through chemical treatment in
an HCl-isopropanol solution and subsequent annealing at
T = 450°C. The measurements were performed at room
temperature and primary-electron energies of (a) 147 and
(b) 73 eV.

[\S] (9%}
=) (e}
T T

1

—
)
T

Quantum efficiency, %

1 1 1
0 10 20 30 40
Cs deposition time, min

Fig. 5. Dependence of the quantum efficiency on thetime of
cesium deposition on the GaN surface.

observed at energies of primary electrons Ep = 140 eV.
Thelow-energy electron diffraction patterns of the GaN
surface after treatment in the HCl— sopropanol solution
and vacuum annealing at T = 450°C for energies of pri-
mary electrons E, = 147 and 73 €V are shown in
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Figs. 4a and 4b, respectively. It can be seen from the
diffraction patterns that the GaN surface is not recon-
structed and has a (1 x 1) structure; i.e., surface unit
cells are identical to bulk unit célls. In [2, §], it was
demonstrated that, in order to prepare an ordered sur-
facewith the (1 x 1) structure, it isnecessary to use con-
siderably higher temperatures (~700-900°C), at which
the surface isdepleted in nitrogen atoms and defects are
formed. The decrease in the annealing temperature
required for forming the ordered GaN surface makes it
possible to prepare a more stoichiometric surface with
alower concentration of thermal defects.

3.3. Activation of the GaN Surface
with Cesium and Oxygen

The GaN surface was activated according to the
standard procedure for activating GaAs photocathodes
[9]. The dependence of the quantum yield of photoel ec-
tronsfrom GaN on thetime of cesium deposition on the
galium nitride surface upon excitation of electrons
with light at awavelength of 250 nmisplottedin Fig. 5.
The arrows indicate the instants of oxygen inflow. The
first photoemission maximum is observed when the
adsorbed cesium coverage is approximately equa to
0.5 ML (according to x-ray photoelectron spectro-
scopic data), as is the case with the activation of the
GaAs surface. Unlike GaAs, for GaN, the addition of
oxygen to cesium leads to an increase in the photocur-
rent by no more than 15%.

It is of interest to note that, as for the GaAs(100)-
(4 x 2)/c(8 x 2) surface, the surface structure of gallium
nitride does not change upon adsorption of 0.5 ML Cs.
As follows from our measurements, the work function
upon adsorption of 0.5 ML Csdecreasesby 2.5€V. This
isin agreement with the data obtained in [25, 26]. The
effective negative electron affinity on the GaN—Cs, O)
activated surface was approximately equal to 1.8 eV,
and the maximum gquantum efficiency of the GaN pho-
tocathode at a light wavelength of 250 nm was as high
as 26% [27].

4. CONCLUSIONS

Thus, an atomically pure structurally ordered sur-
face of gallium nitride with a (1 x 1) structure was pre-
pared through the chemical removal of gallium oxide
from the GaN surface in an HCI—isopropanol solution,
the transfer of samples in a nitrogen atmosphere (with
the aim of preventing surface reoxidation), and anneal-
ing at 450°C. After removing hydrocarbon compounds
from the surface, the high-resolution electron energy-
loss spectra exhibited |osses associated with the excita
tion of surface optical phononsin GaN. A decrease in
the temperature necessary for forming the clean
ordered GaN surface made it possible to prepare the
surface with alower concentration of defects. Thisisan
important advantage in the manufacture of photoemit-
terswith an effective negative el ectron affinity.
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The activation of the p-GaN(0001) surface with
cesium and oxygen resulted in the appearance of an
effective negative electron affinity at the gallium nitride
surface. The quantum efficiency of the fabricated GaN
photocathode at a wavelength of 250 nm was equal to
26%.
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Abstract—Expressions for dispersion of the phase velocity and inverse damping depth of surface acoustic
waves with shear horizontal polarization are derived in an analytical form within perturbation theory using the
modified mean-field method for the Z-cut hexagonal crystal with afree statically rough surface. Both two- and
one-dimensionally rough surfaces are considered. The one-dimensionally rough surfaceis considered as a spe-
cial case of the two-dimensionally rough surface. It is shown that shear surface waves with horizontal polariza-
tion cannot exist on the flat surface of the Z-cut hexagonal crystal. The derived expressions are studied analyt-
icaly and numerically in the entire frequency range accessible in perturbation theory. The long-wavelength
limit (most interesting from the experimental point of view) isconsidered, where the wavelength is much longer
than the roughness correlation radius. The conditions for the existence of SH-polarized waves are determined
for both roughness types. It is shown that dispersion and attenuation of SH polarized waves are qualitatively
similar in character to those we considered previously for an isotropic medium. © 2004 MAIK “ Nauka/ I nter-

periodica’ .

1. INTRODUCTION

It is known that, in addition to Rayleigh waves,
shear surface acoustic waves (SAWSs) with horizontal
polarization (SH polarization) can propagate along a
rough surface of an isotropic solid under certain condi-
tions (but cannot propagate along a flat surface of an
isotropic solid [1]). Conditions for their existence can
be created due to the following factors. inhomogene-
itiesin the properties of an elastic medium near the sur-
face caused by applying a thin layer onto a substrate
(the case of the Love wave [2] and weak surface inho-
mogeneity [3]), piezoelectricity (the Gulyaev—
Bleustein wave [4, 5]), ferromagnetism (magnetoelas-
tic waves [6-8]), anharmonicity of lattice vibrations
[9], and surface roughnesses.

As for the surface roughness studied in this paper,
both two- and one-dimensionally (2D, 1D) rough sur-
faces have been considered in theliterature. The disper-
sion relation for SH-polarized waves propagating along
a 2D rough surface of anisotropic solid was derived for
thefirst timein[10]. Most studies devoted to SH-polar-
ized waves on a 1D rough surface [11-13] limit the
analysis to the case of waves incident perpendicular to
random grooves of a grating. A dispersion relation for
SH-polarized waves propagating along grooves of a
random grating wasderived in[14]; asimilar result (but
for a periodic roughness) was obtained in [15]. A dis-
persion relation for SH-polarized waves propagating
perpendicular to grooves of periodic roughness was
derived in [16]. A dispersion relation for SH-polarized

wavesincident at an arbitrary angle on random grooves
of agrating in the case of 2D and 1D roughness was
derived in [17]. We note that, in the papers cited above,
the medium was considered isotropic for SH-polarized
SAWSs on arough surface. Furthermore, the problem of
the existence of SH-polarized SAW on a flat (not
rough) crystal surface remains open.

In this study, adispersion relation is derived for SH-
polarized waves on adlightly rough surface of ahexag-
onal crystal. In particular, SH-polarized waves propa-
gating in an arbitrary direction along the basal plane of
afree statistically rough surface of a hexagonal crysta
(Z-cut) are considered.

2. STATEMENT OF THE PROBLEM

A hexagonal crystal with ahexad axis parallel to the
X5 axis (considered in the el astic continuum approxima-
tion) isbounded by afree statistically rough surface and
is placed in the half-space x; > {(X), where {(x,) isthe
rough-surface profile function and x; = (X, X, 0). The
hexagonal crystal is characterized by the mass density
p and the tensor of elastic moduli Cg,,,. An SH-polar-
ized SAW propagates along the statistically rough sur-
face of the hexagonal crystal. We will determine the
phase velocity dispersion and inverse wave damping
depth caused by surface roughness.

1063-7834/04/4610-1954$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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It is assumed that the function {(x;) has the follow-
ing statistical properties:

[ (x)0= 0, (1)
T (x)2 ()0 = 8 “W([x; = i), 2

where & = &/ [ZZD is the root-mean-square roughness
amplitude. Introducing the Fourier representation

2

d’k
o) = [ LZ (k) exp(ik,x)),

(2m)°
I(|| = (kl! k2’ 0)1

©)

we get

[ (k) 2(a)0 = 3%g(lk ) (2m)°3(k +q).  (4)

The correlation function g([k;[) is taken in the Gaussian
form

ki’

o(lkj) = ma’expz—L—5 (5)
where a is the roughness correlation length (character-
izing the average distance between sequentia hills or
valleys on the surface). The surface roughness is con-
sidered wesak; i.e., characteristic heights & of rough-
nesses are assumed to be small in comparison to the
wavelength A under consideration (& << A). The time
dependence of the displacement field is assumed to be
harmonic:

u(x, t) = u(x, w)exp(—iwt). (6)

3. DISPERSION RELATION FOR SH-POLARIZED
WAVES ON THE 2D ROUGH SURFACE

The problem of determining the dispersion relation
of SH polarized SAWs is solved using the modified
mean-field method described in [17], where it was
shown that effective boundary conditions can be used to
reduce this problem to considering free vibrations of an
elastic medium localized near the x; = O plane. The
effective boundary conditions are defined in [17] for a
medium with arbitrary symmetry and, therefore, are
also valid for a hexagonal crystal. By introducing the
Green's function satisfying the equations of motion of
a semi-infinite medium and boundary conditions at the
X3 = 0 plane and infinity, we can pass from differential
equations with effective boundary conditions to inte-
gral equations using the Green’sintegral theorem. Pass-
ing to the Fourier representation and combining the
integral equations with effective boundary conditions,
we derive a set of homogeneous integral equations for
the displacement field components [F,(k,, w jx;)[to the
second order in {. After averaging over an ensemble of
realizations of surface profile functions, we obtain a
homogeneous set of algebraic equations for the compo-
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nents of the average displacement field, which can be
written in the general form as

[Fo(k;, 0]0)0 = 8°Agg (K, ) (Fa(k;, 0]0)1  (7)

For the case of the hexagonal crystal (Z cut), set (7) was
derived in[18, Eq. (18)]. It turns out that, in the case of
the Z-cut hexagonal crystal, aswell as for the isotropic
medium [17], the components [F,(k;, w[0)U and
[F5(k;, w[0)(corresponding to Rayleigh waves [18])
can be separated from the equation for [F,(k), w[0)0]
corresponding to SH-polarized waves (see [18,
Eqgs.(18), (19)]). This separation can be performed in
virtue of the isotropy of the Z-cut hexagonal crystal.
The equation for the component [F,(k;, w[0)Chas the
form

d2
[F,(k, 00]0)0 = 52J-(_2_]_Tq;15g(|k”—q”|) ©

X (A X511 + A, X5,022) [F (K, @] 0)]

where dyg = dyg(kylw), dop = dyg(|w) (the surface
Green's function for the hexagonal crystal with a free
surface paralel to the basal plane [19]), and X, =
Xop(d Kyl0). Fromthe solvability condition for Eq. (8),
after simple algebra, we find a dispersion relation for
SH-polarized surface waves,

a(ky @) _ @
R - e ©

where

2
r(®) = &' DepISH(AR) + BE) +E®),  (10)
and & = ka; thefunctions a,(k, w), A(¢), B(§), and E(€)
and the coefficient h depend only on the components of
the elastic moduli tensor (see Appendix 1). The func-
tion a,(k, w) defines damping of the Fourier compo-
nents of the displacements

Uq (k) @[X3) L exp(—a(ky, 00)Xs). (11)

Let uswrite the solution to dispersion relation (9) in the
form

W= Wy +Aw, (12
where wgy, = K./hCy,/p corresponds to the solution to
Eq. (9) for aflat surface (6 = 0); however, wg, isanon-
physical solution, since a,(k;, w) = 0 does not correspond
to waves localized near the surface. The solution to
Eq. (9), in combination with Eq. (12), can be written as

Aw(E) _ 8'T(E)°
Wy gt 2

(13)
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Since r(&) is a complex quantity, it is convenient to
writeit as

r(€) = ry(8) +iry(8), (14)
so Eq. (13) takes on the form
A(E) _ 3Ti(8)’-1y(8)" 5
o T a7 Tian@®r®). 09)

Since the wave should damp into the medium depth
(%3 > 0), it follows from Eg. (11) that Rea, > 0, which
corresponds to the condition

ri(€)>0. (16)

In order to prevent an increasein the wave amplitudein
the course of propagation along the rough surface, the
condition ImAw < 0 should be met; then it followsfrom
Eq. (15) that

r,(¢)=0. a7
Conditions (16) and (17) define the domain of existence

of SH-polarized waves.

In the case of an isotropic medium, dispersion rela-
tion (13) reducesto Eg. (5.20) from [17].

In the long-wavelength limit, where§ < 1 (A > a),
the expressions for r,(&) and r,(&) take on the form

ri(&) = hﬁg/ﬁ(«/az"'bz‘*«/az bz)"'ltj’ (18)
_ 4h41o
r(®) = €5

apEtD%H e(1- e)D:11 %

Cc

Cu 11 11
a——+ S —€a _+%+2a__
% 1 C“ 1[' 1 A :I'CH

+ U (29

0 p(X) /X = 1(1 + hx)
JXx=1(1—a;x) + am(X)

himed 0
—nNnimjax
f :

where

It follows from Egs. (18) and (19) that

ReAw O, Imawd 2. (20)

4. THE CASE OF A 1D ROUGH SURFACE

In this case, the statement of the problem differs
only in that the surface roughness profile is given by
grating grooves with a random distance between them;
i.e., the surface profile function {(x) = {(x,) depends

KOSACHEV et al.

only on a single coordinate. It is assumed that a wave
propagating aong the surface strikes randomly
arranged grating grooves at an angle Y to the normal to
the grooves. By analogy with [20], et us consider a1D
roughness as a specia case of the 2D roughness. Then,
inall aboverelevant expressions, it is sufficient to make
the replacement

g(lk)) —= glky|) = (2m3(kz)g(lki),

where 8(k,) is the Dirac delta function. As aresult, for
SH-polarized waves on the 1D rough surface, we obtain
dispersion relation (13), in which Aw(§) and
r(§)depend on the angle of incidence :

(21)

(E ) = 53%(/«&»)+B(z,w)+E(z,w)).(22>

Expressionsfor A§, g), B(E, W), and E(&, ) aregivenin
Appendix 2. In this case, the existence conditions (16)
and (17) for SH-polarized waves areimposed on r (&, W)
given by Eq. (22).

In the long-wavelength limit § < 1, we have

() = z%%oszzwj—;hu/aﬁbz

(23)
+ Ja,—b,)sin‘2yd
ro(§, W) = Esﬁ[%m + 5c0s2y —2cos4y
+ cos6Y (15— 16siny)) —iE(E, W)
max(h — sin’y, 0) (24)

[l O X [l
dnIm3 0p()x=1 £]
;/ —1(1—a;X) + O (X = n'+ sn'y 5‘” "y

|

0
X (®y(N, P) + P,(—N, Y)); =o}-
Taking into account Egs. (23) and (24), we obtain from
Eqg. (15) that

ReAw O&, ImAwd & (25)

5. NUMERICAL CALCULATION

To perform numerical calculations, it is convenient
to write Aw in terms of the real and imaginary parts of

the dimensionless function w;, = W, —iw, as
4
Aw _ 0 .
— = —(w,—1w,). (26)
Wsi g
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L/
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3

Fig. 1. Dependence of (a) thereal, w, and (b) imaginary, w,,
parts of the complex frequency shift on the dimensionless
variable & for SH-polarized waves on the 2D rough surface
of the ZnO crystal.

From Eg. (15), we can obtain expressions for w,; and
w,. In this case, w,; defines the relative change in the
phase velocity of SH-polarized waves,

Ac _ 5
E = ;1001 (27
(where cgy = wgy/ky) and w, defines the inverse damp-
ing depth,

64

e

(28)

The functions w,; and w, are calculated numerically
for most of the known hexagonal crystals. It turned out
that the graphs of these functions are qualitatively sim-
ilar to each other and to the corresponding graphs for
the case of an isotropic medium, differing only quanti-
tatively. This conclusion is true for both 2D and 1D
rough surfaces. Therefore, we present the results of
numerical calculations for one of the best known
hexagonal crystals, ZnO (the elastic moduli are taken
from [21]).

Let us consider the 2D rough surface. In this case,
r,(€) >0andr,(&) > 0for al values of ; therefore, the
SH-polarized SAW existsfor al &. The functions w,(§)
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Fig. 2. Dependences of (@) the real, wy, and (b) imaginary,
W, parts of the complex frequency shift on the dimension-

less variable € and the angle of incidence Y for SH-polar-
ized waves on the 1D rough surface of the ZnO crystal.

and w,(§) are shown in Figs. 1laand 1b, respectively. In
particular, we can seefrom Fig. 1b that the wave exhib-
its virtually no damping at § =< 1; strong damping
beginsat & > 50.

For the 1D rough surface (random grating grooves),
taking into account the symmetry of the problem, it is
sufficient to carry out calculations only for Y [1[0°, 90°].
Calculations show that r,(&) > O for al &; hence (see
Eqg. (15)), the domain of existence of SH-polarized
waves is defined by the condition w,(&, ) = 0. The
functions wy(§, W) and w,(&, ) are shown in Figs. 2a
and 2b, respectively. It follows from Fig. 2b that the
SH-polarized wave does not exist in the unshaded oval
region of & = [10, 30] and Y = [65°, 85°], where
(&, P) <0.

In the long-wavelength limit (§ < 1) for the 2D
rough surface, we can write [see Egs. (15), (18), (19)]

4
(@) = 2o [Fo%u] (29)

a 0
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Numerical values of ®, A, and cgy for atwo-dimensionally rough surface for a number of hexagonal crystals

Medium T, K p, g/cmd Cay, kn/s (o) A

Be 293 1.816 8.297 1.671 2.617
Cds 293 4.825 1.827 1.124 1.706
Co 298 8.836 2.835 0.8794 1334
Ice 257 0.960 1.950 1316 2.013
248 0.960 1.923 1.368 2.093

263 0.960 1.896 1.375 2.105

268 0.960 1.882 1.332 2.037

Mg 0 1.799 3.233 1.169 1.790
SO, 873 2.517 4.444 2.525 4.005
873 2.533 4.441 2.533 4.025

ZnO 293 5.676 2.792 1.087 1.650
Y 4 4472 2.464 1.193 1.835
75 4472 2.450 1.187 1.827

200 4.472 3.393 1.182 1.817

300 4.472 2.350 1.193 1.833

400 4.472 2.314 1.211 1.860

Note: The components of the elastic moduli tensor, appearing in cgy, ®, and A, are taken from [18].

w0 (8) = &5 H08%wf, (30

2 O

where ® and A are constants that are dependent only on
the components of the elastic moduli tensor. The

()
0.7

0.6

0.5

0.4

0.3

0 20 40 60 80

P, deg

Fig. 3. Dependences of the functions (a) ® and (b) A onthe
angle of incidence  for the 1D rough surface of the ZnO
crystal in the long-wavelength limit (§ < 1).
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numerical values of ® and A are close to unity and are
listed in the table for most of the known hexagonal
crystals.

In the long-wavelength limit for the 1D rough sur-
face, we can write

4
(@) = <o) EEoSe'owh @

2
a

(&) = g4
The functions ®(y) and A(Y) for ZnO are shown in
Figs. 3a and 3b, respectively. We can see from Fig. 3a
that the dispersion of SH-polarized wavesis largest at
an angle of incidence of 45°. Asfollows from Fig. 3b,
the wave damps much more weakly at large angles of
incidence than a normal incidence onto grating
grooves.

E’Ll 08’ AW)eD  (32)

6. CONCLUSIONS

Thus, using perturbation theory, we have derived
analytical expressions for dispersion of the phase
vel ocity and the inverse damping depth of SH-polarized
SAWS propagating in arandom direction along a 2D or
1D statistically rough free surface of a hexagonal crys-
tal (Z cut).

The expressions for the 2D rough surface were
derived using a modified mean-field method [17], and
the expressions for the 1D rough surface were obtained
by considering it as a special case of the 2D rough sur-
face. In the case of an isotropic medium, dispersion
relation (13) reduces to formula (5.20) from [17]. The
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conditions for the existence of SH-polarized waves
were determined for both types of surface roughness of
the Z-cut hexagonal crystal. It was shown that the SH-
polarized SAW cannot propagate along aflat surface of
the hexagonal crystal (Z cut). Inthis case, asfor aniso-
tropic medium, this wave degenerates into abulk trans-
verse wave siding along the surface.

The phase vel ocity dispersion and damping depth of
SH-polarized waves were calculated numerically for
most of the known hexagonal crystals for an arbitrary
angle of incidence in the entire frequency range acces-
sible to perturbation theory. The corresponding curves
are qualitatively similar to each other and to the curve
for an isotropic medium, differing only quantitatively.
The qualitative similarity to the case of isotropic media
is due to the isotropy of the Z-cut hexagonal crystal.

Expressions for the dispersion and attenuation of
SH-polarized SAWs have been derived in the long-
wavelength limit, where the wavelength is much longer
than the roughness correlation radius. It was shown that
the inverse damping depth is proportional to the sixth
and the fifth power of the frequency for 2D and 1D
rough surfaces, respectively. The relative change in the
phase velocity is proportional to the square of the fre-
guency for both types of surface roughness.

Finally, we note that the modified mean-field
method allowed determination of the dispersion and
attenuation of the Rayleigh SAW [18] and SH polariza-
tion on both 2D and 1D rough surfaces of the Z-cut hex-
agonal crystal. This method also makes it possible to
derive the dispersion relation for SAWSs of both polar-
izations for other cuts of various crystals. The neces-
sary condition for such calculationsis knowledge of the
Green'sfunction on aflat (not rough) surface of the cut
at hand, the determination of which is an independent
and rather complex problem.

APPENDIX 1
%/hkz—p—‘”2 hk2 295 g
T v
a,(k, w) = E . , (ALl
O-i (B2 _hki, hk—22 >0,
O Cas Caa

2
ST e £ s
né&ny 2

A&) = J’dtexpD A0 ) (Al2)
B(§) = —hPJ’dxexpB— 4’%
0 (AL3
5 (X)X =1 lB] £°./hx
IX=1(1—a;x) + 0pn(X) o2 U
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E(E) = imep--1

“p%%%, %ﬁms(l—e)tb_ﬂ_% (A1.4)
o~

D,(t,2) = (1+1)14(2) —24/111(2) — 1,(2)
+2./t15(2) —tl4(2),

X

2
=+ lgs —salg:“ + %+ 2a, = Cn
44

Cyy

(AL5)

D,(t,z) = (L+1t)ly(2) —24114(2) +1,(z
2(t,2) = (L+1)1o(2) —24/11,(2) + 1(2) (ALS)
—2./t15(2) +t14(2),
where |, is the modified Bessel function of order n.

In Egs. (A1.2)(Al1.4), the following notation is

u
~ ~ ~ G C(
Ap(X) = Oy + Ay, Om(X) = ﬁ
~ 1 ~ 1
G = 5(2+ W2 ~4y,), G5 = 5(z-4/7 ~4y)),
Reatl,t2>oy |mat1,t2<0,

= Cuy gy Cu
v = 2=

Xx-1, x=-1=0
att(x) = |:|
O-iJ/1-%x, x-—-1<0,
2
a = C11C33—Cy3 — Cu—Cp
' CasCuy 20y

Cadle3 U:ll -1- 2a]De

it

O
OFa,(2+ay)e—a; = 0,
<g<min(l, &).
In expression (A1.3), the symbol P means the Cauchy

principal value of theintegral and the poleisat the point
Xo = 1/E.
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ch(r]! lIJ) + ch(_r]v lIJ)
att(rlz"' SinzllJ)

B(E, W)

O Gy(x)/x—1
= —P(d p

-!. " Dl/x— 1(1-a;x) + am(xﬁxz n2+:n2L|J
X (CDZ(r]! lIJ) + CDZ(_nv llJ)),

E(E W)

A, W) = Idﬂ , (A21])
0

(A2.2)

5 0o
h L]
3
2 m_sinijal+24_4 € (C11/(2344—1)
& Cs32(1—¢)(a,—¢)
h . h .
X %ZD E—SlnzllJ, Ll%'*' quE— E_Snzl“, Ll%v

2
®,(n,0) = expF-(n — cosy)

=T

(A2.3)

(A2.4)
x (c0s8(1, Y) — Jn’ + sin“pcos26(n, ),

2
(1, 0) = exp-(n - cosy)

x ($nB(N, W) —/n’+ sn"wsin26(n, ),
. 2
Coge(n,w) = M,
sno(n, ¥) = sinlpcoqu—nsian.
The quantities 0y (X) A (X), O, (X), Om(X), Ay (X), h,

€, and a; are defined in Appendix 1.

In Eq. (A2.2), the symbol P meansthe Cauchy prin-
cipa value of the integral and the pole is at the point

h
no= [2-sin‘y.

(A2.5)

(A2.6)
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Abstract—Samples of opal + NaCl nanocomposites with 100 and 80% filling of first-order opal voids by
sodium chloride have been prepared. Their effective thermal conductivities, K, were measured in the temper-

ature interval 5-300 K. The lattice thermal conductivity of NaCl loaded in the opal voids, KSE , was cél cul ated
from the measured kg (T). The value of K, was found to be considerably smaller than the lattice thermal con-
ductivity of bulk NaCl throughout the temperature interval studied. For T > 20 K, this behavior of K;E (M is
accounted for by the presence of specific defects that form in NaCl loaded in opal voids. For T< 20K, K (T)
isgoverned by boundary phonon scattering from bottlenecksin horn-shaped channel sinterconnecting the octa-

hedral and tetrahedral first-order opal voids filled by sodium chloride. It was found that the value of K;’E (Min

this temperature region depends substantially on the dimensions of the bottlenecks, whose thicknesses are
related to the amount of the cristobalite forming in a near-surface layer of the amorphous SiO, opal spheresin

the course of preparation of the opal + NaCl nanocomposite. © 2004 MAIK “ Nauka/Interperiodica” .

1. FORMULATION OF THE PROBLEM

This publication reports on the continuation of an
investigation we began in 1995 into the thermal con-
ductivity k of single crystals of synthetic opals and
related nanocomposites (opal + PbSe, opal + HgSe,
opal + epoxy resin) carried out in the temperature range
5-300K.1

New papers have recently appeared in the literature,
among them an experimental study on the thermal con-
ductivity of opals and of opal + LilO; hanocomposites
in the temperature interval from 290 to 410 K [2] and
several theoretical publications on the thermal conduc-
tivity of opals[3, 4].

Opals are unigue objects for physical studies. Their
crystal structureisfairly unusual [1, 5, 6]; indeed, opals
are made up of closely packed spheres of amorphous
SiO, of various diameters. The opals used in our exper-
iments consist of spheres 20002500 A in diameter
(first-order spheres). These spheres contain an array of
close-packed spheres of a smaller size, ~300-400 A
(second-order spheres), which are formed, in turn, of
close-packed spherical particles ~100 A in size (third-
order spheres).

The close-packed sphere array has octahedral and
tetrahedral voids interconnected by horn-shaped chan-
nels. These voids are also classed as voids of the first,

1 References to these studies can be found in [1].

second, and third order, according to the actual order of
the amorphous SiO, spheres they separate.

To make the picture more revealing, the octahedral
and tetrahedral voids are usualy approximated by
spheresinterconnected by cylindrical channels[2]. The
diameters of the octahedral and tetrahedral voids and
the average diameters of the cylindrical channels? for
first-order voids in the opal under study were 800, 400,
and 300 A, respectively [6].

The total theoretical opal porosity, which includes
voids of the first, second, and third order, is 59%. The
first-order voids, which are studied here, make up 26%.
Note that the real total porosity of the synthetic opal
single crystals grown by us constituted (because of par-
tial sintering of the second- and third-order amorphous
SO, spheres) ~46-50% rather than 59% [8], but the
volume of thefirst-order voids always remained ~26%.

The amorphous SiO, spheresand first-order voidsin
opals make up close-packed face-centered cubic lat-
tices. The parameters of these lattices (a) for the opals
under study here were ~3000-4000 A.

2\We may recall that the voids in opals are in actual fact intercon-
nected by horn-shaped rather than cylindrical channels (with the
smallest cross sections (bottlenecks) being ~100 A) [7], which, as
we shall show later, is of crucial importance for interpreting the
experimental data on the therma conductivity of opal + NaCl
nanocomposites reported here.

1063-7834/04/4610-1961$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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First-order opal voids can be loaded by metals,
semiconductors, and insulators using a variety of tech-
niques (chemical, pressure injection of the melt, or
impregnation of the sample by the filler material). In
this way (under 100% filling of these voids), regular
three-dimensional composites can be produced with a
cubic filler lattice with a ~ 30004000 A.

Thus, an opal-based nanocomposite with 100% fill-
ing of first-order voids with afiller can be considered a
system made up of nested unique regular lattices (an
opal and afiller |attice) with giant parameters and giant
“atomic” masses. The individua properties of these
unusual lattices may be manifested in the behavior of
the lattice thermal conductivity kg, only at ultralow
temperatures (severa millikelvins).

Within the temperature interval 5-300 K, the ther-
mal conductivity of synthetic opal single crystals is
determined primarily by the quality of contacts
between the amorphous SiO, spheres (i.e, it is gov-
erned by the contact thermal resistances among these
spheres). The more perfect the opal crystal structure
(when the contacts between all spheres are strictly the
same and approach point type), the lower the opal ther-
mal conductivity [9].

When measuring the thermal conductivity of a
nanocomposite with 100% filling (or close to it) of the
first-order opal voids by a filler, the heat flux in the
nanocomposite will passthrough two parallel channels,
namely, over the spheres of amorphous SiO, making up
the opal and over the specific chains of the filler mate-
rial, e.g., successively through a tetrahedral (octahe-
dral) filled void, filled horn-shaped channel, tetrahedral
(octahedral) filled void, filled horn-shaped channel, and
soon[6, 7] (seethe schematic of the opal crystal lattice
givenin[6]).

One may conceive of several versions of the behav-
ior of the nanocomposite thermal conductivity.

(@) K; > K, (K, is the thermal conductivity of the
filler, and K, is that of the matrix (opal)). In these con-
ditions, in nanocomposite thermal conductivity mea-
surements, the heat flux will propagate primarily over
thefiller material chains. As shown by usfor an opal +
100% HgSe nanocomposite, which satisfies the above
condition, the thermal conductivity of HgSe loaded in
opal voidsis determined at low temperatures (5-10 K)
by boundary scattering of phonons from the bottle-
necks of the horn-shaped channels connecting filled
octahedral (tetrahedral) opal voids[7]. Throughout the
temperature interval studied in [7] (5-300 K), thefiller
material can be considered to consist of nanoparticles
of material arranged regularly (an essential point) inthe
regular voids of the matrix.

(b) K1 < K,. Inthis case, in measuring the nanocom-
posite thermal conductivity, the heat flux will propagate
primarily over the matrix spheres (amorphous SiO,);
the thermal conductivity of the nanocomposite will be
closeto that of the opal and depend on the quality of the
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contact between the amorphous SiO, spheres. We
observed this pattern when measuring the thermal con-
ductivity of an opal + 100% epoxy resin nanocomposite
for T> 100 K [1].

(©) K4 = K. In this case, the nanocomposite can be
treated at high temperatures as a material characterized
by asingle thermal conductivity,3 while at low temper-
atures Kapitsa's heat resistance may appear [10] at the
interfaces between the filler and amorphous SO,
spheres.

The present communication reports on a study (in
the temperature interval 5-300 K) of the thermal con-
ductivity of opal + x% NaCl nanocomposites (for x =
100% and similar compositions) for which the first of
the above conditions is satisfied: K; > K.

Our goalswere (i) to confirm (or refute) the conclu-
sions drawn in [7] concerning the low-temperature
behavior of thermal conductivity of opal-based nano-
composites and (ii) to make a critical analysis of our
earlier results [11] on the thermal conductivity of an
opal + 100% NaCl nanocomposite.

The interpretation of the results obtained in the
study of the thermal conductivity of the opal + 100%
NaCl nanocomposite [11] was complicated by the fact
that the technique chosen to fill the first-order opal
voids by sodium chloride brought about the formation
of athin film of cristobalitein thenear-surface layers of
amorphous SiO, spheres. In this study, we somewhat
modified the technique of loading the opal with NaCl
(for more details, see Section 2), in which the percent-
age of the cristobalite film formed in the course of 1oad-
ing was reduced to a minimum. We prepared opal +
100% NaCl (sample 2) and opa + 80% NaCl (sample 3)
nanocomposites. Thermal conductivity measurements
of these samples and of the opa + 100% NaCl nano-
composite from [11] (sample 1) were performed on an
experimental setup similar to the one employedin[12].
Opal + NaCl nanocomposites are insulators; therefore,
their effective thermal conductivity Ky measured
experimentally is actually the lattice thermal conduc-

tivity k.

Figure 1 displaysthe results obtained in the study of
KQT (T) of opal + 100% NaCl nanocomposites (sample 1
from [11] and sample 2 prepared in the present investi-
gation). We can see that the values of Ké}? (T) for these

samples differ substantialy (particularly in the low-
temperature region, T < 60 K).

Figure 2 presentsdatafor K sf'} (T) for samples 1[11],
2, and 3.

3In such a nanocomposite, however, defects may form at the
matrix—filler interface, which can affect high-temperature thermal
conductivity measurements.
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Fig. 1. Temperature dependences (1, 2) of the experimental

effective thermal conductivity Kgf? (T) for (1) sample 1[11]

and (2) sample 2 of opal + 100% NaCl nanocomposites
(100% filling of first-order opal voids by NaCl) and (3) of
the lattice thermal conductivity Ky, of aNaCl single crystal

[13].

It was found that k5 (T) for sample 3 is still smaller
than that for sample 2.

What could be the explanation for such a strange
behavior of the thermal conductivity of these samples?
A question may arise as to whether this behavior is
associated with the specifics of sample preparation.

2. PREPARATION OF SAMPLES
AND THEIR CHARACTERIZATION

Opa + NaCl nanocomposites (samples 1-3) were
fabricated by the technique employed in [11], which
consisted in saturating single-crystal opal sampleswith
sodium chloride by placing theminaNaCl melt (at T ~
900°C). The only difference in the sample preparation
technique consisted in the length of time that a sample
of the original opa was kept (saturated) in the NaCl
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Fig. 2. Temperature dependences (1-3) of the thermal con-
ductivity Kgfrf] of opa + xNaCl nanocomposites (x is the

percentage of opal first-order void filling) for (1, 2) x =
100%in (1) sample 1[11] and (2) sample 2 and (3) x = 80%
in sample 3; (1'-3") of the thermal conductivity of opal
matrices obtained from the nanocomposites of samples 1
[11], 2, and 3, respectively, after washing out of NaCl; and
(4) of the thermal conductivity Ky, of single-crystal NaCl

[13] (for comparison).

melt. The saturation time decreased from sample 1 to
sample 3. The percentage of filling of opal first-order
voids by NaCl was determined by measuring the den-
sity of the samples thus obtained.

Figures 3 and 4 show x-ray diffraction intensitiesfor
the nanocomposite samples studied. The measurements
were conducted on a DRON-2 setup (CuK,, radiation).
The data presented in Fig. 3 suggest that (i) the sodium
chloride loaded in the voids of all three opal + NaCl
nanocomposite samples has a regular (110)-patterned
|attice with a = 5.640-5.643 A (for bulk NaCl crystals,
a=5.640 A) and (ii) in samples 1 [11] and 2 contact
between the opal and the NaCl melt givesriseto partial
crystallization of amorphous SiO, opal sphereswiththe
formation of a thin cristobalite film on their near-sur-
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Fig. 3. X-ray diffraction intensities for opal + xNaCl nano-
composites with (a, b) x = 100% for (a) sample 1 [11] and
(b) sample 2 and (c) x = 80% for sample 3 and (d) for bulk
NaCl crystal. (1) Reflections characteristic of NaCl, and
(2) reflections typical of cristobalite. For sample 1, the
reflectionswith interplanar distances 4.04 and 2.48 A corre-
spond to the (101) and (200) reflections of a cristobalite
(tetragonal symmetry, a = 4.9732(4) A, ¢ = 6.9236(8) A).

face layer.* Note that, in this particular case, the film
forms in the bulk of the SIO, spheres themselves rather
than on their surface, aswasthe case, for instance, in opa
under molecular layer-by-layer deposition of TiO, [14]
and the formation of the opal—erbium composite [15].

After the thermal conductivity measurements were
taken for samples 1-3 of opa + NaCl nanocomposites
(Fig. 2), NaCl was washed out of them, the thermal
conductivity was measured again (curves 1-3' in
Fig. 2), and x-ray diffraction studies were performed

4The NaCl melt initiates cristobalite formation at points where it
contacts with the amorphous SiO,. In pure opal, cristobalite gen-
erally does not form at these temperatures.
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Fig. 4. X-ray diffraction intensities for samples (a) 3' and
(b) 1' obtained after NaCl was washed out of nanocom-
posite samples 3 and 1 and (c) for a bulk NaCl crystal.
(1, 2) Reflections characteristic of cristobalite and tridym-
ite, respectively.

(Fig. 4). We now denote samples 1-3 with NaCl
removed from them as 1'-3', respectively.

For illustration, Fig. 4 shows the x-ray diffraction
intensities obtained for two extreme cases, namely, for
opal samples1' and 3. An analysis of these data yields
interesting information on the “washed” nanocompos-
ite samples.

(1) After the removal of NaCl from sample 1, the x-
ray diffraction pattern for sample 1' fully corresponds
to a cristobalite with an enhanced (200) reflection,
which may be assigned to a weak texture. A small
impurity of a tridymite is seen in this diffractogram.

Comparison of the reflection intensities of a cristo-
balitein sample 1' and of an artificial mixture of amor-
phous opa with a cristobalite allowed us to obtain an
estimate of the content of the cristobalite in sample 1.
It was found to be ~5%.
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(2) No sign of cristobalite was detected in the opal
sample 3. The x-ray diffractogram of sample 3' coin-
cided with that of pure opal [16, 17].

(3) Samples 1' and 3' did not contain NaCl traces
either. This indicates that, in nanocomposite samples 1
and 3, NaCl-filled voids are interconnected with open
(but also filled by NaCl) channels and that there are no
closed voids filled by NaCl, which could have formed
in the nanocomposites during high-temperature syn-
thesis.

Thus, the above x-ray diffraction dataon samples 1—
3 of opal + NaCl nanocomposites allow us to conclude
that the difference in thermal conductivity observed by
us between these samples (which is particularly large at
low temperatures) correlates with the presence of a
cristobalite film in them in a near-surface layer of the
opal amorphous SiO, spheres. The larger the content of
the cristobalite phase in the samples, the higher their
thermal conductivity.

It still remains unclear, however, what physical pro-
cesses associated with the presence of a cristobalite
film in the nanocomposites are responsible for the
detected effect.

We will try to find an answer to this question in the
next section after analyzing the experimental data
obtained.

3. DISCUSSION OF THE EXPERIMENTAL
RESULTS

Figures 1 and 2 present the experimental data on the

effective thermal conductivity stl; of the opa + NaCl

nanocomposites (samples 1-3) and on the thermal con-
ductivity of the corresponding opal matrices K, (sam-
ples 1'-3). The thermal conductivities of samples 1'
and 2' arelarger than that of pure opal [16, 17], because
the former contain cristobalite (~5% in sample 1' and a
smaller amount in sample 2). The thermal conductivity
of sample 3' with no cristobalite impurity iscloseto that
obtained for pure opal.

As dready mentioned, the thermal conductivity of
opal is determined primarily by the quality of thermal
contacts between the spheres of amorphous SO, [9]. In
pure opal, the contacts approach point type, which has a
low thermal conductivity (just asin the case of sample 3).
Theformation of acristobalitefilm in samples1' and 2'
increases the contact area, and the thermal conductivity
of these samples may increase, which isexactly what is
observed experimentaly (Fig. 2).

It should be pointed out, however, that the enhanced
thermal conductivity of the opals (samples 1' and 2')
does not invalidate condition (a) from the preceding
section for the nanocomposites (samples 1 and 2),
because the thermal conductivity of thefiller is consid-
erably higher than that for the matrix (opal).

To analyze the behavior of the thermal conductivity
of NaCl loaded in the regularly arranged voids of an
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opal singlecrystal, K.y, , onehastoisolate k5, from the

measured thermal conductivity KQ? (T) of the nanocom-

posite. To do this, one has to choose an appropriate the-
oretical relation describing the behavior of the thermal
conductivity of the composites. There are numerous
such relations in the literature [4, 18-22]. While they
provide mostly a good qualitative approximation to the
Ker(T) behavior, quantitative calculations made with
them are not always in agreement.

In view of the need to compare the behavior of the
thermal conductivities of various fillers in opal-based
nanocomposites, we chose the relation of Litovskii
[22], which gives sufficiently accurate results for a
large number of standard composites. We used thisrela
tion earlier in treating the data on the thermal conduc-
tivity of pure opa [16] (to take its porosity into
account) and of opal + PbSe [17] and opal + HgSe [7]
nanocomposites.

According to [22], we have
Ket/ K = (1—P)(1=P)¥2+P¥y, 1)

where K4 and K, are the thermal conductivities of the
composite and the matrix, respectively; P is the poros-
ity of the material; and

vV = Kpor/Kmat- (2)

Inour case, K, and P denote the thermal conductiv-
ity of NaCl loaded in first-order opal matrix voids and
the amount of NaCl inthe matrix, respectively; P =0.26
for samples 1 and 2 and 0.208 for sample 3. The matri-
ces in our opa + x% NaCl nanocomposites are the
amorphous spheres with a cristobalite film (samples 1,
2"; Fig. 2) and those without it (sample 3; Fig. 2), with
due account of the fact that first-order voids of the opal
samples are filled completely (in samples 1, 2) or par-
tially (in sample 3) by sodium chloride [22].

Figure 5 plotsthe dataon K, = K, for NaCl filling
of the opal voids, which were derived using Egs. (1)
and (2). A cursory examination of thisfigure showsthat

the values of K, (T) for samples 1-3 differ strongly, as

before (as was observed for KSE (T) for the same sam-
ples).

We may thus conclude that the presence of cristo-
balite in the matrices does not have a significant effect

on the magnitude and temperature behavior of K, (T)
calculated from Egs. (1) and (2) (compare K§¢ (M in

Fig. 2 with K (T) in Fig. 5 for samples 1-3). This
should possibly be ascribed to the fact that heat flux in
the nanocomposites under study propagates primarily
over the filler material (NaCl), while the contribution
from the matrix thermal conductivity to K (T) issmall.
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Fig. 5. Temperature dependences of thermal conductivity.
(1) Kpn Of single-crystal NaCl [13]; (2-4) Ky, of samples
1-3, respectively; (5) the minimum thermal conductivity for
bulk NaCl crystals[23]; and (6-8) thermal conductivities of
bulk NaCl calculated for average sound velocity v ~ const
and phonon mean free path | equal to 800, 400, and 100 A,
respectively (see text for calculation of curves 6-8). Inset
showsthedatafor the opal + HgSe nanocompositefrom [7]:
(1) temperature dependence of the thermal conductivity of
abulk HgSe sample and (2) Ky, (T) of HgSe loaded in an
opal first-order void array; dashed curves represent the ther-
mal conductivity of bulk HgSe calculated for v ~ const and
| equal to (3) 100 and (4) 300 A.

If we continue to assume, however, that the differ-

ence in the values of Kgh(T) (and kX (T) as well)

between samples 1-3 originates from the presence of a
cristobalite film in near-surface layers of amorphous
SiO, spheres of the opal matrix, then some other phys-
ical mechanism has to be put forward that is capable of
accounting for the experimental data obtained.

Let us consider the behavior of k) (T) for the sam-
ples under study (Fig. 5) in more detail.

In the K, (T) curves for samples 1-3 presented in
Fig. 5, we can distinguish three temperature regions:
low temperatures (5-20 K), high temperatures (~50—
300 K), and an intermediate region (~20-50 K).
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We are going to analyze the k(T) dependencesin the
first two regions. We start with the low-temperature
range (5-20 K).

As already mentioned, in an opal + HgSe nanocom-
posite [7] with 100% filling of first-order voids by the
mercury selenide, the low-temperature (T < 20 K) ther-

mal conductivity of HgSe in opal, K, (T), was domi-
nated by boundary scattering of phonons from bottle-
necks (~100 A in diameter) of horn-shaped channels
interconnecting HgSe-filled octahedral and tetrahedral
opal voids (curve 2 in the inset to Fig. 5). The phonon
mean free path | for T <20 K was larger than the diam-
eter of the horn-shaped channel bottleneck.

By analogy with the opal + HgSe nanocomposite,
one can apparently expect the opal + NaCl nanocom-

posite to exhibit the same behavior of K, (T) at low
temperatures.
Therefore, one could try to relate the difference in

Ko (T) between samples 1-3 for the opal + NaCl nano-

compositefor T < 20K to the presence of channels (and
bottlenecks) of different diameters in them, which can
form because of the appearance of cristobalite films
that differ in thickness (d,) in the near-surface layers of
amorphous opa SiO, spheres. The diameter of the new
bottlenecks d in samples 1-3 would depend on the con-
centration of the cristobalitein them, d =d, + d,, where
d, isthe diameter of the bottleneck in aNaCl-filled opal
channel. We assume, by analogy with [7], that d, =
100 A and is the same in samples 1-3. The value of d,
should be larger for sample 1 than for sample 2 and
should be zero for sample 3 (Fig. 3).

The possibility that new “enlarged” channels will
formin samples 1 and 2 for the opal + NaCl nanocom-
posite is borne out by the samples of bulk NaCl, cristo-
balite, and ggstalline guartz having similar thermal
conductivities® (Fig. 6).

The total thermal conductivity of the new channel
(NaCl + cristobalite) in samples 1 and 2 and the thermal
conductivity of NaCl in the channel of sample 3 are
larger than that of the matrices (curves 1'-3'in Fig. 2);
thus, the heat flux in samples 1-3 should propagate pri-
marily over these channels rather than over the matrix
material.

Let usmake at least arough guess at the diameter of
the bottlenecks in samples 1-3. For this purpose, we
invoke the standard relation for the thermal conductiv-
ity of solids:

| = 3k/C,V, 3)

5 Unfortunately, we were unable to find any literature data on the
thermal conductivity of cristobalite over a broad temperature
range. Itsthermal conductivity at room temperature [24] does not
differ much from that of crystaline quartz (Fig. 6). There are
therefore grounds to hope that the thermal conductivities of crys-
talline quartz and cristobalite do not differ greatly over a broad
temperature region as well.
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where C, is the specific heat at constant volume; Vv =
(2vy + v)l3istheaverage sound velocity; v;and v are
the transverse and longitudina sound velaocities,
respectively; and K isthe thermal conductivity.

For the calculation, we used the data on I(T)
reported in [11] for NaCl (see[11, Fig. 5]).

At certain temperatures, the length | may become
comparable to the diameter d of bottlenecks in sam-
ples 1-3. Asthe temperature islowered still further, the
mean free path can be considered constant (I = d).

Because V depends on temperature only weakly, K in

Eqg. (3) (in our case, K = Kg,) should decrease with
decreasing temperature as C, (T).

The dashed lines in Fig. 5 plot the K.y, (T) depen-
dences for the cases | = const = 800, 400, and 100 A
obtained using the above scheme. The best fit to these
curves is provided by the Ky (T) relations obtained
experimentally for samples 1-3, respectively. This

result supports the trend for the K, (T) relation to grow

with increasing bottleneck diameter in the samples,
which was pointed out earlier.

We cannot justify judging the accurate bottleneck
diameter from the data presented in Fig. 5, because the

values of the thermal conductivity Ky, = K for low
temperatures were calculated using a simplified rela-
tion. Instead, it would be appropriate to suggest quali-
tative agreement between the experiment and calcula-
tions.

A question may arise asto whether the differencein

the values of K, (T) (and k¥ (T)) between samples 1—
3 studied by us could be assigned to the contribution of
the second phase (cristobalite) to the thermal conduc-
tivity in samples 1 and 2. Estimates made using
Egs. (1)—(3) showed this contribution to be very small
indeed. Indeed, if we assumethefiller (aNaCl + cristo-
balite film with similar thermal conductivities) to
occupy 31% of the opal (5% cristobalite is the highest

concentration in sample 1), then K, in sample 1 a
10 K will be 4.07W/mK (for 26% filling of opal voids

by NaCl; kg in this sample at 10 K is 4.21 W/m K).
This estimate is one more argument for the difference

in thermal conductivity K, (T) of samples 1-3 being

related primarily to boundary scattering of phonons
from the bottlenecks of horn-shaped channels with dif-
ferent dimensions, which form in these samples in the
course of their preparation.

Consider now the behavior of k) (T) in samples 1—

3 of the opa + NaCl nanocomposites in the high-tem-
perature region (~50-300 K).
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Fig. 6. Temperature dependences of the thermal conductiv-
ity (1, 2) of single-crystal quartz lattice (1) along and
(2) perpendicular to the ¢ axis [13], (3) of a NaCl single
crystal [13], and (4) of polycrystaline cristobalite [24].

In this temperature region, the length | is consider-
ably smaller than the diameter of the bottlenecks of
horn-shaped channels loaded by NaCl in sample 3 and
of the new combined bottlenecks in samples 1 and 2,

while K (T) of al three samples is smaller than the

thermal conductivity of bulk NaCl. We observed the
same pattern [7] for HgSe loaded in opal voids.

For T > 50 K, the thermal conductivity of NaCl in
opal insamples 1 and 2 behavesnearly asit doesin bulk
NaCl with defects. In sample 3 (and partially in sam-
ples 1, 2), there can a so exist specific defects (absent in
bulk samples), such as vacancies (i.e., breaks in the
filler array), surface defects, and defects caused by
strains in the filler matrix.

4. CONCLUSIONS

The above study can be summarized to yield thefol-
lowing main conclusions on the behavior of the thermal
conductivity of NaCl loaded in regularly arranged first-
order voids of single-crystal opal (opal + 80-100%
NaCl nanocomposite):

(1) The lattice thermal conductivity of NaCl loaded
in opal voids (K, ) was found to be substantially
smaller than that of bulk NaCl throughout the tempera-
ture interval studied (5-300 K).

(2) For T > 50 K, this behavior of K (T) can be

assigned to the presence of conventional and specific
defects forming in NaCl loaded in opal voids.

(3) For T< 20K, K, (T) is dominated by boundary
scattering of phonons from bottlenecks of horn-shaped
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channels connecting the octahedral and tetrahedral

first-order voids in opal. The magnitude of K in this

temperatureinterval depends substantially on the actual
size of the bottlenecks present in a sample, whose
diameters are related to the amount of the cristobalite
forming in near-surface layers of amorphous SO,
spheres of opa in the course of preparation of the

opal + NaCl nanocomposite. This behavior of K, (T)

can be accounted for only if the bottlenecks are
arranged regularly in the sample volume, the situation
typical of the filler array in a nanocomposite based on
single-crystal opal.

It should be stressed that the interpretation of the
results obtained in the present study of the thermal con-
ductivity of the opal + NaCl nanocomposite differs
somewhat from that suggested for this nanocomposite
in[11]. Asaready mentioned [1], as new experimental
findings appear in studies of thethermal conductivity of
opals and opal-based nanocomposites, it sometimes
feels necessary to abandon the conclusions and
schemes espoused earlier in favor of another interpreta
tion of the experimenta data, which seems fully justi-
fied in view of the complexity of the unconventional
objects involved.
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Abstract—The problem of self-assembly in ametal—carbon system under dynamic conditions (equilibrium and
nonequilibrium) is considered using the iron—carbon system as an example. It is proved theoretically and exper-
imentally that the ratio of the components of the system affects the possibility of carbon self-assembly with the
formation of fractal iron structures and of metal self-assembly with the participation of polyhapto derivatives of
iron and the formation of fullerene-like carbon structures. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

For many years, various authors have studied the
decomposition of organometallic compounds under
nonequilibrium conditions with deposition of inorganic
solids from the vapor phase (MOCVD) [1, 2]. Such
processes demonstrated the formation of different types
of structures of the metal—carbon system with avarying
M/C ratio and its gradient and various solid morphol o-
gies, for example, layers of nanospheres, amorphous
and crystalline filaments, amorphous particles of spher-
ical and complex shape, anomalous void distribution,
layered or columnar structures, fractal and nonlinear
structures, and structures of uniform composition
including single crystals. These phenomena indicate
that MOCVD isan essentially nonequilibrium dynamic
process. Recently, we confirmed that fractal-ordered
and nanosize solids can form: amorphous, multiphase
polycrystalline or block single-crystal, and dendritic
single-crystal metals (germanium or iron) [3, 4]. Com-
ponents of the metal—carbon system (an organometallic
compound, its mixtures with organic compounds, a
metal impurity in the bulk or at the surface of amor-
phous or crystalline carbon) are self-assembled at ele-
vated temperatures. Self-assembly occurs because of
the difference between the mobilities of metal and car-
bon atoms, which is related to the origin of the system
(free carbon or chemically bonded carbon, e.g., with
hydrogen or metal) and to physical conditions (temper-
ature, pressure, material flow velocities, etc.) [1, 2]. The
probability of these phenomenawas analyzed in [5, 6],
and the conclusion was made that, under nonequilib-

rium conditions of formation of an M-C system (for
example, during MOCVD), this process can occur for
metals and semiconductors that cannot form stable car-
bides (Zn, Cd, Hg, Ga, In, Tl, Ge, Sn, Pb, Sbh, Bi, Te).
The metals for which carbides do not form from free
carbon and metal at T < 1000 K (Cu, Ag, Au, Fe, Co,
Ni), aswell asthe metals of the Pt group dissolving car-
bon upon fusion and evolving it after cooling (Ru, Os,
Rh, Ir, Pd, Pt), can participate in self-assembly.

The methods of preparation of M—C nonequilibrium
systemsare well known: fast cooling of melts of the M—
C system, MOCVD, various irradiation methods, and
plasma chemical and mechanochemical methods. All
these treatments result in the appearance of fractal
order in the solids obtained [7] and in the void system.
The outer surfaces can serve as sites of nucleation of
fullerene-like forms of carbon in the process of self-
assembly of solid amorphous (according to x-ray dif-
fraction data) carbon. This process is accompanied by
decomposition of the carbon—metal system and surface
recombination and segregation of carbon impurities.

Simulation of fractal-ordered solids (in the absence
of trandation invariance) has shown that “stable fractal
forms’ appear at a certain stage of fractal development
[7]. These forms are self-similar, and their number in
one generation is finite. They can be arbitrarily filled
with building blocks a finite number of times, although
the basic fractal skeleton is filled regularly and
uniquely. This property is typical of fractal-ordered
guasicrystalline systems and is analogous to the prop-
erties of void filling in solids [7].

1063-7834/04/4610-1969$26.00 © 2004 MAIK “Nauka/ Interperiodica’



1970

DOMRACHEV et al.

Fig. 1. Morphological forms of iron—carbon coverings obtained by thermal (250-300°C) decomposition of iron pentacarbonyl in a
flow in vacuum with addition of organic bromides. (a) In the presence of 1,2-dibromoethane, a “brush” of iron single crystals is
formed that exhibits no corrosion in air for ayear. (b) In the presence of 1,2-dibromoethane at alimited flow rate of the products of
decomposition of iron pentacarbonyl (carbon oxide) and 1,2-dibromoethane (ethylene), iron single crystals form with spherical
defect inclusions. (c) In the presence of bromallylene, hierarchies of fractal x-ray amorphous formations arise in the form of “rose-

like flowers” containing iron and carbon.

We have shown that transport in solids of this type
is assisted by void surface diffusion and that crystalli-
zation of metal or carbide phases can occur inside voids
with fractal configuration. In this case, the separation of
an (M + C) composition into the metal (or metal car-
bide) and any carbon form occurs at the gas (or vac-
uum)/solid interface[1, 2].

The experience accumulated to date in preparing
numerous fullerene-like structures by catalysis with
iron or its organometallic derivatives confirms that self-
assembly of carbon on iron is induced by varying the
ratio of the elementsin the carbon—metal system (with
increasing carbon content). However, at a low carbon
content in the metal—carbon system, self-assembly of
the metal on carbon can be observed. The metals of the
iron subgroup and carbide-forming metals most easily
undergo self-assembly of metal on carbon, which
accountsfor the variety of structures of metalswith car-
bon impuirities.

For metals that do not form carbides, we found ear-
lier [2, 3] that carbon cages were spontaneously formed
on the surface of growing germanium crystalswhen the
x-ray amorphous quasicrystalline (Ge MOCV D—fabri-
cated) Ge-C system was crystallized. Segregation of
carbon impurity on the void surface or of stable fractal
formsinside solids prepared under nonequilibrium con-
ditionsisalso possible. Using this process, one can fab-
ricate continuous carbon films having the form of voids
or particle cages of various shape (spherical or com-
plex).

2. SELF-ASSEMBLY OF IRON ON CARBON

The study of the deposition of the iron—carbon sys-
tem controlled by organic additives upon thermal
decomposition of iron pentacarbonyl provides unam-
biguous proof of the self-assembly of iron on carbon.
The decomposition of iron pentacarbonyl is accompa-
nied by the appearance of many morphological forma-
tions, the oolitic structure of powders, etc. It would be
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interesting to determine the conditions for deposition
either of single-crystal iron or of fractal-ordered nano-
size amorphous (aperiodic) morphological formations
of the iron—carbon system consisting mainly of iron
with carbon impurity (up to 5-10 at. %). Thus thereis
reason to believe the self-assembly of iron on carbon
can be confirmed.

We experimentally studied the effect of two organic
haloid derivatives as additives during the deposition of
iron. Based on theoretical arguments and extensive pre-
vious experience[1, 2], we chose organic bromidesthat
were not very different from each other: 1,2-dibromo-
ethane (DBE) and 1-bromo-propene-2 [bromallylene
(BA)]. DBE thermally dissociates in the presence of
organometallic compounds with emission of gaseous
ethylene and bromine, and BA forms numerous cluster
derivatives with strong iron—carbon bonds because of
the great affinity of the alyl radical to iron. Heteroge-
neous decomposition of iron pentacarbonyl on glassce-
ramic substratesin avacuum flow reactor with addition
of 10-20 vol % of DBE or BA at atemperature of 250—
300°C resulted in the formation of two substantially
different types of structures. In DBE vapors, a dense
“brush” of iron single crystallites 1-2 mm in size ori-
ented along the flow and having mirror brilliant faces
was formed on the substrate (Fig. 1a). With increasing
pressure, corresponding to an excess in the products of
decomposition of iron pentacarbonyl (carbon oxide)
and DBE (ethylene), abrilliant film containing iron sin-
gle crystals was formed; however, grey spherical inclu-
sions also appeared (Fig. 1b). In BA vapors, a grey x-
ray amorphous covering was formed consisting of
spherical particles of the same (micron) size, which
covered the entire surface of the substrate and consisted
of “petals” Above them, fractal “flowers’ like roses
were formed, which were two or three orders of magni-
tude larger and also consisted of petals formed by
spherical particles similar to those described above
(Fig. 1c). It is known that, in contrast to bromallylene,
1,2-dibromoethane does not induce the formation of
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carbon during MOCVD. From these experiments, the
conclusion was drawn that it is possible to chemically
control the self-assembly of the iron—carbon system
during itsgrowth. It ispossibleto induce either the self-
assembly during the single-crystal growth (at low car-
bon content) or the fractal growth of aperiodic struc-
tures with self-assembly of iron on carbon. The iron
single crystals obtained demonstrate extraordinary sta-
bility to corrosion (over one year in the atmosphere of
a chemical laboratory), apparently due to the presence
of athin continuous carbon film formed on the surface
of iron crystals, while fractal-ordered x-ray amorphous
samples, in the form of a nanosize material, trans
formed into iron oxide within several days.

We simulated the interaction of an allyl radical with
several iron atoms belonging to an iron single-layer
plate. Optimization of the geometry and calculation of
the iron plate parameters were carried out using the
method of molecular mechanics (MM+) and the
semiempirical PM3 method. The plate consisted of iron
atoms forming adjacent squares of four iron atoms. An
allyl radical was attached to theiron atoms by three car-
bon atoms at the center of the plate. The results of the
calculation revealed the existence of strong distortion
of the geometry of the entire system. After optimization
of the geometry, the initially flat plate became a bent
surface with a complicated shape with the allyl radical
surrounded by iron atoms (Fig. 2). This confirms our
statement that the bonding of the allyl radical to the sur-
face of the iron plate generates interaction that gives
rise to distortions of the geometry of the flat iron plate
and to the disappearance of the periodic structure
(trandation invariance) in aninitially periodic iron con-
figuration.

Thus, the results of experiment and simulation dem-
onstrate the possibility of self-assembly of iron on car-
bon at low carbon contents as compared to theiron con-
tent.

3. SELF-ASSEMBLY OF CARBON ON IRON

Itiswell known that the equilibrium ground state of
carbon is graphite having a layered structure. By using
different chemical and physical methods of preparation
of solid carbon (CVD, MOCVD, plasma chemical,
laser and electron beam sputtering, vacuum thermal
sputtering, and other methods), which are nonequilib-
rium processes, graphite can be formed only at very
high temperatures, since the mobility of carbon atoms
isvery low at moderate temperatures. Thisis shown by
the formation of fullerenes, i.e., the highest energy
states of carbon (molecular states), in such processes,
whereas all other stable states are polymeric.

It iswidely known that atomic and molecular struc-
tures with hexagonal and trigonal symmetry, aswell as
the structures having second- and fourth-order axes or
a symmetry plane, can be ordered in the crystaline
(periodic) state.
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Fig. 2. Simulation of the interaction of a flat periodic iron
plate with an alyl radical attached at its center, resulting in
the disappearance of trandlation invariance of iron dueto the
plate bending (self-assembly of iron on carbon).

Lazarev and Domrachev have shown [7-9] that, by
analogy with two-dimensional structures with rota-
tional symmetry Cs, these structures can form aperiodic
two-dimensional fractal-ordered quasicrystalline sys-
temshaving rotational symmetry C, of the sixth, fourth,
third, second, and first orders (n =6, 4, 3, 2, 1). In con-
trast to crystalline systems having the same rotational
symmetry C,, these systems are not periodic, sincethey
have no tranglation invariance, like the aperiodic Pen-
rose mosaics having fifth-order symmetry [7-9]. Such
systems are often obtained in the form of x-ray amor-
phous solidsin noneguilibrium processes of solid phase
growth from different phases, especially from the gas
phase. Theformation of such fractal-ordered solidswas
detected during organometallic chemical vapor-phase
deposition (MOCVD) [1, 2], in plasma- or |aser-acti-
vated processes of PE and LE MOCVD [2], and dsoin
the process of CVD of pyrocarbon by pyrolysis of
hydrocarbons and during physical vapor deposition
(PVD) of carbon, metals, or inorganic compounds
under nonequilibrium conditions[10]. These processes
are nonequilibrium and irreversible because of the very
high melting temperatures of carbon or other inorganic
materials and low deposition temperature and aso
because of the high rate of solid carbon layer deposition
and, hence, of the extremely low mobility of carbon or
metal atoms on the growing surface.

The method of plasmaarc sputtering of carbon
applied to synthesize a fullerene soot [11] containing
fullerenes and carbon nanotubes is also a nonequilib-
rium process, which is expected to produce fractal-
ordered quasicrystalline solid carbon film structures.

Such conditions facilitate the formation of nano-
structures (such as fullerenes and nanotubes), noncrys-
talline aperiodic fractal-ordered materials (such as car-
bon—-metal systems) [12], in which the generation of
shift deformations is difficult because of the aperiodic-
ity of the material. Therefore, such materials should
conserve kinetic energy under dynamic load, have
shape memory, and possessimproved mechanical, anti-
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Fig. 3. Selected forms of 2D-quasicrystalline carbon with different rotational symmetries (Cg, Cs, C,, C,) and the characteristic

elementary structures formed in each case.

corrosion, and other properties. Thissituation istypical
for molecular materials such as fullerenes, as well as
for amorphous metal—carbon and other inorganic nano-
systems.

Lazarev and Domrachev have developed an
approach to the construction of two-dimensiona frac-
tal-ordered quasicrystalline systems[12, 13]; using this
approach, we can generally consider the structural clas-
sification of carbon systems having 2D-quasicrystalline
ordering and rotational symmetry in the absence of
trandation-invariant ordering. Structures are con-
structed from short pieces (small diagonals of elemen-
tary rhombuses), forming quasicrystalline networks
with elements similar to those of the models of polycy-
clic and ramified structures of chemical molecules,
such as hydrocarbons, obtained by pyrolysis of ail or
gaseous hydrocarbons [10].

These structures are similar to carbon skeletons of
benzene, toluene, ethylbenzene, 1,3,5-trimethylben-
zene, naphthalene, tri-(ortho-phenylene), coronene
(“hexa-benzobenzene”), fluorene, acenaphthelene, flu-
oranthene, corannulene [14], polycenes, polyphenes,
radicals of cyclopentadienyl, indenyl, perinaphthenyl,
fluorenyl, and other substituted polycycles, including
macrocyclic and infinite polymeric chains. There exists
avariety of structures: filaments, bent filaments bonded
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to cycles, ribbons consisting of cycles, and several rib-
bons connected via cycles. Most of the cycles in these
structures are six-membered rings, which are the most
stable carbon rings forming the basis of a graphite net-
work. However, five-membered carbon cycles are often
encountered among six-membered cycles. Some of
these structures can also arise in the gas phase during
CVD of amorphous pyrocarbon from propane: indene,
fluorene, acenaphthylene, fluoranthene, benzofluorene,
benzofluorantene, and others [10]. Obviously, many
analogous structures with a greater carbon content
should be present in solid amorphous pyrocarbon. The
main structural defects of a graphite network are five-
membered rings (i.e., avacancy of acarbon atom filled
with a C—C bond due to recombination of two neigh-
boring carbon atoms separated by avacancy). The pres-
ence of asmall number of such defects does not distort
the plane of the carbon network appreciably, especially
if it lies on other, lower layers of the quasicrystalline
network that are arbitrarily oriented and do not repro-
duce the top network considered.

Lazarev and Domrachev have performed a general
analysis of all 2D fractal-ordered quasicrystalline car-
bon structures possessing rotational symmetry of order
6, 4, 3, 2, or 1 (Fig. 3). Their analysis confirmed the
high probability of formation of various types of quasi-
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Fig. 4. (b) Self-assembly of two-dimensional quasicrystalline carbon containing a cyclo-Cg defect at the center and nonbonded car-

bon fragments anal ogous to substituted single-nucleus aromatic hydrocarbons. The self-assembly can occur in two ways. In thefirst
way (b — &), fragments are bonded to the central polycyclic corannulene structure and to condensed polycene ribbons, which
results in the formation of “graphite” containing a central cyclo-Cg defect. Due to this defect, a flat-slope cone forms. The second

way (b — c) isthe removal of nonbonded fragments with the formation of small fullerenes (the central block of the quasicrys-

talline Cgq structure whose self-assembly is shown in Fig. 5).

crystalline carbon structures (including fifth-order
structures). They are formed through CVD under irre-
versible carbon deposition conditions. X-ray amor-
phous pyrocarbon is obtained by pyrolysis of saturated
or nonsaturated hydrocarbons, individual aromatic and
oil hydrocarbons, and, of course, benzene [10].

The main feature of the 2D fractal—ordered quasic-
rystalline carbon structures (quasicrystalline carbon
monolayers) having ordering with rotational symmetry
(C,) is the existence of an aperiodic carbon network
having fragments with a graphite structure. Such frag-
ments include polycyclic structures consisting of Cg
rings condensed into ribbons or into large polycyclic
structures, as well as chains bonded to them and iso-
lated fragments of hydrocarbons without hydrogen
atoms. These structures are unstable and give rise to
surface activity of quasicrystalline carbon, similar to
activated coal.

Such structures should be formed in the presence of
acarbon atom flow from a source and be determined by
the geometry of the source and the substrate and by
their relative positions (nonegquilibrium carbon sputter-
ing conditions). In real pyralitic structures, thereis cer-
tainly some amount of hydrogen atoms[10], which par-
tidly stabilize the structures and cab be removed only
at very high temperatures exceeding 1000°C [10].

The centers of polycondensed ring systemswith six-
membered cycles are the most stable parts of these
structures. The main structural defects of quasicrystal-
line carbon structures are five-membered rings code-
posited with six-membered cyclic systems or structures
of the ribbon type (polycycles, polycenes, polyfenes,
and others).

Quasicrystalline carbon is also characterized by the
presence of fragments (nonbonded in the layer plane),
which can be bonded with multimember polycyclic
systems located in the layer, thereby forming a graph-
ite-like network (Figs. 3, 4a), or be removed from the
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layer by heating (Fig. 4b), resulting in self-assembly of
fullerene-like structures during recombination of
polycene ribbons. This network can also have C;
defects and facilitate the further formation of bonds
between polycene ribbons with a subsequent growth of
carbon nanotubes, fullerenes, and fullerene-like or
cone-shaped structures (with a C ring at the top of the
corannulene basis) (Fig. 4b).

The process of spontaneous formation of fullerene-
like structures of quasicrystalline carbon or its frag-
ments should be controlled by thermal fluctuations and
the motion of fragments of the original structure, which
is intensified as the temperature increases and the
energy of formation of new C-C bondsisreleased upon
recombination.

The formation of fullerene-like structuresis a ther-
modynamically allowed process with respect to meta-
stable quasicrystalline carbon; however, this processis
kinetically difficult due to the low mobility of carbon
atoms and carbon structures, the randomness of vibra-
tions of the carbon network, and the necessity of elimi-
nating possible nonbonded low-molecular fragments.

With respect to the basic carbon modification
(graphite), metastable quasicrystalline carbon is ther-
modynamically even more unstable than fullerenes and
nanotubes, but the formation of graphite is kinetically
difficult for the same reasons (randomness of vibra-
tions); the situation is still more serious, sinceit is nec-
essary to form aperfect crystalline structure of graphite
in the presence of practically random vibrations and
motions of the structure and its fragments.

The processes with kinetic restrictions are expected
to be slow; this is especially true for gas phase pro-
cesses of recombination and growth of fullerene-like
structures and graphite. Therefore, these processes
require high temperatures, where the mobility of car-
bon atoms increases to an experimentally detectable
value. Indeed, in the case of pyrolysis of hydrocarbons,
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Fig. 5. Self-assembly of carbon fragments with an iron atom into the Cgq fullerene. The QC symmetry is Cs.

the maximum yield of more complex fullerenes is
shifted to 2000—2500 K and to higher pressures (from
1 Pato atmospheric pressure) [15].

Hence, the probability of self-assembly of isolated
fragments of quasicrystalline carbon under the condi-
tions of thermal reactionsis low due to kinetic restric-
tions, randomness of vibrations (especially for end non-
bonded fragments), and the necessity of releasing the
energy of bond creation during recombination.

4. A POSSIBLE MECHANISM OF GROWTH
OF CARBON NANOTUBES AND FULLERENES
UPON SELF-ASSEMBLY
OF QUASICRY STALLINE CARBON
IN CATALYTIC PROCESSES INVOLVING
A METAL

Therecently discovered “metallocene” (M = Fe, Co,
Ni) and metal-“catalyzed” (with the same metals)
methods of obtaining carbon nanotubes [16] provide
new insightsinto the mechanisms and new resultsin the
chemistry of carbon. It is interesting to consider and
theoretically study the role of a metal in the catalytic
formation of fullerene-like structures.

For a long time, the mechanisms of the MOCVD
process[1, 2] and thedirect synthesis of organometallic
compounds with atomic metals at low temperatures
[17, 18] were studied at the Razuvaev Ingtitute of Orga-
nometallic Chemistry, Russian Academy of Sciences. A
nonequilibrium heterogeneous mechanism of forma-
tion of inorganic or organometallic compounds or
phases has been suggested [12]; this mechanism
involves quasicrystalline and fractal-ordered solids
formed during these processes under nonequilibrium
conditions related to the presence of mass and energy
flows.

It seems reasonable to apply such an approach to
nonequilibrium processes of carbon deposition. Plasma
(Hafman—Kratschmer arc method) and pyrolytic meth-
ods are applied to prepare fullerenes and carbon nano-
tubes. We suggest a mechanism of growth of fullerenes
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and carbon nanotubes that can operate under the condi-
tions of self-assembly of fragments or afilm of quasic-
rystalline carbon (QC) [12] and that is thermodynami-
cally alowed. The process is accelerated by the cata-
Iytic action of complex formation between some QC
structures and transition metal atoms (or clusters) or
metallocene fragments (Fe, Co, Ni).

As a model for molecular mechanics (MM+) and
dynamics (MD) simulation, we choose isolated (“gas’-
phase) structures of layers of two-dimensional quasic-
rystalline carbon with carbon fragments (without
hydrogen), which are similar to tri-(ortho-phenylene)
(D4p), coronene (“ hexabenzobenzene™) (D), Or coran-
nulene (Dg, or Cs,) with polycene chains condensed at
the sides of benzo-groups of these elements in the QC
structures. The formation of such structures of fractal-
ordered carbonisillustrated in Fig. 5, This process was
demonstrated both in simulation by analyzing al possi-
ble structures of quasicrystalline carbon [12, 13] and
experimentally by analyzing the hydrocarbonic struc-
tures formed during preparation of x-ray amorphous
pyrocarbon through pyrolysis of propane [10] and by
studying the mechanisms of carbon formation through
pyrolysis of hydrocarbons[10].

These two-dimensional carbon forms are solid for-
mations (like condensed hydrocarbons, which also
have flat molecules and are solids) and, in addition to
nucleation centers of fragments of graphite-like struc-
tures, contain active particles with nonsaturated
valences, bonded or nonbonded with these fragments
(*hydrocarbon molecules without hydrogen”). Such
particles determine the reaction and adsorption ability
of “activated coal” and quasicrystalline carbon, the lat-
ter being a fractal-ordered structure having large areas
with rotational symmetry of the 6th, 5th, 4th, 3rd, 2nd,
and 1st ordersin 2D layers of the solid in the absence
of trandation invariance (“infinite periodicity”) [8].
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5. ISOLATED QUASICRY STALLINE
CARBON + Fe ATOM SYSTEM

Let us add a Fe atom at the center of symmetry of
the system considered. The symmetry becomes lower
(Cs,, Csy» Cs,), and the Fe atom forms covalent bonds,
as in ferrocene. The optimum position for bonding of
the iron atom is the center of symmetry, since multi-
center multielectron bonds of an iron atom (or another
transition metal) with carbon atoms of QC structures
can form. These bonds are more stable than those
formed with a smaller number of centers and electrons
(Fig. 5). Even if, for statistical reasons, a metal atom
occupies a position with lower symmetry in a QC
(especidly, in the C; case), the lowering of the symme-
try of the neighboring high-symmetry fragments and
migration of the metal atom to the central position will
be especially favorable; indeed, dueto thisreductionin
symmetry, various interactions are no longer forbidden
and energy is gained. Thisis the reason for the choice
of the above models. The existence of real particles cor-
responding to such models was proved in the expe-
rimental studies carried out by Byszewski [19, 20].
Spectroscopic data indicate that such particles exist in
space [21].

Optimization of the geometry (MM+) and heating
from 0 to 1500 K (MD) result in the n®- or n>-type
interaction of an iron atom with a C4 or C; fragment of
the centra ring, in raising the carbon ring above the
iron atom, and in bending and raising the carbon struc-
ture and the polycene ribbons codeposited with it. This
bending causes the C...C distances between the
unbonded fractions of polycene structures to decrease
to values that are much smaller than the sum of the Van
der Waals radii of carbon atoms. Covalent bonding
appears between the polycene ribbons located around
the upper Fe-containing center bent in the form of an
inverted part of the sphere with release of the energy of
bond formation. This bonding produces further bend-
ing of the subsequent elements of the polycene struc-
tures and further bonding of ribbons due to their
straightening as a cylindrical surface is formed and so
on, until aclosed fullerene structure (Fig. 5) or an open-
ended structure of acarbon nanotube (Fig. 6) isformed.

Intensive carbon evaporation and recombination
favors permanent construction of polycene chains and
growth of carbon nanotubes during self-assembly of the
QC fragments; however, slow carbon supply during
evaporation (PE PVD) and recombination result in
closing of growing carbon forms with the formation of
fullerenes. Both processes are controlled by the rates of
carbon evaporation and formation of quasicrystalline
carbon. During self-assembly, nanotubes or higher
cylindrical fullerenes are formed from long QC frag-
ments (at high QC formation rates); the small QC frag-
ments, including short polycene, starlike fragments,
sometimes with short side chains of linear C,, “substi-
tutes’ (n = 1-3), produce lower fullerenes during self-
assembly of QC (at low QC formation rates).
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Fig. 6. Self-assembly of fragments of quasicrystalline car-
bon with an iron atom into a nanotube or a C;3, fullerene
(isolated system, “gas phase”). The nanotube formed (at the
center of the lower line) and the C, 3, fullerene (at the right

lower corner) have top caps of cer1tro—r]6-coronene with an
endo-Fe atom. The QC symmetry is Cs.

Very high carbon sputtering rates should result in
the formation of nanosize multilayer amorphous oolitic
structures, since the rate of nucleation of small spheri-
cal fullerene-like particlesis high due to recombination
at elementary carbon clusters.

Higher temperatures enhance the process of growth
of carbon nanotubes and fullerenes because of the
increase in the frequency of collisions of carbon atoms
of polycene chains; therefore, the efficiency of forma-
tion of fullerene-like structuresincreases. For athermo-
dynamically allowed process, the kinetic restrictions
are relaxed, similarly to heterogeneous decomposition
of organometallics and cryogenic synthesis of these
compounds with atomic metals[2, 18]. However, when
long carbon nanotubesform, the loose ends of polycene
chains recombine less effectively with each other at low
temperatures due to the remoteness of the iron atom
that organizes the structure (assisted only by the effect
of straightening of polycene structures, which areflatin
the ground state).

It is interesting that, in the temperature range 800—
1300 K, simulation by using the method of molecular
dynamics often shows a jump of an iron atom bonded
to acarbon (six- or five-membered) cycle of the cap or
hat of the initial part of the fullerene structure; theiron
atom jumpsto the opposite side of the cycle plane (exo—
endo-isomerization of metal in the structure). This
jump occurs because of the statistical coincidence of
the phases of C-C stretching vibrations of all carbon
atoms of the cycle with the phase of asymmetric
stretching vibrations of the metal—+ing fragment of the
guasicrystalline carbon structure. Therefore, an iron
atom can appear at thetop of theinitia portion of grow-
ing carbon nanotubes or fullerenes (when passing from
the endo-position to the exo-position). This phenome-
non can be responsible for multilayered growth of nan-
otubes under conditions of continuous carbon evapora-
tion and the formation of QC fragments on the growing
QC surface.
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Anincreaseinlocal temperature (>1000-1500 K) of
the lid of a growing nanotube containing an endo-
bonded iron atom can result in areversible jump of the
iron atom on both sides of thelid; this further increases
the probability of growth of the multilayer tubes or
multilayer fullerenes due to migration of the catalytic
metal atom to the outer surface.

We have considered the possibl e self-assembly of an
isolated large surface area of one layer of quasicrystal-
line carbon (with rotational symmetry Cg) on which
several iron atoms have randomly fallen. Here, two
cases are possible.

First, theiron atoms are fixed at the surface after the
energy of created iron—ing polyhapto bonds is
released; near each of the iron atoms, the carbon quasi-
crystalline structure is self-assembled (the structure
rises and bends) with the formation of nucleation cen-
ters of nanotubes with vertices containing a bonded
iron atom each. If the QC layer isin afree state (in an
isolated state, not on the surface of other Ia’xers) and
iron atoms are |located at distances of 15-25 A and are
isolated from each other by the matrix [18], then self-
assembly of QC occurswith nucleation of nanotubeson
both sides of the QC plane.

Second, if the distance between the iron atoms is
smaller than that corresponding to matrix isolation at a
certain temperature for the given metal and if the qua-
sicrystalline carbon contains large areas with a graph-
ite-like surface, then migration of metal atoms along
the most stable surface and their aggregation into clus-
ters can occur. Analogous phenomena were observed
experimentally for the migration of atoms and clusters
of transition metals or gold over long distances (up to
2500 A at 77 K) on stable faces (with low hkl indices)
of benzene molecular crystals. The metal cluster forma-
tion either results in meta crystallization (self-assem-
bly of the metal on amolecularly smooth surface) [18],
which transforms the reaction into a heterogeneous
reaction on the metal phase, or induces self-assembly
of quasicrystalline carbon around the meta clusters
with the formation of metal clusters and nanocrystals
encapsulated in fullerene-like carbon cages[3].

In both cases, the self-assembly of the structures
induced by the formation of bonds with iron atoms
results in catalytic acceleration of the formation of
fullerene-like structures, the transition to which from
the state of quasicrystalline carbon is thermodynami-
caly alowed. Thus, we can assert that there exists a
cataytic effect of iron atoms on the formation of
fullerene-like structures.

For generality, we consider the self-assembly of a
graphite plate (one graphite sheet) asan n® ligand of an
iron-organic compound. Theratio of the number of iron
atomsto that of carbon isassumedtobeN < 1

Using the MM+ method, together with the proce-
dure for optimizing the geometry, we studied the self-
assembly of a system consisting of a graphite plate and
iron atoms bonded according to the n® type. We found
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that the molecular structure of the optimized systems
depends on the density of iron atoms on the plate sur-
face. If thereis one iron atom per six-membered frag-
ment of the plate on one side of the sheet, then simula-
tion showsthat the graphite sheet isbent such that metal
atoms appear to lie on the outer side of a formed tube
7.5-7.7 A in diameter (with respect to the nuclei of car-
bon atoms). As aresult, the Fe—Fe distances paralld to
the tube axis equal to 2.57 A appear to be smaller than
the other distances, which are equal to 3.01 A.

If the density of iron atoms on the surfaceis not very
high and the atoms are separated by six-membered
fragments from each another, then the graphite sheet is
rolled into a tube 8.8-8.9 A in diameter, with metal
atoms located inside the tube. In this case, the Fe—Fe
distances that are parallel to the tube axis and equal to
4.4 A appear to be greater than the other distances,
which are equal to 3.2 A.

We may concludethat, if iron atoms are bonded to a
graphite sheet, the molecular structure is self-assem-
bled from a flat state to a tube because of repulsion
between theiron atomsin thefirst case and attractionin
the second.

The catalytic effect of iron atoms on the growth of
carbon nanotubes and fullerenes was described above
in the approximation of afreeiron atom and an isolated
fragment with a single-layered structure of quasicrys-
talline carbon or graphite. A metal can be formed under
homogeneous conditionsin the gas phasein the case of
thermal or plasma chemical activation [1, 2]. However,
although multiparticle reactions (multiple collisions)
are thermodynamically alowed in the gas phase, they
are less probable than heterogeneous gas—solid reac-
tions (due to kinetic restrictions), as has been estab-
lished for MOCVD processes [1, 2, 17] and for direct
vacuum cryogenic synthesis of organometallic com-
pounds from atomic metal and from the condensed
phase of an organic compound or afrozen inorganic gas
[17, 18]. Therefore, consideration of heterogeneous
gas—solid reactions also seems reasonabl e.

6. HETEROGENEOUS QUASICRY STALLINE
CARBON + Fe,; SYSTEM

To simulate the above heterogeneous reactions, we
constructed a solid iron plate consisting of 128 (8 x 8 x
2) metal atoms. An additional, 129th iron atom (ada-
tom) was placed at the center of the plate surface; this
atom was bonded with an arbitrarily chosen iron atom
in the central part of the top surface of the plate. After
optimization of the geometry (by using the MM+
method), this iron plate had an almost cubic structure
with Fe-Fe distances that were close to those of cubic
metal iron. Some deviations of the distances (towards
greater values) were observed on the lateral surfaces of
the plate because of the effect of the boundary condi-
tions. A fragment of quasicrystalline carbon was placed
on the surface of thisiron plate with the Fe adatom. The
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Fig. 7. Self-assembly of fragments of quasicrystalline C;3, carbon into a nanotube (at the center of the lower line) or into the C;3,

fullerene (at the right lower corner) with an iron adatom on the surface of atwo-layer iron plate (consisting of 8 x 8 x 2 =128 iron
atoms). The reaction is heterogeneous. The symmetry of the system is Cg (or Cgy).

QC fragments were chosen to be the same asin the case
with the above-mentioned atomic iron. The center of
symmetry of the QC layer was located above the Fe
adatom. The MM+ optimization of the geometry for the
(QC + Fe)—Fepguia) System was performed with a
step-by-step fixation of any changein the structure. The
behavior of the (QC + Fe)—Fe;,5iq) System appeared
to be similar to the behavior in the gas phase with
atomic iron. However, specific features were observed

(Fig. 7).

First of all, the process of bending of the quasicrys-
talline carbon structure quickly becomes an ordered
motion of the system bonded with the Fe adatom in the
direction perpendicular to the surface of the solid iron
plate. Inthis case, thelength of the (Fe,y ¢qe) PoNd was
shortened, whereas the FeFe,, distance was
increased more than the distances in solid iron. The
Fey—Feyiq distances were also increased, and the
plate was dightly bent in the direction of the Fey,;—Fe,
ui—FEyg axis at the center of the cycle. The first of the
Fe—Fe distances to become twice as long as the Fe-Fe
distance in solid iron was the Fe,—Fey,; distance. This
case corresponds to separation of the iron adatom from
the surface of the iron plate and its conservation at the
top of the growing fullerene-like system in the poly-
hapto-bonded endo-position. The recombination of
polycene ribbons occurred simultaneously with bend-
ing of the structure and elongation of the Fe,;—Fey,; dis-
tance, aswell as with evaporation of the low-molecular
fragments not bonded in the QC structure. However,
these processes were very strongly accelerated because
of the decisive and directing action of theiron plate sur-
face and of the Van der Waals interaction (repulsion) of
polycene ribbons and the iron plate surface, which
ensured diding of polycene fragments along the iron
surface.
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Obviously, therole played by theiron surface during
the self-assembly of quasicrystalline carbon into car-
bon nanotubes and fullerenes is behind the fast forma-
tion of these structures. The dependence of these pro-
cesses on the rate of sputtering (and, hence, evapora-
tion) of carbon and on the rate of transformation of
sputtered carbon into quasicrystalline carbon layers
with various structures can be seen through the example
of QC structures.

The QC structures that are centrally ordered in the
course of condensation of six- or five-membered car-
bon rings with polycene ribbon structures are most suit-
able for forming carbon nanotubes. The large length of
these ribbons favors the formation of higher fullerenes
or long nanotubes. These QC forms are the most
ordered and close to graphite; however, their structures
have no trandation invariance and are aperiodic. They
can be generated under the conditions of high mobility
of QC fragments, which, most likely, occurs at high
temperatures and high carbon flows supplying the sys-
tem with high energy and a high carbon concentration
because of the carbon condensation into the ribbons
and solid phase. The opposite conditions cannot ensure
the growth of long polycene ribbons or, hence, the
growth of long nanotubes. In this case, centrally
ordered short polycene structures can produce small
fullerenes. Their size depends on the carbon evapora-
tion rate and on the recombination-induced growth rate
of polycene structures. If the temperature of the QC
surfaceislow and, hence, the mobility of carbon atoms
and carbon structures is low, QC structures contain
chainlike or needle forms. The formation of fullerenes
or nanotubes from QC structures of this type is unfa-
vorable.

As an iron heterogeneous catalyst, we chose a sin-
gle-layered surface of iron atoms with a separate sur-
face iron adatom or a similar surface of limited area
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without an iron adatom but with fragments of quasic-
rystalline carbon deposited on the surface and having a
much larger monolayer area (compared to the area of
theiron “base”). Then, during the self-assembly of the
entire system studied by optimizing the geometry or
using the molecular-dynamics method (with increasing
temperature), we observed strong interaction of theiron
base with the carbon system and retraction of a signifi-
cant part of the surface iron atoms into the deformable
carbon system. This effect can account for the forma-
tion of catalyst metal clusters retracted into the carbon
cage or covered by it.

If the metal affinity to carbon varies under different
conditions, then the formation of complex morphol ogi-
cal metal forms covered with carbon or of single crysta
metal sediments with only traces of carbon occurs.
Such a phenomenon is described above for MOCVD
upon thermal decomposition of iron pentacarbonyl
vapors in the presence of 1,2-dibromoethane or broma-
[lylene vapors. In the former case, the formation of eth-
ylene and a small amount of carbon ensures the forma-
tion of well-faceted a-iron single crystals. The presence
of bromallylene, which hasahigh affinity toiron carbo-
nyl and forms alyl iron carbonyls, resultsin very com-
plex morphological iron formations (multipetal flow-
ers), produced by strong bonding of iron atoms to the
remains of the allyl fragments (fractal structures) [4].

To eliminate the effect of retraction of more than
oneiron atom into the carbon structure formed, we con-
sidered a model two-layer iron plate with an iron ada-
tom at the center (the Fe,—Fes, . » System).

In the case where the center of the condensed carbon
structure contains an iron adatom located on the upper
surface of a two-layer iron plate, simulation of self-
assembly by using the molecular-dynamics method
shows extremely fast spontaneous formation of nano-
tubes or fullerenes with increasing temperature; the
bond of the iron adatom with iron plate surface atoms
is broken and a recombination of polycene ribbons
occurs with the formation of nanotube walls or
fullerenes. The condensed carbon structure, located at a
distance equal to the sum of the Van der Waals radii of
iron and carbon, easily and quickly slides off from the
surface of the iron plate. At the same time, afullerene-
like formation not closed at the bottom rises in the
direction perpendicular to the plate.

This effect demonstrates strong interaction of the
QC system with aniron system (atom, cluster, surface),
thus indicating the formation of stable complexes
between them.

It is known that the rate of nanotube formation is
amost always high and incomparable to gas phase
reaction rates, asis the growth rate of filamentary crys-
tals [2] or the rate of migration of metal clusters and
particles along the surface of a molecular crystal (e.g.,
benzene during cryochemical synthesis of organome-
tallic compounds with atomic metals [18]) or along the
graphite surface [22].
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Estimations of the interactions between an iron
atom and fragments of quasicrystalline carbon and
fullerene structures, their mutual transformations, and
the relation between their structure and ferrocene-like
structures are performed in the next section by using the
methods of quantum chemistry, molecular mechanics,
and molecular dynamics.

7. MOLECULAR AND ELECTRONIC
STRUCTURE OF COMPLEXES
OF EXO- AND ENDO-IRON WITH FULLERENES
CONTAINING COVALENT POLYHAPTO BONDS

The stability and thermal and plasma-chemical
decomposition of ferrocene and its derivatives[1, 2], as
well asthe structures of the solid products of decompo-
sition, have been studied for a number of years at the
Razuvaev Institute of Organometallic Chemistry (Rus-
sian Academy of Sciences). Such structures usually
consist of a polymeric amorphous solid with an ele-
mental composition close to that of ferrocene without
hydrogen. In addition, solid germanium covered with a
carbon shell like carbon nanotubes was established to
form during therma decomposition of germanium
organic compounds [16]. Recent studies aimed at
developing a metallocene-involving method [16] for
synthesizing carbon nanotubes [23] and exo-fullerene
(FIn) transition-metal derivatives [24] confirm our
assumption on the possible existence of endo- and exo-
complexes, such as Fe@FIn and FIn@Fe.

In this section, we discuss the molecular and elec-
tronic structure of various types of iron complexeswith
anumber of fullerenes having different types of Fe—Fln
bonding, possible ways they are formed, and their
transformations and stability.

We chose the Cyy, Cqo, Cgor Cigny Cosgr @nd Csyg
fullerenes with paralel five-membered rings (belong-
ing to the D54 point group) and the C,, fullerene with
parallel five-membered rings (belonging to the Dsg,
point group), as well as the elongated C,5, fullerene
with two coronene caps (hats) (belonging to the Dg,
point group).

The formation of complexes of these fullereneswith
exo- or endo-Fe atoms was studied using the MM+ and
MD methods, as well as using a modification of the
semiempirical quantum-chemical INDO method. To
calculate the weight factors for the 0—o and Te-TT OVEr-
lap, we optimized the INDO method for finding the
enthalpies of formation of ferrocene compounds from
atoms. The error in calculating the atomization enthal -
pies was less than 0.5% of the value measured for fer-
rocene. Simultaneously, we self-consistently mini-
mized the energy and effective charges on the atomsfor
the entire molecule [25].

First, we performed calculations for structures with
an isolated exo-Fe atom attached to a fullerene vian®-
and nS-type interaction or an isolated endo-Fe atom
attached to a fullerene via n®- and n®-type interaction

No. 10 2004



THE ROLE OF CARBON AND METAL IN SELF-ASSEMBLY

1979

Fig. 8. Possible molecular structure of (&) (r]5-cyclopentadienele) (r]5-[60]fullerene)—exo-iron, (b) (centro-r]G-coronene) (r]B-
[60]fullerene)—exo-iron, and (c) (centro-n 6-tri-ortho—phenylene)(r] 6-[60] fullerene)—exo-iron simulated using molecular mechanics

and quantum chemistry.

from theinternal side of thefullerene. In both cases, the
Fe atom can form strong polyhapto bonds with a
fullerene and can coordinate additional ligands to the
same iron atom, such as n®-cyclopentadienyl (Cp),
nS-benzene, and n®- or n®-fullerene (FIn) (the latter in
the case of exo-Fe). Iron derivatives with fullerenes and
organic polyhapto ligands, more specificaly,
(n>-FIn),Fe, (n5-FIn)(n®-FIn)Fe, (n®-FIn),Fe,
(n®-FIn)Fe(n®>Cp),  (n®-FIn)Fe(centro-n-coronene),
and (n®-FIn)Fe[centro-nS-tri(ortho-phenylene)], were
studied using the MD method. They have high thermo-
dynamic and kinetic stability (Fig. 8).

The n>-FInFe(n®>Cp) compound (Fig. 8), aswell as
similar compounds with radical ligands like
n®-FInFe(n®-indenyl) and n>-FInFe(n>-fluorenyl), can
be in the paramagnetic state, since the number of
hydrogen atoms in the ligand is odd (providing an odd
number of electrons in the entire system). These com-
pounds have high stahility, although the unpaired elec-
tron occupies a high nonbonding level. The HOMO-
LUMO interval for these compounds is very narrow,
and they can be interesting as solid metal-like mate-
rials.

The n5-FInFe(n®-Cp) compound has a large nega-
tive enthalpy of formation from atoms (about
—9000 cal/moal). The dependence of the enthal py of for-
mation of fullerenes and their iron derivatives on the
number of carbon atomsis amost linear.

The n8-FInFe(n5-Cp) and similar mixed n"-Fin
compounds with the above-mentioned radical ligands
have the same high stability and almost the same elec-
tronic structure as the symmetric (n°>n°) derivatives.
They have dightly different Fe-C distances and a
somewhat different character of violation of the sym-
metry of the fullerene structure in the region where the
fullerene is bonded with an iron atom (more than n car-
bon atoms participate in n"-Fln bonding with iron
because of partial bond conjugation in the carbon skel-
eton upon its deformation).

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

We also considered a series of n"-FInFe(n™-ligand)
derivatives with an iron exo-atom, where mis an even
number of atomic orbitals involved in m hapto-bonds
and filled with an even number of electrons. The
ligands are chosen from the series of polycyclic con-
densed aromatic hydrocarbons: né-benzene and substi-
tuted derivatives, né-naphthalene, né- and n>-acenaph-
tylene (Fig. 8), nS-anthracene, nS-phenanthrene,
centro-n°®-tri-ortho-phenylene, centro-n®-coronene
(Fig. 8), and centro-n®-corannulene. These n® and n®
fullerene derivatives with n™-arenes (even with five-
membered rings of the nonradical type) having an even
number of C-H bonds form exo-iron derivatives in a
singlet multielectron state, although the energy differ-
ence between the zero singlet and the first triplet state
issmall.

All compounds in this series with mixed aromatic
and fullerene ligands have a large negative enthalpy of
formation from atoms, like the above-mentioned radi-
cal derivatives.

The structures of the compounds with FIn—Fe bonds
and n"-ligands are very similar to ferrocene structures.
Thesimplest, (n°>-FIn)Fe(n>-Cp) compound hasastruc-
ture of the Cp-ligand similar to that of ferrocene: hydro-
gen atoms are shifted towardsiron, and the Cp-ligand is
not flat. Large condensed ligands, such as fluorenyl,
acenaphthylene, anthracene, centro-n®-tri-ortho-phe-
nylene, and centro-n®-coronene, are bent towards iron
under the effect of the Fe-ligand bond, and the outer
parts of the ligand lie around the iron atom and the
fullerene bonded to it.

We also considered a series of exohedral-fullerene
derivatives of iron represented by bis
(fullerene)iron(0). Possible polyhapto isomers of these
compounds are (n°-FIn),Fe, n>FIn)(n®Fln)Fe, and
(n8-FIn),Fe. All compounds are singlets in the ground
state, and their molecular orbitals, energy levels, and
molecular structures are similar. The only distinctionin
their molecular structures is that the (n®-Fin)-Fe dis-
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800-1300 K

>1300 K

Fig. 9. Thermal decomposition of bis-(n®-[60]fullerene)—exo-iron (molecular dynamics). (a) bis-(n°-[60] fullerene)—exo-iron,
(b) reversible isomerization with ajump of an iron atom, (c) irreversibleisomerization reaction completed with decomposition into
an endo-r]5-iron—[60]fullerene and a free [60]fullerene, (d) and a jump at temperatures far exceeding 1300 K with capture of the

opposite fullerene wall and formation of Fe@Cgy-n % and Cep,

tances are somewhat greater than the (n°FIn)—Fe dis-
tances. Various types of distortion of the fullerene
structure in the region of Fe bonding with the fullerene
are also similar to the above-mentioned distortion of
the flat structure of aromatic ligands (Fig. 9a).

The analysis of compounds with fullerene-exo-
iron-Higand bonds (the ligand can aso be a fullerene)
leads to the conclusion that the fullereneisaligand and
can form a stable multicenter multielectron bond with a
transition metal (which is confirmed experimentally
[24]). Thisbond isnot atypical polyhapto bond, but the
fullerene acts as aligand with arbitrary and large poly-
hapto possibilities, whose realization is determined by
the metal or metal-ligand fragments attached to the
fullerene. Unfortunately, the modern quantum-chemis-
try methods cannot determine the strength of the poly-
hapto-fullerene bond with a metal (in particular, iron)
and thermochemical experimental determination of the
enthal py of formation of these bonds presents some dif-
ficulties, since such complexes are amost entirely
unavailable in sufficient quantities for research.

Exo-compounds of iron with fullerene ligands are
stable up to 800—1300 K (as determined in molecular-
dynamics studies). However, they decompose statisti-
caly at a given temperature through transformation
into endo-derivatives Fe@(FIn-n") (n = 5, 6) with a
jump of an iron atom across the ring to which it is
bonded in the fullerene; at the sametime, the bond with
the fullerene is broken (Figs. 9b, 9¢). This jump of the
Fe atom from an exo-position of the initia bis
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(fullerene)iron(0) to an endo-position inside one of the
fullerene molecules occurs statisticaly in both the
direct and reverse directions, and the frequency and
amplitude of these jumps increase with temperature.
This process depends on the intensity and phases of
iron—ing stretching vibrationslocalized at the center of
the fullerene ring bonded to the Fe atom. The jump is
favored by the coincidence of the phases of vibrations
of one of the rings [which is in the state where the
phases of most of the C—C stretching modes in thering
are equal (extension)] with the phase of an asymmetric
stretching mode in the Fe—ring system (compression).
The statistical nature of this process was confirmed by
observing a reversible jump and an irreversible jump,
which are accompanied by decomposition of the FIn—
Fe-FIn structure into FIn and Fe@FIn-n" (n =5, 6) in
picoseconds. It isinteresting that this effect apparently
has a resonance character, sinceit is observed (accord-
ing to molecular-dynamics simulations of the system)
only at certain multiples of “thermal quanta” In the
case of interaction between bending vibrations (with
variationsin the FIn-Fe—FIn bond angle) and asymmet-
ric vibrations of this bond, the structure is destroyed
with elimination of the Fe atom from both fullerene
molecules and with the formation of Cg, molecules not
containing iron. Apparently, we experimentally
observed a similar reaction in the thermal decomposi-
tion of metallocenes (Ni, Co) into pure metal phasesin
the presence of fullerene, since in the presence of car-
bon metall ocenes never form metals [26].
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Fig. 10. Optimized molecular structures of Fe@C,-n 10 complexes of endo-iron with fullerenes with symmetry Dsq4 for n = 20, 60,

80, 180, 240, and 540.

From vibration spectroscopy studies, it is known
that a heavy atom bonded to light ligands has a barrier
effect; namely, vibrations of light ligands separated by
aheavy metal atom interact only weakly and are virtu-
ally independent, which makes vibrations of light
ligands highly characteristic [27]. In other words, the
ligand vibration frequencies do not depend on the num-
ber of ligands and are determined by the ligand itself.
The integrated intensity of the vibration spectrum is
additive with respect to the number of ligands. Such an
effect is observed, for example, in the vibration spec-
trum of tetraethyl lead.

In complexes of the type of bis-fullerene-iron(0),
the main features of the vibrations differ radically from
those in the case of light ligands. Since each of the two
fullerene ligands has a very heavy mass, the iron atom
plays the role of alight atom. In stretching vibrations
(both symmetric and asymmetric) of the FIn-Fe-FIn
system, afullerene molecule cannot vibrate with a sub-
stantial amplitude as a single unit. Therefore, in this
system, we may expect only asymmetric stretching and
bending vibrations. The main movementswill be local-
ized near theiron atom and the nearest carbon atoms of
ringsto whichitisbonded. Symmetric stretching vibra-
tions related to simultaneous stretching and compres-
sion of FIn-Fe—FIn bonds should have avery low inten-
sity due to the small probability of simultaneous dis-
placement of the two huge ligands in opposite
directions. Apparently, for the same reason, the melting
temperatures of fullerenes are very high (because of the
practical absence of trandations of huge fullerene mol-
ecules in a fullerene molecular crystal), in contrast to
the majority of molecular crystals, whose melting tem-
peratures are low (for Cgy, the melting temperature is
estimated to be 1400 K) [28].

During ajump, the Fe atom bonded to two fullerene
mol ecul es gives amaximum contribution to the stretch-
ing vibrations of FIn-Fe-FIn; indeed, the fullerene

PHYSICS OF THE SOLID STATE Vol. 46 No. 10

molecules participate in stretching vibrations to an
insignificant extent, since collective modes have
extremely low frequencies and intensities because of
the large number of carbon atoms in the fullerenes (60
or more). This circumstance is the main reason for the
jump of the Fe atom, since the intensity of stretching
vibrations of asingle Fe atom at the corresponding tem-
peraturesis high. All this and mainly the active partici-
pation of the Fe atom in asymmetric stretching vibra-
tions results in its incorporation into one of the
fullerene molecules (Figs. 9b, 9c). After the Fe atom
has penetrated into the full erene, the Fe—C distancesfor
the carbon atoms of the fullerene containing the Fe
atom are close to 2.0-3.0 A (in the temperature range
800-1300 K) and the Fe—C distances for the carbon
atoms of the fullerene not containing the Fe atom
exceed 5.5-6.5 A. The latter values indicate that the
Fe—C bonds are broken for the fullerene not containing
the Fe atom. After energy relaxation and optimization
of the Fe—Cgy-n" distance (n = 5, 6), the Fe—C distances
in this compound become the same as those in fer-
rocene (2.06 A).

When the energy and amplitude of asymmetric
stretching vibrations are high (at T > 1300 K), the Fe
atom has a fairly high amplitude during its jump, in
contrast to both heavy fullerene ligands. Therefore, the
Fe atom breaks away from the outer surface of the
fullerene and becomes bonded to the part of the inner
surface of the other fullerene through which the Fe
atom has jumped. If the Fe atom has sufficient inertia,
it can approach the opposite part of the inner surface of
the fullerene. If the distance is such that strong interac-
tion appears between the Fe atom and the opposite part
of the fullerene wall, then n"-endo-bonds of iron can be
formed (n = 10-12). As aresult, decomposition of FIn—
Fe-FIn occursinto afree fullerene and Fe@FIn-n" (n =
10, 11, 12) (Fig. 9d).
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We studied endo-Fe complexes of the fullerene with
many hapto-orbitals, for example, the Fe@FIn-n" com-
plexes (n = 10, 11, 12) (Fig. 10). After optimizing the
geometry, al complexes of this type become stable
structures similar to “ car or tractor wheels” depending
on the size of the fullerene. The most stable structureis
Fe@Cgz-n" (n=10, 11, 12). The stability of thistype of
Fe@FIn compounds formed by the above-mentioned
higher fullerenes depends on the small stress caused by
deformation of the skeleton of the higher fullerenes Cg,,
Cig0r Coap, and Cyyp, as well as the C,4-n'° or the Cy5-
n* cylinder with two n8-coronene caps) because of
their high elasticity as compared to that of smaller
fullerenes.

Calculations for the first several terms in the
Fe@-fullerene series were performed using a modified
INDO method (up to n = 180) for the entire molecule
(Fig. 7) with the parameters optimized for ferrocene
derivatives; the error in calculating the enthalpy of for-
mation was 2 cal/mol [25]. The stability of Fe@C,,-n*°
was found to be higher than the stability of the free C,,
fullerene, athough for other higher terms of the
fullerene series the stability is somewhat lower than
that of afree C, fullerene.

For higher fullerenes C,gy, C,40, and Cgy, calcula
tions were performed using the molecular dynamics
method. In Fe@-fullerenes, the effect of the number of
carbon atoms n in the C,, fullerene on the stress arising
in the structure depends on the value of n only weakly
(starting from Cgp) and is small, especially for the last
terms of the series.

The mgjority of metal and fullerene derivatives have
alarge number of electrons and alarge number of very
closely spaced molecular orbitals occupied by electron
pairs, the highest occupied molecular orbitals are
weakly bonding or nonbonding metal orbitals, just asin
the case of metallocenes and bis(arene)metals, which
creates preconditions for low ionization potentials.
Therefore, such derivatives can be “fullerene metals’ in
the solid state. To definethe energy barrier for the metal
atom jump, additional studies are needed.

The above studies into the possible molecular and
electronic structure of exo- and endo-iron derivatives of
various fullerenes demonstrate close analogy with
polyalkylated ferrocene derivatives [29, 30], which
have low ionization potentials, the ability to form elec-
tron-transfer complexes and ionic derivatives, similar
molecular structure of the environment of the iron
atom, and, hence, high thermodynamic and kinetic sta-
bility. The occurrence of jumps of iron atoms in the
structure at high temperatures (exo = endo-isomer-
ization), found during molecular-dynamics simula-
tions, opens new possibilitiesfor understanding the cat-
aytic effect of forming complexes with iron and,
hence, the possibility of forming multilayer structures
(fullerenes and carbon nanotubes).
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