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#### Abstract

We prove that independent families of permutation invariant random matrices are asymptotically free with amalgamation over the diagonal, both in expectation and in probability, under a uniform boundedness assumption on the operator norm. We can relax the operator norm assumption to an estimate on sums associated to graphs of matrices, further extending the range of applications (e.g., to Wigner matrices with exploding moments and the sparse regime of the Erdős-Rényi model). The result still holds even if the matrices are multiplied entrywise by random variables satisfying a certain growth condition (e.g., as in the case of matrices with a variance profile and percolation models). Our analysis relies on a modified method of moments based on graph observables.


1. Introduction. Noncommutative (NC) probability is a generalization of classical probability that extends the probabilistic perspective to noncommuting random variables. Following the seminal work of Voiculescu [26], this setting provides a unifying framework for the spectral analysis of random multimatrix models in the large $N$ limit. We outline the basic approach of this program as follows:
2. In the NC framework Voiculescu's free independence plays the role of classical independence. This simple parallel yields a surprisingly rich theory with free analogues of many classical concepts (e.g., the free CLT, free cumulants, free entropy and conditional expectations). The scope of free probability further benefits from a robust analytic framework, allowing for a notion of free harmonic analysis [28].
3. Free independence describes the large $N$ limit behavior of classically independent random matrices in many generic situations, notably unitarily invariant ensembles [26]. The free probability machinery then allows for tractable computations of many practical quantities of interest. In particular, one can compute the limiting spectral distribution of rational functions in such matrices [16].

At the same time, many natural random matrix models lie beyond the scope of free probability. One can hope to accommodate such models by defining a suitable new framework. This is the perspective of traffic probability $[2,10,13-15,18-20]$ :

1. The traffic framework adjoins the standard NC probability framework with an operadic structure based on graph observables. The notion of a traffic distribution enriches that of a usual distribution. This additional structure admits a new notion of independence, one that encodes the familiar notions of NC independence.

[^0]2. Permutation invariant random matrices provide a canonical model of traffic independence in the large $N$ limit.

The assumption of a strong continuous distributional symmetry, such as unitary invariance, ensures that our matrices can be rotated into a so-called "generic position" relative to each other. Free independence then translates this condition into a precise universal rule for calculating the joint asymptotic spectral distribution from the marginals. Naturally, permutation invariance fails to produce the same genericity: for this reason, despite their ubiquity, permutation invariant models traditionally lie outside of the domain of free probability. In what sense then, if any, does permutation invariance determine such a rule?

Surprisingly, contrary to the prevailing intuition, we show that this question can still be answered entirely in terms of the familiar free probability machinery. In this article we show that Voiculescu's notion of a conditional expectation in the context of operator-valued free probability provides an analytic framework for traffic independence in the case of large permutation invariant random matrices. Notably, our main result generalizes Voiculescu's celebrated asymptotic freeness theorem for unitarily invariant random matrices to permutation invariant random matrices in the form of freeness with amalgamation over the diagonal.
1.1. Background. We begin by recalling the basic framework of operator-valued free probability [27].

Definition 1.1. An operator-valued probability space is a triple $(\mathcal{A}, \mathcal{B}, E)$ consisting of a unital algebra $\mathcal{A}$ over $\mathbb{C}$, a unital subalgebra $\mathcal{B} \subset \mathcal{A}$ and a conditional expectation $E$ : $\mathcal{A} \rightarrow \mathcal{B}$. By a conditional expectation we mean a unital linear $\mathcal{B}-\mathcal{B}$ bimodule map (i.e., $E\left(b_{1} a b_{2}\right)=b_{1} E(a) b_{2}$ for any $a \in \mathcal{A}$ and $\left.b_{1}, b_{2} \in \mathcal{B}\right)$.

Let $K$ be an arbitrary index set. We write $\mathcal{B}\left\langle X_{k}: k \in K\right\rangle$ for the free NC algebra generated by $\mathcal{B}$ and the noncommuting indeterminates $\left(X_{k}\right)_{k \in K}$. We call an element of $\mathcal{B}\left\langle X_{k}: k \in K\right\rangle$ a $\mathcal{B}$-valued polynomial. In the case of a monomial $M=b_{0} X_{k_{1}} b_{1} X_{k_{2}} \cdots X_{k_{n}} b_{n} \in \mathcal{B}\left\langle X_{k}: k \in\right.$ $K\rangle$, we define its degree $\operatorname{deg}(M)=n$ and its coefficients $\left(b_{0}, \ldots, b_{n}\right)$. The length of a $\mathcal{B}$ valued polynomial $P=\sum_{i=1}^{t} M_{i}$ is the number of monomials $t$ appearing in the finite linear combination defining $P$. The operator-valued distribution (or $E$-distribution for short) of a family $\mathbf{A}=\left(A^{(k)}\right)_{k \in K} \subset \mathcal{A}$ is the linear map of operator-valued moments

$$
E_{\mathbf{A}}: \mathcal{B}\left\langle X_{k}: k \in K\right\rangle \rightarrow \mathcal{B}, \quad P \mapsto E[P(\mathbf{A})]
$$

We say that the families $\mathbf{A}_{1}=\left(A_{1}^{(k)}\right)_{k \in K}, \ldots, \mathbf{A}_{L}=\left(A_{L}^{(k)}\right)_{k \in K} \subset \mathcal{A}$ are free with amalgamation over $\mathcal{B}$ (or free over $\mathcal{B}$ for short) if

$$
E\left[\left(P_{1}\left(\mathbf{A}_{\ell_{1}}\right)-E\left[P_{1}\left(\mathbf{A}_{\ell_{1}}\right)\right]\right) \cdots\left(P_{n}\left(\mathbf{A}_{\ell_{n}}\right)-E\left[P_{n}\left(\mathbf{A}_{\ell_{n}}\right)\right]\right)\right]=0
$$

for any polynomials $P_{1}, \ldots, P_{n} \in \mathcal{B}\left\langle X_{k}: k \in K\right\rangle$ whenever $\ell_{1} \neq \ell_{2} \neq \cdots \neq \ell_{n}$.
Note that ordinary freeness is simply the special case of freeness over $\mathcal{B}=\mathbb{C}$. The operatorvalued extension retains many of the same properties: for example, the freeness with amalgamation of the families $\mathbf{A}_{1}, \ldots, \mathbf{A}_{L}$ uniquely determines the joint operator-valued distribution $E_{\mathbf{A}_{1} \sqcup \cdots \sqcup \mathbf{A}_{L}}$ from the marginal operator-valued distributions $\left(E_{\mathbf{A}_{\ell}}\right)_{\ell=1}^{L}$.

Example 1.2. Let $\mathcal{M}_{N}$ denote the algebra of complex $N \times N$ matrices. We define the diagonal map $\Delta: \mathcal{M}_{N} \rightarrow \mathcal{D}_{N}$ onto the subalgebra $\mathcal{D}_{N}$ of diagonal matrices by

$$
\Delta(A)=\left(\delta_{i, j} A(i, j)\right)_{i, j \in[N]} \quad \forall A=(A(i, j))_{i, j \in[N]} \in \mathcal{M}_{N}
$$

Then, $\left(\mathcal{M}_{N}, \mathcal{D}_{N}, \Delta\right)$ is an operator-valued probability space.

For random matrices, freeness with amalgamation over the diagonal first appeared in the work of Shlyakhtenko on Gaussian Wigner matrices with a variance profile [24]. Our motivation for considering this question for permutation invariant random matrices comes from a recent work of Boedihardjo and Dykema [8] which proved that random Vandermonde matrices constructed from i.i.d. random variables uniformly distributed on the unit circle are asymptotically $\mathcal{R}$-diagonal over the diagonal matrices. Such matrices are invariant under left multiplication by permutation matrices: if instead this symmetry were with respect to all unitary matrices, then one would obtain convergence to an ordinary scalar-valued $\mathcal{R}$-diagonal element [23], Theorem 15.10. This juxtaposition suggests a link between permutation invariance and freeness with amalgamation over the diagonal.
1.2. Asymptotic freeness with amalgamation over the diagonal. In the sequel, when we speak of a family $\mathbf{A}_{N}$ of random $N \times N$ matrices, we implicitly refer to an entire sequence $\left(\mathbf{A}_{N}\right)_{N \in \mathbb{N}}$ of families $\mathbf{A}_{N}=\left(A_{N}^{(k)}\right)_{k \in K}$ of random $N \times N$ matrices, where $K$ does not depend on $N$. We say that a family $\mathbf{A}_{N}$ is permutation invariant if for any permutation $\sigma \in \mathfrak{S}_{N}$, we have the equality in (joint) distribution of the random variables

$$
\left(A_{N}^{(k)}(i, j)\right)_{i, j \in[N], k \in K} \stackrel{d}{=}\left(A_{N}^{(k)}(\sigma(i), \sigma(j))\right)_{i, j \in[N], k \in K}
$$

or, equivalently, for any $N \times N$ permutation matrix $S_{N}$,

$$
\left(A_{N}^{(k)}\right)_{k \in K} \stackrel{d}{=}\left(S_{N} A_{N}^{(k)} S_{N}^{*}\right)_{k \in K} .
$$

By a uniform operator norm bound we mean that $\sup _{(N, k) \in \mathbb{N} \times K}\left\|A_{N}^{(k)}\right\|$ is essentially bounded. We say that a sequence of polynomials $\left(P_{N}\right)_{N \in \mathbb{N}}$ such that $P_{N} \in \mathcal{D}_{N}\left\langle X_{k}: k \in K\right\rangle$ satisfies the uniformly bounded length, degree and coefficient property (or LDC for short) if the lengths of the polynomials are uniformly bounded with uniformly bounded degree for the monomials appearing in the linear combination defining $P_{N}$ and uniformly bounded operator norms for the coefficients appearing in the monomials. We can now state a simplified version of our main result (Theorem 2.3).

THEOREM 1.3. Let $\mathbf{A}_{N, 1}=\left(A_{N, 1}^{(k)}\right)_{k \in K}, \ldots, \mathbf{A}_{N, L}=\left(A_{N, L}^{(k)}\right)_{k \in K}$ be independent families of permutation invariant random matrices satisfying a uniform operator norm bound. Then, the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ are asymptotically free with amalgamation over $\mathcal{D}_{N}$ in the following sense: for any polynomials $P_{N, 1}, \ldots, P_{N, n} \in \mathcal{D}_{N}\left\langle X_{k}: k \in K\right\rangle$ such that the sequences $\left(P_{N, i}\right)_{N \in \mathbb{N}, i \in[n]}$ satisfy the LDC property, the matrix

$$
\varepsilon_{N}=\Delta\left[\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)-\Delta\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)\right)\right) \cdots\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)-\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right)\right)\right]
$$

converges to zero in (normalized) Schatten p-norm for any $p \in\left[1,+\infty\right.$ ) whenever $\ell_{1} \neq \ell_{2} \neq$ $\cdots \neq \ell_{n}$, namely,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{\frac{p}{2}}\right]\right]=0 \tag{1}
\end{equation*}
$$

Note that the convergence in (1) implies the convergence of the Schatten $p$-norms $\left\|\varepsilon_{N}\right\|_{p} \rightarrow 0$ in probability as $N \rightarrow \infty$. Thus, independent permutation invariant random matrices are asymptotically free over the diagonal in probability in $\left(\mathcal{M}_{N}, \mathcal{D}_{N}, \Delta\right)$ : for a typical realization of $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$, the operator-valued distribution of $\mathbf{A}_{N, 1} \underset{\sim}{\sim} \cdots \sqcup \mathbf{A}_{N, L}$ will be close to the operator-valued distribution of $\widetilde{\mathbf{A}}_{N, 1} \sqcup \cdots \sqcup \widetilde{\mathbf{A}}_{N, L}$, where the $\left(\widetilde{\mathbf{A}}_{N, \ell}\right)_{\ell=1}^{L}$ are copies of $\left(\mathbf{A}_{N, \ell}\right)_{\ell=1}^{N}$ taken to be free with amalgamation over $\mathcal{D}_{N}$.

In Theorem 2.3 we strengthen this result to the operator-valued probability space generated by $\mathbf{A}_{N, 1} \sqcup \cdots \sqcup \mathbf{A}_{N, \ell}$. The remainder of Section 2 is then devoted to generalizations: first,
relaxing the operator norm assumption to an estimate on sums associated to certain graphs (Proposition 2.4); and second, weakening the invariance assumption by allowing the entrywise multiplication of our matrices by random variables satisfying a certain growth condition (Proposition 2.5).
1.3. Numerical simulations. Theorem 2.3 allows us to use the analytic machinery of the operator-valued theory to gain new insight into the spectral analysis of large random matrices. In particular, one can use the operator-valued subordination result of Belinschi, Mai, and Speicher [4] to calculate the limiting spectral distribution of rational functions in our matrices [16].

We illustrate our result by numerically computing the limiting spectral distribution of the sum of two independent Hermitian matrices from various ensembles: GUE matrices with a variance profile; adjacency matrices of sparse Erdős-Rényi graphs; adjacency matrices of percolation on the cycle; and diagonal matrices conjugated by the discrete Fourier transform matrix or unitary Brownian motion.

Organization of the article. We state our main results in Section 2, namely, Theorem 2.3 and its generalizations. In Section 3 we give an algorithm for approximating the operatorvalued free convolution over the diagonal and apply it to various matrix models. Finally, Section 4 contains the proofs of the different results stated in Section 2.

## 2. Statement of results.

2.1. Freeness with amalgamation for large random matrices. We work in the natural extension of Example 1.2 to the random setting. In particular, we write $\left(\mathcal{M}_{N}\left(L^{\infty-}\right)\right.$, $\left.\mathcal{D}_{N}\left(L^{\infty-}\right), \Delta\right)$ for the operator-valued probability space of random $N \times N$ matrices whose entries have finite moments of all orders. Note that the coefficients of a $\mathcal{D}_{N}\left(L^{\infty-}\right)$-valued polynomial are random diagonal matrices. In contrast, the papers [8, 24] consider the operator-valued probability space $\left(\mathcal{M}_{N}\left(L^{\infty-}\right), \mathcal{D}_{N}, \mathbb{E} \circ \Delta\right)$. The minimal setting required to formalize Theorem 1.3 in $\left(\mathcal{M}_{N}\left(L^{\infty-}\right), \mathcal{D}_{N}\left(L^{\infty-}\right), \Delta\right)$ motivates the following definition.

Definition 2.1. Let $\mathbf{A}_{N}$ be a family of random matrices in $\mathcal{M}_{N}\left(L^{\infty-}\right)$. We define $\mathcal{A}_{N} \subset \mathcal{M}_{N}\left(L^{\infty-}\right)$ to be the smallest unital subalgebra containing $\mathbf{A}_{N}$ that is closed under the diagonal map $\Delta$. We denote the image of $\mathcal{A}_{N}$ under the diagonal map by $\mathcal{B}_{N}=\Delta\left(\mathcal{A}_{N}\right) \subset$ $\mathcal{A}_{N}$.

Note that $\mathcal{A}_{N}=\mathcal{B}_{N}\left\langle\mathbf{A}_{N}\right\rangle$. Furthermore, $\mathcal{B}_{N}$ is the smallest subalgebra of $\mathcal{D}_{N}\left(L^{\infty-}\right)$ such that $\Delta\left(\mathcal{B}_{N}\left\langle\mathbf{A}_{N}\right\rangle\right) \subset \mathcal{B}_{N}$, and the triple $\left(\mathcal{A}_{N}, \mathcal{B}_{N}, \Delta\right)$ is an operator-valued probability space. In order to formulate a notion of asymptotic freeness over $\mathcal{B}_{N}$, the coefficients of the $\mathcal{B}_{N^{-}}$ valued polynomials should somehow be consistent as the dimension $N$ grows. We can encode the coefficients independently of the dimension by using the following notion of a graph monomial from traffic probability [18].

DEFINITION 2.2. A graph monomial $g=(G, \eta, \gamma)$ is a finite connected birooted multidigraph $G=\left(V, E\right.$, src, tar, $\left.v_{\text {in }}, v_{\text {out }}\right)$ together with edge labels $\eta: E \rightarrow[L]$ and $\gamma: E \rightarrow K$. The maps src, tar : $E \rightarrow V$ specify the source $\operatorname{src}(e)$ and target $\operatorname{tar}(e)$ of each edge $e \in E$. We refer to the roots $\left(v_{\text {in }}, v_{\text {out }}\right) \in V^{2}$ as the input and the output, respectively, though they need not be distinct (in which case we specify that $g$ is a diagonal graph monomial). For a graph monomial $g$ we define $\Delta(g)$ as the diagonal graph monomial obtained from $g$ by identifying $v_{\text {in }} \sim v_{\text {out }}$. When convenient, we omit the maps src, tar from the notation and simply abbreviate a multidigraph $G=(V, E)$. See Figure 1 for an illustration.


FIG. 1. A graph monomial with some edge labels indicated.

For an $L$-tuple of families $\mathbf{A}_{N, 1}=\left(A_{N, 1}^{(k)}\right)_{k \in K}, \ldots, \mathbf{A}_{N, L}=\left(A_{N, L}^{(k)}\right)_{k \in K}$ of random $N \times N$ matrices, the edge labels $\eta$ and $\gamma$ of a graph monomial determine an assignment of each edge $e \in E$ to a matrix $A_{N, \eta(e)}^{(\gamma(e)} \in \mathbf{A}_{N}=\mathbf{A}_{N, 1} \sqcup \cdots \sqcup \mathbf{A}_{N, L}$. This allows us to evaluate a graph monomial $g$ in the family $\mathbf{A}_{N}$ to obtain a random $N \times N$ matrix $g\left(\mathbf{A}_{N}\right)$ given by the coordinate formula

$$
g\left(\mathbf{A}_{N}\right)(i, j)=\sum_{\substack{\phi: V \rightarrow[N] \\ \phi\left(v_{\text {out }}\right)=i, \phi\left(v_{\text {in }}\right)=j}} \prod_{e \in E} A_{N, \eta(e)}^{(\gamma(e))}(\phi(\operatorname{tar}(e)), \phi(\operatorname{src}(e))) .
$$

For convenience, we abbreviate $(\phi(\operatorname{tar}(e)), \phi(\operatorname{src}(e)))=(\phi(e))$. Of course, if $\mathbf{A}_{N} \subset$ $\mathcal{M}_{N}\left(L^{\infty-}\right)$, then $g\left(\mathbf{A}_{N}\right) \in \mathcal{M}_{N}\left(L^{\infty-}\right)$.

Note that the action of a diagonal graph monomial produces a diagonal matrix. More generally, we have the identity $\Delta\left(g\left(\mathbf{A}_{N}\right)\right)=\Delta(g)\left(\mathbf{A}_{N}\right)$. In particular, if $g$ is the unique graph monomial whose underlying graph consists of a single isolated vertex (with no loops), then $g\left(\mathbf{A}_{N}\right)=I_{N}$.

In Lemma 4.3 we prove that $\mathcal{B}_{N}$ is spanned by the matrices $g\left(\mathbf{A}_{N}\right)$ obtained by evaluating $\mathbf{A}_{N}$ in the so-called planted cactus-type monomials, that is, diagonal graph monomials whose underlying graph $G$ is an oriented cactus (see Definition 4.1). This implies that a generic $\mathcal{B}_{N^{-}}$ valued monomial takes the form

$$
g_{N, 0}\left(\mathbf{A}_{N}\right) X_{k_{N}(1)} g_{N, 1}\left(\mathbf{A}_{N}\right) \cdots X_{k_{N}(d)} g_{N, d_{N}}\left(\mathbf{A}_{N}\right)
$$

for some planted cactus-type monomials $g_{N, j}$ (say with edge set $E_{j}$ ). We define the full degree of such a monomial as the sum $d_{N}+\sum_{j=0}^{d_{N}}\left|E_{j}\right|$ of the usual degree and the total number of edges appearing in the cacti.

We say that a sequence of polynomials $\left(P_{N}\right)_{N \in \mathbb{N}}$ such that $P_{N} \in \mathcal{B}_{N}\left\langle X_{k}: k \in K\right\rangle$ satisfies the uniformly bounded length and full degree property (or LFD for short) if the lengths of the polynomials are uniformly bounded with uniformly bounded full degree for the monomials appearing in the linear combination defining $P_{N}$. This notion is the appropriate generalization of the earlier LDC property to graph monomials and allows us to formulate our main result.

Theorem 2.3. Let $\mathbf{A}_{N, 1}=\left(A_{N, 1}^{(k)}\right)_{k \in K}, \ldots, \mathbf{A}_{N, L}=\left(A_{N, L}^{(k)}\right)_{k \in K}$ be independent families of random matrices satisfying a uniform operator norm bound. Assume that each family, except possibly one, is permutation invariant. As before, we write $\mathbf{A}_{N}=\mathbf{A}_{N, 1} \sqcup \cdots \sqcup \mathbf{A}_{N, L}$. Then, $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ are asymptotically free with amalgamation in $\left(\mathcal{A}_{N}, \mathcal{B}_{N}, \Delta\right)$ in the following sense: for any polynomials $P_{N, 1}, \ldots, P_{N, n} \in \mathcal{B}_{N}\left\langle X_{k}: k \in K\right\rangle$ such that the sequences $\left(P_{N, i}\right)_{N \in \mathbb{N}, i \in[n]}$ satisfy the LFD property, the matrix

$$
\varepsilon_{N}=\Delta\left[\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)-\Delta\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)\right)\right) \cdots\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)-\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right)\right)\right]
$$

converges to zero in Schatten $p$-norm for any $p \in[1,+\infty)$ whenever $\ell_{1} \neq \cdots \neq \ell_{n}$, namely,

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{\frac{p}{2}}\right]\right]=0
$$

Note that we do not assume the convergence of our matrices $\mathbf{A}_{N}$ in any sense, much as in the context of deterministic equivalents [22], Chapter 10.
2.2. Generalizations. For starters, we can relax the operator norm assumption to an asymptotic on graph observables.

PROPOSITION 2.4. The conclusion of Theorem 2.3 still holds if the operator norm bound is replaced by the following weaker assumption: for any $\ell \in[L]$ and any diagonal graph monomials $g_{1}, \ldots, g_{n}$, there exists a constant $C \geq 0$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left[\prod_{i=1}^{n} \operatorname{Tr}\left[g_{i}\left(\mathbf{A}_{N, \ell}\right)\right]\right]\right| \leq C N^{\sum_{i=1}^{n} \mathrm{f}\left(g_{i}\right) / 2} \tag{2}
\end{equation*}
$$

where $\mathfrak{f}\left(g_{i}\right) \geq 2$ is determined by the forest $F_{i}$ of two-edge connected components of the underlying unlabeled undirected graph $\underline{G}_{i}$ of $g_{i}$ (see Definition 4.13) and $C$ only depends on $\left(\underline{G_{i}}\right)_{i=1}^{n}$.

The assumption in Proposition 2.4 follows from the stronger asymptotic

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{n} \operatorname{Tr}\left[g_{i}\left(\mathbf{A}_{N, \ell}\right)\right]\right]=O\left(N^{n}\right) \tag{3}
\end{equation*}
$$

which is simply the boundedness of the so-called traffic distribution [18]. For example, the bound in (3) holds for Wigner matrices with exploding moments and the sparse regime of the Erdős-Rényi model [19], Proposition 4.1, both of which do not satisfy the operator norm assumption [29], Proposition 12. The relevance of the quantity $\mathfrak{f}(g)$ owes to Mingo and Speicher [21], who proved that the bound in (2) holds if the matrices $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ satisfy a uniform operator norm bound (see Section 4.4).

Our second generalization allows for the entrywise multiplication of our matrices by random variables satisfying a certain growth condition. We will need the notion of a test graph $T=(G, \eta, \gamma)$, where $G=(V, E$, src, tar) is a finite multidigraph with edge labels $\eta: E \rightarrow[L]$ and $\gamma: E \rightarrow K$. In contrast to graph monomials, we do not specify any roots for test graphs.

Proposition 2.5. Let $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ be independent families of permutation invariant random matrices satisfying the asymptotic (2). Suppose that

$$
\boldsymbol{\Gamma}_{N}=\boldsymbol{\Gamma}_{N, 1} \sqcup \cdots \sqcup \boldsymbol{\Gamma}_{N, L}=\left(\Gamma_{N, 1}^{(k)}\right)_{k \in K} \sqcup \cdots \sqcup\left(\Gamma_{N, L}^{(k)}\right)_{k \in K}
$$

is a family of random matrices, independent of $\mathbf{A}_{N}$, such that

$$
\begin{equation*}
\left|\mathbb{E}\left[\frac{(N-|V|)!}{N!} \sum_{\phi: V \hookrightarrow[N]} \prod_{e \in E} \Gamma_{N, \eta(e)}^{(\gamma(e))}(\phi(e))\right]\right| \leq C \tag{4}
\end{equation*}
$$

for any test graph $T=(G, \eta, \gamma)$ with $G=(V, E)$, where $\phi: V \hookrightarrow[N]$ denotes an injective map and $C$ only depends on $\underline{\sim}$. Then, the conclusions of Theorems 1.3 and 2.3 still hold for the families $\widetilde{\mathbf{A}}_{N, 1}, \ldots, \widetilde{\mathbf{A}}_{N, L}$, where

$$
\widetilde{\mathbf{A}}_{N, \ell}=\left(A_{N, \ell}^{(k)} \circ \Gamma_{N, \ell}^{(k)}\right)_{k \in K}
$$

and $\circ$ denotes the entrywise product.

Of course, $\frac{(N-|V|)!}{N!}$ is simply the number of maps $\phi: V \hookrightarrow[N]$, so the quantity under consideration in (4) can be written as

$$
\left|\mathbb{E}\left[\prod_{e \in E} \Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right]\right|
$$

for $\Phi: V \hookrightarrow[N]$ a uniformly random injective map independent of $\boldsymbol{\Gamma}_{N}$. In particular, this quantity is bounded if the entries of $\boldsymbol{\Gamma}_{N}$ are bounded.

We emphasize that the families $\boldsymbol{\Gamma}_{N, 1}, \ldots, \boldsymbol{\Gamma}_{N, L}$ are not assumed to be independent nor permutation invariant, which subsequently extends to the families $\widetilde{\mathbf{A}}_{N, 1}, \ldots, \widetilde{\mathbf{A}}_{N, L}$. For example, Proposition 2.5 applies to Wigner matrices with a variance profile [24].
3. Examples and numerical simulations. In this section we consider pairs of independent random matrices $X_{N}$ and $Y_{N}$ sampled from various ensembles covered by our results. For a single realization of our matrices, we compute the empirical spectral distribution of the sum $X_{N}+Y_{N}$. For comparison, we use the fixed point algorithm of Belinschi, Mai, and Speicher [4] to compute the spectral density of the free convolution with amalgamation $\Delta_{X_{N}} \boxplus \Delta_{Y_{N}}$. Our main result guarantees that the difference between these two computations becomes negligible in the limit, both in expectation and in probability: the simulations provide a visual representation of this convergence in action. The close agreement between the two computations can already be seen from just a single realization of our matrices (as opposed to the average of a large number of simulations) which follows from the convergence in probability form of our result (as opposed to just in expectation).
3.1. Amalgamated subordination. To explain the fixed point algorithm, we will need to introduce more of the operator-valued framework.

Definition 3.1. Let $(\mathcal{A}, \mathcal{D}, \Delta)$ be a $C^{*}$-operator-valued probability space, that is, we further assume that $\mathcal{A}$ is a $C^{*}$-algebra, $\mathcal{D}$ is a $C^{*}$-subalgebra and $\Delta$ is completely positive. The operator-valued Cauchy transform of a selfadjoint operator-valued random variable $X \in$ $\mathcal{A}$ is the function

$$
G_{X}: \mathcal{D}^{+} \rightarrow \mathcal{D}^{-}, \quad Z \mapsto \Delta\left[(Z-X)^{-1}\right]
$$

where $\mathcal{D}^{ \pm}=\left\{Z \in \mathcal{D}: \pm \Im(Z)= \pm \frac{Z-Z^{*}}{2 i}>0\right\}$. We define the corresponding $H$ transform

$$
H_{X}: \mathcal{D}^{+} \rightarrow \overline{\mathcal{D}^{+}}, \quad Z \mapsto G_{X}(Z)^{-1}-Z
$$

For random matrices the operator-valued Cauchy transform simply corresponds to the diagonal of the matrix resolvent, an important object in random matrix theory. For example, this object has been used to study the adjacency matrices of weighted random graphs [17], CLTs for linear statistics of heavy-tailed random matrices [6] and universality for general Wignertype matrices [1]. The operator-valued extension further satisfies an analytic subordination property.

THEOREM 3.2 ([4], Theorem 2.7). Let $X$ and $Y$ be selfadjoint operator-valued random variables in a $C^{*}$-operator-valued probability space $(\mathcal{A}, \mathcal{D}, \Delta)$. If $X$ and $Y$ are free over $\mathcal{D}$, then they satisfy the following subordination property:

$$
G_{X+Y}(Z)=G_{X}(\Omega(Z)) \quad \forall Z \in \mathcal{D}^{+},
$$

where $\Omega: \mathcal{D}^{+} \rightarrow \mathcal{D}^{+}$is the unique solution of the fixed point equation

$$
\Omega(Z)=F_{Z}(\Omega(Z))
$$

for the function

$$
F_{Z}: \mathcal{D}^{+} \rightarrow \mathcal{D}^{+}, \quad \omega \mapsto H_{Y}\left(H_{X}(\omega)+Z\right)+Z
$$

Moreover, $\Omega$ can be computed as the iteration

$$
\Omega(Z)=\lim _{n \rightarrow \infty} \Omega_{n}(Z)
$$

for $\Omega_{n+1}(Z)=F_{Z}\left(\Omega_{n}(Z)\right)$ and arbitrary initialization $\Omega_{0}(Z) \in \mathcal{D}^{+}$.
We implement this subordination result to compute an approximation to the operatorvalued free convolution. For random matrices $X_{N}$ and $Y_{N}$, the following algorithm generates an approximation to the density $g(x)$ of the operator-valued free convolution $\Delta_{X_{N}} \boxplus \Delta_{Y_{N}}$ at the values $x \in \mathbb{R}$ where such a density exists:

1. Simulate a realization of $X_{N}$ and $Y_{N}$.
2. Set $\Omega_{0}(Z)=(x+i \varepsilon) I_{N} \in \mathcal{D}_{N}$ for a small value of $\varepsilon>0$. Compute the terms of the sequence $\left(\Omega_{n}(Z)\right)_{n \in \mathbb{N}}$,

$$
\Omega_{n+1}(Z)=F_{Z}\left(\Omega_{n}(Z)\right)=H_{Y_{N}}\left(H_{X_{N}}\left(\Omega_{n}(Z)\right)+Z\right)+Z
$$

until the norm $\left\|\Omega_{n+1}(Z)-\Omega_{n}(Z)\right\|$ is less than a prescribed threshold for some value of $n=n_{0}$.
3. The value of the density $g(x)$ can then be approximated by

$$
-\frac{1}{\pi} \Im\left(\frac{1}{N} \operatorname{Tr}\left[\left(\Omega_{n_{0}}(Z)-X_{N}\right)^{-1}\right]\right),
$$

provided $\varepsilon$ is sufficiently small and the distribution admits a density at $x$.
REMARK 3.3. We mention two possible extensions of this algorithm:

1. The operator-valued $R$-transform of $Y$ is the map $R_{Y}: \mathcal{D}^{+} \rightarrow \mathcal{D}^{+}$uniquely determined by the relation $G_{Y}(Z)=\left(Z-R_{Y}\left(G_{Y}(Z)\right)\right)^{-1}$. In fact, the function $\Omega(Z)$ in Theorem 3.2 equals $Z-R_{Y}\left(G_{X+Y}(Z)\right)$. Knowledge of the operator-valued $R$-transform of either $X_{N}$ or $Y_{N}$ provides faster algorithms that do not require the simulation of the matrices $X_{N}$ and $Y_{N}$ [22], Theorem 11 of Chapter 9.
2. The fixed point algorithm described by Belinschi, Mai, and Speicher [4] can also be used to compute the distribution of NC rational functions in $X$ and $Y$ through an appropriate linearization [16].
3.2. Matrix models. We now define the various matrix models in our simulations:
3. We write $\operatorname{GUE}_{\mathrm{vp}}(N, \eta)$ for the random matrix with block variance profile

$$
\sqrt{\frac{8}{5 \eta+3}}\left(\begin{array}{cc}
\sqrt{\eta} X_{1,1} & X_{1,2} \\
X_{2,1} & \sqrt{\eta} X_{2,2}
\end{array}\right)
$$

where $\eta>0$ is a parameter; $X_{1,1}$ and $X_{2,2}$ are square matrices of order $N / 4$ and $3 N / 4$, respectively; and

$$
\left(\begin{array}{ll}
X_{1,1} & X_{1,2} \\
X_{2,1} & X_{2,2}
\end{array}\right)
$$

is a normalized GUE matrix of order $N \in 4 \mathbb{N}$.
2. We write $\operatorname{ER}(N, d)$ for the standardized adjacency matrix of a sparse Erdős-Rényi graph, namely,

$$
\mathrm{ER}(N, d)=\frac{Y_{N}(d)-\frac{d}{N-1}\left(\mathbb{J}_{N}-I_{N}\right)}{\sqrt{d\left(1-d(N-1)^{-1}\right)}}
$$

where $Y_{N}(d)$ is a random real symmetric $N \times N$ matrix with zeros on the diagonal and i.i.d. Bernoulli random variables with parameter $\frac{d}{N-1}$ otherwise (up to the symmetry constraint); $\mathbb{J}_{N}$ is the all-ones matrix of order $N ; I_{N}$ is the identity matrix of order $N$, and $d>0$ is a parameter.
3. We write $\operatorname{Perm}(N)$ for the random real symmetric $N \times N$ matrix

$$
\frac{1}{\sqrt{2}}\left(V_{N}+V_{N}^{*}-2 \mathbb{J}_{N}\right)
$$

where $V_{N}$ is a uniformly distributed permutation matrix of order $N$. We further write $\Gamma(N, p)$ for the random real symmetric $N \times N$ matrix with zeros on the diagonal and i.i.d. Bernoulli random variables with parameter $p$ otherwise (up to the symmetry constraint), where $\Gamma(N, p)$ and $\operatorname{Perm}(N)$ are independent. This allows us to define the percolated model

$$
\operatorname{Perm}(N, p)=\frac{1}{\sqrt{p}} \Gamma(N, p) \circ \operatorname{Perm}(N)
$$

4. We define the $N \times N$ diagonal matrices

$$
\begin{aligned}
D_{N, 1} & =\operatorname{diag}(1,-1,1,-1, \ldots, 1,-1) ; \\
D_{N, 2} & =\operatorname{diag}(\underbrace{-1, \ldots,-1}_{N / 2}, \underbrace{1, \ldots, 1}_{N / 2}) ; \\
D_{N, 3} & =\sqrt{\frac{3}{14}} \operatorname{diag}(\underbrace{-2+\frac{2}{N},-2+\frac{4}{N}, \ldots,-1}_{N / 2}, \underbrace{1+\frac{2}{N}, 1+\frac{4}{N}, \ldots, 2}_{N / 2}),
\end{aligned}
$$

where we assume that $N \in 2 \mathbb{N}$.
5. For a given $N \times N$ diagonal matrix $D_{N}$, we write $\operatorname{FFT}_{D_{N}}(N, p)$ for the random $N \times N$ matrix

$$
\frac{1}{\sqrt{p}} \Gamma(N, p) \circ\left(V_{N} U_{N} D_{N} U_{N}^{*} V_{N}^{*}\right)
$$

where $\Gamma(N, p)$ and $V_{N}$ are as before and $U_{N}$ is the $N \times N$ discrete Fourier transform matrix

$$
U_{N}(j, k)=\frac{1}{\sqrt{N}} e^{-2 \pi i(j-1)(k-1)}
$$

We refer the reader to [12] for earlier work and the motivation behind this model.
6. For a given $N \times N$ diagonal matrix $D_{N}$, we write $\mathrm{UBM}_{D_{N}}(N, p)$ for the random $N \times N$ matrix

$$
U_{N, t} D_{N} U_{N, t}^{*},
$$

where $U_{N, t}$ is a unitary Brownian motion on the unitary group of order $N$ at time $t$. We refer the reader to [7] for the definition of unitary Brownian motion and the associated notion of $t$-freeness.

REMARK 3.4. Heavy-tailed models also fit within our framework under a suitable truncation. We refer the reader to the works [5, 9, 11] for further reading and particularly [3] for an instance of such an operator-valued convolution.


Fig. 2. Results of the numerical simulations.
3.3. Simulation parameters. Figure 2 reports the results of our simulations for the various models of $X_{N}$ and $Y_{N}$ indicated in the captions. In each case, we record:

- in light blue, the histogram of eigenvalues for one realization of the sum $\frac{1}{\sqrt{2}}\left(X_{N}+Y_{N}\right)$ for $N=1000$ (we omit the parameter $N$ in the captions);
- in blue, the density of the operator-valued free convolution $\Delta_{X_{N}} \boxplus \Delta_{Y_{N}}$ over the diagonal;


Fig. 3. An oriented cactus with seven simple directed cycles.

- in red, the density of the free convolution $\mu_{X_{N}} \boxplus \mu_{Y_{N}}$.

In the algorithm we choose the small parameter $\varepsilon=0.001$. We also stop the fixed point iteration at the threshold $\left\|\Omega_{n+1}(Z)-\Omega_{n}(Z)\right\| \leq 0.001$.

The prediction by freeness over the diagonal accurately fits the histogram in each of the situations we considered. In cases (a)-(d) we see that the deviation between freeness and freeness with amalgamation is mainly at the center of the spectrum. In cases (e)-(h) the time of the unitary Brownian motion is quite small, and so the difference between freeness and freeness with amalgamation is more substantial.

## 4. Proofs of the main results.

4.1. Graph polynomial algebras. We first define the notion of a cactus graph.

DEFINITION 4.1. We say that a finite connected multidigraph $G$ is a cactus if every edge belongs to a unique simple cycle. In the case that each such cycle is directed, then we further specify that $G$ is an oriented cactus. See Figure 3 for an illustration.

We write $\mathcal{C}$ for the set of all planted cactus-type monomials, that is, diagonal graph monomials whose underlying graph is an oriented cactus. We consider the action of these graph monomials on our matrices $\mathbf{A}_{N}$ : in particular, we write $\mathcal{C}_{N}$ for the vector space generated by $\left(g\left(\mathbf{A}_{N}\right)\right)_{g \in \mathcal{C}}$. More generally, we define $\mathcal{F}$ to be the set of all graph monomials obtained by starting with a directed path

and attaching oriented cacti to the vertices of this path

Similarly, we write $\mathcal{F}_{N}$ for the vector space generated by $\left(g\left(\mathbf{A}_{N}\right)\right)_{g \in \mathcal{F}}$. Note that $\mathcal{C} \subset \mathcal{F}$, and so $\mathcal{C}_{N} \subset \mathcal{F}_{N}$. Furthermore, $\mathcal{F}_{N}=\mathcal{C}_{N}\left\langle\mathbf{A}_{N}\right\rangle$, namely, $\mathcal{F}_{N}$ is the vector space generated by elements of the form

$$
\begin{equation*}
P=g_{0}\left(\mathbf{A}_{N}\right) A_{N, \ell_{1}}^{\left(k_{1}\right)} g_{1}\left(\mathbf{A}_{N}\right) \cdots A_{N, \ell_{d}}^{\left(k_{d}\right)} g_{d}\left(\mathbf{A}_{N}\right), \quad g_{i} \in \mathcal{C} \tag{5}
\end{equation*}
$$

Indeed, this follows from the fact that such an element $P$ can be written as $g\left(\mathbf{A}_{N}\right)$ for the graph monomial $g \in \mathcal{F}$ given by

Lemma 4.2. The vector spaces $\mathcal{C}_{N}$ and $\mathcal{F}_{N}$ are unital algebras with $\Delta\left(\mathcal{F}_{N}\right)=\mathcal{C}_{N}$.


FIG. 4. An example of factoring when $v_{\mathrm{out}} \neq v_{\mathrm{in}}$.

Proof. For any graph monomials $g_{1}$ and $g_{2}$, the product $g_{1}\left(\mathbf{A}_{N}\right) g_{2}\left(\mathbf{A}_{N}\right)$ of matrices equals $g\left(\mathbf{A}_{N}\right)$ for the graph monomial $g$ obtained from $g_{1}$ and $g_{2}$ by concatenation. In particular, one obtains $g$ from the disjoint union of $g_{1}$ and $g_{2}$ by identifying the input of $g_{1}$ with the output of $g_{2}$ and forgetting their distinguished roles. It follows that both $\mathcal{C}_{N}$ and $\mathcal{F}_{N}$ are algebras. Moreover, recall that the action of the trivial graph monomial $g=\cdot{ }^{\text {in }} /$ out $\in \mathcal{C}$ produces the identity matrix $g\left(\mathbf{A}_{N}\right)=I_{N}$.

For the second statement, recall that $\Delta\left(g\left(\mathbf{A}_{N}\right)\right)=\Delta(g)\left(\mathbf{A}_{N}\right)$. The result then follows from the simple fact that $\Delta(\mathcal{F})=\mathcal{C}$.

Lemma 4.2 allows us to characterize the algebras appearing in Definition 2.1.
Lemma 4.3. We have the equality $\mathcal{F}_{N}=\mathcal{A}_{N}\left(\right.$ and hence $\left.\mathcal{C}_{N}=\mathcal{B}_{N}\right)$.
Proof. Recall that $\mathcal{A}_{N}$ is the smallest unital subalgebra containing $\mathbf{A}_{N}$ that is closed under the diagonal map $\Delta$, and $\mathcal{B}_{N}=\Delta\left(\mathcal{A}_{N}\right)$. By Lemma 4.2 it suffices to prove that $\mathcal{F}_{N}=$ $\mathcal{A}_{N}$. Note that one direction is immediate: by construction, $\mathbf{A}_{N} \subset \mathcal{F}_{N}$ and $\Delta\left(\mathcal{F}_{N}\right) \subset \mathcal{F}_{N}$, whence $\mathcal{A}_{N} \subset \mathcal{F}_{N}$.

We prove the reverse inclusion by induction on the number of edges of a graph monomial $g \in \mathcal{F}$. If $g$ has a single edge, then $g\left(\mathbf{A}_{N}\right) \in \mathbf{A}_{N} \cup \Delta\left(\mathbf{A}_{N}\right) \subset \mathcal{A}_{N}$. Now, assume that for some $n \geq 2$, every graph monomial $g \in \mathcal{F}$ with fewer than $n$ edges produces a matrix $g\left(\mathbf{A}_{N}\right) \in \mathcal{A}_{N}$. Consider an $h \in \mathcal{F}$ with exactly $n$ edges: if the input and the output of $h$ are not equal or if they are equal but belong to more than one cycle, then we can factor $h\left(\mathbf{A}_{N}\right)=h_{1}\left(\mathbf{A}_{N}\right) h_{2}\left(\mathbf{A}_{N}\right)$ for some graph monomials $h_{1}, h_{2} \in \mathcal{F}$ with fewer than $n$ edges (Figure 4). Since $\mathcal{A}_{N}$ is an algebra, it follows that $h\left(\mathbf{A}_{N}\right) \in \mathcal{A}_{N}$.

If instead $h$ is a diagonal graph monomial such that the common root $v$ belongs to a unique cycle, then we can split the vertex $v$ into two vertices $v_{\mathrm{out}}^{\prime} \neq v_{\text {in }}^{\prime}$ (Figure 5). This allows us to construct a product $P$ of the form (5) such that $\Delta(P)=h\left(\mathbf{A}_{N}\right)$. We can then factor $P=h_{1}\left(\mathbf{A}_{N}\right) h_{2}\left(\mathbf{A}_{N}\right)$ as before, where $h_{1}\left(\mathbf{A}_{N}\right), h_{2}\left(\mathbf{A}_{N}\right) \in \mathcal{A}_{N}$ by the induction hypothesis. We conclude that $h\left(\mathbf{A}_{N}\right)=\Delta\left(h_{1}\left(\mathbf{A}_{N}\right) h_{2}\left(\mathbf{A}_{N}\right)\right) \in \mathcal{A}_{N}$.
4.2. Some preliminary lemmas. Recall that a sequence of polynomials $\left(P_{N}\right)_{N \in \mathbb{N}}$ such that $P_{N} \in \mathcal{B}_{N}\left\langle X_{k}: k \in K\right\rangle$ satisfies the LFD property if the lengths of the polynomials $P_{N}$ are uniformly bounded with uniformly full degree for the monomials appearing in the linear


FIG. 5. An example of splitting when $v_{\mathrm{out}}=v_{\mathrm{in}}$ belongs to a unique cycle.
combination defining $P_{N}$. Thus, to prove Theorem 2.3 and its generalizations, it suffices to consider the case of monomials $P_{N, 1}, \ldots, P_{N, n}$ of uniformly bounded full degree. Indeed, our uniform bound on the lengths allows us to use multilinearity to extend the result to the general case. Furthermore, the uniform boundedness of the full degree for our $\mathcal{B}_{N}$-valued monomials

$$
P_{N, i}=g_{N, i, 0}\left(\mathbf{A}_{N}\right) X_{k_{N, i}(1)} g_{N, i, 1}\left(\mathbf{A}_{N}\right) \cdots X_{k_{N, i}\left(d_{N, i}\right)} g_{N, i, d_{N, i}}\left(\mathbf{A}_{N}\right)
$$

ensures that the number of underlying unlabeled undirected graphs $\underline{G}_{N, i, j}$ appearing in $\left(g_{N, i, j}\right)_{N \in \mathbb{N}, i \in[n], j \in\left[d_{N, i}\right]}$ is finite. The uniformity of our asymptotic (2) then allows us to further restrict to the case of fixed monomials $P_{N, i}$ in the sense that $d_{N, i} \equiv d_{i}$ and $\underline{G}_{N, i, j}$ do not depend on $N$.

We start by considering arbitrary families of random matrices $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$. We can assume that the families are each closed under the adjoint by enlarging them if necessary. Our first lemma reduces the even case $p=2 q \in 2 \mathbb{N}$ of our main theorem to a single limit.

LEMMA 4.4. In the notation of Theorem 2.3, if

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\varepsilon_{N}\right)\right]=0
$$

whenever

$$
\varepsilon_{N}=\Delta\left[\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)-\Delta\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)\right)\right) \cdots\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)-\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right)\right)\right]
$$

for some $\ell_{1} \neq \ell_{2} \neq \cdots \neq \ell_{n}$ and

$$
P_{N, i}=g_{N, i, 0}\left(\mathbf{A}_{N}\right) X_{k_{N, i}(1)} g_{N, i, 1}\left(\mathbf{A}_{N}\right) \cdots X_{k_{N, i}\left(d_{i}\right)} g_{N, i, d_{i}}\left(\mathbf{A}_{N}\right), \quad g_{N, i, j} \in \mathcal{C}
$$

with uniformly bounded full degree, then

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q}\right]\right]=0
$$

for any such $\varepsilon_{N}$ and $q \in \mathbb{N}$ as well.
Proof. Note that $\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q}=\varepsilon_{N} \varepsilon_{N}^{*}\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q-1}$ can be written as

$$
\Delta\left[\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)-\Delta\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)\right)\right) \cdots\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)-\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right)\right] \varepsilon_{N}^{*}\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q-1}\right.
$$

where $\varepsilon_{N}^{*}\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q-1} \in \mathcal{B}_{N}$. Lemma 4.3 then implies that

$$
\varepsilon_{N}^{*}\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q-1}=\sum_{l=1}^{t_{N}} c_{N, l} h_{N, \ell}\left(\mathbf{A}_{N}\right)
$$

for some coefficients $c_{N, l} \in \mathbb{C}$ and graph monomials $h_{N, l} \in \mathcal{C}$ (say with edge set $E_{N, l}$ ). At the same time, the bound on the full degree guarantees that

$$
\sup _{N \in \mathbb{N}} t_{N}<\infty \quad \text { and } \quad \sup _{N \in \mathbb{N}} \sum_{l=1}^{t_{N}}\left|E_{N, l}\right|<\infty
$$

So, it suffices to prove that

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[\varepsilon_{N} h_{N}\left(\mathbf{A}_{N}\right)\right]\right]=0
$$

for any sequence $h_{N} \in \mathcal{C}$ with edge set $E_{N}$ such that $\sup _{N \in \mathbb{N}}\left|E_{N}\right|<\infty$.

Now, since $\Delta$ is a conditional expectation, we know that

$$
\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right) h_{N}\left(\mathbf{A}_{N}\right)=\Delta\left(P_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right) h_{N}\left(\mathbf{A}_{N}\right)\right)
$$

We can then modify the last coefficient of the monomial $P_{N, n}$ to include the factor of $h_{N}\left(\mathbf{A}_{N}\right)$. In particular, we can replace

$$
P_{N, n}=g_{N, n, 0}\left(\mathbf{A}_{N}\right) X_{k_{N, n}(1)} g_{N, n, 1}\left(\mathbf{A}_{N}\right) \cdots X_{k_{N, n}\left(d_{n}\right)} g_{N, n, d_{n}}\left(\mathbf{A}_{N}\right)
$$

with the monomial

$$
\widetilde{P}_{N, n}=g_{N, n, 0}\left(\mathbf{A}_{N}\right) X_{k_{N, n}(1)} g_{N, n, 1}\left(\mathbf{A}_{N}\right) \cdots X_{k_{N, n}\left(d_{n}\right)} \tilde{g}_{N, n, d_{n}}\left(\mathbf{A}_{N}\right)
$$

where $\widetilde{g}_{N, n, d_{n}}\left(\mathbf{A}_{N}\right)=g_{N, n, d_{n}}\left(\mathbf{A}_{N}\right) h_{N}\left(\mathbf{A}_{N}\right)$. This new sequence $\left(\widetilde{P}_{N, n}\right)_{N \in \mathbb{N}}$ still has uniformly bounded full degree since the number of edges we are adding via $h_{N}$ is uniformly bounded. In particular, we can apply the assumption in the statement of the lemma to

$$
\widetilde{\varepsilon}_{N}=\Delta\left[\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)-\Delta\left(P_{N, 1}\left(\mathbf{A}_{N, \ell_{1}}\right)\right)\right) \cdots\left(\widetilde{P}_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)-\Delta\left(\widetilde{P}_{N, n}\left(\mathbf{A}_{N, \ell_{n}}\right)\right)\right)\right]
$$

which shows that $\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\widetilde{\varepsilon}_{N}\right)\right]=0$. The result then follows from the observation that $\widetilde{\varepsilon}_{N}=\varepsilon_{N} h_{N}\left(\mathbf{A}_{N}\right)$.

Furthermore, the even case of our main theorem implies the general case.

LEmma 4.5. In the notation of Theorem 2.3, if

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{\frac{p}{2}}\right]\right]=0
$$

for any $p \in 2 \mathbb{N}$, then the result also holds for any $p \in[1,+\infty)$.

PROOF. By construction, $\varepsilon_{N}$ is a diagonal random matrix. In particular, Theorem 2.3 for $p=2 q \in 2 \mathbb{N}$ can be rephrased as

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Tr}\left[\left(\varepsilon_{N} \varepsilon_{N}^{*}\right)^{q}\right]\right]=\mathbb{E}\left[\sum_{i=1}^{N}\left|\varepsilon_{N}(i, i)\right|^{p}\right]=\left\|\varepsilon_{N}\right\|_{p}^{p}=o(N), \tag{7}
\end{equation*}
$$

where $\|\cdot\|_{p}$ denotes the $p$-norm of a random vector in $\mathbb{C}^{N}$.
Let us consider $r \in[1,+\infty)$. For any $p \in 2 \mathbb{N}$ such that $p \geq r$, Hölder's inequality and equation (7) imply that

$$
\begin{aligned}
\left\|\varepsilon_{N}\right\|_{r}^{r} & =\mathbb{E}\left[\sum_{i=1}^{N}\left|\varepsilon_{N}(i, i)\right|^{r}\right] \leq\left(\mathbb{E}\left[\sum_{i=1}^{N}\left(\left|\varepsilon_{N}(i, i)\right|^{r}\right)^{\frac{p}{r}}\right]\right)^{\frac{r}{p}}\left(\sum_{i=1}^{N}|1|^{\frac{p}{p-r}}\right)^{\frac{p-r}{p}} \\
& =\left(\left\|\varepsilon_{N}\right\|_{p}^{p}\right)^{\frac{r}{p}} N^{1-\frac{r}{p}}=o\left(N^{\frac{r}{p}}\right) N^{1-\frac{r}{p}}=o(N) .
\end{aligned}
$$

For any $i \in[n]$, let $P_{N, i} \in \mathcal{B}_{N}\left\langle X_{k}: k \in K\right\rangle$ be a $\mathcal{B}_{N}$-valued monomial. We write $M_{N, i}=$ $P_{N, i}\left(\mathbf{A}_{N, \ell_{i}}\right)$ and $M_{N, i}=M_{N, i}-\Delta\left(M_{N, i}\right)$, where we recall that $\ell_{1} \neq \ell_{2} \neq \cdots \neq \ell_{n}$. To compute the trace $\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\stackrel{\circ}{M}_{N, 1} \cdots \stackrel{\circ}{M}_{N, n}\right)\right]$, we will need a method of moments adapted to graph observables, which we introduce now.

Definition 4.6. Recall that a test graph $T=(G, \eta, \gamma)$ is a finite multidigraph $G=$ ( $V, E$, src, tar) with edge labels $\eta: E \rightarrow[L]$ and $\gamma: E \rightarrow K$. For a test graph $T$ we define the quantities:

$$
\begin{align*}
& \tau_{N}[T]=\mathbb{E}\left[\frac{1}{N^{c(T)}} \sum_{\phi: V \rightarrow[N]} \prod_{e \in E} A_{N, \eta(e)}^{(\gamma(e))}(\phi(e))\right]  \tag{8}\\
& \tau_{N}^{0}[T]=\mathbb{E}\left[\frac{1}{N^{c(T)}} \sum_{\phi: V \hookrightarrow[N]} \prod_{e \in E} A_{N, \eta(e)}^{(\gamma(e))}(\phi(e))\right], \tag{9}
\end{align*}
$$

where $c(T)$ counts the number of connected components of $T, \phi: V \hookrightarrow[N]$ denotes an injective map and $(\phi(e))=(\phi(\operatorname{tar}(e)), \phi(\operatorname{src}(e)))$.

For any partition $\pi \in \mathcal{P}(V)$, let $\beta_{\pi}: V \rightarrow \pi$ be the map that sends each vertex in $V$ to its block in $\pi$. We define $T^{\pi}=\left(G^{\pi}, \eta^{\pi}, \gamma^{\pi}\right)$ as the test graph obtained from $T$ by identifying the vertices in each block of $\pi$. Formally, $V^{\pi}=\pi ; E^{\pi}=E ; \operatorname{src}^{\pi}=\beta_{\pi} \circ \mathrm{src} ; \operatorname{tar}^{\pi}=\beta_{\pi} \circ \operatorname{tar}$; $\eta^{\pi}=\eta$; and $\gamma^{\pi}=\gamma$. We say that $T^{\pi}$ is a quotient of $T$. One can then relate the quantities (8) and (9) by [18], Lemma 2.6:

$$
\begin{align*}
\tau_{N}[T] & =\sum_{\pi \in \mathcal{P}(V)} N^{c\left(T^{\pi}\right)-c(T)} \tau_{N}^{0}\left[T^{\pi}\right]  \tag{10}\\
\tau_{N}^{0}[T] & =\sum_{\pi \in \mathcal{P}(V)} N^{c\left(T^{\pi}\right)-c(T)} \tau_{N}\left[T^{\pi}\right] \mathrm{M} \text { öb }\left(0_{V}, \pi\right) \tag{11}
\end{align*}
$$

where $0_{V}$ is the singleton partition and $\operatorname{Möb}\left(0_{V}, \pi\right)=\prod_{B \in \pi}(-1)^{|B|-1}(|B|-1)$ ! is the Möbius function on the poset of partitions [25], Example 3.10.4.

REMARK 4.7. We allow our test graphs to be disconnected in this article, in contrast to the convention in [18]. The general case follows much as in the usual situation.

The expansion

$$
M_{N, i}=P_{N, i}\left(\mathbf{A}_{N, \ell_{i}}\right)=g_{N, i, 0}\left(\mathbf{A}_{N}\right) A_{N, \ell_{i}}^{\left(k_{N, i}(1)\right)} g_{N, i, 1}\left(\mathbf{A}_{N}\right) \cdots A_{N, \ell_{i}}^{\left(k_{N, i}\left(d_{i}\right)\right)} g_{N, i, d_{i}}\left(\mathbf{A}_{N}\right)
$$

determines a graph monomial $t_{N, i} \in \mathcal{F}$ such that $t_{N, i}\left(\mathbf{A}_{N}\right)=M_{N, i}$, namely,

Formally, $t_{i}$ consists of a directed path of length $d_{i}$ starting from the right at the input and terminating at the left at the output with: edges labeled in decreasing order $\left(\ell_{i}, k_{N, i}\left(d_{i}\right)\right), \ldots,\left(\ell_{i}, k_{N, i}(0)\right)$ along the direction of this path; and planted cactus-type monomials attached to the vertices of this path by gluing the common root of $g_{N, i, d_{i}-j+1}$ to the $j$ th vertex along this path.

Let $T_{N}=\left(G_{N}, \eta_{N}, \gamma_{N}\right)$ be the test graph obtained by identifying the output of $t_{N, i}$ with the input of $t_{N, i-1}$ for $i \in[n]$ with the convention that $t_{N, 0}=t_{N, n}$. In particular, $T_{N}$ inherits the edge labels from each $t_{N, i}$. Note that $T_{N}=\Delta\left(t_{N, 1} \cdots t_{N, n}\right)$ as unrooted graphs. One can easily verify that $\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(M_{N, 1} \cdots M_{N, n}\right)\right]=\tau_{N}\left[T_{N}\right]$.

For each $i \in[n]$, we can view $t_{N, i}$ as a subgraph of $T_{N}$. Note that the underlying graph $\underline{G}_{N}=(V, E)$ of $G_{N}$ does not depend on $N$ since $d_{i}$ is constant and the underlying graphs $\underline{G}_{N, i, j}$ of the $g_{N, i, j}$ do not depend on $N$. So, we can write $v_{N, i} \equiv v_{i}$ for the vertex in $T_{N}$ corresponding to the input of $t_{N, i}$ with the convention that $v_{0}=v_{n}$. The following lemma describes the cancellations in equation (10) when one replaces $M_{N, i}$ with $\stackrel{\circ}{M}_{N, i}=M_{N, i}$ $\Delta\left(M_{N, i}\right)$.

LEmma 4.8. With the notation above for the test graph $T_{N}$, we have the equality

$$
\begin{equation*}
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\stackrel{\circ}{M}_{N, 1} \cdots \stackrel{\circ}{M}_{N, n}\right)\right]=\sum_{\substack{\pi \in \mathcal{P}(V))_{s . t} . \operatorname{s.t} \\ v_{i} \varkappa_{\pi} v_{i-1} \forall i \in[n]}} \tau_{N}^{0}\left[T_{N}^{\pi}\right] . \tag{13}
\end{equation*}
$$

Proof. For any $I \subset[n]$, let $T_{N, I}$ denote the test graph obtained from $T_{N}$ by identifying the input of $t_{N, i}$ with the output of $t_{N, i}$ for each $i \in I$. Then, by definition of the $\stackrel{\circ}{M}_{N, i}$,

$$
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\stackrel{\circ}{M}_{N, 1} \cdots \stackrel{\circ}{M}_{N, n}\right)\right]=\sum_{I \subset[n]}(-1)^{|I|} \tau_{N}\left[T_{N, I}\right]
$$

Using equation (10), we can rewrite this as

$$
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\stackrel{\circ}{M}_{N, 1} \cdots \stackrel{\circ}{M}_{N, n}\right)\right]=\sum_{I \subset[n]}(-1)^{|I|} \sum_{\substack{\pi \in \mathcal{P}(V) \text { s.t. } \\ v_{i} \sim \pi v_{i-1} \forall i \in I}} \tau_{N}^{0}\left[T_{N}^{\pi}\right]
$$

For any $\pi \in \mathcal{P}(V)$, let $J_{\pi}=\left\{i \in[n]: v_{i} \sim_{\pi} v_{i-1}\right\}$. Interchanging the order of the summation, we obtain

$$
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\stackrel{\circ}{M}_{N, 1} \cdots \stackrel{\circ}{M}_{N, n}\right)\right]=\sum_{\pi \in \mathcal{P}(V)}\left(\sum_{I \subset J_{\pi}}(-1)^{|I|}\right) \tau_{N}^{0}\left[T_{N}^{\pi}\right] .
$$

The result then follows from the fact that the sum in the parentheses vanishes whenever $J_{\pi} \neq \varnothing$.

Our analysis of each of the remaining terms $\tau_{N}^{0}\left[T_{N}^{\pi}\right]$ in Lemma 4.8 relies on the geometry of a graph that we introduce now.

DEFINITION 4.9. A colored component of a test graph $T=(V, E, \eta, \gamma)$ is a connected component in the subtest graph $T_{\{\ell\} \times K}$ obtained from $T$ by only keeping the edges $e$ with label $(\eta(e), \gamma(e)) \in\{\ell\} \times K$, where $\ell \in[L]$. In particular, evaluating $\tau_{N}[C]$ for a colored component $C$, say of color $\{\ell\} \times K$, only involves the matrices in the family $\mathbf{A}_{N, \ell} \subset \mathbf{A}_{N}=$ $\mathbf{A}_{N, 1} \sqcup \cdots \sqcup \mathbf{A}_{N, L}$. We write $\mathcal{C C}(T)$ for the set of colored components of $T$.

We define the graph of colored components $\mathcal{G C C}(T)=(\mathcal{V}, \mathcal{E})$ as the simple bipartite graph with vertex set $\mathcal{V}=\mathcal{C C}(T) \sqcup V$ and edges determined by inclusion: $v \sim_{\mathcal{E}} C$ if $v \in V$ is a vertex of the colored component $C \in \mathcal{C C}(T)$.

REMARK 4.10. Our definition of the graph of colored components slightly differs from the original one in [18], Definition 2.10, where one discards the trivial colored components in $\mathcal{C C}(T)$ consisting of an isolated vertex and only considers the vertices in $V$ that belong to more than one of the remaining colored components.

We return to the test graph $T_{N}=\left(G_{N}, \eta_{N}, \gamma_{N}\right)$ considered in Lemma 4.8.
Lemma 4.11. None of the partitions $\pi$ in (13) result in a tree for the graph of colored components $\mathcal{G C C}\left(T_{N}^{\pi}\right)=\left(\mathcal{V}_{N, \pi}, \mathcal{E}_{N, \pi}\right)$.

Proof. Suppose, for a contradiction, that there exists a partition $\pi \in \mathcal{P}(V)$ such that $v_{i} \nsim_{\pi} v_{i-1}$ for all $i \in[n]$ with $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ a tree. Let $c_{N}$ be the simple directed cycle subgraph in $T_{N}$ defined by traversing the edges of the directed paths at the base of each $t_{N, i}$; see (12). Similarly, we define $C_{N, i} \in \mathcal{C C}\left(T_{N}^{\pi}\right)$ as the colored component containing the edges of


FIG. 6. An example of $\mathcal{G C C}\left(T^{\pi}\right)$ in the case $\ell_{n}=\ell_{1}$ and $v_{n-1} \stackrel{\pi}{\sim} v_{1}$. For simplicity, we omit the trivial colored components consisting of a single isolated vertex.
the directed path of $t_{N, i}$. Note that the alternating condition $\ell_{1} \neq \ell_{2} \neq \cdots \neq \ell_{n}$ implies that $C_{N, i} \neq C_{N, i-1}$ for each $i \geq 2$.

First, assume that $\ell_{n} \neq \ell_{1}$ so that

$$
\begin{equation*}
C_{N, 1} \neq C_{N, 2} \neq \cdots \neq C_{N, n} \neq C_{N, 1} \tag{14}
\end{equation*}
$$

Note that the cycle $c_{N}$ induces a cycle $c_{N}^{\pi}$ in $\mathcal{G C C}\left(T_{N}^{\pi}\right)$, namely,

$$
c_{N}^{\pi}=\left(\beta_{\pi}\left(v_{n}\right), C_{N, n}, \beta_{\pi}\left(v_{n-1}\right), C_{N, n-1}, \ldots, \beta_{\pi}\left(v_{2}\right), C_{N, 2}, \beta_{\pi}\left(v_{1}\right), C_{N, 1}, \beta_{\pi}\left(v_{n}\right)\right) .
$$

Since $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ is a tree, $c_{N}^{\pi}$ cannot be simple and must backtrack at some point, that is, there exists an $i \in[n]$ such that

$$
C_{N, i}=C_{N, i-1} \quad \text { or } \quad \beta_{\pi}\left(v_{i}\right)=\beta_{\pi}\left(v_{i-1}\right) ;
$$

however, the first case contradicts (14), while the second case implies $v_{i} \sim_{\pi} v_{i-1}$.
If instead $\ell_{n}=\ell_{1}$, then $C_{N, n}=C_{N, 1}$, and we obtain the cycle

$$
c_{N}^{\pi}=\left(C_{N, n}, \beta_{\pi}\left(v_{n-1}\right), C_{N, n-1}, \ldots, \beta_{\pi}\left(v_{2}\right), C_{N, 2}, \beta_{\pi}\left(v_{1}\right), C_{N, 1}\right) .
$$

The only new case in the backtracking argument is

$$
\beta_{\pi}\left(v_{n-1}\right)=\beta_{\pi}\left(v_{1}\right)
$$

which would imply a shorter cycle

$$
\left(\beta_{\pi}\left(v_{n-1}\right), C_{N, n-1}, \ldots, \beta_{\pi}\left(v_{2}\right), C_{N, 2}, \beta_{\pi}\left(v_{1}\right)\right)
$$

One can then proceed inductively. See Figure 6 for an illustration.
Thus, it only remains to prove that $\lim _{N \rightarrow \infty} \tau_{N}^{0}\left[T_{N}^{\pi}\right]=0$ for the test graph $T_{N}$ in Lemma 4.8 and any partition $\pi \in \mathcal{P}(V)$ such that $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ is not a tree.
4.3. Proof of Proposition 2.4. Carrying forward the notation from the previous section, we assume hereafter that the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ satisfy the assumptions of Proposition 2.4. In particular, assume that the families $\mathbf{A}_{N, 2}, \ldots, \mathbf{A}_{N, L}$ are each permutation invariant. Without loss of generality, we can also assume that $\mathbf{A}_{N, 1}$ is permutation invariant. Indeed, by Lemma 4.3 the quantity $\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\varepsilon_{N}\right)\right]$ is a linear combination of terms of the form $\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[g\left(\mathbf{A}_{N}\right)\right]\right]$ for some graph monomials $g \in \mathcal{C}$. Let $U_{N}$ be a uniform permutation matrix of order $N$ independent of $\mathbf{A}_{N}$. By [18], Lemma 1.4, we know that

$$
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[g\left(\mathbf{A}_{N}\right)\right]\right]=\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left[g\left(U_{N} \mathbf{A}_{N} U_{N}^{*}\right)\right]\right]
$$

for any graph monomial $g$. Moreover, since the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L},\left\{U_{N}\right\}$ are independent, we have the equality in (joint) distribution

$$
\left(U_{N} \mathbf{A}_{N, 1} U_{N}^{*}, U_{N} \mathbf{A}_{N, 2} U_{N}^{*}, \ldots, U_{N} \mathbf{A}_{N, L} U_{N}^{*}\right) \stackrel{d}{=}\left(U_{N} \mathbf{A}_{N, 1} U_{N}^{*}, \mathbf{A}_{N, 2}, \ldots, \mathbf{A}_{N, L}\right)
$$

which proves that we can replace $\mathbf{A}_{N, 1}$ with the permutation invariant family $U_{N} \mathbf{A}_{N, 1} U_{N}^{*}$ in our calculations without consequence. We now prove the statement at the end of the previous section which will complete the proof of Proposition 2.4.

LEMmA 4.12. For any partition $\pi \in \mathcal{P}(V)$ such that $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ is not a tree, we have the asymptotic $\tau_{N}^{0}\left[T_{N}^{\pi}\right]=O\left(N^{-1}\right)$.

Proof. Let $\phi$ be an arbitrary injective function from $V^{\pi}$ to [ $N$ ]. By [18], Lemma 2.18, the permutation invariance of $\mathbf{A}_{N}$ implies that

$$
\begin{equation*}
\tau_{N}^{0}\left[T_{N}^{\pi}\right]=\frac{1}{N} \frac{N!}{\left(N-\left|V^{\pi}\right|\right)!} \mathbb{E}\left[\prod_{e \in E} A_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right] \tag{15}
\end{equation*}
$$

For any $\ell \in[L]$, let $T_{N, \ell}^{\pi}=\left(V_{N, \ell}^{\pi}, E_{N, \ell}^{\pi}\right)$ denote the test graph composed of the colored components of $T_{N}^{\pi}$ in the color $\{\ell\} \times K$. The independence of the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ then implies that

$$
\mathbb{E}\left[\prod_{e \in E} A_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right]=\prod_{\ell=1}^{L} \mathbb{E}\left[\prod_{e \in E_{N, \ell}^{\pi}} A_{N, \ell}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right] .
$$

Inverting the relationship (15) for each $T_{N, \ell}^{\pi}$, we obtain the expansion

$$
\begin{align*}
\tau_{N}^{0}\left[T_{N}^{\pi}\right] & =\frac{1}{N} \frac{N!}{\left(N-\left|V^{\pi}\right|\right)!}\left(\prod_{\ell=1}^{L} \frac{\left(N-\left|V_{N, \ell}^{\pi}\right|\right)!}{N!}\right) N^{\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right|}\left(\prod_{\ell=1}^{L} \tau_{N}^{0}\left[T_{N, \ell}^{\pi}\right]\right)  \tag{16}\\
& =N^{-1+\left|V_{\pi}\right|-\sum_{\ell=1}^{L}\left|V_{N, \ell}^{\pi}\right|+\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right|}\left(1+O\left(N^{-1}\right)\right) \prod_{\ell=1}^{L} \tau_{N}^{0}\left[T_{N, \ell}^{\pi}\right]
\end{align*}
$$

where the asymptotic is uniform since $\left|V_{N, \ell}^{\pi}\right| \leq\left|V^{\pi}\right|$ does not depend on $N$. Furthermore, recall that the graph of colored components $\mathcal{G C C}\left(T_{N}^{\pi}\right)=\left(\mathcal{V}_{N, \pi}, \mathcal{E}_{N, \pi}\right)$ satisfies $\left|\mathcal{V}_{N, \pi}\right|=$ $\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right|+\left|V_{\pi}\right|$ and $\left|\mathcal{E}_{N, \pi}\right|=\sum_{\ell=1}^{L}\left|V_{N, \ell}^{\pi}\right|$. We can then rewrite (16) as

$$
\begin{equation*}
\tau_{N}^{0}\left[T_{N}^{\pi}\right]=N^{\left|\mathcal{V}_{N, \pi}\right|-1-\left|\mathcal{E}_{N, \pi}\right|}\left(1+O\left(N^{-1}\right)\right) \prod_{\ell=1}^{L} \tau_{N}^{0}\left[T_{N, \ell}^{\pi}\right] \tag{17}
\end{equation*}
$$

We control the terms in the product above using the asymptotic (2) which requires the following definition.

Definition 4.13. A cut edge of a finite graph is an edge whose deletion increases the number of connected components. We say that a finite connected graph is two-edge connected if it does not have any cut edges. Similarly, a two-edge connected component is a maximal two-edge connected subgraph.

For a finite graph $G$, we write $F(G)$ for its forest of two-edge connected components: the vertices of $F(G)$ are the two-edge connected components of $G$; the edges of $F(G)$ are the cut edges of $G$; and an edge connects the pair of two-edge connected components containing its adjacent vertices in $G$. In other words, one obtains $F(G)$ from $G$ by contracting every two-edge connected component to a single vertex. One can easily verify that $F(G)$ is indeed
a forest. Finally, we define $\mathfrak{f}(G)$ to be the number of leaves in $F(G)$ with the convention that any trivial tree in $F(G)$ contributes two leaves to the count.

We can now prove an intermediate bound.

LEMMA 4.14. The product in (17) satisfies the asymptotic

$$
\prod_{\ell=1}^{L} \tau_{N}^{0}\left[T_{N, \ell}^{\pi}\right]=O\left(N^{\sum_{\ell=1}^{L} f\left(T_{N, \ell}^{\pi}\right) / 2-\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right|}\right)
$$

Proof of Lemma 4.14. Let $\hat{T}=(\hat{V}, \hat{E})$ be a test graph. We use equation (11) to write

$$
\tau_{N}^{0}[\hat{T}]=\sum_{\sigma \in \mathcal{P}(\hat{V})} N^{c\left(\hat{T}^{\sigma}\right)-c(\hat{T})} \tau_{N}\left[\hat{T}^{\sigma}\right] \mathrm{M} \text { öb }\left(0_{V}, \sigma\right)
$$

The asymptotic (2) in the assumption of Proposition 2.4 implies that

$$
\tau_{N}\left[\hat{T}^{\sigma}\right]=O\left(N^{\mathfrak{f}\left(\hat{T}^{\sigma}\right) / 2-c\left(\hat{T}^{\sigma}\right)}\right)
$$

Furthermore, note that $\mathfrak{f}\left(\hat{T}^{\sigma}\right) \leq \mathfrak{f}(\hat{T})$. Indeed, one can define the natural map $f_{\sigma}: V_{F(\hat{T})} \rightarrow$ $V_{F\left(\hat{T}^{\sigma}\right)}$ from the two-edge connected components of $\hat{T}$ to the two-edge connected components of the quotient $\hat{T}^{\sigma}$ which is clearly surjective. Moreover, if $C$ is a leaf in $F\left(\hat{T}^{\sigma}\right)$, then the fiber $f_{\sigma}^{-1}(C)$ necessarily contains a leaf in $F(\hat{T})$ which proves the inequality. Thus, we arrive at the asymptotics

$$
\begin{align*}
\tau_{N}\left[\hat{T}^{\sigma}\right] & =O\left(N^{f(\hat{T}) / 2-c\left(\hat{T}^{\sigma}\right)}\right) \\
\tau_{N}^{0}[\hat{T}] & =O\left(N^{f(\hat{T}) / 2-c(\hat{T})}\right) \tag{18}
\end{align*}
$$

Applying (18) to each of the test graphs $\hat{T}=T_{N, \ell}^{\pi}$, we obtain the stated result. In particular, there are only a finite number of possibilities for the underlying unlabeled undirected graph $\underline{T}_{N, \ell}^{\pi}$ of $T_{N, \ell}^{\pi}$ since the underlying unlabeled undirected graph $\underline{G}_{N}$ of $T_{N}$ does not depend on $N$ (see the paragraph before Lemma 4.8) which guarantees the uniformity of our asymptotic.

Returning to our original task, we use Lemma 4.14 to rewrite (17) as

$$
\begin{equation*}
\tau_{N}^{0}\left[T_{N}^{\pi}\right]=O\left(N^{\left|\mathcal{V}_{N, \pi}\right|-1-\left|\mathcal{E}_{N, \pi}\right|+\sum_{\ell=1}^{L} f\left(T_{N, \ell}^{\pi}\right) / 2-\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right|}\right) \tag{19}
\end{equation*}
$$

Recall that, for a finite undirected graph $G=(V, E)$, we have the identity

$$
|E|-|V|=\sum_{v \in V}\left(\frac{\operatorname{deg}_{G}(v)}{2}-1\right)
$$

We use this for our nontree $\mathcal{G C C}\left(T_{N}^{\pi}\right)=\left(\mathcal{V}_{N, \pi}, \mathcal{E}_{N, \pi}\right)$ as follows. Let $\widetilde{\mathcal{G}}_{N, \pi}=\left(\tilde{\mathcal{V}}_{N, \pi}, \widetilde{\mathcal{E}}_{N, \pi}\right)$ be the graph obtained by pruning $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ : we remove the leaves of $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ and their adjacent edges, iterating the procedure on the resulting graphs until no leaves remain. Since $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ is not a tree, the pruned graph $\widetilde{\mathcal{G}}_{N, \pi}$ is nontrivial. For example, any simple cycle in $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ will still remain in its entirety in $\widetilde{\mathcal{G}}_{N, \pi}$. Let $\widetilde{V}_{N, 1}$ and $\widetilde{V}_{N, 2}$ denote the vertices of
$\mathcal{C C}\left(T_{N}^{\pi}\right)$ and $V^{\pi}$, respectively, that remain in $\widetilde{\mathcal{G}}_{N, \pi}$. The exponent in (19) then becomes

$$
\begin{align*}
&\left|\mathcal{V}_{N, \pi}\right|-1-\left|\mathcal{E}_{N, \pi}\right|+\sum_{\ell=1}^{L} \frac{\mathfrak{f}\left(T_{N, \ell}^{\pi}\right)}{2}-\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right| \\
&=-1-\left(\left|\widetilde{\mathcal{E}}_{N, \pi}\right|-\left|\tilde{\mathcal{V}}_{N, \pi}\right|\right)+\sum_{C \in \mathcal{C C}\left(T_{N}^{\pi}\right)}\left(\frac{\mathfrak{f}(C)}{2}-1\right) \\
&=-1-\sum_{C \in \widetilde{V}_{N, 1}}\left(\frac{\operatorname{deg}_{\tilde{\mathcal{G}}_{N, \pi}}(C)}{2}-1\right)-\sum_{v \in \widetilde{V}_{N, 2}}\left(\frac{\operatorname{deg}_{\tilde{\mathcal{G}}_{N, \pi}}(v)}{2}-1\right)  \tag{20}\\
&+\sum_{C \in \mathcal{C C}\left(T_{N}^{\pi}\right)}\left(\frac{\mathfrak{f}(C)}{2}-1\right) .
\end{align*}
$$

We claim that a colored component $C \in \mathcal{C C}\left(T_{N}^{\pi}\right)$ gets removed during the pruning procedure only if its forest of two-edge connected components $F(C)$ is the trivial tree. Indeed, for starters, note that $F(C)$ is always a tree since $C$ is connected. If $F(C)$ is not the trivial tree, then it has at least two leaves $L_{1} \neq L_{2}$. At the same time, we know that $T_{N}^{\pi}$ is two-edge connected since it is the quotient of a two-edge connected graph $T_{N}$. This means that there are vertices $v_{1}$ and $v_{2}$ of the two-edge connected components $L_{1}$ and $L_{2}$, respectively, that are also connected by edges in $T_{N}^{\pi}$ entirely outside of $C$. It follows that $C$ belongs to a cycle in $\mathcal{G C C}\left(T_{N}^{\pi}\right)$ and hence does not get pruned. In particular,

$$
\left\{C \in \mathcal{C C}\left(T_{N}^{\pi}\right): \mathfrak{f}(C)>2\right\} \subset \widetilde{V}_{N, 1}
$$

Moreover, since one can follow this argument for any two leaves of $F(C)$, we immediately obtain the inequality $\mathfrak{f}(C) \leq \operatorname{deg}_{\widetilde{\mathcal{G}}_{N, \pi}}(C)$ for any $C \in \widetilde{V}_{N, 1}$. Applying all of this to (20), we get

$$
\begin{aligned}
& \left|\mathcal{V}_{N, \pi}\right|-1-\left|\mathcal{E}_{N, \pi}\right|+\sum_{\ell=1}^{L} \frac{\mathfrak{f}\left(T_{N, \ell}^{\pi}\right)}{2}-\left|\mathcal{C C}\left(T_{N}^{\pi}\right)\right| \\
& \quad \leq-1-\sum_{v \in \widetilde{V}_{N, 2}}\left(\frac{\operatorname{deg}_{\widetilde{\mathcal{G}}_{N, \pi}}(v)}{2}-1\right) \leq-1
\end{aligned}
$$

where the last inequality follows by construction since $\operatorname{deg}_{\widetilde{\mathcal{G}}_{N, \pi}}(v) \geq 2$. Altogether, we conclude that

$$
\tau_{N}^{0}\left[T_{N}^{\pi}\right]=O\left(N^{-1}\right)
$$

4.4. Proof of Theorem 2.3. Theorem 6 in [21] ensures that

$$
\begin{equation*}
\operatorname{Tr}\left[g\left(\mathbf{A}_{N}\right)\right] \leq N^{\mathfrak{f}(g) / 2} \prod_{e \in E}\left\|A_{N, \eta(e)}^{(\gamma(e))}\right\| \tag{21}
\end{equation*}
$$

for any diagonal graph monomial $g$. The uniform operator norm bound on our matrices then implies the asymptotic (2) of Proposition 2.4, and the result follows.
4.5. Proof of Theorem 1.3. Let $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L}$ and $\varepsilon_{N}$ be as in Theorem 1.3. Without loss of generality, the LDC property allows us to restrict to the case of monomials $\left(P_{N, i}\right)_{i \in[n]}$ in our matrix $\varepsilon_{N}$. By enlarging the index set $K$, if necessary, we write $\mathbf{A}_{N, L+1}$ for the family of coefficients $\left(D_{N, i, j}\right)_{i \in[n], j \in\left\{0, \ldots, \operatorname{deg}\left(P_{N, i}\right)\right\}}$ coming from the monomials $\left(P_{N, i}\right)_{i \in[n]}$. We can then apply Theorem 2.3 to the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L+1}$ and the monomials

$$
\widetilde{P}_{N, i}=D_{N, i, 0} X_{k_{N, i}(1)} D_{N, i, 1} \cdots X_{k_{N, i}\left(d_{N, i}\right)} D_{N, i, d_{N, i}},
$$

where each $D_{N, i, j}$ can be written as $g_{N, i, j}\left(\mathbf{A}_{N}\right)$ for the graph monomial $g_{N, i, j}$ consisting of a single loop labeled by the matrix $D_{N, i, j} \in \mathbf{A}_{N, L+1} \subset \mathbf{A}_{N}=\bigsqcup_{\ell=1}^{L+1} \mathbf{A}_{N, \ell}$. Indeed, the LDC property implies that $\sup _{N \in \mathbb{N}, i \in[n]} \operatorname{deg}\left(P_{N, i}\right)<\infty$. Since the full degree of $\widetilde{P}_{N, i}$ is bounded by $2 \operatorname{deg}\left(P_{N, i}\right)+1$, this guarantees the LFD property for the sequences $\left(\widetilde{P}_{N, i}\right)_{N \in \mathbb{N}, i \in[n]}$.
4.6. Proof of Proposition 2.5. We now consider the families $\widetilde{\mathbf{A}}_{N, 1}, \ldots, \widetilde{\mathbf{A}}_{N, L}$, where

$$
\widetilde{\mathbf{A}}_{N, \ell}=\left(A_{N, \ell}^{(k)} \circ \Gamma_{N, \ell}^{(k)}\right)_{k \in K}
$$

and $\boldsymbol{\Gamma}_{N}=\left(\Gamma_{N, \ell}^{(k)}\right)_{k \in K, \ell \in[L]}$ is a family of random matrices, independent of $\mathbf{A}_{N}$, satisfying the asymptotic (4).

We first prove that the conclusion of Theorem 2.3 holds for $\left(\tilde{\mathbf{A}}_{N, \ell}\right)_{\ell=1}^{L}$. We need only to prove the analogue of Lemma 4.12 for

$$
\widetilde{\mathbf{A}}_{N}=\widetilde{\mathbf{A}}_{N, 1} \sqcup \cdots \sqcup \widetilde{\mathbf{A}}_{N, L},
$$

namely,

$$
\tau_{N}^{0}\left[T_{N}^{\pi}\left(\widetilde{\mathbf{A}}_{N}\right)\right]=O\left(N^{-1}\right)
$$

for any nontree $\mathcal{G C C}\left(T_{N}^{\pi}\right)$. Here, we use the notation $T_{N}^{\pi}\left(\widetilde{\mathbf{A}}_{N}\right)$ to indicate that the edge labels $\eta_{N}: E \rightarrow[L]$ and $\gamma_{N}: E \rightarrow K$ correspond to an assignment of matrices in the family $\widetilde{\mathbf{A}}_{N}$, as opposed to $\mathbf{A}_{N}$. The construction of the graph of colored components remains the same (in particular, the matrices $\boldsymbol{\Gamma}_{N}$ do not constitute another color). Recalling (15), the permutation invariance of $\mathbf{A}_{N}$ and the independence of $\mathbf{A}_{N}$ and $\boldsymbol{\Gamma}_{N}$ then imply that

$$
\begin{aligned}
\tau_{N}^{0}\left[T_{N}^{\pi}\left(\tilde{\mathbf{A}}_{N}\right)\right] & =\frac{1}{N} \sum_{\phi: V^{\pi} \hookrightarrow[N]} \mathbb{E}\left[\prod_{e \in E} A_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e)) \Gamma_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right] \\
& =\frac{1}{N} \sum_{\phi: V^{\pi} \hookrightarrow[N]}\left(\mathbb{E}\left[\prod_{e \in E} A_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right] \mathbb{E}\left[\prod_{e \in E} \Gamma_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right]\right) \\
& =\tau_{N}^{0}\left[T_{N}^{\pi}\left(\mathbf{A}_{N}\right)\right] \frac{\left(N-\left|V^{\pi}\right|\right)!}{N!} \sum_{\phi: V^{\pi} \hookrightarrow[N]} \mathbb{E}\left[\prod_{e \in E} \Gamma_{N, \eta_{N}(e)}^{\left(\gamma_{N}(e)\right)}(\phi(e))\right] \\
& =O\left(N^{-1}\right) O(1)=O\left(N^{-1}\right),
\end{aligned}
$$

as was to be shown. Note that the last line follows from Lemma 4.12 and the assumption (4) on $\boldsymbol{\Gamma}_{N}$.

To finish, we prove the conclusion of Theorem 1.3 in the setting of Proposition 2.5. We reason as in Section 4.5. Let $\mathbf{A}_{N, L+1}$ denote the family of coefficients $D_{N, i, j}$ of the monomials $P_{N, i}$ defining $\varepsilon_{N}$. We would like to apply the previous method of proof to the families $\mathbf{A}_{N, 1}, \ldots, \mathbf{A}_{N, L+1}$; however, the family $\mathbf{A}_{N, L+1}$ is not necessarily permutation invariant. To get around this, we define $\boldsymbol{\Gamma}_{N, L+1}$ to be the family of coefficients $D_{N, i, j}$ instead. We replace our previous definition of $\mathbf{A}_{N, L+1}=\left(A_{N, L+1}^{(k)}\right)_{k \in K}$, where now $A_{N, L+1}^{(k)}=I_{N}$ is the identity matrix for every $k \in K$. Note that $\mathbf{A}_{N, L+1}$ is clearly permutation invariant, independent of $\mathbf{A}_{N, 1} \sqcup \cdots \sqcup \mathbf{A}_{N, L}$ and uniformly bounded in operator norm.

We claim that the extended family $\boldsymbol{\Gamma}_{N} \sqcup \boldsymbol{\Gamma}_{N, L+1}$ still satisfies the asymptotic

$$
\delta_{N}^{0}\left[T\left(\boldsymbol{\Gamma}_{N} \sqcup \boldsymbol{\Gamma}_{N, L+1}\right)\right]:=\mathbb{E}\left[\prod_{e \in E} \Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right]=O(1)
$$

for any test graph $T$ with edge labels $\eta: E \rightarrow[L+1]$ and $\gamma: E \rightarrow K$, where the asymptotic only depends on the underlying unlabeled undirected graph $\underline{T}$ of $T$. Indeed, for $E=E_{1} \sqcup$ $E_{2}=\eta^{-1}([L]) \sqcup \eta^{-1}(L+1)$, we know that

$$
\begin{aligned}
\left|\delta_{N}^{0}\left[T\left(\boldsymbol{\Gamma}_{N}, \boldsymbol{\Gamma}_{N, L+1}\right)\right]\right| & =\left|\mathbb{E}\left[\prod_{e \in E} \Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right]\right| \\
& \leq \mathbb{E}\left[\prod_{e \in E_{1}}\left|\Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right| \prod_{e \in E_{2}}\left|\Gamma_{N, L+1}^{(\gamma(e))}(\Phi(e))\right|\right] \\
& =\mathbb{E}\left[\prod_{e \in E_{1}}\left|\Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right|\right] O(1)
\end{aligned}
$$

since the coefficients $D_{N, i, j}$ satisfy a uniform operator norm bound. Note that the asymptotic is uniform since $\left|E_{2}\right| \leq|E|$ is fixed by $\underline{T}$. Applying the Cauchy-Schwarz inequality, we can control the remaining term

$$
\mathbb{E}\left[\prod_{e \in E_{1}}\left|\Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right|\right] \leq \mathbb{E}\left[\prod_{e \in E_{1}}\left|\Gamma_{N, \eta(e)}^{(\gamma(e))}(\Phi(e))\right|^{2}\right]^{\frac{1}{2}}=\delta_{N}^{0}\left[S\left(\boldsymbol{\Gamma}_{N}\right)\right]^{\frac{1}{2}},
$$

where $S$ is the test graph obtained from $T=(V, E$, src, tar, $\eta, \gamma)$ by adding an additional edge $e^{\prime}$ for every edge $e$ in $E$ in the opposite direction $\operatorname{src}\left(e^{\prime}\right)=\operatorname{tar}(e)$ and $\operatorname{tar}\left(e^{\prime}\right)=\operatorname{src}(e)$; the same $\eta\left(e^{\prime}\right)=\eta(e)$ label; and $\gamma\left(e^{\prime}\right)$ corresponding to the adjoint (recall that we assumed our families are closed under the adjoint $\left.\cdot^{*}\right)$ :

$$
\mathbf{A}_{N, \eta\left(e^{\prime}\right)}^{\left(\gamma\left(e^{\prime}\right)\right)}=\left(\mathbf{A}_{N, \eta(e)}^{(\gamma(e))}\right)^{*}
$$

We use the asymptotic (4) for the test graph $S$ to conclude that

$$
\delta_{N}^{0}\left[T\left(\boldsymbol{\Gamma}_{N}, \boldsymbol{\Gamma}_{N, L+1}\right)\right] \leq \delta_{N}^{0}\left[S\left(\boldsymbol{\Gamma}_{N}\right)\right]^{\frac{1}{2}} O(1)=O(1)
$$

as was to be shown. Again, the asymptotic is uniform since there are only finitely many possibilities for $\underline{S}$ given that $\underline{T}$ is fixed. Our work in the previous case then gives us the conclusion of Theorem 2.3 for the families $\widetilde{\mathbf{A}}_{N, 1}, \ldots, \widetilde{\mathbf{A}}_{N, L+1}$ which proves the conclusion of Theorem 1.3 for the families $\widetilde{\mathbf{A}}_{N, 1}, \ldots, \widetilde{\mathbf{A}}_{N, L}$.
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