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Abstract 

The classical concept of hydraulic fracturing is that large, wing-shaped tensile 

fractures propagate away from the wellbore.  However, in low matrix permeability 

settings such as Enhanced Geothermal Systems (EGS) and gas shale, hydraulic fracturing 

creates complex networks that may contain both newly formed fractures and stimulated 

natural fractures.   

In this research, the overall approach has been to integrate field observations, 

laboratory observations, and understanding of fundamental physical processes into 

computational modeling that is specifically designed for complex hydraulic fracturing 

and to apply the modeling to develop deeper understanding and to solve practical 

problems.  

A computational model was developed that coupled fluid flow, stresses induced by 

fracture opening and sliding, transmissivity coupling to deformation, friction evolution, 

and fracture propagation in two-dimensional discrete fracture networks.  The model is 

efficient enough to simulate networks with thousands of fractures.  A variety of novel 

techniques were developed to enable the model to be accurate, efficient, realistic, and 

convergent to discretization refinement in time and space.  Testing demonstrated that 

simulation results are affected profoundly by the stresses induced by fracture 

deformation, justifying the considerable effort required to include these stresses in the 

model. 

Four conceptual models were formulated that represent the main hypotheses about 

stimulation mechanism from the literature of hydraulic fracturing.  We refer to the 

stimulation mechanisms as Pure Opening Mode (POM), Pure Shear Stimulation (PSS), 
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Mixed-Mechanism Stimulation (MMS), and Primary Fracturing with Shear Stimulation 

Leakoff (PFSSL).  Computational models were used to investigate the properties of each 

mechanism.  Geological factors that affect stimulation mechanism were identified.  

Techniques for diagnosing stimulation mechanism were devised that incorporate 

interpretation of bottom hole pressure during injection, shut-in, and production, 

microseismic relocations, and wellbore image logs.  A Tendency to Shear Stimulation 

(TSS) test was proposed as a way to help diagnose the mechanism by unambiguously 

measuring a formation's ability to experience shear stimulation.  Modeling results 

suggested several potential sources for error in estimation of the least principal stress in 

low matrix permeability settings.  The Crack-like Shear Stimulation (CSS) mechanism 

was identified as a potentially important physical process that may control the spreading 

of shear stimulation through the interaction of fluid flow, deformation, and slip-

transmissivity coupling. 

The computational model also has the capability to couple fluid flow with rate and 

state earthquake simulation.  The model was used to investigate the interaction of fluid 

flow, permeability evolution, and induced seismicity during injection into a single large 

fault.  Using the model, a variety of observations about induced seismicity in EGS were 

explained.  Producing fluid back after injection and gradually reducing injection pressure 

during stimulation were identified as strategies for minimizing induced seismicity. 

A review of historical EGS projects demonstrated that the severity of induced 

seismicity has been correlated to the degree of brittle fault zone development in the 

interval of injection.  The fracture networks at each project were categorized along a 

continuum from thick, porous fault zones to thin cracks.  Observations from specific EGS 

projects fell across the full continuum, a result that has implications not only for induced 

seismicity, but for fractured reservoirs in general. 

A pressure transient analysis was performed using data from the EGS project at 

Soultz-sous-Forêts.  At Soultz, fluid injection induced slip and transmissivity 

enhancement in large fault zones.  The pressure transient analysis showed that these fault 

zones are best described as slabs of single porosity, single permeability material.  

Evidence of dual porosity behavior was not found.  
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Chapter 1 

1 Introduction 

1.1 Background 

Hydraulic fracturing is used widely in the exploitation of oil, gas, and geothermal 

resources (Beckwith, 2010; Tester, 2007).  In some settings, hydraulic fracturing is used 

to improve the connection between a well and a productive reservoir (Martin and 

Economides, 2010).  In other settings, hydraulic fracturing is used to engineer the 

reservoir, creating or stimulating fractures in a low permeability matrix.  Two examples 

of the latter case are gas shale stimulation (Bowker, 2007; Warpinski et al., 2009; King, 

2010) and Enhanced Geothermal Systems, or "EGS" (Tester, 2007). 

This research was concerned with modeling and characterization of the fracturing 

process during hydraulic stimulation in very low matrix permeability settings such as 

EGS and gas shale.  It is natural to consider hydraulic stimulation in very low matrix 

permeability rock separately from stimulation in other settings.  In most settings, 

fracturing during hydraulic stimulation is typically conceptualized as one (or perhaps a 

few) large, continuous, opening mode fractures propagating through the wellbore (Smith 

and Shlyapobersky, 2000).  In very low permeability rock, the process of stimulation is 

typically conceptualized as a complex network of newly forming fractures and/or natural 



2  CHAPTER 1. INTRODUCTION 

 2 

fractures that slip and open (Fisher et al., 2004; Bowker, 2007; Gale et al., 2007; Cipolla 

et al., 2008; King, 2010; Pine and Batchelor, 1984; Murphy and Fehler, 1986; Brown, 

1989; Ito, 2003; Ito and Hayashi, 2003; Evans, Moriya, et al., 2005; Ledésert et al., 

2010).   

The two main examples of stimulation in very low matrix permeability, EGS and gas 

shale, have significant importance to global energy and environmental issues.  Gas shale 

production has grown tremendously in the past decade.  Gas shale is now major source of 

energy in the United States, and production is expected to increase dramatically 

worldwide (Moniz, 2011).  EGS has been a topic of research for decades, and currently 

several companies are attempting to produce electricity from EGS commercially.  

However, at present, EGS has not reached its potential for contributing significantly to 

the energy sector because wells with economically sufficient productivity have not yet 

been demonstrated (Tester, 2007). 

Historically, production of gas shale was limited because shale has very low 

permeability, and wells drilled into shale formations were unproductive.  However, in the 

past ten to twenty years, horizontal drilling and improved techniques for hydraulic 

fracturing have changed the economics of gas shale production.  Horizontal drilling 

allows extended laterals do be drilled through shale formations, increasing contact 

between the wellbore and the reservoir.  Hydraulic fracturing further increases 

connectivity to the formation by creating or stimulating fractures that act as conduits for 

flow, allowing gas to flow to the wellbore from more distant volumes of rock.  

Improvements in gas shale stimulation design over the past two decades have included 

zonal isolation for multiple stage stimulation and the use of slickwater and lower volumes 

of proppant, which increases fracture network surface area and reduces cost (King, 2010). 

The concept of Enhanced Geothermal Systems (EGS) was devised as a way to 

increase the magnitude of economically recoverable geothermal resources.  To produce 

geothermal energy, it is necessary to have high formation temperature, sufficient fluid to 

carry heat from the reservoir, and high formation permeability to transport the fluid 

through the subsurface at a high flow rate.  Temperatures high enough to produce 

geothermal electricity are present within a depth of 5 km (reasonable for conventional 
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drilling) across a significant percentage of the Earth's surface.  However, in most places, 

permeability adequate to achieve economic production is not present at those depths.  The 

concept of EGS is to use hydraulic fracturing to generate permeability, and then circulate 

fluid in a closed loop between injector and production wells.  Since the concept was first 

demonstrated by researchers at Los Alamos National Laboratory at Fenton Hill, New 

Mexico in the 1970s, EGS projects have been pursued around at the world at sites such as 

Rosemanowes, UK, Ogachi, Japan, Hijiori, Japan, Soultz-sous-Forêts, France, Cooper 

Basin, Australia, and Desert Peak, USA.  These projects have demonstrated technical 

feasibility of EGS, but so far have not demonstrated the high, sustained flow rates needed 

for economic feasibility (Tester, 2007).   

EGS does not typically involve emission of greenhouse gases (Tester, 2007), and 

electricity production from natural gas emits significantly less CO2 than from coal 

(Moniz, 2011), though the latter point has been the subject of recent controversy over the 

issue of how much methane leaks during drilling, completion, and extraction (Howarth et 

al., 2011; Cathles et al., 2012).  Because natural gas and EGS are abundant, widespread 

energy sources, they can contribute to energy independence for a variety of countries 

around the world, including the United States.  A potential application for natural gas is 

in automobile transportation, which would reduce reliance on oil (Moniz, 2011).   

Both EGS and gas shale need to be developed responsibly.  Concerns that gas shale 

hydraulic fracturing could lead to groundwater contamination have been raised (Moniz, 

2011).  In EGS, induced seismicity has been a persistent issue, though it has never caused 

more than very minor property damage (Majer et al., 2007).   

There are significant opportunities for research into hydraulic fracture modeling to 

contribute to the fields of EGS and natural gas shale.  For EGS to become economically 

viable, stimulation design needs to be improved so that higher flow rates can be achieved 

through the subsurface with lower (or zero) energy consumption from pumping.  

Furthermore, fracture networks must be created that achieve good heat sweep efficiency 

and prevent short-circuiting of cold injected water.   

In order to manage concerns about induced seismicity, better methods are needed for 

prediction and mitigation of seismic hazard.  Induced seismicity is an important issue for 
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EGS (Majer et al., 2007; Cladouhos et al., 2010), oil and gas hydraulic fracturing 

(Holland, 2011; Baisch and Vörös, 2011), CO2 sequestration (Cappa and Rutqvist, 2011; 

Nicol et al., 2011; Zoback and Gorelick, 2012), and other settings (McGarr et al., 2002).   

Natural gas shale has already been proven to be economic, but further gains in 

productivity and efficiency could be made.  Potential applications of modeling include 

stimulation optimization, formation evaluation, and prediction of future production. 

1.2 Modeling Philosophy 

The challenges of performing computational modeling of hydraulic stimulation in 

EGS and gas shale are both conceptual and technical.  These challenges are connected, 

and this research attempts to make contributions from both perspectives. 

Conceptually, the challenge of stimulation modeling is that fracturing and 

permeability generation occur deep in the earth and cannot be observed directly.  Direct 

observational data (such as core, image logs, or production logs) are limited in spatial 

extent to the wellbore.  Data sources that interrogate the full spatial domain of the 

reservoir (such as microseismic or pressure transients) are indirect, incomplete, 

potentially inaccurate, and require interpretation that relies on assumptions that may or 

may not be well founded.  Because of these difficulties, it is a major challenge to answer 

a basic question: "what physical processes contribute to stimulation and fluid storage 

during hydraulic fracturing?"  Because of the data limitations, nonuniqueness is a major 

problem.  A great variety of models or explanations might be constructed that are 

consistent with the limited available data. 

Technically, the challenge of stimulation modeling is that a great variety of physical 

processes are taking place at different scale in a discontinuous and complex spatial 

domain.  As in all modeling, a tradeoff exists between realism (including physical 

processes and spatial detail) and feasibility (CPU time and memory).  An important 

choice in this dissertation has been to use discrete fracture network (DFN) modeling, in 

which distinct, individual fractures are included in the stimulation model.  In contrast to 

DFN models, Effective Continuum Models (ECM) use volumetric discretizations that 
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average physical properties within a Representative Elemental Volume (REV).  With 

DFN modeling, the processes of hydraulic fracturing can be described in greater detail, 

but DFN modeling is significantly more computationally intensive. 

The technical and conceptual challenges of stimulation modeling are closely linked.  

Modeling can be used to develop improved understanding, yet models require an 

adequate understanding of the process to be modeled.  In performing the research for this 

dissertation, the following process was followed.  First, gather available data from field 

scale hydraulic fracturing projects, both direct wellbore observations and indirect field 

scale observations.  Second, consider all important physical processes and determine how 

these processes have already been characterized in the literature, either through 

fundamental physical laws, laboratory experiments, geological outcrop studies, or 

modeling.  In many aspects, the fundamental physical processes governing hydraulic 

stimulation are understood reasonably well, at least to a first degree of approximation.  

Third, using the direct observations from field scale projects, understanding of the 

relevant physical processes and ideas already present in the literature, develop a 

hypothesis or collection of hypotheses about the overall mechanisms taking place during 

hydraulic stimulation.  Fourth, construct a computational model that is consistent with the 

conceptual hypothesis (or hypotheses) and that includes all physical processes that are 

expected to have a first order effect on the results (keeping in mind that different 

processes are important depending on conclusions drawn from the model).  Fifth, perform 

forward simulations with computational model and determine whether the results are 

consistent with the available field scale observations.  Sixth, apply the model to answer 

useful questions: How do the various processes interact?  How do the processes affect the 

results?  If model results are not consistent with field scale observation, why not?  Can 

the results be used to confirm or refute various hypotheses?  Hypotheses can never be 

proven with complete certainty, but consistency with observation increases the 

probability that they are correct (Oreskes et al., 1994), or at least useful.  Seventh, if a 

hypothesis about conceptual model is tentatively accepted, apply the model for practical 

applications such as optimization of stimulation design. 
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1.3 Scope of Work 

In Chapter 2, the details of the stimulation model used in Chapter 3 are described, and 

results from testing and verification are presented.  The model couples fluid flow, stresses 

induced by fracture deformation, transmissivity, and friction evolution in two-

dimensional discrete fracture networks.  New methods of solution and specialized 

techniques were developed to ensure model efficiency and realistic behavior.  The 

modeling code is perhaps the most efficient currently in existence that fully couples fluid 

flow with stresses induced by fracture sliding and opening in a discrete fracture network.  

In the past, the primary limitation of coupled fluid flow-deformation discrete fracture 

models has been that problem size was limited.  Chapter 2 demonstrates that the 

modeling code is able to model problems with thousands of fractures efficiently.  

Simulation results from Chapter 2 demonstrate the profound effect of induced stresses on 

model behavior. 

In Chapter 3, four hypotheses about the mechanism of hydraulic stimulation are 

presented: pure opening mode (POM), pure shear stimulation (PSS), mixed-mechanism 

stimulation (MMS), and primary fracturing with shear stimulation leakoff (PFSSL).  A 

computational model was used to perform simulations representative of each hypothesis, 

and their properties were investigated.  Based on results from the modeling and review of 

the literature, geological processes were identified that may affect stimulation 

mechanism.  Techniques were demonstrated that could be used in practice to diagnose 

stimulation mechanism.  These techniques involve interpretation of down hole pressure 

during injection, shut-in, and production, microseismic relocations, and wellbore image 

logs.  A Tendency for Shear Stimulation (TSS) test is proposed as a way to directly 

measure the ability of a formation to experience shear stimulation and to help diagnose 

mechanism.  A variety of processes were identified that could cause incorrect 

interpretation of the least principal stress in low matrix permeability settings.  An 

important physical process was investigated, crack-like shear stimulation (CSS), that had 

a fundamental effect on the simulation results in Chapters 2, 3, and 4.  Simulations 

showed that the CSS mechanism could allow stimulation to propagate at a rate insensitive 
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to the initial formation diffusivity, a result that is in contrast to assumptions sometimes 

made in the literature.   

A key idea in Chapter 3 is that uncertainty and disagreement exists about the correct 

conceptual model for stimulation mechanism in EGS and gas shale.  This uncertainty is 

very important because assumptions about the mechanism of stimulation affect every 

aspect of reservoir engineering, modeling, and formation evaluation.  The diagnostic 

methodologies and conceptual ideas described in Chapter 3 will lead to a better 

fundamental understanding of hydraulic fracturing in low matrix permeability settings.  

Chapter 3 is an attempt to answer the basic question: "what is going on during hydraulic 

stimulation?"   

The model used in Chapter 4 couples fluid flow, fracture deformation, and rate and 

state friction evolution.  The model was used to explain post-injection seismicity, 

increasing event magnitude over the course of stimulation, and the tendency for 

hypocenters to be located at the edge of the stimulated region.  The idea of crack-like 

shear stimulation was further explored, and it was shown how CSS can occur smoothly or 

episodically, depending on whether slip is seismic or aseismic.  Two techniques were 

found that could be used to reduce the severity of induced seismicity from stimulation: 

producing fluid back after injection and gradually decreasing injection pressure over 

time.  Overall, this chapter shows the utility of coupling earthquake modeling with fluid 

flow modeling.  Further research on this topic could lead to improved insight into the 

processes of induced seismicity, practical recommendations for mitigation, and improved 

estimations of induced seismicity hazard analysis. 

In Chapter 5, a review of historical EGS projects is summarized.  The most important 

result of Chapter 5 is that there is a striking variability in fault thickness between 

different projects.  In some EGS projects, meters thick, porous fault zones are present.  In 

other EGS projects, the thickest fractures are cracks millimeters thick.  It was found that 

the severity of induced seismicity at historical EGS projects was correlated directly with 

the observed degree of brittle fault zone development.  Degree of brittle fault zone 

development is not the only variable that affects induced seismicity hazard, but our result 

confirms that it is an important variable to include in hazard analysis.  Aside from 
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induced seismicity, the results have broad implications for reservoir and stimulation 

engineering in fractured reservoirs because they demonstrate that qualitatively different 

types of "fractures" are found in different EGS reservoirs.   

In Chapter 6, a pressure transient analysis study is described that used data from the 

EGS project at Soultz, France.  At Soultz, fluid flow and deformation is localized into 

relatively large scale fault zones.  Three alternative hypotheses were developed regarding 

the distribution of the permeability and porosity within the fault zones.  It was found that 

the observed pressure transients were most consistent with the idea that individual fault 

zones are effectively a single porosity, single permeability medium.  The alternative 

hypothesis, which was not found to be consistent with the data, was that the fault zones 

could be considered dual porosity features, with high transmissivity fractures leaking off 

into a porous, high storativity damage zones. 

Variable definitions are given in Table 7-1.   
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Chapter 2 

2 Modeling Methodology, Validation, 
and Testing 

This chapter describes the development and testing of a model that couples fluid-

flow, deformation, friction weakening, and permeability evolution in large, complex two-

dimensional discrete fracture networks.  The model can be used to explore the behavior 

of hydraulic stimulation in settings where matrix permeability is low and preexisting 

fractures play an important role, such as Enhanced Geothermal Systems and gas shale.  

The model can be used to describe pure shear stimulation, mixed-mechanism stimulation, 

or pure opening-mode stimulation. Convergence to grid refinement was demonstrated, 

and simulation settings required for acceptable accuracy were identified.  A variety of 

novel techniques to ensure efficiency and realistic model behavior were conceived, 

implemented, and tested.  It was demonstrated that the simulation methodology can also 

be used as an efficient method for directly solving quasistatic fracture contact problems.  

Demonstration results show how stresses induced by fracture deformation during 

stimulation directly impact the mechanism of propagation and the resulting fracture 

network. The model assumes that flow is single-phase, isothermal, matrix permeability is 

negligible, and deformation is small strain in an infinite, homogeneous, linearly elastic 
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medium.  The model requires the paths of newly forming tensile fractures to be specified 

in advance, a limitation that could be overcome in future development.   

2.1 Introduction 

Computational modeling of hydraulic fracturing can be used for stimulation 

optimization, long term production forecasting, basic research into fundamental 

mechanisms, and investigation of novel techniques.  However, modelers face daunting 

challenges: a variety of complex physical processes, limited and imperfect information, 

and a heterogeneous and discontinuous spatial domain. Because of these difficulties, it is 

necessary to make trade-offs between efficiency, spatial resolution, and inclusion of 

physical processes. 

The classical conceptual model of hydraulic fracturing is that a single opening-mode 

fracture propagates away from the wellbore (Khristianovich and Zheltov, 1955; Perkins 

and Kern, 1961; Geertsma and de Klerk, 1969; Nordgren, 1972).  This conceptual model 

is still used in hydraulic fracturing design and modeling in conventional settings 

(Economides and Nolte, 2000; Meyer & Associates, 2011; Adachi et al., 2007).  

However, in settings with complex fracture networks, classical hydraulic fracturing 

models may be overly simplified. 

This chapter describes the development and testing of a two-dimensional hydraulic 

stimulation model that has been developed specifically for simulating hydraulic 

fracturing in settings with very low matrix permeability and where preexisting fractures 

play an important role, such as Enhanced Geothermal Systems (EGS) or gas shale.  The 

model simulates fluid flow in a discrete fracture network (DFN), directly discretizing 

individual fractures (e.g., Karimi-Fard et al, 2004; Golder Associates, 2009).  The DFN 

approach is distinct from effective continuum modeling, which averages fracture 

properties into effective properties over volumetric grid blocks (Warren and Root, 1963; 

Kazemi et al., 1976; Lemmonier, 2010).  The model calculates the stresses induced by 

opening and sliding along individual fractures and couples opening and slip to fracture 

transmissivity.  The model couples deformation with flow using iterative coupling (Kim 
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et al., 2011) and is efficient enough to simulate problems involving thousands of 

individual fractures in a few hours or days on a single processor.  The model assumes 

flow is single-phase and isothermal, matrix permeability is negligible, and deformation is 

small strain in an infinite, linearly elastic medium.  The model was written using C++. 

The model has several other specific limitations.  The model can simulate 

propagation of new tensile fractures, but the locations of the potentially forming new 

fractures must be specified in advance (Sections 2.2.3.8 and 2.2.4.1).  In practice, a large 

number of potentially forming fractures can be specified throughout the model, which 

allows the simulator significant freedom in determining the overall propagation of 

stimulation (Sections 2.2.4.1, 2.3.3.2, and 2.4.3).  The model sometimes encounters 

problems at low-angle fracture intersections (< 10°) as a consequence of its use of the 

boundary element method to calculate stresses induced by deformation.  In practice, this 

limitation can be handled either by not permitting models to contain low-angle 

intersections (Section 2.2.4.1) or by implementing a special penalty method (Sections 

2.2.5.6, 2.3.4, and 2.4.3) 

An earlier version of the model (described in Chapter 4) was used to study induced 

seismicity by performing rate and state friction earthquake simulation.  That ability is 

retained in the current model, but rate and state friction simulations are very intensive 

computationally and are not the focus of this chapter.  Most simulations described in this 

chapter were performed with a constant coefficient of friction.  As a compromise between 

rate and state friction and constant coefficient of friction, static/dynamic friction was 

implemented and tested in the work described in this chapter (Sections 2.2.5.3, 2.3.3.1, 

and 2.4.2.5). Static/dynamic friction is a more efficient, but less rigorous, way of 

modeling seismicity than rate and state.  There are several other differences between the 

model described in this chapter (which is also used in Chapter 3) and the model in 

Chapter 4.  The most important differences are related to time stepping (implicit Euler 

versus third-order Runge-Kutta) and coupling (explicit versus iterative).  

Earlier versions of the model used in this chapter were used to investigate shear 

stimulation and induced seismicity in fracture networks (McClure and Horne, 2010a; 

2010b).  The model described in this chapter has significant improvements on the earlier 
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versions.  The most important differences are that the model in this chapter is more 

efficient, handles fracture opening much more realistically, and is fully convergent to 

discretization refinement in time. 

The philosophy of development has been to construct a model that is realistic and 

efficient enough to simulate the most important physical processes that take place during 

hydraulic stimulation in large, complex fracture networks in very low permeability rock.  

In some cases, special treatments are used in the model to enforce realistic behavior in the 

fracture network.  Our guiding principle is that a model should include as much realism 

as needed to reasonably capture the physical processes that significantly affect the results 

of the model for a given purpose.   

Because the boundary element method is used, temperature is constant, and matrix 

permeability is zero, it is only necessary to discretize the fractures, not the volume around 

the fractures.  As a result, the problem size is reduced dramatically.  With iterative and 

approximate methods, it is possible to solve the large, dense systems of equations 

associated with the use of the boundary element method efficiently in a coupled, implicit 

fluid flow and geomechanical simulator.  

The chapter is divided into several parts.  In Sections 2.1.1 and 2.1.2, the literature is 

reviewed to identify other numerical models that have been used for complex hydraulic 

fracturing.  In the Methodology (Section 2.2), the model is described in detail.  Topics 

include governing and constitutive equations, numerical methods for mechanical and 

fluid flow calculations, the coupling scheme between the mechanical and flow equations, 

handling of mechanical inequality constraints and changing stress boundary conditions, 

stochastic generation of discrete fracture networks, spatial discretization of fracture 

networks, and several specialized topics particular to the model, including efficient 

matrix multiplication, adaptive domain adjustment, handling of regions near opening 

crack tips, and a technique for handling difficulties associated with low-angle fracture 

intersections.   

In Sections 2.3 and 2.4, the results of simulations on four different fracture networks 

are presented and discussed.  These simulations (1) verify the accuracy of the mechanical 

calculations, (2) verify convergence from discretization refinement in both time and 
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space, (3) test sensitivity to error tolerances, and (4) test the effect of various special 

simulation options, including the use of dynamic/static friction for seismicity modeling, 

ignoring or including stresses caused by normal displacement of "closed" fractures (in 

this dissertation, the word "open" is used to refer to a fracture whose walls have 

mechanically separated because fluid pressure exceeds normal stress, and the word 

"closed" is used to refer to a fracture with walls that are in contact), and an adjustment to 

handle low-angle fracture intersections. 

The primary purpose of simulations described in this chapter was to test the accuracy, 

efficiency, and versatility of the model and to identify optimal simulation parameters.  In 

addition, there are some interesting physical insights that can be drawn from the results.  

The results demonstrate that stresses induced by deformation affect the propagation of 

stimulation profoundly, justifying the considerable effort required to integrate them fully 

into a discrete fracture network simulator. 

In Chapter 3, there is discussion of the variety of conceptual models that have been 

used in the literature to describe the complex fracturing mechanisms taking place in EGS 

and gas shale.  These models involve either opening and propagation of new fractures, 

sliding of preexisting fractures, or combinations of both.  At a given site, establishing the 

correct conceptual model should be considered a fundamental requirement for successful 

application of modeling and reservoir engineering. 

2.1.1 Discrete Fracture Network Modeling 

In discrete fracture network (DFN) modeling, the equations of fluid flow are solved 

on each individual fracture.  Figure 2-1 shows an example of a discrete fracture network 

(this is Model B, discussed in Sections 2.3.3.1 and 2.4.2).  The network is two-

dimensional, and the fractures should be considered vertical, strike-slip fractures viewed 

in plan view (equivalently, they could be considered normal fractures viewed in cross-

section).   
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Figure 2-1: Example of a discrete fracture network.  The blue lines are preexisting fractures and the thick 
black line represents the wellbore. 

There are several reasons why DFN models are particularly useful for describing 

complex hydraulic fracturing in low permeability medium.  In low permeability rock, 

individual fractures that are in close proximity but not touching are not well connected 

hydraulically.  As a result, fluid flow between locations is dependent on idiosyncrasies of 

the fracture network geometry.  Connectivity can be highly unpredictable, with weak 

connections between two nearby locations, but strong connection between more distant 

locations (McCabe et al., 1983; Cacas et al., 1990; Abelin et al, 1991).  In hydraulically 

stimulated, fractured, low matrix permeability reservoirs, production logs typically show 

that productivity can be highly variable along individual wells within the same rock unit 

(Baria et al., 2004; Dezayes et al., 2010; Miller et al., 2011).  Discrete fracture models are 

better at describing this sort of highly channelized, unpredictable behavior. 

Stress perturbation can be handled much more accurately with a DFN.  The stresses 

caused by fracture opening or sliding are very heterogeneous spatially, and effects on 

neighboring fractures are dependent on the relative orientations and locations.  Stresses 

caused by fracture deformation have major effects on the process of stimulation, as 
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described in this chapter (see Section 2.4.2.6 for an example of what happens when 

induced stresses are neglected) and also in McClure and Horne (2010a).  

2.1.2 Review of Stimulation Models 

There is an incredible diversity of hydraulic stimulation modeling described in the 

literature.  The diversity reflects the profound uncertainty that exists about mechanisms 

of stimulation in the subsurface, the difficulty of validating the underlying assumptions of 

a given model, the great number of numerical methods available, and different choices 

about balancing realism and efficiency.  This section reviews models of hydraulic 

fracturing found in the literature.  Models that treat hydraulic stimulation as a single 

planar fracture propagating away from a wellbore are used widely in the industry and in 

academia (Adachi et al., 2007; Meyer and Associates, 2012).  However, this section 

focuses on models intended for more complex settings.   

In some modeling of unconventional fracturing, effective continuum modeling has 

been used (Yamamoto, 1997; Taron and Elsworth, 2009; Vassilellis et al., 2011; Lee and 

Ghassemi, 2011; Kelkar et al., 2012).  These models average flow from multiple fractures 

into effective continuum properties.  Other models use hybrid approaches that combine 

aspects of continuum models with aspects of discrete fracture models (Xu et al., 2010; 

Meyer and Bazan, 2011; Palmer et al., 2007). 

Some discrete fracture models neglect the stresses caused by deformation of fractures.  

Neglecting stress interaction reduces the complexity of the implementation significantly 

and increases efficiency.  With this approach, it is possible to perform simulations on 

large, reservoir-scale discrete fracture networks.  In some of these models, fluid flow is 

calculated by upscaling the DFN to an effective continuum model (Lanyon et al., 1993; 

Fakcharoenphol et al., 2012; Tezuka et al., 2005; Jing et al., 2000; Willis-Richards et al., 

1996; Kohl and Mégel, 2007; Rahman et al., 2002; Cladouhos et al., 2011; Wang and 

Ghassemi, 2012; Du et al., 2011).  In other models, discrete fracture network are used 

directly without upscaling to effective continuum models (Bruel, 1995; Bruel, 2007; 

Sausse et al., 2008; Dershowitz et al., 2010).  
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A variety of numerical methods have been used to calculate stresses induced by 

deformation in discrete fracture networks.  These methods include finite element (Heuze 

et al., 1990; Swenson and Hardeman, 1997; Rahman and Rahman 2009; Lee and 

Ghassemi, 2011; Fu et al., 2012; Kelkar et al., 2012), finite difference (Hicks et al., 1996; 

Taron and Elsworth, 2009; Roussel and Sharma, 2011), boundary element (Asgian, 1989; 

Zhang and Jeffrey, 2006; Cheng, 2009; Olson and Dahi-Taleghani, 2009; Zhou and 

Ghassemi, 2011; Weng et al., 2011; Meyer and Bazan, 2011; Safari and Ghassemi, 2011; 

Jeffrey et al., 2012; Tarasovs and Ghassemi, 2012; Sesetty and Ghassemi, 2012), block-

spring model (Baisch et al., 2010), extended finite element (Dahi-Taleghani and Olson, 

2011; Keshavarzi and Mohammadi, 2012), distinct element method (Pine and Cundall, 

1985; Last and Harper, 1990; Rachez and Gentier, 2010; Nagel et al., 2011), hybrid finite 

element/discrete element (Rogers et al., 2011), and the particle-based distinct element 

method (Suk Min and Ghassemi, 2010; Deng et al., 2011; Zhao and Young, 2011; 

Damjanac et al., 2010).  An overview of the numerical methods used in rock mechanics 

(including all of these methods) can be found in Jing (2003). 

The majority of published results using coupled geomechanical-fluid flow models in 

discrete fracture networks have involved a limited number of fractures.  Some studies 

have investigated induced slip on one or a few preexisting fractures (Baisch et al., 2010; 

Zhou and Ghassemi, 2011; Safari and Ghassemi, 2011).  Some have investigated one or a 

few propagating and preexisting fractures (Heuze et al., 1990; Zhang and Jeffrey, 2006; 

Rahman and Rahman 2009; Suk Min and Ghassemi, 2010; Deng et al., 2011; Zhao and 

Young, 2011; Dahi-Taleghani and Olson, 2011; Jeffrey et al., 2012; Sesetty and 

Ghassemi 2012; Cheng, 2009; Keshavarzi and Mohammadi, 2012).  Some have 

investigated induced slip on a network of preexisting fractures (no propagation of new 

fractures) of up to a few dozen fractures (Pine and Cundall, 1985; Asgian, 1989; Last and 

Harper, 1990; Hicks et al., 1996; Swenson and Hardeman, 1997; Rachez and Gentier 

2010).  Some have investigated propagation of multiple fractures with no preexisting 

fractures (Tarasovs and Ghassemi, 2012; Roussel and Sharma, 2011).  Some have 

combined propagation of new fractures and preexisting fractures on networks up to 

dozens of fractures (Damjanac et al., 2010; Nagel et al., 2011, 2012; Fu et al., 2012, 

Weng et al., 2011; Rogers et al., 2011).   
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As the size and complexity of the fracture network increases, the challenge of 

geomechanical discrete fracture modeling grows considerably.  Finite element and finite 

difference methods require discretization of the area (in two dimensions) or the volume 

(in three dimensions) around the fractures, and this can lead to a very large number of 

elements for complex networks and arbitrary fracture geometries.  Boundary element 

methods (BEM) avoid the need to discretize around fractures, but if they are applied 

directly, they are inefficient for very large problems because they require solution of 

dense matrices.  That disadvantage is mitigated in the model described in this chapter 

because iterative and approximate methods are used to improve efficiency of the BEM 

solutions.  Other disadvantages are that the BEM typically cannot handle arbitrary rock 

properties and heterogeneity and struggles to handle low angle fracture intersections 

accurately (as discussed in Sections 2.3.4 and 2.4.4).  Extended finite element methods 

may eventually become a powerful technique for hydraulic fracturing modeling but are 

relatively new and have not yet been demonstrated on complex networks.  

Particle based distinct element models have several advantages.  They are versatile 

because they have the ability to handle arbitrary rock properties and they can avoid 

discretization difficulties by employing a loose discretization of the volume around 

fractures.  However, these models do not provide solutions that are convergent to grid 

refinement.  Macroscopic rock properties such as Young's modulus are emergent 

properties of the model, and model inputs (including the coarseness of the discretization 

itself) must be tuned with trial and error to find settings that match desired behavior 

(Potyondy and Cundall, 2004). 

2.2 Methodology 

The model described in this chapter computes fluid flow and deformation in a 

discrete fracture network.  As an input, the model requires a realization of the preexisting 

fracture network.  The model has the ability to represent propagation of new fractures, 

but the potential locations of new fractures must be specified in advance. 
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Because the boundary element method is used and fluid flow in the matrix 

surrounding the fractures is assumed negligible, it is not necessary to discretize the 

volume around the fractures, significantly reducing the number of elements in the 

discretization.   

In the following subsections, the modeling methodology is given in detail, including 

the governing and constitutive equations, numerical methods of solution, methods of 

discretization, methods of generating realizations of the preexisting (and potentially 

forming) discrete fracture network, and several special simulation techniques used for 

realism and efficiency. 

2.2.1 Governing and Constitutive Equations 

In the model, fluid flow is single-phase and isothermal.  The unsteady-state fluid 

mass balance equation in a fracture is (adapted from Aziz and Settari, 1979): 
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where sa is a source term (mass per time for a unit of area of the fracture), t is time, E is 

void aperture (the pore volume per unit area of the fracture), ρ is fluid density, qflux is 

mass flux (mass flow rate per cross-sectional area of flow), and e is the hydraulic aperture 

(the effective aperture for flow in the fracture).   

Darcy flow is assumed, in which mass flux in a direction xi is (Aziz and Settari, 

1979): 
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where P is fluid pressure, µl is fluid viscosity, and k is permeability.   

Fluid density and viscosity are functions of pressure (because the simulations were 

isothermal) and are interpolated from a polynomial curve fit based on values generated 

using the Matlab script XSteam 2.6 by Holmgren (2007) assuming a constant temperature 

of 200°C.  A high temperature was used because of the application to geothermal energy.  



CHAPTER 2. MODELING METHODLOGY, VALIDATION, AND TESTING 19 

  

The choice of higher temperature causes fluid density to be modestly lower and viscosity 

to be nearly a factor of ten lower, relative to room temperature. 

The cubic law for fracture transmissivity (the product of permeability and hydraulic 

aperture) is (Jaeger et al., 2007): 

12
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Hydraulic aperture is equal to void aperture between two smooth plates but is lower 

than void aperture for rough surfaces such as rock fractures (Liu, 2005).  A "fracture" in a 

DFN model may represent a crack, but it may also represent a more complex feature such 

as a fault zone.  In the latter case, the void aperture may be much larger than the 

hydraulic aperture.  The model allows e and E to be different.   

For single-phase flow in a one-dimensional fracture, the mass flow rate q is: 
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where h is the width of the flowing fracture (for example, the height of a vertical 

fracture).   

Fluid flow boundary conditions (representing the wellbore) are either constant rate or 

constant pressure wellbore boundary conditions (Section 2.2.3.10).  The boundaries of 

the spatial domain are impermeable to flow. 

Stresses induced by deformation are calculated according to the equations of 

quasistatic equilibrium in a continuum assuming that body forces are equal to zero.  

These stresses are given by the vector equation (Jaeger et al., 2007): 

0=Τ∇ s

T , 2-5 

where Ts is the stress tensor. 

Linear elasticity in an isotropic, homogeneous body is assumed, giving the following 

relationship between stress and strain according to Hooke’s law (Jaeger et al, 2007): 
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where I is the unit matrix, ε is the strain tensor, νp is Poisson’s ratio, and G is the shear 

modulus. 

The shear cumulative displacement discontinuity at any point, D, is equal to the time 

integral of sliding velocity, v: 

∫= vdtD . 2-7 

A distinction is made between mechanically open and closed fractures.  An open 

fracture is in tension such that the walls are physically separated and out of contact.  A 

closed fracture bears compressive stress, and its walls are in contact. 

For a closed fracture, Coulomb's law requires that shear stress be less than or equal to 

the frictional resistance to slip.  We include an additional term, vη (the radiation damping 

term), to approximate the effect of inertia during sliding at high velocities (Rice, 1993; 

Segall, 2010).  The radiation damping coefficient, η, is defined to be equal to G/(2vs), 

where vs is the shear wave velocity (Rice, 1993; Segall, 2010).  The radiation damping 

term is on the order of several MPa, which means that the radiation damping term is 

small unless sliding velocity is at least centimeters per second.  The Coulomb failure 

criterion with a radiation damping term is (Jaeger et al., 2007; Segall, 2010): 

0
'|| Sv nf +=− σµητ , 2-8 

where µf is the coefficient of friction, S0 is fracture cohesion, and σn
’ is the effective 

normal stress, defined as (Jaeger et al., 2007; Segall, 2010): 

Pnn −= σσ ' , 2-9 

where compressive stresses are taken to be positive.  For fractures with shear stress less 

than the frictional resistance to slip, shear deformation is assumed to be negligible. 
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Force balance requires that the effective normal stress of open fractures is zero.  

Because the fluid inside open fractures cannot support shear stress, the walls are stress 

free (Crouch and Starfield, 1983).  These stress conditions can be stated: 

0' =nσ , 2-10 

0=− vητ . 2-11 

Relationships are used to relate effective normal stress and cumulative shear 

displacement to void and hydraulic aperture.  These relationships are chosen so that there 

is not any discontinuity as elements transition between being open and closed.  The 

aperture of a closed fracture is defined as (Willis-Richards et al., 1996; Rahman et al., 

2002; Kohl and Mégel, 2007): 
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where E0, σn,Eref, and φEdil are specified constants.  DE,eff is defined as equal to D if D < 

DE,eff,max, and equal to DE,eff,max otherwise.  The constants are allowed to be different for 

hydraulic aperture, e, and void aperture E.  Non-zero φEdil corresponds to pore volume 

dilation with slip, and non-zero φedil corresponds to transmissivity enhancement with slip. 

The void and hydraulic aperture of an open preexisting fracture is defined as: 

openEdileffE EDEE ++= φtan,0 , 2-13 

openedileffe EDee ++= φtan,0 , 2-14 

where Eopen is the physical separation between the fracture walls. 

The hydraulic and void apertures of newly formed fractures are treated differently 

than preexisting fractures.  A value Ehfres is defined as the residual aperture of a newly 

formed fracture.  Hydraulic aperture, e, is set equal to void aperture, E.  The aperture of 

an open, newly formed fracture is: 
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openhfres EEE += , 2-15 

and the aperture of a closed, newly formed fracture is: 

)exp( hfnhfres KEE σ−= , 2-16 

where Khf is a specified stiffness for closed hydraulic fracture elements.   

If closed, the transmissivity of a newly formed fracture is defined as: 

hfresfachf ETT ,= , 2-17 

and if open, transmissivity is defined as: 

12/)( 3
, openhfresfachf EETT += , 2-18 

where Thf,res is a specified constant.  This treatment of transmissivity for newly forming 

fractures is used so that, if desired, they can be assigned a relatively high residual 

transmissivity.  This might be desirable as a very simple way of approximating the effect 

of proppant in newly formed fractures, which would tend to cause higher residual 

transmissivity after closure (Fredd et al., 2001). 

2.2.2 Initial Conditions 

In the results shown here, the fluid pressure and stress state (defined by P, σxx, σyy, and 

σxy) were assumed to be constant everywhere in the model at the beginning of a 

simulation.  In natural systems, the stress state or pore pressure may be spatially 

heterogeneous.  For example, varying mechanical properties between layers can lead to 

significant stress heterogeneity and is believed to be responsible for vertical confinement 

of fractures (Warpinski et al., 1982; Teufel and Clark, 1984).  If desired, spatially 

variable stress state could be incorporated into the model simply by changing the stress 

state of individual elements prior to initiating the simulation.   
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2.2.3 Methods of Solution 

In this section, the numerical methods of solution for the governing equations are 

described.  The simulator solves the unsteady-state mass balance equation, Equation 2-1, 

while simultaneously satisfying constitutive relations, updating stresses due to 

deformation, and satisfying the mechanical equations of force equilibrium.  The fluid 

flow equations are solved using the finite volume method and the mechanical 

deformation problem is solved using the boundary element method of Shou and Crouch 

(1995).  Time stepping is performed with the implicit Euler method, in which all 

equations and all unknowns are solved simultaneously in a coupled system of equations 

during every time step (Aziz and Settari, 1979).   

2.2.3.1 Iterative Coupling 

During each time step, the simulator solves for the primary variables: pressure, P, 

open aperture, E, and shear displacement, D, based on equations governing conservation 

of mass and momentum (details in Sections 2.2.3.4, 2.2.3.5, 2.2.3.6, and 2.2.3.7).  

Iterative coupling is used (Kim et al., 2011) to solve the system of equations.  Iterative 

coupling is a strategy for solving a system of equations in which the system is split into 

parts and then solved sequentially until convergence.  Figure 2-2 is a diagram of the 

iterative coupling approach. 
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Figure 2-2: Summary of the iterative coupling approach for a single time step. 

At the beginning of each time step, the shear stresses equations (Equations 2-8 and 

2-11; or equivalently, 2-31 and 2-32) are solved as a system of equations with sliding 

displacements as unknowns while pressure and normal displacements are held constant 

(Section 2.2.3.5).  Next the mass balance and normal stress equations (Equations 2-1, 

2-10, and 2-12; or equivalently, 2-24, 2-26, 2-27) are solved with pressure and normal 

displacements as unknowns holding shear displacements fixed (Section 2.2.3.4).  The 

shear stress residuals change during the solution to the flow and normal stress equations, 

and so after solving the flow and normal stress equations, shear stress residuals are 

rechecked.  Convergence occurs if the shear stress residuals are below a certain threshold, 

itertol.  The simulator iterates until convergence.  In the simulations in this chapter, 

convergence typically occurred in less than ten iterations (most commonly three), with 

more iterations required for longer time steps. 

2.2.3.2 Fracture Deformation: Displacement Discontinuity Method 

Stresses induced by deformation are solved with the boundary element method for 

fracture deformation, the Displacement Discontinuity (DD) method.  Quadratic basis 

functions were used according to the method of Shou and Crouch (1995).  The method of 
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Shou and Crouch (1995) calculates the stresses induced by shear and normal 

displacement discontinuities by satisfying the equations of quasistatic equilibrium and 

compatibility for small strain deformation in an infinite, two-dimensional, homogeneous, 

isotropic, linearly elastic medium in plane strain.  The problem reduces to finding the 

induced stresses ∆τ and ∆σ at each element i caused by the shear displacements ∆D and 

opening displacements ∆E of each element j.  Stresses and displacements are linearly 

related so that: 
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where BE,σ, BD,σ, BE, τ, and BD,,τ are a matrices of interaction coefficients calculated 

according to Crouch and Shou (1995). Interaction coefficients do not change during a 

simulation, and so they can be calculated once and then stored in memory. 

The method of Shou and Crouch (1995) assumes strain plane deformation, which 

implies that the thickness of the deforming medium is infinite in the out-of-plane 

dimension.  In three dimensions, the spatial extent of stress perturbation caused by a 

deforming fracture scales with the smallest dimension of the fracture (either width or 

length).  Therefore, an implication of plane strain is that the spatial extent of stresses 

induced by fracture deformation scales linearly with the length of the fracture.  In layered 

formations (more common in gas shale than in EGS), hydraulic fractures are typically 

confined to mechanical layers and can have length significantly greater than height.  In 

this case, plane strain is not a good assumption.  The Olson (2004) adjustment factor can 

be used to account for the effect of fracture height.  Every interaction coefficient is 

multiplied by a factor: 
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where h is the specified formation height, d is the distance between the centers of the two 

elements i and j, α is an empirical value equal to one, and β is an empirical value equal to 

2.3 (Olson, 2004).  If h is very large, then the adjustment factor is nearly one, and the 

method reduces to plane strain.   

2.2.3.3 Stresses Induced by Normal Displacements of Closed Fractures 

The simulator has the option to include (the cstress option) or not include (the 

nocstress option) the stresses induced by normal displacements of closed fractures. 

The nocstress method can be justified because closed cracks experience very small 

opening displacements in response to significant changes in normal stress.  From Barton 

et al. (1985), closed joints are most compliant at normal stresses below 10 MPa, and 

reducing normal stress from 10 MPa to 0 MPa leads to a normal displacement of 0.1 to 

0.25 mm, depending on the stiffness of the joint.  If a closed, 10 m long fracture 

experiences 0.1 mm of opening displacement, the approximate stress change (assuming 

plane strain) due to that displacement is less than 0.1 MPa (from Equation 2-46).  

Induced stresses would be even less for larger fractures because fracture stiffness is 

inversely proportional to size (Equation 2-46).  As a result, the stresses induced by 

opening displacement of closed elements can be neglected with minor effect on the 

results unless the joints are very small or unusually compliant.   

On the other hand, the cstress method may be useful because not all closed fractures 

are actually thin joints.  For example, fault zones may be treated as fractures in a DFN, 

but in reality they can be centimeters to meters thick and be composed of a complex zone 

of porous material and fracturing (Chapter 5).  In this case, the fractures represented in a 

DFN are not literally crack-like features. The void and hydraulic apertures are effective 

values that include the total effect of all sources of fluid storage and transmissivity in the 

fault zone. Because fault zones can have very high effective void aperture (if they are 
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thick, porous zones), they can contain a very significant amount of fluid, and as a result 

induce significantly greater displacement, strain, and stress than if they were thin cracks.   

While the overall approach of the cstress option could be useful for modeling thick 

fault zones, there are some problems with the current implementation.  The model 

calculates stresses induced by fracture normal displacements using the Shou and Crouch 

(1995) Displacement Discontinuity method.  This method is intended to calculate the 

stresses induced by opening of a crack -- a displacement discontinuity in which a solid is 

parted and physically separated along a discrete plane.  The physical process of fluid 

filling a porous, finite thickness fault zone is obviously different from the opening of a 

crack.  One difference is that for the same amount of injected fluid, stresses induced by 

the opening of a crack are greater because the fluid is emplaced into a much thinner zone, 

resulting in a much greater strain (because strain is the ratio of displacement and size).  

Therefore it is not correct to model poroelastic swelling of a fault zone as the opening of 

a crack.  This problem could be resolved in future work by replacing the Shou and 

Crouch (1995) method with a BEM designed for volumetric, poroelastic strain.  

Changing the BEM would affect the value of the interaction coefficients between 

elements, but the overall numerical approach of the cstress method (Section 2.2.4) would 

be unchanged. 

2.2.3.4 Solution to the Fluid Flow and Normal Stress Equations 

The fractures are discretized into discrete elements (Section 2.2.4.2). The unsteady-

state mass balance equation, Equation 2-1, is solved implicitly using the finite volume 

method, which leads to a nonlinear system of equations that must be solved at each time 

step.  Equations representing conditions for normal stress are included in the fluid flow 

system of equations. 

With the cstress method, there is a (2n)×(2n) system of equations (n is the total 

number of elements), with pressure and void aperture of each element as unknowns.  

With the nocstress method, there is a (n+m)×(n+m) system of equations (m is the number 

of open elements), with pressure of each element and void aperture of each open element 

as unknowns.  In typical simulations, m is much smaller than n, and so the cstress method 

can be significantly more computationally intensive. 
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From the finite volume method, a mass balance residual equation (from Equations 2-1 

and 2-4) is written for each individual element m: 
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where the superscript n denotes the previous time step, and superscript n+1 denotes the 

current time step, Q is the number of elements connected to element m, q is a dummy 

subscript referring to each of the elements connecting to element m, a is the element half-

length, Tg is the geometric part of the transmissibility between two elements (referred to 

as geometric transmissibility, see Equation 2-25 for a definition), sm is a source term such 

as a well (units of mass per time; positive s is flow into an element), and dt
n+1

 is the 

duration of the time step.  The equations are solved fully implicitly by evaluating all 

terms at the upcoming time step.  An exception is that when using the cstress option, the 

geometric transmissibility term is evaluated explicitly.  The term (ρ/µl)qm is evaluated 

with upstream weighting.   

In this dissertation, the term "transmissivity" is used to refer to the ability of fluid to 

flow through a fracture (in general), and the term "transmissibility" is used to refer to the 

ability for water to flow between two numerical elements.  The geometric 

transmissibilities are calculated using harmonic averaging.  For a connection between 

adjacent elements not at a fracture intersection, geometric transmissibility is calculated 

as: 
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Geometric transmissibilities at fracture intersections are calculated according to the 

method of Karimi-Fard et al. (2004), which gives a way to calculate geometric 

transmissibilities between elements at fracture intersections without requiring a zero-

dimensional element at the center of the intersection.  In the Karimi-Fard et al. (2004) 

method, geometric transmissibility between two elements at a fracture intersection 

depends on all elements at the intersection. 
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For open elements (with either nocstress or cstress), the additional residual equation 

is (from Equation 2-10):  

'
, noER σ−= , 2-26 

and the additional unknown is Eopen (or equivalently, E). 

With the cstress method, fracture aperture is an additional unknown (and leads to an 

additional equation) for each closed element.  For closed elements with the cstress 

method, the additional residual equation is (from Equation 2-12):  
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with E as the additional unknown.   

With the nocstress method, stresses induced by changes in aperture of closed 

elements are neglected.  It is not necessary to include an additional unknown and 

equation for closed elements (such as Equation 2-27) because the empirical relations for 

fracture void and hydraulic aperture (Equation 2-12) can be substituted directly into the 

fluid flow residual equation (Equation 2-24).  The hydraulic aperture is treated as a 

function of P, D, and σn, independent of E, and substituted into the fluid flow residual 

equation in both the cstress and the nocstress methods. 

The system of equations is solved using an iterative method similar to Newton-

Raphson iteration.  In Newton-Raphson iteration, an iteration matrix is defined such that: 
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2-28 

where i reflects the row number, j reflects the column number, Jij is an entry in the 

iteration matrix, Ri is an entry in the residual vector, and Xj is an entry in the vector of 

unknowns (Aziz and Settari, 1979).  In Newton-Raphson iteration, the iteration matrix is 

called the Jacobian.  However, we do not use the term Jacobian because, as discussed in 

this section, the iteration matrix used is not a full Jacobian.  The algorithm makes a series 
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of guesses for X until certain convergence criteria are met.  For each iteration, X is 

updated according to: 

dXXX prevnew += , 2-29 

where:  

RdXJ −=* . 2-30 

After each update of X, the residual vector is recalculated.  Stresses are induced by 

changes in fracture aperture (changes in aperture of all elements if cstress is used, 

changes in aperture for open elements if nocstress is used), and so as a part of the residual 

update, the stresses at each element are updated based on the changes in aperture.  The 

stress update requires matrix multiplication according to Equations 2-19 and 2-21.  The 

two most computationally intensive steps in solving the system of equations are solving 

Equation 2-30 and updating the stresses.  

In the DD method, normal displacements of each element affect the stress at every 

other element.  As a result, the columns of the full Jacobian matrix corresponding to the 

normal displacements are dense.  Solving a large, dense system of equations, as required 

by Equation 2-30, is extremely intensive computationally, and if attempted directly, 

would severely limit the practical size of the problem that could be solved.  To handle 

this difficulty, an incomplete Jacobian matrix is used as an iteration matrix instead of a 

full Jacobian matrix.   

The iteration matrix is equal to the full Jacobian matrix with interaction coefficients 

of absolute value below a certain threshold neglected.  This approach can effectively 

solve the system of equations because the magnitude of interaction coefficients decays 

with the inverse of the square of distance (using the correction of Olson, 2004, 

coefficients decay even faster).  As a result, the interaction coefficients of immediate 

neighbors are much larger than interaction coefficients of distant elements.   

The threshold for inclusion in the iteration matrix is set to at 5% of the value of the 

self-interaction coefficient (the effect of an element’s opening displacement on its own 

normal stress) for open elements and 30% for closed elements (if the cstress option is 
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used).  Using these thresholds, the iteration matrix typically includes five to ten 

interaction coefficients for each open element and even fewer for each closed element.   

Neglecting values in the iteration matrix does not affect the accuracy of the answer; it 

only decreases the quality of the guesses based on Equation 2-28.  After each dX update 

is calculated, the stresses caused by the changes in opening displacement are fully 

calculated according to Equations 2-19 and 2-21 without neglecting interaction 

coefficients. 

Using an incomplete Jacobian increases the number of iterations required to reach 

convergence (relative to using a full Jacobian), but hugely reduces the computational 

burden of solving Equation 2-30.  Because element interactions are affected mainly by 

near-neighbors (and time steps are short enough that variables change slightly between 

time steps), convergence is still possible in a reasonable number of iterations.  Typically, 

the simulator achieves convergence in three or four iterations. 

The iteration matrix is an unsymmetric sparse matrix.  The publicly available code 

UMFPACK is used to solve the iteration matrix (Davis, 2004a, 2004b; Davis and Duff, 

1997, 1999).  Within UMFPACK, the publicly available codes AMD (Amestoy et al., 

1996, 2004; Davis, 2006), BLAS (Lawson et al., 1979; Dongarra et al., 1988a, 1988b, 

1990a, 1990b), and LAPACK (Anderson et al., 1999) are used. 

Several criteria are used to judge convergence in the flow/opening stress equations.  

The change in the fluid pressure from iteration to another must be less than 0.001 MPa, 

and the change in opening displacement must be less than 1 micron.  A normalized 

residual vector is calculated by multiplying each stress residual equation by 0.1, each 

mass balance residual by dt/(2aiEihρi), and (if flow rate is specified) the wellbore residual 

equation by 1/sm.  For convergence, the infinity norm of the normalized residual is 

required to be less than 10-4.  The Euclidean norm (scaled by the number of elements) is 

required to be less than 10-5.  If a constant pressure boundary condition is specified, the 

total flow rate into/out of the system is calculated, and the change in the calculated flow 

rate between iterations is required to be less than 10-5 kg/s. 
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If the nonlinear solver does not converge within a specified number of iterations, the 

time step is discarded and repeated with a smaller dt.  In testing, it was found that 

nonconvergence was uncommon. 

2.2.3.5 Solution to the Shear Stress Equations 

The shear stress equations are solved with cumulative displacement, D, as the 

unknown (or equivalently, v or ∆D) holding fluid pressure and normal displacements 

constant.  The sliding velocity v during a time step is equal to ∆D, the change in sliding 

displacement during a time step, divided by dt, the duration of the time step.  The residual 

equations for closed and open elements are (from Equations 2-8 and 2-11): 

0, || SvR nclosedD −−−= µσητ , 2-31 

openopenD SvR ,0, || −−= ητ , 2-32 

The shear stress residual equations are solved as a system of equations.  The 

simulator identifies elements that have negative residual and a sliding velocity of zero 

and categorizes them as being "locked."  The shear stiffness of locked elements is 

assumed to be infinite, and so locked elements have zero sliding velocity.  Because the 

shear displacements of locked elements are not changing, they are excluded from the 

system of equations. 

To be strictly correct, the cohesion term, S0,open, should not be included for open 

elements because open fractures are not able to bear shear stress.  The term is included 

because it offers a numerical convenience and has little effect on the results (as long as 

S0,open is small).  Without the S0,open term, cohesion vanishes abruptly when closed 

elements become open elements.  This causes very rapid sliding, which forces the 

simulator to take a large number of very short time steps.  Because this process can 

happen frequently during a simulation (every time an element opens), it can significantly 

reduce efficiency.  Possibly, abrupt loss of cohesion during fracture opening is a realistic 

process, and perhaps it is a cause of microseismicity. We are not aware of any discussion 

of this process in the literature.  From the point of view of numerical modeling, the 

process is an inconvenience that increases simulation run-time drastically.   
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In the Shou and Crouch (1995) method, shear deformation of an element affects stress 

at every other element.  The result is that the system of equations formed from Equations 

2-31 and 2-32 is dense.  As with the normal stress equations (Section 2.2.4), an iterative 

method similar to Newton-Raphson iteration is used.  An iteration matrix is formed from 

the full Jacobian matrix, but entries with absolute value below a certain threshold are set 

to zero.  All interaction coefficients less than a certain factor, Jmech,thresh (in the 

simulations in this chapter, 0.01 was used), of an element's self-interaction coefficient are 

removed from the iteration matrix, resulting in a sparse system of equations.  A series of 

iterations are performed until the infinity norm of the shear stress residuals is less than a 

prescribed tolerance, mechtol.  Special complications are discussed in Sections 2.2.3.6 

and 2.2.3.7.  In the simulations in this chapter, convergence typically occurred in less 

than five or ten iterations. 

The iteration matrix is an unsymmetric sparse matrix.  The publicly available code 

UMFPACK is used to solve the matrix (Davis, 2004a, 2004b; Davis and Duff, 1997, 

1999).  

Compared to solving the system of equations directly, the iterative method radically 

improves the scaling of computation time with size.  Direct solution of a dense matrix 

scales like n3, where n is problem size.  Assuming that solving the iteration matrix is a 

negligible cost, the iterative method reduces the problem to several matrix 

multiplications, which scale like n2
 (with direct multiplication).  As discussed in Sections 

2.2.5.1, 2.3.5, and 2.4.5), an efficient matrix multiplication technique is used that further 

reduces the problem scaling to between n and nlog(n).   

Because the iteration matrix is a general sparse matrix, solving the matrix may not 

necessarily be a trivial computational expense for larger problems or for larger values of 

Jmech,thresh.  If the cost of solving the iteration matrix system became prohibitive (in testing 

for this chapter, it did not), a banded iteration matrix could be used.  A banded iteration 

matrix would require more iterations because it would not be able to include interactions 

between nearby elements in adjacent fractures (which are particularly important at 

fracture intersections).  However, the solution of banded matrices is very efficient, and so 

solution time of the iteration matrix could be guaranteed to be small.  
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2.2.3.6 Inequality Constraints on Fracture Deformations 

To enforce realistic behavior, two inequality constraints are imposed for fracture 

deformations.  The walls of open fractures may not interpenetrate (Eopen > 0), and a 

fracture may not slide backwards against the direction of shear stress (τ∆D > 0).  During 

every iteration of the flow/normal stress subloop, prior to updating stresses caused by the 

changes in displacement, the model checks each element to see if the applied 

displacement will violate an inequality constraint.  If an applied displacement will result 

in the violation of an inequality constraint, the applied displacement is adjusted so that 

equality will be satisfied (resulting in Eopen and ∆D being equal to zero).   

Adjustments to enforce the constraints are made frequently by the simulator.  The 

iterative solution algorithm used to solve the systems of equations is not aware of the 

constraints, and so whenever an element transitions from open to closed or from sliding 

to not sliding, the Newton update overshoots zero (Eopen or ∆D equal to zero), and an 

adjustment must be applied.  These adjustments tend to be small and typically have a 

minor effect on convergence.  

However, because adjustments are nonsmooth perturbations to the residual equations, 

they have the potential to cause nonconvergence.  Convergence problems did not occur 

for any of the simulations performed for this chapter, but with testing, it was found that 

convergence could sometimes be a problem when solving the shear stress residual 

equations on very complex, dense, and/or poorly discretized fracture networks.  If 

nonconvergence occurs, the simulator automatically reduces time step duration.  With 

sufficient reduction in time step, displacements can always be made small enough to 

assure convergence.  However, frequent time step reduction due to convergence failure 

leads to poor efficiency and is not desirable for optimal performance. 

The shear stress residual equations can fail to converge if a complex cluster of 

intersecting fractures is poorly discretized.  In this case, a group of elements can interact 

in such a way that the iteration matrix consistently attempts to make updates that violate 

the constraint.  A cycle results as the updates violate the constraint and then are reset.  

Unlike the normal stress element residual equation (Equation 2-26), the shear stress 
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residual equation of closed elements (Equation 2-31) contains both normal and shear 

stress, which increases the potential for complex interactions between elements. 

The tendency to for nonconvergence is affected by the number of elements included 

in the iteration matrix.  With more elements included in the iteration matrix, 

nonconvergence is more likely because there is greater potential for complex interactions 

between neighboring elements.  However, the system converges more rapidly if more 

elements are included.  Therefore, a trade-off exists between efficiency (including more 

elements in the iteration matrix, which reduces the number of iterations required) and 

robustness (including fewer elements in the iteration matrix to prevent the possibility of 

reverse sliding).  Including too many elements in the iteration matrix can lead to reduced 

efficiency if the time required to solve the iteration matrix becomes nonnegligible 

compared to the time required to update stresses.  The most robust iteration matrix has 

zeros everywhere except the main diagonal, but this matrix may require hundreds of 

iterations for convergence.  For these reasons, the user specified parameter Jmech,thresh, 

which determines the number of elements included in the iteration matrix, has an 

important impact on efficiency and robustness.  For the simulations in this chapter, 

Jmech,thresh equal to 0.01 was used.   

In the simulations in this paper, convergence failure of the shear stress residual 

equations did not ever occur.  However, convergence failure is possible in poorly 

discretized networks.  If this is happens, the best solution is to refine the discretization.  

An alternative approach is to use a larger value of Jmech,thresh. 

2.2.3.7 Changing Mechanical Boundary Conditions 

As discussed in Sections 2.2.3.4 and 2.2.3.5, different forms of the stress equilibrium 

equation are solved depending on whether an element is open, sliding, or locked 

(Equations 2-26, 2-27, 2-31, and 2-32).  A major issue for the simulator is that element 

status may change during a time step, and so it is not known in advance which equations 

to solve for each element.  The issue of changing boundary conditions is handled in two 

ways: frequent checking of element status between iterations and time stepping.   
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The use of time stepping is advantageous because deformation is always small for a 

sufficiently short time step.  Time step duration plays a direct role in the residual 

equations: in the accumulation term of Equation 2-24 and the radiation damping term of 

Equations 2-31 and 2-32.  Reducing time step sufficiently always enable the simulator to 

converge because the residual equations do not contain discontinuities (although there are 

discontinuities in the derivative of the residual equations). 

Typically, time step reduction to enable convergence is not necessary because the 

combination of iterative methods and frequent checking of element status allows 

convergence to be achieved in the vast majority of cases.  Iterative methods are used in 

both the flow/normal stress and the shear stress subloops.  The effect of these iterative 

methods is that fractures are deformed gradually as they converge to the solution.  

Changing element status can be problematic because it creates discontinuities in the 

derivative of the residual equations that worsen convergence.  However, because the 

equations are solved with iterative methods that apply a series of small deformations, the 

effect of the discontinuities is dampened and typically convergence can be achieved.  The 

need for gradual deformation is another reason why including too many elements in the 

iteration matrix (using a Jmech,thresh that is too low) could be problematic for robustness.   

As these gradual deformations are applied, element status is checked constantly.  

Elements are checked for opening and closing after every iteration in the flow/normal 

stress subloop and checked for opening/sliding/locking after every iteration in the shear 

stress subloop.  An exception is that elements that are locked at the beginning of the shear 

stress subloop are not checked during every iteration of that subloop -- they are assumed 

to remain locked.  If dynamic friction weakening is used (Section 2.2.5.3), the status of 

all elements is checked after every iteration of the shear stress subloop.  After the shear 

stress subloop has converged (before beginning the flow/normal stress subloop), element 

status is checked for every element, even the previously locked elements.  Finally, after 

the flow/normal stress subloop, before evaluating the overall coupling error for the 

iterative coupling, the element status is checked a final time.   

Convergence problems could hypothetically occur if elements entered a cycle in 

which status switched back and forth from one iteration to another.  In testing, cycles 
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were rarely observed even for large problems that had many elements that are opening, 

sliding, or locked.   

Because time stepping is used, typically the deformation equations are solved when 

the solution (the deformation at the end of the time step) is quite close to the initial guess 

(the deformation at the beginning of the time step).  However, in Section 2.3.2.1, it is 

demonstrated that the method described in this chapter can be used for solving contact 

problems where the initial guess is not close to the solution.     

2.2.3.8 Formation of New Tensile Fractures 

The model has the ability to model the propagation of new tensile fractures, but it 

requires that the location of potential new tensile fractures be specified in advance.  The 

potential new fractures are discretized prior to simulation.  Before potential fracture 

elements become "real" elements (become "active"), they are considered "inactive," 

which means that they have zero transmissivity and cannot slide or open.  Inactive 

elements are not included in any of the systems of equations.  However, the stress state at 

inactive elements is updated constantly throughout the simulation.  Figure 2-3, Figure 

2-4, and Figure 2-5 show examples of fracture networks containing both natural and 

potentially forming fractures. 

The process by which an element is activated is discussed in Section 2.2.3.8.  When 

an element is activated, it is given an aperture equal to Ehfres (see Equations 2-15 and 

2-16), set at 10 microns.  Because the Ehfres is increased from zero to 10 microns, 

activation of an element does not strictly conserve mass.  However, because Ehfres is 

small, the error is small relative to the total amount of fluid injected during stimulation.  

Ehfres could be made smaller, but in practice, elements with very small apertures can be 

problematic for the simulator.  Once activated, an element is never deactivated. 

2.2.3.9 Adaptive Time Stepping 

With adaptive time stepping, the duration of each time step is varied in order to 

optimize efficiency and accuracy.  Time steps are selected based on the maximum change 

in a variable δi
n, defined to measure how quickly stress is changing at each element.  δi

n
 is 
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defined as the sum of the absolute value of the change in effective normal stress and the 

absolute value of the change in shear stress at each element i during the time step n.  The 

duration of the next time step is selected using the method suggested by Grabowski et al. 

(1979): 
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where ηtarg is a user specified target for the maximum change in δ and ω is a factor that 

can be between zero and one (in this chapter, ω was set to one).  If δi > 4.0ηtarg for any 

element, the time step is discarded and repeated with a smaller value of dt. 

Several secondary conditions are used to select time step duration.  If convergence 

failure occurs in the shear stress residual equations, the flow/opening residual equations, 

or the overall iterative coupling, the time step duration is cut by 80% and repeated.  The 

time step duration is sometimes adjusted so that the end of the time step coincides with 

the prespecified duration of the simulation or a prespecified adjustment in the wellbore 

boundary conditions (Section 2.2.10). 

2.2.3.10 Wellbore Boundary Conditions 

Wellbore boundary conditions can be specified by rate or pressure.  For injection, the 

user specifies a maximum injection pressure, Pinjmax, and a maximum injection rate, 

qinjmax.  For production, the user specifies a maximum production rate, qprodmax, along with 

a minimum production pressure, Pprodmin.  A schedule of wellbore control parameters is 

specified by the user.  At each time step, the simulator identifies which constraint should 

be applied such that the other is not violated and implements the appropriate boundary 

condition. 

For constant rate boundary conditions, the source term s in Equation 2-24 is nonzero 

for elements connected to the wellbore.  The specified rate is enforced such that it is 

equal to the sum of the source terms of all elements connected to the wellbore: 
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where S is the specified injection/production rate (positive for injection) and k cycles 

through every element connected to the wellbore.  Equation 2-34 is added to the system 

of flow equations, and Pinj is the corresponding unknown.  The source term of each 

element connected to the wellbore, sm,k is: 
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The geometric transmissibility between a fracture element and the wellbore, Tg,wk, is 

calculated from Equation 2-25 with the assumption that ew is infinite (although obviously 

a wellbore does not literally have a hydraulic aperture).  With a very large ew, Equation 

2-25 reduces to: 

)12/(2 3
, kkwkg aheT = . 2-36 

If a rate of zero is specified, the wellbore remains connected to the formation and 

there can be cross-flow between fractures through the wellbore.  Pressure drop within the 

wellbore is assumed negligible.  In this case, Equation 2-34 is still included in the flow 

equations, but S is set to zero. 

Constant pressure boundary conditions are implemented by including an element in 

the flow equations with a very large (effectively infinite) volume and hydraulic aperture.  

Because the element has a very large volume, its pressure remains constant regardless of 

fluid flow in or out of the element.   



40 CHAPTER 2. MODELING METHODLOGY, VALIDATION, AND TESTING 

 40 

2.2.4 Spatial Domain 

2.2.4.1 Generation of the Discrete Fracture Network 

The fracture network used by the simulator can be generated deterministically or 

stochastically.  If specified deterministically, the user explicitly specifies the locations of 

the fractures (or the potentially forming fractures). 

Simple techniques are used for stochastic fracture network generation.  Fractures are 

generated sequentially with an accept/reject algorithm.  The total number of fractures in 

the network is specified by the user.  Before identifying the locations of any of the 

fractures, a population of lengths and orientations is chosen according to prespecified 

statistical distributions.  The locations of the fractures are then determined in order from 

largest fracture to smallest.  For each fracture, a candidate location is identified, and 

certain checks are performed before "accepting" the candidate location.  If the checks are 

not satisfied, a new candidate location is selected, and the process is repeated until an 

acceptable location is found. 

Candidate locations are chosen at random within a specified spatial domain.  In order 

to avoid boundary effects, the candidate locations are located in a spatial domain 

significantly larger than the problem domain.  After all the fractures have been generated, 

the network is cropped to the size of the problem domain.   

Candidate fracture locations are accepted or rejected on the basis of several checks 

designed to avoid numerical difficulties associated with the use of the Displacement 

Discontinuity method (Shou and Crouch, 1995).  As discussed in Section 2.2.5.6, low-

angle fracture intersections cause numerical difficulties.  To avoid this problem, fractures 

are not allowed to intersect (or come within one meter of intersecting) at an angle below a 

specified threshold (in Models B and C in this chapter, the threshold was 20°).  In 

addition, fracture intersections are not allowed to be closer than one meter. 

As discussed in Section 2.2.3.8, new tensile fractures can form, but the potential 

locations of these new fractures must be specified in advance.  There are several simple 

algorithms that can be used to identify the potential locations of these new tensile 

fractures.  In all cases, the potential new hydraulic fractures are assumed to be 
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perpendicular to the remote least principal stress.  This is a simplification because, while 

newly formed fractures should form perpendicular to the least principal stress, 

deformations during stimulation cause stress perturbation that can rotate the principal 

stresses locally from its original orientation. 

One way to locate the potential new hydraulic fractures is deterministically.  To 

ensure compatibility with the accept/reject requirements for fracture intersections, 

deterministic potential fractures are located prior to stochastic generation of fractures.  

The deterministic technique can be useful if it is assumed that newly forming fractures 

will always be able to propagate across natural fractures.  An example is shown in Figure 

2-3.  The network shown in Figure 2-3 was used in Model B (Section 2.3.3.1). 

 

Figure 2-3: An example of a fracture network with prespecified deterministic potential hydraulic fractures.  
The black line is the (horizontal) wellbore; the blue lines are preexisting fractures, and the red lines are the 
potentially forming hydraulic fractures. 

Two other algorithms are used for locating potential new tensile fractures.  These 

algorithms are applied after the generation of the stochastic preexisting fracture network 

(rather than before, as with the deterministic method).  These two algorithms can allow 

propagating fracture to terminate against natural fractures or propagate across natural 
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fractures.  In the results shown in this chapter, the algorithms were used to create fracture 

networks where propagating fractures terminate against natural fractures.   

One algorithm randomly selects a few locations along the wellbore to initiate 

potential new fractures, then propagates them away from the wellbore until they intersect 

preexisting fractures.  Next, a few random locations along each of the intersected 

preexisting fractures are chosen, more potential fractures are initiated and propagated, 

and the process is repeated.  A sample discretization using this method is shown in Figure 

2-4.  To avoid numerical difficulties, the newly formed fractures are not permitted to be 

closer than one meter from each other.  

 

Figure 2-4: An example of a fracture network with potential hydraulic fractures.  The black line is the 
wellbore; the blue lines are preexisting fractures, and the red lines are the potentially forming hydraulic 
fractures. 

Another algorithm locates the potential new fractures off the tips of the preexisting 

fractures.  These fractures are then propagated away from the wellbore until they reach a 

preexisting fracture.  An example is shown in Figure 2-5.  The network shown in Figure 

2-5 is the network used for Model C in Section 2.3.3.2. 
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Figure 2-5: An example of a fracture network with potential hydraulic fractures.  The black line is the 
wellbore; the blue lines are preexisting fractures, and the red lines are the potentially forming hydraulic 
fractures. 

After all of the fractures have been generated, a breadth-first graph-search algorithm 

is used to identify which fractures are connected to the wellbore through a continuous 

pathway through preexisting or potential fractures.  Because the matrix permeability is 

assumed to be zero, fractures that do not have a continuous pathway to the wellbore are 

hydraulically isolated from the injection.  These fractures are omitted from the 

simulation. 

2.2.4.2 Spatial Discretization 

Because the matrix permeability is assumed to be negligible and mechanical 

deformation is calculated using the boundary element method, it is only necessary to 

discretize the fractures, not the area around the fractures.  An example of a typical 

discretization is shown in Figure 2-6.  Element size is not required to be constant. 
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Figure 2-6: Example of a fracture network discretization.  Each dot is located at the center of an element.  
Note the refinement around the fracture intersections. 

The boundary element method of Shou and Crouch (1995) is inaccurate within a 

factor (less than one) of an element's half-length.  To minimize inaccuracy, the 

discretization is refined when fractures are close together. 

The discretization is performed in two parts.  In the initial discretization, the fractures 

are discretized with a roughly uniform element half-length, aconst.  In the second phase, 

the discretization is refined iteratively.  

In the initial discretization, the algorithm starts at one end of each fracture and moves 

across it, generating one element at a time with a length of 2aconst.  Fracture intersections 

cannot occur in the middle of an element, and so an element is terminated if an 

intersection is reached or the end of the fracture is reached.  Termination of elements at 

intersections or fracture endpoints results in elements that are not 2aconst long.  If a newly 

created element has a half-length below a certain threshold, 0.5aconst, it is combined with 

the previous element.  An element is not combined with the previous element if the 

previous element is on the other side of an intersection or if there isn't a previous element 

because the new element is the first element on the fracture.  If the endpoint of a fracture 
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is less than 0.1aconst from a fracture intersection, the end of the fracture is removed, 

leaving a “T” shaped intersection.   

After generation of the initial discretization, an iterative algorithm is used for further 

refinement.  During each iteration, two conditions are checked for each element, and if an 

element violates either condition, it is split in half.  A minimum element half-length is 

set, amin, below which an element is not split further.  This process was repeated until no 

further elements are split.   

The first condition enforces refinement around fracture intersections: 

ai < lc + dijlf, 2-37 

where ai is the half-length of element i, dij is the distance from the center of element i to 

intersection j, and lc and lf are constants.  The second condition prevents elements from 

being too close together: 

lkai < Dij, 2-38 

where lk was equal to a specified value, either ls if elements i and j belong to the same 

fracture or lo if i and j belong to different fractures.  For elements of the same fracture, Dij 

is the distance between the center of element j and the edge of element i.  For elements of 

different fractures, Dij is the smallest of three numbers: the distance between the center of 

element j and either (1) the center of element i or (2) either of the two endpoints of 

element i.   

To avoid evaluating Equation 2-38 n
2
 times every iteration, the spatial domain is 

divided into a grid, and Equation 2-38 is only evaluated between elements in neighboring 

gridblocks or in the same gridblock. 

2.2.5 Special Simulation Topics 

2.2.5.1 Efficient Matrix Multiplication 

In the Shou and Crouch (1995) method, deformation at every element affects stress at 

every other element.  As a result, updating stress requires multiplication of a dense matrix 
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of interaction coefficients -- a process that scales like n
2.  As problem size grows, 

computation time and RAM requirements quickly become prohibitive. 

Fortunately, approximate methods for efficient matrix multiplication are available.  

Two techniques are the fast multipole method (Morris and Blair, 2000) and hierarchical 

matrix decomposition (Rjasanow and Steinbach, 2007).  The model uses Hmmvp, a 

publicly available implementation of hierarchical matrix decomposition and adaptive 

cross approximation (Bradley, 2012).  Prior to running simulations, Hmmvp is used to 

perform matrix decomposition and approximation of the four matrices of interaction 

coefficients (Equations 2-19 to 2-22) for a given fracture network.  The decomposition is 

stored and loaded into memory at the beginning of a simulation.  Within the simulator, 

Hmmvp is used to perform the stress updating matrix multiplications.  In Sections 2.3.5 

and 2.4.5, it is demonstrated that Hmmvp drastically reduces the memory and 

computation requirements for matrix multiplication. 

2.2.5.2 Crack Tip Regions 

Special treatment is needed to model the progressive opening of both preexisting and 

newly forming fractures.  As discussed in Section 2.2.3.8, the simulator is capable of 

modeling the propagation of new tensile fractures, but the locations of these fractures 

must be specified in advance.  The simulator needs to have conditions to handle three 

situations: (1) the initiation of a new fracture (the activation of the first element on a 

newly forming fracture), (2) the extension of a newly forming fracture (the activation of 

subsequent elements on the newly forming fracture), and (3) the progressive opening of a 

preexisting fracture. 

Initiation of new tensile fractures is handled in a very simple way.  On each 

potentially forming hydraulic fracture, the (not yet activated) elements that are touching 

preexisting fractures or the wellbore are identified and labeled "initiation" elements.  

Initiation elements are "linked" to their adjoining elements on the neighboring fracture or 

the wellbore.  At the end of each time step, a check is performed on all initiation elements 

to see if they should be activated.  During the check, the fluid pressure of each initiation 

element is assumed to be equal to the fluid pressure that is highest among the elements 

that it is linked to.  If the effective normal stress of an initiation element is less than zero 
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(tensile), the fracture is initiated.  To avoid discretization dependence, all elements on the 

potentially forming fracture that are within one meter of the intersection (including the 

initiation element itself) are activated.   

Once an element on a potentially forming hydraulic fracture has been activated, a 

second algorithm is used to extend the fracture.  The stress intensity factor at a crack tip 

is estimated using the Displacement Discontinuity method according to the equation 

(Schultz, 1988):  
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2-39 

where Eopen is the opening of the crack tip element and a is its half-length.  If the stress 

intensity factor reaches a critical threshold, KI,crithf, then the fracture is allowed to 

propagate.  

To propagate a fracture, a process zone is defined as the region of the newly forming 

fracture 2.0 m ahead of the crack tip.  If the critical stress intensity factor is reached at the 

crack tip element, elements within the process zone are activated.  For application of 

Equation 2-39, a crack tip element is permitted to be any element in the fracture that has 

been activated.  It is not required to be the outermost active element.  

A special treatment is also used to handle the propagation of opening along a 

preexisting fracture.  In this case, only part of a preexisting fracture has opened.  The 

location of the transition from open to closed on the fracture is considered an effective 

crack tip.   

Without a special treatment, propagation of opening along a preexisting fracture 

could be unrealistically slow.  In order for opening to propagate along a preexisting 

fracture, fluid must be able to flow from the open element at the effective crack tip into 

the adjacent closed element.  Because geometric transmissibility between elements is 

calculated using a harmonic average (Equation 2-25), the rate of flow between a high 

transmissivity element and low transmissivity element is limited by the low 

transmissivity element.  Because of this, the propagation of opening down a preexisting 

fracture is limited by the transmissivity of the closed elements ahead of the effective 
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crack tip (without a special adjustment). This is not realistic because the crack tip should 

be able to propagate at a rate proportional to the (high) transmissivity of the open fracture 

behind the tip as fluid flows in behind it and progressively opens the crack.  This is the 

same reason why a crack can propagate through very low permeability matrix: 

propagation depends on fluid flowing in behind the crack tip, not flowing ahead of the 

crack tip. 

Opening induces tensile stresses ahead of the crack tip, but these stresses are unable 

to open the elements ahead of the effective crack tip because of a poroelastic response.  

Because of the low compressibility of water (relative to the fractures) and conservation of 

mass, effective normal stress of an element must be nearly constant unless there is fluid 

flow into or out of the element (otherwise the void aperture and resulting mass content of 

an element would change, from Equations 2-12 and 2-24).  Because of this effect, the 

tensile stresses induced ahead of the crack tip produce a reduction in fluid pressure that 

allows the effective normal stress to remain nearly constant and prevents opening.   

To correct for this problem, a special adjustment is used to increase element 

transmissivity ahead of effective crack tips.  The stress intensity factor at an effective 

crack tip is calculated using Equation 2-39.  If the stress intensity factor reaches a critical 

value, KI,crit (permitted to be different than KI,crithf), then elements within 2.0 m of the 

effective crack tip (belonging to the same fracture) are placed in a process zone.  The 

hydraulic aperture of the elements in the process zone is assigned a process zone 

hydraulic aperture, eproc (equal to 106 microns), unless their hydraulic aperture is already 

higher than eproc.  The processes zone hydraulic aperture is high enough that fluid can 

rather quickly flow into the process zone.  

As an aside, it is worth mentioning why a special adjustment is not needed for shear 

stimulation.  In shear stimulation, transmissivity enhancement due to induced slip 

advances along a preexisting fracture.  An effective shear crack tip can be defined at the 

boundary between where slip and transmissivity enhancement have taken place and 

where they have not.  Shear stress concentration occurs ahead of the effective shear crack 

tip, just as tensile stress concentration occurs ahead of an effective opening crack tip.  

However, unlike for tensile stresses, there is not a poroelastic response that acts to 
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counteract the effect of the stress concentration.  In this case, the induced shear stress can 

cause shear deformation and transmissivity enhancement ahead of effective crack tip 

without requiring any fluid to flow ahead of the crack tip, a process we refer to as crack-

like shear stimulation (Sections 3.4.2.2 and 4.4.2). 

2.2.5.3 Dynamic Friction Weakening 

Seismicity occurs when friction weakens rapidly on a fault, resulting in a rapid 

release of shear stress through slip.  The leading theory to describe friction evolution on a 

fault is rate and state friction, and it is widely used in earthquake modeling (Dieterich, 

2007).  In rate and state friction, the coefficient of friction changes over time as a 

function of sliding velocity and the past sliding history of the fracture.  According to rate 

and state friction, the coefficient of friction is (Segall, 2010): 
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where f0 is a constant of order 0.6-1.0, a and b are constants of order 0.01, v0 is a 

specified reference velocity, θ is a state variable that changes over time as friction 

evolves on the fracture, and dc is a characteristic weakening distance on the order of 

microns (though in some applications, much larger values are used).  In Chapter 4, a 

numerical approach is demonstrated that couples rate and state friction evolution, 

deformation, and fluid flow.   

Coupling seismicity modeling with fluid flow is useful because in some cases 

seismicity is triggered by injection or other human activities (McGarr, 2002; Chapters 4 

and 5).  The model used in Chapter 4 is an earlier version of the model described in this 

chapter, and the model in this chapter retains the ability to do rate and state friction 

simulation (although that capability is not discussed).   

Rate and state friction is significantly more intensive computationally than 

simulations using constant coefficient of friction.  One reason rate and state friction 

models are so computationally intensive is that they are numerically unstable unless a 

very finely resolved spatial discretization is used (LaPusta, 2001).  Another reason is that 
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rate and state friction requires a very large number of very short time steps in order to 

simulate seismic events accurately because frictional weakening is very non-linear.   

In Chapter 4, explicit third-order Runge-Kutta time stepping was used.  Sliding 

velocity was calculated by treating velocity as an unknown and calculating the velocity at 

each element to enforce the frictional equilibrium equation.  This approach has 

significant difficulty when applied in settings where effective normal stress is very low.  

At low effective normal stress, small perturbations in shear stress can lead to large 

changes in sliding velocity, making accuracy challenging for explicit time stepping 

methods unless very small time steps are used.  Possibly, implicit time stepping would 

perform better for settings with low normal stress, but that approach has not been tested. 

As an alternative to rate and state friction, static/dynamic friction, was used to 

compute the results shown in this chapter.  With static/dynamic friction, if the shear stress 

of an element exceeds the Coulomb failure criterion, Equation 2-8, then the element is 

considered to be sliding and its coefficient of friction is instantaneously lowered to a new 

dynamic value, µd.  The sudden lowering of friction causes rapid sliding and can result in 

cascading sliding and weakening of friction on neighboring elements.  The result is a 

process that mimics earthquake nucleation and propagation.  Once the sliding velocity of 

a sliding element has gone below a certain threshold, friction is instantaneously 

restrengthened to its original static value.   

When static/dynamic friction is used, checks are performed for frictional weakening 

and element status for all elements after every iteration in the shear stress subloop (see 

Section 2.2.3.7).  Checks for friction restrengthening are performed at the end of each 

time step. 

Static/dynamic friction has certain drawbacks, but it is a reasonable compromise 

between realism and efficiency.  Static/dynamic friction is tested in Section 2.3.3.1 and 

discussed in Section 2.4.2.5.  In Section 4.4.12, results from rate and state friction 

modeling were compared to static/dynamic friction modeling from McClure and Horne 

(2010b), and the results were qualitatively similar, with some differences that are 

described in the section.   
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In McClure and Horne (2010b), static/dynamic friction was used, but a radiation 

damping term was not used, and so all slip during a seismic event was effectively 

instantaneous.  That was a rather problematic approach, and in the present version of the 

model, the inclusion of a radiation damping term prevents slip from occurring 

instantaneously (though weakening and restrengthening of friction is instantaneous). 

Because static/dynamic friction allows a seismic event to nucleate at a single element 

(and friction weakens instantaneously), there is an inherent discretization-dependence to 

the results (also discussed in Section 4.1.3).  Earthquake models with this property have 

been referred to as "inherently discrete" (Ben-Zion and Rice, 1993).  In contrast, rate and 

state simulations that use an adequate spatial discretization require nucleation to occur on 

a cooperating patch of several elements, and these models are convergent to grid 

refinement. 

A major assumption of the model in this chapter, quasistatic equilibrium, breaks 

down at very high slipping velocity, where dynamic stress transfer effects can play an 

important role.  The radiation damping term is used to approximate the effects of 

dynamic stress transfer, but it is not necessarily accurate for calculations involving more 

than a single, planar fault (discussed by LaPusta, 2001).  Full dynamic simulations could 

be used to solve the problems more accurately, but these are extremely computationally 

intensive and would not be feasible for large, complex fracture networks. 

2.2.5.4 Alternative Methods for Modeling Friction 

We have developed an alternative method for earthquake modeling that it intended to 

replicate results from rate and state friction, but with much better efficiency.  The method 

has not been extensively tested, and because it remains a work in progress, results using 

the method are not given in this dissertation.  However, the method is summarized in this 

section because it is a potential topic for future work. 

An ideal method for modeling seismic events should be convergent to grid 

refinement, give a reasonably accurate answer with a coarse refinement, and give results 

similar to rate and state friction simulation.  There are two particular problems that need 

to be overcome to make efficient earthquake simulation possible.  Problem (1): crack tip 
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discretization error (with a coarse discretization) causes difficulty in modeling rupture 

propagation.  Problem (2): groups of elements must be able to collectively interact to 

nucleate a rupture. 

With crack tip discretization error (Problem 1), the issue is that the stress 

concentration at the crack tip is underestimated with a coarse discretization.  With rate 

and state friction, friction weakening ahead of a rupture tip occurs because a 

concentration of stress causes displacement to occur ahead of the tip while the coefficient 

of friction is still high.  If the concentration of stress ahead of the rupture tip is too weak 

because of inadequate discretization (the initiating rupture patch is discretized by one or a 

few elements), friction weakening may be artificially limited, and a seismic event may 

"fizzle out" shortly after nucleation.   

The challenge of modeling rupture initiation (Problem 2) is that in order for results to 

be convergent to grid refinement, multiple elements must be able to cooperate to nucleate 

a single seismic event.  With rate and state friction, there is a characteristic minimum 

patch size for nucleation of an earthquake (Segall, 2010).  Therefore, with sufficient 

discretization refinement, nucleation patches are composed of a large number of 

elements.  Any method where individual elements are able to nucleate ruptures will not 

be convergent to grid refinement. 

Static/dynamic friction does not suffer the rupture initiation issue (Problem 2) 

because a single element is able to nucleate an event, regardless of element size. The 

problem is avoided because in static/dynamic friction the characteristic length scale of 

friction weakening is zero (an element does not have to displace over any distance in 

order to experience a drop in friction).  However, as a consequence, the simulation results 

are discretization dependent.   

A strategy called "RSQSim" has been proposed as an efficient method for modeling 

earthquakes (Dieterich, 1995; Dieterich and Richards-Dinger, 2010).  In this strategy, a 

seismic event can nucleate from a single element.  Semi-analytical treatments of state 

evolution are used to calculate the timing of earthquake nucleation.  RSQSim requires 

that elements must be larger than the minimum nucleation patch size, and as a result it is 

not able to model multiple elements collectively nucleating (it does not solve Problem 2), 
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and as with static/dynamic friction, results are discretization dependent.  Dieterich (1995) 

suggested handling the crack tip discretization problem (Problem 1) with a special 

multiplying factor applied to the elements adjacent to rupture tips.  However, it is not 

clear whether this method is robust because it is effectively a heuristic tuning parameter.  

Because it is not theoretically derived, it is not clear whether it can be guaranteed to work 

in all cases.  Ideally, it should be possible to derive the crack tip adjustment theoretically 

without needing to tune it using trial and error.  Another issue is that it is unclear how 

RSQSim could be coupled with fluid flow. 

In the following paragraphs, our proposed alternative method for efficient earthquake 

simulation is described.   

The default setting for an element is "stuck."  Stuck elements have zero sliding 

velocity.  Stuck elements are converted to "sliding" elements if their shear stress exceeds 

their frictional resistance to slip according to the Coulomb law (Equation 2-8) with a 

constant, static coefficient of friction.  Once converted to a sliding element, the element 

slides according to a velocity strengthening model, equivalent to the rate and state friction 

expression for friction (Equation 2-40) with the b coefficient set to zero.   

A special condition is applied to sliding elements to determine if they should begin 

"nucleation."  When an element is nucleating, a displacement weakening law is applied 

such that the coefficient of friction weakens linearly as a function of displacement over a 

specified displacement distance until it reaches a specified minimum value.  

Simultaneously, the velocity strengthening term continues to be used.  This approach is 

equivalent to using the rate and state friction law (Equation 2-40) with a displacement 

weakening f0 term and the b coefficient equal to zero.   

It can be shown that during nucleation of a rupture using rate and state friction with 

the aging law for state evolution (Equation 4-9), friction evolution is equivalent to linear 

displacement weakening:  
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where it has been assumed that during rupture, state is decreasing rapidly, and so |vθ/dc| 

>> 1.0. 

The minimum value of f0 (the value at which friction no longer weakens with 

displacement) can be chosen so that it is equivalent to using a constant f0 in the rate and 

state expression with a non-zero b parameter and with the state variable equal to its 

steady state value for sliding at 1.0 m/s.  The steady state value for the state variable can 

be calculated for a given sliding velocity by setting the time derivative of state equal to 

zero in the aging law (Equation 4-9): 
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It is important to carefully select the condition to determine when an element should 

begin nucleation (begin to experience displacement weakening).  If an element (or a 

patch of sliding elements) begins to experience displacement weakening, but the patch is 

smaller than the characteristic minimum patch size, then sliding will relieve shear stress 

faster than friction weakening induces slip, and a frictional instability (rapid weakening 

of friction) will not occur.  Frictional instability requires that the weakening of friction 

occurs faster than sliding relieves shear stress.  This principle is the basis of our 

nucleation condition. 

The nucleation condition we propose is: 
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In Equation 2-43, the coefficient of friction derivative term on the right-hand side is a 

constant value because (by definition) weakening is linear with displacement.  The left-

hand side of Equation 2-43 is evaluated numerically for each element by determining the 

actual change in shear stress and displacement experienced by the element during the 
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time step.  The shear stress change of an element is affected by its own sliding and also 

by the sliding of all other elements.  If a patch of elements is sliding, the term on the left-

hand side of Equation 2-43 is equivalent to the stiffness of the entire slipping patch.  If a 

single element is sliding, it is equivalent to the stiffness of the single element.  If 

Equation 2-43 is satisfied, then the slipping patch has become large enough (and its 

equivalent stiffness low enough) that the initiation of displacement weakening will lead 

to frictional instability and rapid acceleration of sliding velocity.  Testing with well-

resolved discretizations found that this method (successfully) nucleated events when 

slipping patches reached the same patch size as the full rate and state simulations.  The 

method also worked well with coarse discretizations, even discretizations so coarse that a 

single element was larger than the minimum nucleation patch size.  

A condition is needed for returning sliding elements to the "stuck" state.  Recall that 

if an element is not "stuck," then it is sliding according to a velocity strengthening law 

(and may experience displacement weakening of friction if it has experience nucleation).  

If the sliding velocity of an element goes below a certain threshold, it is reset to "locked," 

and its sliding velocity returns to zero.  Different thresholds are used for elements that 

have nucleated and elements that have not nucleated (the threshold is higher for the 

nucleated elements).  If a nucleated element is returned to the "stuck" state, its coefficient 

of friction is returned to its initial value (the displacement weakening of friction is reset). 

The crack tip discretization error problem is solved by applying a mechanism to 

enforce "nucleation" at the crack tip.  Nucleation is enforced by reducing the f0 to the 

minimum value it would reach due to the displacement weakening (which is a specified 

model parameter derived using Equation 2-42).   

An appropriate condition is needed to determine when to enforce the crack tip 

adjustment.  If nucleation is applied too readily, then ruptures will propagate further than 

they should.  If nucleation is applied to sparingly, ruptures may not propagate far enough.  

The goal is that simulated ruptures with coarse discretizations will propagate the same 

distance as if full rate and state simulation were performed with a well resolved 

discretization.  The crack tip adjustment should have no effect if a large number of 

elements are sliding (because the discretization is well resolved and no adjustment is 
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needed).  It should also be possible to derive the adjustment in advance, rather than 

tuning it by trial and error. 

It was found that a stress intensity factor approach worked as a method for 

determining when to apply nucleation at the crack tip.  The stress intensity factor (also 

discussed in Section 2.2.5.2) may be calculated for mode II deformation using the Schultz 

(1988) method (Equation 2-39), with sliding displacement D replacing opening 

displacement Eopen.  With this method, nucleation is enforced at the crack tip if the stress 

intensity factor exceeds a specified mode II fracture toughness.  It should be possible to 

derive the fracture toughness from rate and state parameters, but we have not yet done so.  

We found with trial and error that if an appropriate fracture toughness was used, then the 

distance of rupture propagation was insensitive to discretization refinement and 

consistent with a full rate and state simulation. 

2.2.5.5 Adaptive Domain Adjustment 

During some simulations, there are large regions of the spatial domain where stresses 

and fluid pressures change very slowly during all or some of the simulation.  Depending 

on the specifics of the problem, fractures distant from the injector may experience 

virtually zero fluid flow and be in a stress state such that they are not close to either 

sliding or opening.  Given this situation, there is an opportunity to reduce computational 

effort by not updating stresses at these elements during every time step and/or by not 

including them in the flow simulation equations.  This strategy is referred to as adaptive 

domain adjustment.  Adaptive domain adjustment is tested Sections 2.3.3.1 and 2.4.2.4. 

Elements that are not deforming and experience virtually zero fluid flow are 

identified and placed in a nochecklist.  All other elements are placed in a checklist.  The 

stresses on elements in the nochecklist are not updated during every time step.  

Cumulative deformations between nochecklist updates are tracked and at intervals the 

nochecklist elements are updated from the cumulative checklist deformations.  Because 

linearly elastic deformations are path-independent, updating stresses periodically results 

in exactly the same final stresses as if they were updated frequently. 
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As an additional optimization, nochecklist elements are removed from the system of 

fluid flow equations.  Removing the nochecklist elements from the fluid flow equations 

causes them to have effectively zero transmissivity.   

An algorithm is used to sort elements into the nochecklist.  To aid in categorization, a 

separate list called an activelist is kept.  Once an element is placed in the activelist, it 

remains there for the duration of the simulation.  Elements can be added to the activelist 

for the following reasons: connection to the wellbore, sliding residual greater than a 

specified negative value, slidetol (sliding occurs when sliding residual become positive), 

effective normal stress less than a specified positive value, opentol (opening occurs when 

normal stress becomes negative), or a perturbation from initial fluid pressure greater than 

0.1 MPa.  In Simulations B5 and B9 (the two simulations in this chapter that use adaptive 

domain adjustment), opentol was 4.0 and slidetol was -2.0.  The entire problem domain is 

gridded into a 30x30 grid, and blocks containing an element in the activelist are identified 

as active blocks.  All elements contained in an active block or a block surrounding the 

active blocks are placed in the checklist.  All other elements are placed in the nochecklist.  

Overall, the algorithm leads to a region of checklist elements around the injector well that 

spreads out gradually over time as the region of stimulation grows. 

2.2.5.6 Strain Penalty Method 

Inaccuracy in the BEM calculations can occur when elements are in close proximity 

relative to their size (Crouch and Starfield, 1983).  The best solution to this problem, 

described in Section 2.3.2, is to refine the discretization in locations where fractures are 

in close proximity.  However, this strategy is not practical at low-angle fracture 

intersections, where neighboring fractures lie very close together over significant 

distances.  Adequately discretizing these geometries requires a large number of extremely 

small elements, which is numerically undesirable in the fluid flow calculations.  To avoid 

excessive discretization refinement, a minimum element size is specified in the 

discretization algorithm (Section 2.2.4.2).  As discussed in Section 2.2.4.1, one strategy 

to avoid these difficulties is to avoid creating fracture networks that contain low-angle 

fracture intersections.  



58 CHAPTER 2. MODELING METHODLOGY, VALIDATION, AND TESTING 

 58 

If low-angle intersections are included in a simulation, elements can interact in 

unstable ways.  Displacements and stresses can grow extremely large, and displacement 

can form in strange, unrealistic patterns (see examples in Section 2.3.4).  Not only are 

these behaviors unrealistic, in severe cases can cause simulations to be unusable.  Some 

inaccuracy at low-angle fracture intersections is perhaps acceptable, but it is not 

acceptable for low-angle intersections to cause problems so severe that they prevent a 

simulation from continuing. 

An algorithm, referred to as the strain penalty method, is used to minimize the effects 

of inaccuracies at low-angle fracture intersections.  The algorithm identifies where large 

strains are beginning to develop and applies penalty stresses to prevent the strains from 

growing further.  This approach could be considered a crude way to mimic rock failure, 

which is the process in nature that prevents extreme concentrations of stress and strain. 

There is no theoretical basis for the strain penalty method.  It is intended as a way to 

prevent catastrophic numerical error.  It does not ensure that the solution is completely 

accurate.  With discretization refinement, the region of inaccuracy can be limited to a 

small region very near the center of the intersection (Section 2.3.4), which minimizes 

error.   

Perfect accuracy at intersections is probably a false goal because in reality, very 

complex deformations occur at fracture intersections that do not conform to the 

assumption of small strain, linearly elastic deformation made by the Shou and Crouch 

(1995) boundary element method.  Therefore, numerical accuracy is overwhelmed by 

error from the model assumptions.  This is not an issue unique to our model.  Fracture 

intersections are very challenging for all numerical methods to describe, not just the 

boundary element method. 

In most simulations in this chapter -- Models A, B, and C, the strain penalty method 

was not used (it was also not needed because low-angle intersections were not present in 

these networks).  In Section 2.3.4, the strain penalty method was tested on Model D, 

which contains a very low-angle fracture intersection (Figure 2-33 to Figure 2-36). 

At any location on a (zero-curvature) fracture, strain due to varying displacement 

discontinuity can be defined as: 
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dx

dDk

k =ε , 
2-44 

where k refers either normal, n, or shear, s, displacement discontinuity and x refers to the 

distance along the fracture.  The derivatives for both modes of deformation are calculated 

using finite difference approximations at the boundaries between elements.  A threshold 

strain, εk,lim, is set at each element boundary, and if the absolute value of strain at any 

element edge exceeds the threshold strain, a penalty stress is applied. The subscript k can 

refer to n, strain in normal displacement or s strain in shear displacement.  After a penalty 

stress is applied, the limit εk,lim at the interface is updated to be equal to the current value 

of εk. 

The penalty stress is calculated according to: 
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The penalty stress can be applied to both elements at the interface or only to one.  The 

algorithm determines if the motion of each element in the preceding time step acted to 

increase or decrease the absolute value of the strain at the element interface.  If only one 

element did, the full adjustment is applied to that element.  If both did, the adjustment is 

divided between them proportionally based on their effect on the change in the strain. 

The penalty stress is applied at the beginning of the subsequent time step.  To prevent 

excessively large penalty strains from being applied during the subsequent time step, the 

adaptive time stepping equation, Equation 2-33 (Section 2.2.3.9), is applied with δstrainadj 

defined as being equal to the largest absolute value of ∆σk,strainadj, and ηtarg,strainadj defined 

to be a value equal to one tenth of ηtarg.  As with δ and ηtarg (explained in Section 2.2.3.9), 

if the value of δstrainadj exceeds 4ηtarg,strainadj, the time step is rejected and repeated with 

smaller value of dt.  

2.2.5.7 Neglecting Stresses Induced by Deformation 

A major purpose of the model in this chapter is to couple deformation with fluid flow.  

However for purposes of testing and comparison, it is useful to neglect the stresses 
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induced by deformation (Sections 2.3.3.1 and 2.4.2.6).  To neglect stresses induced by 

deformation, all nondiagonal interaction coefficients in the boundary element matrices 

(Equations 2-19 to 2-22) are set equal to zero.  In this case, when an element opens or 

slides, it affects its own stress, but not the stress at surrounding elements.  This 

assumption has often been made in modeling of shear stimulation, apparently because it 

simplifies the design of the model significantly (Bruel, 1995; Bruel, 2007; Sausse et al., 

2008; Dershowitz et al., 2010). 

Neglecting the off-diagonal interaction coefficients causes element stiffness to be 

discretization dependent because in the Shou and Crouch (1995) method, self-interaction 

coefficients are a function of element size.  To avoid discretization dependence when 

neglecting stress interaction, self-interaction coefficients are defined so that they are 

independent of element size.  By treating a fracture as a single, constant displacement 

boundary element, the stiffness of a fracture, Kfrac, can be calculated as (Crouch and 

Starfield, 1983): 
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where afrac is the half-length of the fracture.  The self-interaction coefficients of each 

element for effect of opening deformation on normal stress and shear deformation on 

shear stress are set to the fracture stiffness given by Equation 2-46.  No adjustment is 

needed for the self-interaction coefficients that relate opening deformation to shear stress 

and shear deformation to normal stress because they are always zero. 

2.3 Results 

A variety of simulations were performed using four test models: Models A, B, C, and 

D.  The simulations were designed to test the accuracy, convergence, and efficiency of 

the simulator and to test the effect of a variety of simulation options.  In addition, tests 

were performed to evaluate the accuracy and scaling of Hmmvp for hierarchical matrix 

decomposition.  Section 2.3.1 gives the details of the simulation settings.  Other details of 
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the simulations and results are given in Sections 2.3.2, 2.3.3, 2.3.4, and 2.3.5.  All 

simulations were performed using a single processor in a dual quad-core (8 cores) 

Nehalem CPU running at 2.27 GHz with 24 GB memory as a part of the CEES-Cluster 

run by the Center for Computational Earth and Environmental Science at Stanford 

University. 

2.3.1 Simulation and Discretization Details 

The discretization settings for all models are given in Table 2-1.  Models A1-A4 and 

D1 used constant element size discretizations, and A5, B, C, and D2 used variable 

element size discretizations.  

Table 2-1: Discretization settings 

Model 

Total 

Elements 

aconst 

(m) 

Ic 

(m) If ls lo 

amin 

(m) 

A1 12 2.5 inf 0 0 0 - 

A2 60 0.5 inf 0 0 0 - 

A3 300 0.1 inf 0 0 0 - 

A4 1500 0.02 inf 0 0 0 - 

A5 48 1 0.3 0.3 0.4 2 0.2 

B 52,748 5 0.3 0.3 0.4 2 0.2 

C 22,912 5 0.3 0.3 0.4 2 0.2 

D1 40 2.5 inf 0 0 0 - 

D2 308 2.5 inf 0 0.3 2 0.1 

Simulations performed with Model A are labeled A[X]-S[Y], where A[X] runs from 

A1 to A5, and S[Y] runs from S0 to S12.  The [X] number refers to the discretization, and 

the [Y] refers to the particular settings used.  Simulations performed with Model B are 

labeled B1-B9 (all use the same discretization), and the single simulation run with Model 

C is called C1.  Simulations performed with Model D are labeled D[X]-DS[Y], where 
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D[X] could be D1 or D2 (referring to discretization), and DS[Y] could be DS1 or DS2 

(referring to settings).   

Table 2-2 gives the baseline settings that were the same in all simulations.  For each 

group of simulations (A, B, C, and D), specific baseline settings are defined, given in 

Table 2-3.  Settings for specific Model A and B simulations differ according to settings 

given in Table 2-4 and Table 2-5.  Settings for DS1 and DS2 are identical except that 

DS2 uses the strain penalty method. 



CHAPTER 2. MODELING METHODLOGY, VALIDATION, AND TESTING 63 

  

Table 2-2: Baseline settings for all simulations. 

h 100 m 

G 15 GPa 

ν 0.25 

η 3 MPa/(m/s) 

µf 0.6 

σn,Eref 20 MPa 

σn,eref 20 MPa 

φEdil 0° 

φedil 2.5° 

Thf,fac 10
-9

 m
2 

KI,crit (Section 2.2.5.2) 1 MPa-m
1/2

 

KI,crithf (Section 2.2.5.2) 1 MPa-m
1/2

 

cstress (Section 2.2.3.3) Turned off 

Crack tip adjustment (Section 

2.2.5.2) Turned on 

BEM method (Section 2.2.5.1) Hmmvp 

εtol (used by Hmmvp, Equation 

2-50) 10
-6 

Transmissivity updating Implicit 

Friction (Section 2.2.5.3) 

Constant (no dynamic 

weakening) 

Adaptive domain adjustment 

(Section 2.2.5.5) Not used 
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Table 2-3: Model specific baseline settings. 

  Model A Model B Model C Model D 

S0 0 MPa 0.5 MPa 0.5 MPa 0.5 MPa 

S0, open 0 MPa 0.5 MPa 0.5 MPa 0.5 MPa 

E0 0.1 mm .8 mm 0.5 mm .5 mm 

e0 0.02 mm 0.03 mm 0.06 mm 0.02 mm 

Pinit 18 MPa 30 MPa 35 MPa 40 MPa 

σyy 26 MPa 75 MPa 75 MPa 55 MPa 

σxx 21 MPa 50 MPa 50 MPa 50 MPa 

σxy 0 MPa 0 MPa 0 MPa 10 MPa 

Duration of 

Simulation 

Until P = Pinj 

everywhere 2 hrs 2 hrs 

Until P = Pinj 

everywhere 

Pinjmax 20.25 MPa 70 MPa 70 MPa 60 MPa 

qinjmax none 50 kg/s 50 kg/s 100 kg/s 

ηtarg 0.05 MPa 0.5 MPa 0.5 MPa 0.05 MPa 

De,eff,max 10 mm 5 mm 5 mm 5 mm 

Khf Not used 0.01 MPa
-1

 0.01 MPa
-1

 Not used 

mechtol (Section 

2.2.3.5) 0.0003 MPa 0.003 MPa 0.003 MPa .003 MPa 

itertol (Section 

2.2.3.1) 0.001 MPa 0.01 MPa 0.01 MPa .01 MPa 

Pseudo-3D 

adjustment 

(Section 2.2.3.2) Not used Used Used Used 

New fractures 

(Section 2.2.3.8) Not permitted Not permitted Permitted Not permitted 

Strain Penalty 

(Section 2.2.5.6) Not used Not used Not used 

Used with, εn,lim 

and εs,lim  = .001 
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2.3.2 Model A: Small Test Problem 

A small test problem (Model A, shown in Figure 2-7) was used to verify accuracy and 

convergence and to experiment with different numerical settings.  Model A was designed 

to mimic the opening of splay fractures off a sliding, preexisting flaw (for examples from 

outcrops, see Pollard and Segall, 1983, and Mutlu and Pollard, 2008).   

Constant pressure injection was performed at the center of the middle fracture until 

the fluid pressure everywhere in the model was equal to the injection pressure.  The 

initial fluid pressure was low enough that none of the fractures were initially open or 

sliding.   

 

Figure 2-7: Model A.  The blue lines represent preexisting fractures.  The black line represents the 
wellbore. 

In order to test the accuracy and convergence of the model's implementation of the 

Shou and Crouch (1995) Displacement Discontinuity method, the final displacement 

distributions were compared to results from an existing code, COMP2DD (Mutlu and 

Pollard, 2008), which implements the Crouch and Starfield (1983) Displacement 

Discontinuity method.  There was not another code available that could be used for 
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comparison to test the accuracy of the time-dependent part of the calculation.  

Convergence of the time-dependent results was tested by refining the simulations in time 

and space and comparing results to the most highly refined solutions. 

COMP2DD calculates fracture opening and sliding for given values of remote stress 

and fluid pressure.  Unlike the model described in this chapter, COMP2DD performs the 

calculation in a single step; it does not take time steps.  In COMP2DD, fluid pressure is 

assumed to be constant and equal to a value specified by the user.  In our model, the fluid 

pressure changes over time and is variable spatially.  To mimic COMP2DD using our 

model, constant pressure injection was performed until the fluid pressure in every 

element was the same as the fluid pressure specified in the COMP2DD calculations.  

Because the final fluid pressures were the same, the final displacements were expected to 

be the same as long as the results from the model are path-independent. 

The results from the model are not necessarily path-independent, but path-

dependence does not appear to have played a role in the particular problem used for the 

code comparison because, as will be shown, the COMP2DD solution was identical to the 

solution from the model.  Stresses caused by opening and sliding are path-independent 

because deformation is assumed to be elastic.  However, determination of the amount of 

fracture sliding is not path-independent because sliding against friction is not a reversible 

process: if friction is reduced on a fracture, the fracture will slide, but if friction is 

subsequently reapplied, the fracture will not slide back to its initial position.   

Because elements can be open, sliding, or stationary, COMP2DD does not know 

ahead of time which boundary conditions to apply (for further discussion, see Section 

2.2.3.7).  COMP2DD uses a linear complementarity algorithm to handle this issue.  

Mutlu and Pollard (2008) demonstrated how complementarity has efficiency and 

accuracy advantages compared to penalty and Lagrange multiplier methods.   

In total, 18 simulations were run.  Simulations were named according to the both the 

discretization (A1-A5) and settings (S0-S12): A1-S3, A2-S3, A3-S3, A4-S3, A5-S3, A4-

S0, A5-S1, A5-S2, A5-S3, A5-S4, A5-S5, A4-S6, A4-S7, A3-S8, A3-S9, A3-S10, A3-

S11, and A3-S12.   
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The baseline settings used for the simulations are given in Section 2.3.1.  Table 2-4 

gives specific settings for individual simulations.  If not stated explicitly in Table 2-4, the 

settings used in each simulation were the same as the baseline settings given in Table 2-2 

and Table 2-3.  Models A1-A4 had constant element size with increasing level of 

refinement.  Model A5 had a nonuniform discretization with slightly fewer total elements 

than A2 (Section 2.3.1). 

Table 2-4: Deviations from baseline settings for Simulations S0-S12. 

S0 Direct BEM (Hmmvp not used) (Section 2.2.5.1) 

S1 ηtarg = 0.00125 MPa (Section 2.2.3.9) 

S2 ηtarg = 0.0125 MPa (Section 2.2.3.9) 

S3  

S4 ηtarg = 0.5 MPa (Section 2.2.3.9) 

S5 ηtarg = 4 MPa (Section 2.2.3.9) 

S6 

Direct solution (Section 2.3.2.1), mechtol = .0001 

(Section 2.2.3.5), itertol = .0002 (Section 2.2.3.1) 

S7 

Direct solution (Section 2.3.2.1) and uses direct BEM 

(not Hmmvp), (Sections 2.2.5.1), mechtol = .0001 

(Section 2.2.3.5), itertol = .0002 (Section 2.2.3.1) 

S8 E0 = 0.01 mm (Section 2.2.1) 

S9 

cstress option (Section 2.2.3.3) and E0 = 0.01 mm 

(Section 2.2.1) 

S10 

cstress option (Section 2.2.3.3) and E0 = 0.1 mm 

(Section 2.2.1) 

S11 

cstress option (Section 2.2.3.3) and E0 = 1 mm (Section 

2.2.1) 

S12 

cstress option (Section 2.2.3.3) and E0 = 10 mm 

(Section 2.2.1) 

COMP2DD was used to solve the problem with Model A4, the most finely resolved 

discretization (Section 2.3.1).  The constant displacement method used by COMP2DD 

(Crouch and Starfield, 1983) is lower order than the quadratic method used in the 
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simulator (Shou and Starfield, 1995), and so for the same discretization, COMP2DD 

should be less accurate.  However, the accuracy of the simulator is limited by the 

convergence criteria used in the iterative solvers (Sections 2.2.3.1, 2.2.3.4, and 2.2.3.5).  

Therefore, the COMP2DD solution should not be considered an “exact” solution because 

its results may be of comparable order of accuracy as the most precise results from the 

model.  To demonstrate the accuracy of the model, it is sufficient to show that with 

refinement the results converge to an answer that is very close to the COMP2DD result. 

The COMP2DD result was compared to results from Simulations A1-S3, A2-S3, A3-

S3, A4-S3, and A5-S3.  Figure 2-8 and Figure 2-9 show the final opening and sliding 

distributions from the simulations and COMP2DD.  

 

Figure 2-8: Final sliding distribution along a section of Model A for COMP2DD (black), A1-S3 (blue), A2-
S3 (green), A3-S3 (cyan), A4-S3 (maroon), and A5-S3 (red).  The COMP2DD and A4-S3 lines coincide. 
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Figure 2-9: Final opening distribution along a section of Model A for COMP2DD (black), A1-S3 (blue), 
A2-S3 (green), A3-S3 (cyan), A4-S3 (maroon), and A5-S3 (red).  The COMP2DD and A4-S3 lines 
coincide. 

The relative difference, ej, between the results from COMP2DD and from the model 

was quantified by comparing the final values of opening and sliding at different points 

along the fracture.  The comparison points were at the center of each element in the 

discretization.  When comparing results, the term "relative difference" is used instead of 

"error" because the COMP2DD solution is not an exact solution.  Because the A5 

discretization was nonuniform, the element centers of the COMP2DD solution (which 

used the A4 discretization) and the A5 discretization did not coincide.  For comparison to 

the A5 solutions, COMP2DD values were linearly interpolated to the A4 grid.  Relative 

difference was calculated according to the expression: 
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where j refers to the particular result being compared (A1-S1 to A5-S1), i refers to a 

particular nodal point on the discretization, the superscript 0 refers to the COMP2DD 
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solution (interpolated to the grid of j in the case of A5-S1), Nj refers to the total number 

of elements in grid j, D refers to shear displacement, and E refers to opening 

displacement.  The values |D0|max and |E0|max refer to the largest absolute values of D and 

E in the COMP2DD solution, about 0.65 mm for opening and about 2.45 mm for sliding, 

and are used to normalize the results.   

The relative differences and computation times for A4-S0, A1-S3, A2-S3, A3-S3, 

A4-S3, and A5-S3 are shown in Figure 2-10. 

 

Figure 2-10: Computation time (red) and relative difference (blue) from COMP2DD for Simulations A4-
S0, A1-S3, A2-S3, A3-S3, A4-S3, and A5-S3. Relative difference was calculated according to Equation 
2-47 on the basis of final fracture deformation and normalized by reference values. 

To identify the effect of spatial discretization on accuracy of the time-dependent 

results, flow rate over time was compared for different spatial discretizations (using the 

same temporal discretization factor ηtarg). Figure 2-11 is a plot of injection rate versus 

time for Simulations A1-S3, A2-S3, A3-S3, A4-S3, and A5-S3.   
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Figure 2-11: Injection rate versus time for Simulations A1-S3 (maroon), A2-S3 (blue), A3-S3 (red), A4-S3 
(black), and A5-S3 (green). 

The relative difference for different discretizations was calculated by comparing the 

various solutions to the most finely refined solution, A4-S3.  Values of flow rate were 

interpolated onto a temporal discretization spaced one second apart for the first 5000 

seconds of the simulation.  Relative difference in flow rate was calculated according to: 

∑ −=
N

i

j

iij QQ
N

e 20 )(
1

, 
2-48 

where the superscript 0 refers to Simulation A4-S3, Q is the injection rate, and N refers to 

the 5000 points in time where Q was sampled.  Relative difference and computation time 

are shown in Figure 2-12. 
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Figure 2-12: Computation time (red) and relative difference (blue) in flow rate versus time for Simulations 
A1-S3, A2-S3, A3-S3, A4-S3, and A5-S3. Relative difference calculated according to Equation 2-48 on the 
basis of injection rate versus time. 

To isolate the effect of temporal discretization, simulation settings S1-S5 were used 

with Model A5.  The simulations were identical except that they used different values of 

ηtarg.  Relative difference was calculated by comparing the flow rate over time between 

the various simulations and Simulation A5-S1, which used the smallest ηtarg.  Because 

Model A5 was only moderately well refined spatially, all solutions had some error, 

regardless of temporal discretization.  Figure 2-13 shows plots of injection rate versus 

time for the various simulations.  Figure 2-14 shows the relative differences (compared to 

A5-S1) and the computation times for the various simulations. 
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Figure 2-13: Injection rate versus time for A5-S1 (maroon), A5-S2 (blue), A5-S3 (green), A5-S4 (red), and 
A5-S5 (black). 

 

Figure 2-14: Computation time (red) and relative difference (blue) from A5-S1 for Simulations A5-(S1-
S5).  Relative difference calculated according to Equation 2-48 on the basis of injection rate versus time. 
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2.3.2.1 Solving Directly for the Final Deformations 

It is possible to modify the model to directly solve for the final fracture displacements 

in a single step (what COMP2DD does) instead of using time steps.  This approach could 

be useful if the objective of the calculation is to determine the final displacement field, 

and the intermediate displacements are not of interest.  Because the model was not 

designed to be used in this way, it is necessary to use several unusual settings.  In order to 

maintain constant fluid pressure as the fractures deform, the fluid compressibility is made 

extremely large (effectively infinite) and the transmissivity is set to zero.  The fluid flow 

and normal stress subloop convergence criteria are modified to depend only on the 

residual of the stress equations and not the mass balance equations.  Finally, the radiation 

damping coefficient, η, is set to zero.  With these settings, the problem can be solved in a 

single "time step" (the duration of the time step has no effect on the solution), and yields 

the same solution as COMP2DD.   

Two simulations using discretization A4 were run with the direct solution method, S6 

and S7.  S6 used Hmmvp for approximate matrix multiplication, and S7 used the direct 

BEM (see Section 2.2.5.1).  A comparison of the results is given in Figure 2-15.  Two 

different complementarity algorithms implemented in COMP2DD were used, Lemke 

(Ravindran, 1972) and SOCCP (Hayashi et al., 2005). 
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Figure 2-15: Computation time (red) and relative difference (blue) from A4-SOCCP for A4-S6, A4-S7, and 
A4-LEMKE, and computation time for A4-SOCCP. Relative difference calculated according to Equation 
2-47 on the basis of final fracture deformation and normalized by reference values. 

2.3.2.2 Testing the Effect of cstress 

Simulations A3-S9, A3-S10, A3-S11, and A3-S12 were performed with the cstress 

option (Section 2.2.3.3). In S9-S12, different values for E0 were used.  The simulations 

using S9-S12 can be compared to Simulation A3-S8, which was identical to A3-S9 but 

did not use the cstress option. 

With the cstress option activated, stresses induced by the normal deformation of 

closed fractures are not neglected.  Fractures with larger values of E0 contain a greater 

volume of fluid and experience greater normal deformation (and induce greater stresses) 

for the same perturbation in fluid pressure.  The final displacements of the simulations 

are shown in Figure 2-16 and Figure 2-17. 
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Figure 2-16: Final opening distribution along a section of Model A for A3-S8 (blue), A3-S9 (green), A3-
S10 (red), A3-S11 (black), and A3-S12 (maroon).  Models A3-S8 and A3-S9 coincide. 

 

Figure 2-17: Final sliding  distribution along a section of Model A for A3-S8 (blue), A3-S9 (green), A3-
S10 (red), A3-S11 (black), and A3-S12 (maroon). Models A3-S8 and A3-S9 coincide. 
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2.3.3 Models B and C: Large Test Problems 

Several simulations were performed on large fracture networks, Models B and C.  

Model B was designed to demonstrate shear stimulation.  In shear stimulation, injection 

enhances transmissivity by inducing slip on preexisting fractures (Section 3.1.1).  Model 

C was designed to demonstrate mixed mode propagation -- where injection causes shear 

and opening of preexisting fractures as well as propagation of new opening mode 

fractures (Section 3.1.1).  The discretization settings used for Models B and C are given 

in Section 2.3.1.  Models B and C are shown in Figure 2-1 and Figure 2-5. 

In the Model B and C simulations, injection was carried out for two hours at a 

constant injection rate.  The simulation was stopped at the end of two hours.  The post-

injection redistribution of fluid pressure was not included in the simulation.   

During the Model B simulations, the fluid pressure exceeded the least principal stress, 

a condition that should have led to the propagation of new tensile fractures.  However, 

"potentially forming fractures" were not specified in the fracture network, and so new 

fractures were not able to form.  This unrealistic model behavior is acceptable for the 

purposes of this chapter, because the simulations in this chapter are intended only to test 

the accuracy and convergence of the numerical simulator.  Even though there was not any 

propagation of new fractures, opening was able to occur on preexisting fractures. 

2.3.3.1 Model B: Large Test Problem of Shear Stimulation 

Nine simulations were performed with Model B, B1-B9, and one simulation, 

Simulation C1, was performed with Model C.  The objective of these simulations was to 

test the effect of simulation options on the results and efficiency of the model.   

The baseline settings for all simulations are given in Table 2-3.  The baseline settings 

for all Model B simulations are given in Table 2-4.  The deviations from baseline for 

each individual simulation B1-B9 are given in Table 2-5. 
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Table 2-5: Deviations from baseline settings for Simulations B1-B9. 

B1 ηtarg = 0.05 

B2 ηtarg = 0.2 

B3  

B4 ηtarg = 4.0 

B5 Adaptive domain adjustment (Section 2.2.5.5) 

B6 

Dynamic friction weakening with µd = 0.5 

(Section 2.2.5.3) 

B7 No stress transfer (Section 2.2.5.7) 

B8 

cstress, explicit transmissivity updating 

(Section 2.2.3.3) 

B9 

Same as B8, also with adaptive domain 

adjustment (Sections 2.2.3.3 and 2.2.5.5) 

The objective of Simulations B1-B4 was to test the efficiency and accuracy of 

simulations with various values of ηtarg.  This parameter affects how many time steps are 

taken during the simulation (Section 2.2.3.9).  Figure 2-18 and Figure 2-19 show the final 

shear displacement (proportional to color) and opening (proportional to thickness, but 

exaggerated scale) for Simulations B1 and B4, the most and least temporally resolved 

simulations.  The fracture opening and sliding distributions for B2 and B3 are not shown 

because they appear visually identical to Figure 2-18. 
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Figure 2-18: Final fracture shear displacement and opening (thickness is proportional to opening) of 
Simulation B1, the most highly temporally-resolved simulation.   

 

Figure 2-19: Final fracture shear displacement and opening (thickness is proportional to opening) of 
Simulation B4, the most poorly temporally-resolved simulation. 
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The relative difference in sliding displacement between Models B1 and Models B2-

B5, B8 and B9 is shown in Figure 2-20.  Model B5 used the same value of ηtarg as B3 but 

used adaptive domain adjustment (Section 2.2.5.5).  Models B8 and B9 used cstress 

(Section 2.2.3.3), and Model B9 also used adaptive domain adjustment.  Relative 

difference in sliding displacement was calculated according to: 

∑ −=
M

i

j

iij DD
M

e 20 ))((
1

, 
2-49 

where D refers to the sliding displacement, 0 refers to the result from Simulation B1, i 

refers to a particular element, j refers to the particular simulation, |D0|avg is a scaling 

displacement, and M refers to the number of comparison points.  The comparison points 

were the elements from Simulation B1 that had a sliding displacement with magnitude 

greater than 1.0 mm.  The average absolute value of the displacements at the comparison 

points was 2.27 cm. 

 

Figure 2-20: Relative difference between sliding displacement in Simulations B2-B5, B8 and B9 compared 
to Simulation B1.  Relative difference calculated according to Equation 2-49. 
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Model B6 used dynamic friction weakening (Section 2.2.5.3).  Model B7 neglected 

all stress transfer -- allowing elements to deform in response to changes in fluid pressure, 

but not updating stresses on surrounding elements due to those deformations (Section 

2.2.5.7).  Model B8 used the cstress option (Section 2.2.3.3).  Model B9 used the cstress 

option and adaptive domain adjustment (Section 2.2.3.3 and 2.2.5.5). 

The final sliding and opening distributions of Models B6-B8 are shown in Figure 

2-21 to Figure 2-23.  The sliding and opening distribution for Model B9 is not shown 

because it appears visually identical to the sliding and opening distribution for Model B8, 

shown in Figure 2-23. 

 

Figure 2-21: Final fracture shear displacement and opening (thickness is proportional to opening) of 
Simulation B6, which used dynamic friction weakening. 
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Figure 2-22: Final fracture shear displacement and opening (thickness is proportional to opening) of 
Simulation B7, which neglected stresses induced by deformation of fracture elements. 

 

Figure 2-23: Final fracture shear displacement and opening (thickness is proportional to opening) of 
Simulation B8, which used the cstress option. 
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In Simulation B6, dynamic friction weakening caused seismic events to occur.  By 

definition, a seismic event occurred whenever the sliding velocity of the fastest sliding 

element in the model was above a certain threshold, 5 mm/s.  When the fastest sliding 

element in the model had a velocity below 5 mm/s, by definition, the seismic event 

ended.  The simulator tracked the total cumulative slip that took place at velocity greater 

than 5 mm/s during each seismic event, Dcum.  After the seismic event ended, the seismic 

moment of the event, M0, was calculated (Hanks and Kanamori, 1979): 

∫= dADGM cum0 , 2-50 

where A is fracture surface area.  The moment was correlated to a moment magnitude, 

Mw, according to (Hanks and Kanamori, 1979): 

06.6
5.1

log 010 −=
M

M w , 
2-51 

where M0 is expressed in Newton-meters. 

Typical seismic event durations were 0.001 - 0.01s for the smaller events and as long 

as 0.2 s for the largest events.  Figure 2-24 shows a plot of event magnitude versus time 

for Simulation B6.   
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Figure 2-24: Seismic event magnitude versus time for Simulation B6.  Magnitude calculated according to 
Equation 2-51. 

Figure 2-25 shows the magnitude-frequency distribution during Simulation B6.  The 

trend in Figure 2-25 is curving, and so we conclude that it does not replicate a Gutenberg-

Richter magnitude frequency distribution.  Parameters could probably have been tuned to 

force the magnitude-frequency distribution to be linear, but this would have been a model 

overfit, not a meaningful model result.   

Seismic events were usually confined to a single fracture, and so the magnitude-

frequency distribution for larger events was controlled by the fracture size distribution.  

The smallest events occurred on a single element, and so the magnitude-frequency 

distribution for small events was controlled by the distribution of element sizes.  The 

magnitude-frequency distribution in the intermediate range was affected by the tendency 

for slip on a small number of fractures to cascade into larger slip events and the tendency 

for larger cascades to stop propagating. 
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Figure 2-25: Magnitude-frequency distribution during Simulation B6. 

Figure 2-26 shows the location of the event hypocenters during Simulation B6. To 

approximate the effect of relocation error, the hypocenters were relocated randomly 

within a circle with radius of 30 m from the actual hypocenter.  For each seismic event, 

the hypocenter was defined as the first location where sliding velocity increased above 5 

mm/s. 
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Figure 2-26: Seismic event hypocenters (with adjustment to approximate the effect of relocation error) for 
Simulation B6.  Larger symbols represent larger magnitude events. 

Figure 2-27 shows the total computer run-time and total number of time steps taken 

during Simulations B1-B9.  Figure 2-28 shows the average computer run-time per time 

step taken during Simulations B1-B9.   
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Figure 2-27: Computer run-time (blue) and total number of time steps (red) for Simulations B1-B9. 

 

Figure 2-28: Average computer run-time per time step for Simulations B1-B9. 
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Figure 2-29 shows a plot of total time steps performed versus computer run-time for 

Simulations B3, B5, B8, and B9.  Simulations B8 and B9 used the cstress option, and B3 

and B5 did not.  B3 and B5 are identical except that the latter used adaptive domain 

adjustment.  B8 and B9 are identical except that B9 used adaptive domain adjustment. 

 

Figure 2-29: Total number of time steps performed versus run-time for Simulations B3 (blue), B5 (red), B8 
(black), and B9 (green) 

Figure 2-30 shows injection pressure versus time for Simulations B1-B4.  Figure 2-31 

shows injection pressure versus time for Simulations B6-B8.  In all simulations, injection 

pressure was constant at 50 kg/s for the entire simulations (except a brief period at the 

initiation of injection). 
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Figure 2-30: Injection pressure versus time for Simulations B1 (blue), B2 (red), B3 (green), and B4 (black). 

 

Figure 2-31: Injection pressure versus time for Simulations B6 (blue), B7 (red), and B8 (green). 
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2.3.3.2 Model C: Large Test Problem of Mixed-Mode Stimulation 

Simulation C1 was performed as an example of mixed-mechanism hydraulic 

fracturing.  In Simulation C1, propagation of new opening mode fractures occurred 

(Section 2.2.3.8), in contrast to the simulations using Models A, B, and D, in which no 

new fractures formed.  Figure 2-5 shows a realization of both the potentially forming and 

the preexisting fractures in Model C.  Settings for Simulation C1 are given in Section 

2.3.1.  Figure 2-32 shows the final transmissivity and opening distribution for Simulation 

C1. The computer run-time was 15,992 s (about four hours) and 15,574 time steps were 

taken.   

 

Figure 2-32: Final transmissivity and opening distribution (thickness is proportional to opening, but not to 
scale) for Simulation C1. 

2.3.4 Model D: Testing the Strain Penalty Method 

Four simulations using Model D were performed to test the strain penalty method 

described in Section 2.2.5.6.  Two discretizations were used, D1 and D2, (described in 

Section 2.3.1), and two settings files were used, DS1 and DS2.  The settings used in DS1 
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and DS2 are given in Section 2.3.1.  DS1 and DS2 were identical except that the strain 

penalty method was used in the latter and not the former.  Discretization D1 was coarsely 

refined.  D2 was significantly refined, especially around the intersection. 

Figure 2-33 to Figure 2-36 shows the final shear displacement and opening 

distributions for the four simulations, D1-DS1, D1-DS2, D2-DS1, and D2-DS2.  

 

 

Figure 2-33: Final shear displacement and opening displacement (thickness is proportional to opening, but 
not to scale) for Simulation D1-DS1.  Note that the x-axis scale and the y-axis scale are different. 
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Figure 2-34: Final shear displacement and opening displacement (thickness is proportional to opening, but 
not to scale) for Simulation D1-DS2.  Note that the x-axis scale and the y-axis scale are different. 

 

Figure 2-35: Final shear displacement and opening displacement (thickness is proportional to opening, but 
not to scale) for Simulation D2-DS1.  Note that the x-axis scale and the y-axis scale are different. 
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Figure 2-36: Final shear displacement and opening displacement (thickness is proportional to opening, but 
not to scale) for Simulation D2-DS2.  Note that the x-axis scale and the y-axis scale are different. 

2.3.5 Hierarchical Matrix Decomposition 

A variety of tests were performed to measure the accuracy and compression Hmmvp, 

the BEM approximation code (Bradley, 2012).  Plots of floating point operations 

(FLOPs) per matrix multiplication versus problem size were created for two cases: 

increasing discretization refinement for a given fracture network and increasing fracture 

network size for a given degree of discretization refinement.  FLOPs per matrix 

multiplication is defined as being the number of additions and multiplications required to 

update both the normal and shear stress of all elements in a model due to normal and 

shear displacements of all elements.  For n elements, a direct matrix multiplication would 

require 8n
2 FLOPs.  FLOPs per matrix multiplication is a close proxy for the memory 

required to store the interaction coefficients of the matrix decompositions. 

In Hmmvp, a relative tolerance εtol of 10-6 was specified, such that:  
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tol

F
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, 

2-52 

where B represents one of the full matrices of interaction coefficients, and Bh represents 

the Hmmvp matrix approximation (Bradley, 2012).  The subscript F reflects the 

Frobenius norm of a matrix and the subscript 2 reflects the Euclidian norm of a vector.  

Frobenius and Euclidian norms are defined as the square root of the sum of squares of all 

values in a matrix or vector, respectively.  Testing on a variety of fracture networks with 

randomly generated displacement vectors demonstrated that the relative error, ehmat, never 

exceeded 0.001, where: 
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2-53 

To test increasing refinement on a given fracture network, the fracture network shown 

in Figure 2-37 was used.  The network contains 237 fractures.  A variety of 

discretizations were created using different values for ls, lo, lf, lc, and minimum element 

size.  Table 2-6 gives the settings used for each discretization and the total number of 

elements in each discretization.  Each discretization was decomposed using Hmmvp.  

Figure 2-38 shows the number of FLOPS required to perform a matrix multiplication 

with Hmmvp method and with direct multiplication.  
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Figure 2-37: Fracture network used for discretization comparison at different levels of refinement. 

Table 2-6: Settings used for the discretizations in Figure 2-38. 

N ls lo lc (m) lf amin 

872 0 0 inf 0.7 0.4 

3966 0 0.5 0.5 0.7 0.4 

4646 0.1 2 0.5 0.7 0.4 

6352 0.2 2 0.5 0.7 0.4 

15872 0.4 4 0.5 0.7 0.1 

64192 0.6 4 0.5 0.7 0.05 
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Figure 2-38: Comparison of FLOPS/multiplication for different levels of refinement on the fracture 
network shown in Figure 2-37.  Shown in blue is the full matrix multiplication.  The Hmmvp result is 
shown in red.  The green line is linear with a slope of one and is shown for reference. 

Next, a scaling comparison was performed for different sized fracture networks using 

the same level of discretization.  A large network was generated with 6000 fractures and 

then different subsets of the network were used.  Figure 2-39 shows the full fracture 

network with black rectangles showing the subdivisions of the network that were used for 

comparison.  The discretizations were created using ls = 0.4, lo = 4.0, lf = 0.7, lc = 0.5 m, 

and amin equal to 0.1 m.  Figure 2-40 shows the number of FLOPS for a matrix 

multiplication using each discretization. 



CHAPTER 2. MODELING METHODLOGY, VALIDATION, AND TESTING 97 

  

 

Figure 2-39: Fracture network used the test matrix approximation scaling for a variety of network sizes.  
Black boxes show the boundaries of each fracture network.  
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Figure 2-40: Comparison of FLOPS/multiplication for the same discretization refinement on different sized 
fracture networks shown in Figure 2-39.  The full matrix multiplication is shown in blue.  The Hmmvp 
result is shown in red.  The green line scales like nlog(n) and is shown for reference. 

The amount of time required to generate the matrix decompositions does not affect 

the efficiency of the simulator because the decompositions are performed once, prior to 

simulation.  However, the decompositions must be efficient enough that they can be 

performed in a practical duration of time.  Figure 2-41 shows the amount of time required 

to perform the decompositions discussed in this section. 
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Figure 2-41: Amount of time required by Hmmvp to calculate the matrix decompositions.  The red line 
shows the networks of variable sizes shown in Figure 2-39.  The blue line shows the results for the variable 
refinements shown in Figure 2-37.  The green line is linear with a slope of one and is shown for reference. 

2.4 Discussion 

2.4.1 Model A 

2.4.1.1 General Description of Results  

In the Model A simulations, injection was performed at constant pressure (less than 

the least principal stress) into the center of the fracture shown in Figure 2-7.  The 

simulations ended when the entire system has reached the injection pressure.  As in all 

simulations, matrix permeability was assumed negligible, so fluid did not leak off from 

the fractures. 
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Injection reduced the effective normal stress in the fractures, inducing slip on the 

central fracture.  The neighboring fractures did not initially bear shear stress because they 

were perpendicular to the least principal stress, but the slip of the central fracture induced 

shear stress on the neighboring fractures and caused them to slip (Figure 2-8).  Slip of the 

central fracture also induced tensile stress on the neighboring fractures and caused them 

to partially open, even though the fluid pressure remained below the remote least 

principal stress (Figure 2-9). 

The behavior of the injection rate with time was rather complex (Figure 2-11).  

Typical for constant pressure injection, the injection rate began high (because there was a 

large pressure difference between injection pressure and initial pressure) and declined 

rapidly.  The decline in injection rate was reversed as slip began to occur and 

transmissivity increased around the wellbore.  After a period of increase, the injection 

rate began to fall again as the progressive increase in transmissivity was unable to 

maintain the flow rate.  The spreading of transmissivity enhancement was delayed as the 

pressure perturbation reached the edges of the central fracture.  At around 250 seconds, 

the neighboring fractures began to open and slip, increasing their transmissivity and 

slowing (but not reversing) the decrease in injection rate.  Subsequently, injection rate 

entered a period of gradual decline as the pressure of the entire system slowly approached 

the injection pressure. 

2.4.1.2 Effect of Spatial and Temporal Discretization 

The effect of spatial and temporal discretization on simulation results is shown in 

Figure 2-8 to Figure 2-14.  The results were convergent to discretization refinement in 

both time and space.   

Models A1-A4 used constant element size discretizations of increasing refinement.  

Model A5 used a variable size discretization with significant refinement near the 

wellbore and fracture intersections.  Simulation settings S1-S5 included a variety of 

values of ηtarg, the main parameter that controls time step duration. 

Figure 2-8 and Figure 2-9 show the final sliding and opening displacements of the 

simulations with different spatial discretizations (and the COMP2DD result).  Other than 
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Model A1, which used the coarsest discretization, results appear quite similar to the most 

highly refined results.  Figure 2-10 shows a calculation of the difference between the 

various simulations and the COMP2DD result.  It shows that the COMP2DD result was 

virtually identical to the result from Model A4-S3, which used the same discretization.  

Comparison between A4-S0 and A4-S3 indicates that results with direct BEM 

multiplication were virtually identical to results with Hmmvp.  Figure 2-10 shows that the 

results were convergent to discretization refinement.   

Figure 2-8, Figure 2-9, and Figure 2-10 give some insight into the coarsest 

discretization that can be reasonably used.  Results from A1 were clearly unacceptable, 

but results from A2 and A5 were reasonably close to the more spatially refined 

simulations.  Comparing between A2 and A5, A5 was modestly more accurate even 

though it had fewer elements than A2.  Evidently, the strategy of refining the 

discretization around the fracture intersections is better than using a constant element 

size. 

Figure 2-11 and Figure 2-12 show the effect of the spatial discretization on the flow 

rate history.  The A1 simulation was extremely different from the others.  The results for 

A2, A3, and A5 all matched the result from A4 reasonably closely, and A3 was the 

closest match.  A5 was significantly closer to the A4 result than A2 after about 250 

seconds.  Overall, every discretization except A1 performed reasonably well in matching 

the most highly resolved simulation, A4.  The A5 simulation was the best compromise 

between efficiency and accuracy, evidently because it used refinement near the wellbore 

and fracture intersections.   

Figure 2-13 and Figure 2-14 show the effect of time step duration on results.  

Simulations settings S1-S5 were used with Model A5.  The same spatial discretization 

was used because these simulations were designed to test the effect of temporal 

discretization.  Simulation A5-S1 used an exceptionally small value for ηtarg and for 

comparison purposes was assumed to be the most accurate solution. Figure 2-13 shows 

that A5-S5 was the only result that was extremely different from A5-S1.  Simulation A5-

S4 showed some difference from the benchmark, and A5-S2 and A5-S3 were very similar 

to A5-S4.  Figure 2-14 shows that the results were convergent to refinement.  
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The degree of discretization refinement in a simulation must be balanced against 

efficiency.  If the objective of a simulation is to obtain a highly accurate result, a more 

refined simulation may be required.  However, in subsurface modeling, error is usually 

unavoidable because of poor or incomplete information about the subsurface and 

simplifying assumptions about the physical processes taking place.  Because error due to 

uncertainty is already high, there little benefit to driving numerical error to nearly zero.  

Practically, accepting a modest numerical error is justified, especially if a problem is so 

complex it cannot be solved otherwise.  Model A is very simple, and so efficiency was 

not a major concern, but in larger models, efficiency is critically important.  Simulation 

results with Model A5 were reasonably similar to results from Model A4, yet were 

roughly 1000 times more efficient (Figure 2-10 and Figure 2-12).  For this reason, Model 

A5 was chosen as the best compromise between efficiency and accuracy, and 

discretization settings similar to A5 were used with Models B and C.  For temporal 

refinement, S3 or S4 were probably the best compromise between efficiency and 

accuracy (ηtarg equal to 0.5 MPa and 0.05 MPa, respectively).   

2.4.1.3 Solving Directly for Final Deformations 

In simulations A4-S6 and A4-S7, the final deformations of the fractures were 

calculated in a single step (Section 2.3.2.1).  This simulation strategy could be useful if 

the deformations between the initial and final state were not considered important.  In 

effect, the direct calculation method solves the same contact problem as COMP2DD 

(Mutlu and Pollard, 2008).   

Figure 2-16 and Figure 2-17 show that the final displacements from A4-S6 and A4-

S7 were virtually identical to the results from COMP2DD (relative error less than 10-6), 

and the calculations were much more efficient.  Comparison between A4-S6 and A4-S7 

shows that the direct BEM yielded virtually the same result as Hmmvp, yet the results 

using Hmmvp were much more efficient.   

Simulation A4-S6 (which used Hmmvp) reached virtually the same answer as 

COMP2DD and was 135 times faster than the Lemke algorithm and 1550 times faster 

than the SOCCP algorithm (Figure 2-15).  The time comparisons between COMP2DD 

and Simulation A4-S6 are not completely equivalent because COMP2DD is a Matlab 
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code and the simulator is written in C++.  Typically, Matlab codes have worse 

performance than C++ code (except for functions that are vectorized in Matlab).  

Nevertheless, the difference in efficiency cannot be completely explained by the 

difference between Matlab and C++. 

The direct solution method should have excellent scaling with problem size because 

the computation time is dominated by the matrix multiplications associated with updating 

stresses, and with Hmmvp, this step scales like n or nlog(n) (Sections 2.3.5 and 2.4.5).  

Because the model does not ever require assembly of the dense matrix of interaction 

coefficients (it only requires storage of the highly compressed heirarchical matrix form of 

the interaction matrices), the RAM requirements are much lower.   Therefore, the model 

could be used to solve extremely large contact problems that would not be feasible for 

algorithms that require assembly and solution of the full, dense matrix of interaction 

coefficients. 

It is likely that if the model had been more specifically tailored to be used as a direct 

solution algorithm, the calculation could have been done even more efficiently.  The fluid 

flow equations, while altered to have no effect on the solution, remained in the fluid 

flow/normal stress system of equations (Section 2.3.2.1), creating unnecessary 

computational effort.  Possibly, the solution could have been made more efficient if full 

coupling, rather than iterative coupling, had been used. 

As discussed in Section 2.2.3.8, it was found that the enforcement of inequality 

constraints on fracture displacements could lead to convergence failure in the shear stress 

residual equations for very complex, dense, or poorly discretized fracture systems.  

Possibly, convergence could be an issue for problems in which a direct solution is 

attempted because the initial guess may not be close to the final solution.  To improve 

robustness, a sparser iteration matrix could be used (Section 2.2.3.8).  A diagonal 

iteration matrix is the least efficient, but most robust choice.  Another alternative would 

be to apply the stresses gradually over several steps and perform several calculations. An 

equivalent strategy would be to apply the stresses abruptly, but use time stepping with an 

artificially large value of the radiation damping coefficient (or equivalently, use a normal 
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radiation damping coefficient but enforce very short time steps), which would force the 

deformations to occur gradually over several time steps. 

2.4.1.4 Effect of cstress 

The effect of the cstress option was tested by Simulations A3-(S9-S12).  Simulation 

A3-S9 can be compared to A3-S8, which was identical except that A3-S8 did not use the 

cstress option.  The final opening and sliding displacements from these simulations are 

shown in Figure 2-17 and Figure 2-18.   

Results from A3-S8 and A3-S9 were virtually identical.  The value of E0 in these 

simulations was very small, and so the closed fractures experienced very little normal 

deformation and induced little normal stress.  As E0 was increased, from S9 to S12, the 

normal displacements of the closed fractures became greater, and the induced normal 

stresses became increasingly significant.  As induced normal stresses became greater, the 

induced opening and sliding of the elements decreased, shown in Figure 2-17 and Figure 

2-18. 

These results demonstrate that for small values of E0 consistent with cracks, the 

cstress option has a limited effect.  For larger values of E0, consistent with faults or 

fracture zones, the cstress option could have a major impact on results.  However, these 

results are probably not realistic (Section 2.2.3.3) because the Shou and Crouch (1995) 

Displacement Discontinuity method is probably not appropriate for larger values of E0.  

The Shou and Crouch (1995) method is intended to describe the opening of cracks, not 

the poroelastic swelling of fault zones.  Future work is needed to replace the Shou and 

Crouch (1995) kernal with a boundary element method designed for swelling of porous 

fault zones. 

2.4.2 Model B 

Simulations were performed with Model B to test simulations options on a large, 

relatively complex fracture network.  Model B contained 52,748 elements and 1080 

fractures.  Each simulation involved injection at constant rate for two hours (in simulation 
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time), involved thousands to hundreds of thousands of time steps, and required hours to 

days of computation time on a single processor. 

The fracture network and simulation parameters were not calibrated to match any 

particular location.  Nevertheless, the results could be used to draw some interesting 

insights about shear stimulation. 

2.4.2.1 General Description of Results 

The results from Model B demonstrate pure shear stimulation -- transmissivity 

enhancement was from induced slip on preexisting fractures.  Injection pressure was 

consistently above 50 MPa, the least principal stress (Figure 2-30), but it was specified as 

a model parameter that new fractures could not form (Section 2.3.3).  As a result, all 

injected fluid was contained in preexisting fractures, some of which opened as the fluid 

pressure exceeded their normal stress.  The injection pressure was quite variable with 

time as evolution of transmissivity sometimes caused drops in injection pressure (Figure 

2-30). 

All fractures in the model were well oriented to slip in the preexisting stress state, yet 

not all fractures close to the wellbore slipped (Figure 2-18).  This occurred because of the 

way that shear stimulation progresses through the network and because of stress 

shadowing.   

The process of crack-like shear stimulation (described in Sections 3.4.2.2 and 4.4.2) 

is very efficient at propagating transmissivity enhancement down a single, linear fracture.  

Ahead of an effective shear crack tip (the boundary of where slip has occurred), there is a 

shear stress concentration that can induce slip and permeability enhancement (even if 

fluid pressure perturbation has not yet reached this point).  Therefore, once slip begins to 

occur on a fracture, it tends to relatively rapidly advance down the entire fracture.   

Episodic propagation of shear stimulation down faults can be seen in Figure 2-24, 

which shows the timing and magnitude of seismic events from Simulation B6.  There 

were periods of relatively intense seismicity.  Each period of seismic intensity 

corresponded to the progressive advancement of fluid pressure, slip and transmissivity 

enhancement down a particular fracture.  The effects were evident in the plot of injection 
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pressure.  For example, there was a period of intense seismicity at around 5500 seconds 

(Figure 2-24) as slip and transmissivity enhancement advanced down a newly stimulating 

fracture.  At the same time, injection pressure dropped (Figure 2-31).  There was a 

similar, smaller drop in injection pressure that corresponded with a period of intense 

seismicity around 5000 seconds (Figure 2-24 and Figure 2-31). 

In contrast to propagation of slip down a fracture, the initiation of slip on a fracture is 

(typically) not aided by induced stresses.  Most commonly, initiation of slip requires fluid 

pressure to diffuse into the (unstimulated) fracture, which is a process that is rate-limited 

by the initial transmissivity of the fracture (Section 3.4.2.2). 

When fractures slip, they relieve shear stress along their sides, inhibiting neighboring, 

parallel fractures from also slipping, a process referred to as stress shadowing.  In the 

simulations, the spatial range of the perturbation was limited by the height of the 

formation, 100 m, because the Olson (2004) correction was used (Section 2.2.3.2).  Stress 

interaction was manifested in other ways.  Fracture opening occurred in the extensional 

quadrants of slipping fractures (Figure 2-18) due to induced reductions in normal stress.   

These effects explain why many apparently well oriented fractures did not slip.  The 

most optimally oriented fractures intersecting the wellbore slipped earliest.  Once they 

began to slip, the shear stimulation process allowed stimulation to propagate along them 

quite rapidly.  The fractures that slipped first caused stress shadows that prevented or 

delayed the neighboring fractures from slipping.   

The final distribution of transmissivity was relatively extensive spatially, spreading 

200 m from the wellbore.  Yet most connections to the wellbore were relatively isolated 

from each other.  There were not necessarily direct flow pathways between neighboring 

stimulated fractures.  This is a realistic result for flow in fracture networks in low 

permeability matrix and a direct consequence of the use of discrete fracture network 

modeling and the inclusion of stresses induced by fracture deformation. 

2.4.2.2 Effect of Temporal Discretization Refinement 

Simulations B1-B4 tested the performance and accuracy of the model at various 

values of ηtarg, the parameter that determines time step duration (Section 2.2.3.9).  Figure 
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2-18 and Figure 2-19 show the final sliding and opening displacements for Simulations 

B1 and B4, the most and least temporally resolved simulations. With visual inspection, 

small differences can be observed (most notably, there is an entire fracture that slipped in 

Simulation B4 that did not slip in B1), but the results were generally rather similar.  Plots 

of the final displacements for B2 and B3 are not shown because they are visually 

indistinguishable from the results from B1 in Figure 2-18.   

From these results, it can be concluded that the value of ηtarg in Simulation B4 was 

too large, but the value for ηtarg in B2 and B3 was sufficient for reasonably accurate 

results.  Figure 2-20 demonstrates that results the results were convergent to temporal 

refinement.  The behavior of injection pressure with time was visually identical for 

Simulations B1-B3.  Simulation B4 was similar, but a major difference was that there 

was a drop in injection pressure near the end of the simulation that did not occur in 

Simulations B1-B3 (Figure 2-30).  The drop in injection pressure occurred when shear 

stimulation rapidly propagated a particular large fracture.  This fracture was stimulated in 

Simulation B4 but not in Simulations B1, B2, and B3 (Figure 2-18 and Figure 2-19), and 

so the drop in injection pressure did not occur in those simulations. 

Run-time and number of iterations increased significantly as ηtarg decreased (Figure 

2-27).  With larger ηtarg, average time step duration increased, and so the iterative 

coupling scheme required more iterations between the shear stress residual equations and 

the flow/normal stress residual simulations (see Section 2.2.3.1).  As a result, the 

simulations with larger ηtarg took fewer time steps but had greater run-time per time step 

(Figure 2-28).   

2.4.2.3 Effect of cstress  

Simulations B8 and B9 tested the cstress option with an E0 equal to 0.8 mm.  Testing 

of cstress with Model A3-(S9-S12) suggested that with E0 equal to 0.8 mm, the cstress 

option would probably have a moderate effect on the results.  For example, Simulation 

A3-S11, which used E0 equal to 1 mm, was significantly affected by the cstress option 

(Figure 2-16 and Figure 2-17). 
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From visual inspection, the plot of final slip and opening for Simulation B8 (Figure 

2-23) appears reasonably similar to the result from Simulation B1 (Figure 2-18).  cstress 

may have had less effect in Model B because the fractures were significantly larger than 

in Model A.  Because fracture stiffness decreases with length, less stress is induced on a 

fracture of greater length for the same normal displacement. Figure 2-20 shows that 

within the stimulated fractures, the Euclidean norm (scaled for problem size) of the 

difference in sliding displacement between Simulation B8 and B1 was roughly 4 mm.  

This difference is fairly significant because the average sliding displacement in the 

stimulated region was about 2.3 cm.   

The number of time steps performed during B8 simulations was almost identical to 

the number performed in B3 (which used the same ηtarg), but the simulation run-time was 

5.2 times greater.  Computation time per time step was roughly 5.9 s for B8 and 0.8 s for 

B3.  The additional simulation time was needed for two reasons.  With the cstress option, 

updating the stresses caused by deformation of the closed elements requires 

multiplication by the matrix of interaction coefficients (using Hmmvp).  Second, the 

iteration matrix in the flow/normal stress system of equations is significantly larger and 

requires more time to solve (Equation 2-30).   

2.4.2.4 Effect of Adaptive Domain Adjustment 

Simulations B5 and B9 used adaptive domain adjustment.  These simulations can be 

compared to B3 and B8, which were otherwise identical to B5 and B9 but did not use 

adaptive domain adjustment.  The reduction in computation time achieved by the 

adaptive domain adjustment was around 15% for the simulations not using cstress and 

about 30% for the simulations using cstress (Figure 2-27 and Figure 2-29).  The 

simulation results using adaptive domain adjusment were virtually identical to the 

simulations not using adapative domain adjustment.   

From Figure 2-29, it can be seen that at early time the simulations using adaptive 

domain adjustment were significantly more efficient, but after the early stages of the 

simulation, the advantage had disappeared.  It was expected that the efficiency gain 

would only occur early in the simulation beacuse as pressure perturbation and simulation 
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spread from the injector well, the number of elements included in the checklist increased 

until it included all elements.   

2.4.2.5 Dynamic Friction Weakening 

Simulation B6 was performed to test the effect of dynamic friction weakening 

(Section 2.4.3).  Seismic event magnitudes spanned a range between -2.5 and 2.0 (Figure 

2-24).  The minimum magnitude was determined by the minimum element size in the 

model.  Because slip was typically confined to a single fracture during a seismic event, 

the maximum magnitude was limited by the largest fracture in the model. 

Due to the Crack-like Shear Stimulation mechanism (Section 3.4.2.2).  There were 

periods of relatively intense seismicity separated by periods of relatively mild seismicity 

(Figure 2-24).  The periods of greater activity occurred as slip and transmissivity 

enhancement propagated down a fracture for the first time.  Once a fracture began to slip, 

transmissivity enhancement and fluid pressure were able to propagate down the fracture 

relatively quickly because slips induced shear stress along the fracture, which encouraged 

slip and transmissivity enhancement (Sections 3.4.2.2 and 4.4.2).  

Figure 2-26 shows the locations of the hypocenters with an adjustment to simulate the 

effect of relocation error.  The relocation causes the hypocenters to form a volumetric 

cloud.  However, Figure 2-21 shows the final slip distribution (with transmissivity 

enhancement closely correlated to slip), and it demonstrates that the actual fracture 

network is relatively sparse, widely spaced, and poorly connected.  This result is 

consistent with results from EGS, for example, where production logs sometimes 

demonstrate a wide spacing of flowing fractures yet microseismic relocations appear 

volumetric (Michelet and Toksöz, 2007). 

The results indicate the peril of attempting to infer fracture geometry from the shape 

of a microseismic cloud.  Without knowing the actual locations of stimulated fractures 

(Figure 2-21), an observer might infer from Figure 26 that there is a long fracture 

oriented in the direction of the y-axis at the location x = -150 m.  Figure 2-26 shows that 

no such fracture exists. 
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Simulation B6 was slightly more efficient per time step than Simulation B3, which 

used the same ηtarg.  Simulation B6 used significantly more time steps than Simulation B3 

because a large number of short time steps were needed to simulate the rapid slip during 

seismic events. 

2.4.2.6 Neglecting Stress Interaction 

In Simulation B7, neglecting stress interaction between fractures caused the 

stimulated fracture geometry to be completely different (Figure 2-22).  Stress interaction 

is rarely included in models of large, complex fracture networks (Section 1.2), but this 

example demonstrates how profoundly stress interaction affects simulation results.  There 

are many effects from stress interaction, but one of the most important is helping the 

region of transmissivity enhancement spread (a process referred to as crack-like shear 

stimulation that is described in detail in the Sections 3.4.2.2 and 4.4.2).  Induced shear 

stresses help stimulation propagate along fractures.  Without that effect, the stimulated 

region (in shear stimulation) can only grow as rapidly as flow can occur into elements at 

initial transmissivity, a process that can be very slow if initial transmissivity is low.  If the 

region of transmissivity enhancement grows too slowly to accommodate the injected 

fluid, fluid pressure is forced to rise, causing opening. 

In Simulation B7, new fractures were not permitted to form (Section 2.3.3), but 

preexisting fractures were permitted to open.  The thickness of the stimulated fractures in 

Figure 2-22 indicates that these fractures have opened significantly.  The crack tip region 

adjustment (Section 2.4.2) was not deactivated in Simulation B7, and this process turned 

out to be the primary way that the region of stimulation was able to grow.  Figure 2-31 

shows that the injection pressure during Simulation B7 was almost constant at around 55 

MPa.  This was the injection pressure at which the natural fractures were able to open, 

enabling the crack tip adjustment to be activated. 
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2.4.3 Model C 

Model C is an example of mixed-mechanism propagation, where stimulation 

progresses through both propagation of new fractures and opening and sliding of 

preexisting fractures (Section 3.1.1).  Mixed mechanism propagation is most commonly 

proposed as an explanation for gas shale stimulations (Gale et al., 2007; Weng et al., 

2011).  The natural fracture network was not percolating -- there were no continuous 

pathways through the reservoir contained only in the natural fractures  However, 

continuous, long distance pathways for flow were able to develop because of the 

formation of new fractures (Figure 2-32).  This is an important point of distinction 

between pure shear stimulation and mixed-mechanism propagation.  Shear stimulation 

requires percolation of the natural fracture network while mixed-mechanism propagation 

does not (Section 3.4.8).  In Chapter 3, there is much more analysis and discussion of 

mixed-mechanism propagation. 

Model C demonstrated that the model is capable of performing efficiently for mixed-

mechanism stimulations.  Model C ran significantly faster and used fewer time steps than 

Model B3, which used the same value for ηtarg.  However, Model C had fewer than half 

as many elements as Model B3 (Section 2.3.1). 

2.4.4 Model D 

The Model D simulations were performed to test the efficacy of the strain penalty 

factor and to investigate model behavior at low-angle fracture intersections.  In the two 

simulations without the strain penalty factor, there were unrealistic numerical artifacts, 

with rapid oscillation between large and small opening between elements (Figure 2-33 

and Figure 2-35).   

Comparison between D1-DS1 and D2-DS1 shows that discretization refinement 

reduces numerical artifacts at low-angle intersections, but it cannot eliminate then 

completely.  In D2-DS1, the region of numerical artifacts is smaller, localized in the 

immediate vicinity of the intersection, while in D1-DS1, numerical artifacts are present a 

significant distance from the intersection.   
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Numerical artifacts such as oscillations in fracture opening are not present in the 

simulations that used the strain penalty method, D1-DS2 and D2-DS2 (Figure 2-34 and 

Figure 2-36).  In D2-DS2, modest penalty stresses applied very near the intersection 

prevented numerical oscillations without having a major effect on the overall results.  In 

D1-DS2, penalty stresses prevented numerical oscillations, but comparison to D2-DS2 

shows that the results were affected significantly.  These results show that while the 

penalty stress method prevents numerical artifacts, it also causes inaccuracy.  D2-DS2 

shows that the inaccuracy caused by the penalty method can be limited to a very small 

region if the discretization is reasonably refined around the intersection. 

2.4.5 Hierarchical Matrix Decomposition 

Hmmvp demonstrated exceptional performance and scaling for matrix multiplication.  

For progressive refinement of a fracture network, Hmmvp had linear scaling with 

problem size (Figure 2-38).  For constant level of refinement and increasing problem 

size, Hmmvp had nlog(n) scaling with problem size (Figure 2-40).  For creation of the 

matrix approximation, Hmmvp had linear scaling (Figure 2-41).  

Tests of Hmmvp with the simulator demonstrated its accuracy and efficiency.  The 

settings for Simulations A4-S0 and A4-S3 were identical except that A4-S0 used direct 

matrix multiplication instead of Hmmvp.  The results were virtually identical, yet A4-S0 

required roughly ten times more computation time (Figure 2-10).  A similar comparison 

was made between Simulations A4-S6 and A4-S7, and in this case, the simulation using 

Hmmvp was 23 times more efficient.  The A4-S6 and A4-S7 simulation results were 

virtually identical (Figure 2-15).  Because FLOPs per multiplication achieved by Hmmvp 

grows much more slowly with size than direct matrix multiplication, the efficiency gain 

grows as the problem size increases. 

2.4.6 Extension of the Model to Three Dimensions 

The model described in this chapter could be extended to three-dimensional 

modeling.  Stress calculations would be identical except that a different boundary 

element method would be used to calculate interaction coefficients.  In the fluid flow 
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equations, three-dimensionality would only change the calculation of the geometric 

transmissibility term.  A few specific details would be changed, such as changing the way 

that the stress intensity factors are calculated (Section 2.2.5.2).  Changes would also be 

required for discretization and visualization of results.   

There are several physical issues specific to three-dimensional models that could be 

challenging to handle due to their inherent complexity.  For example, a propagating mode 

I fracture subjected to mode III loading may form an en echelon array of smaller fractures 

(Pollard et al., 1982). 

The main challenge of three-dimensional simulations is that they would require a 

greater number of elements.  Because our model only requires discretization of the 

fractures, the number of elements would be much smaller than if volumetric 

discretization was required (such as with finite element).  Because the Model B 

simulations ran in hours or days on a single computer, parallelization would be necessary 

for simulating substantially larger problems.  Fortunately, there is no major theoretical 

obstacle to parallelization.  The matrix multiplication aspect of the problem would be 

trivial to parallelize and has excellent scaling with problem size.  Solving the iteration 

matrix system in the flow/normal stress subloop could be done with standard parallel 

solvers for sparse systems. 

2.5 Conclusions 

The modeling methodology described and demonstrated in this chapter is capable of 

efficient and accurate simulation of fluid flow, deformation, seismicity, and 

transmissivity evolution in large two-dimensional discrete fracture networks.  

Appropriate stress boundary conditions and constraints on displacements are applied on 

elements depending on whether they are open, sliding, or stationary.  Results are 

convergent to grid refinement, and discretization settings required for acceptable 

accuracy were identified.  A variety of techniques that enable efficiency and realistic 

model behavior -- such as adaptive domain adjustment, crack trip region adjustment, and 

the strain penalty method -- have been developed and tested.  The model can be used for 
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direct solution of fracture contact problems in a way that has minimal memory 

requirement, excellent efficiency, and desirable scaling with problem size. 

Test results demonstrated the critical importance of including stresses induced by 

deformation in modeling of stimulation.  These stresses directly impact the mechanism of 

stimulation propagation and the properties of the resulting fracture network. 

The primary limitations of the model are that it is two-dimensional and that it requires 

the paths of newly forming tensile fractures to be specified in advance.  There is no 

theoretical reason why these limitations could not be resolved in future work. 

The model can be used to explore the behavior of hydraulic stimulation in settings 

where preexisting fractures play an important role.  The model can be used to describe 

pure shear stimulation, mixed-mechanism stimulation, or purely opening-mode 

propagation of tensile fractures.  
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Chapter 3 

3 Conceptual Models of Stimulation 

This chapter describes the investigation of the mechanisms of stimulation during 

hydraulic fracturing in low matrix permeability settings such as gas shale or Enhanced 

Geothermal Systems (EGS).  Four stimulation mechanisms were identified that 

encompass the variety of conceptual models that are used in the EGS and gas shale 

literature: pure opening mode (POM), pure shear stimulation (PSS), mixed-mechanism 

stimulation (MMS), and primary fracturing with shear stimulation leakoff (PFSSL).  

Identification of stimulation mechanism has direct application in stimulation modeling, 

stimulation optimization, and formation evaluation.  Numerical simulations 

representative of the four stimulation mechanisms were performed using a hydraulic 

fracturing model that couples fluid flow, stresses induced by fracture deformation, and 

transmissivity evolution in two-dimensional discrete fracture networks that contain as 

many as thousands of fractures.  The behavior of the models was studied to determine the 

overall properties of the different stimulation mechanisms.  Based on the simulation 

results, practical methods of diagnosing stimulation mechanism were developed.  These 

diagnostic methods include interpretation of the downhole fluid pressure during injection, 

shut-in, and production, microseismicity, and wellbore image logs.  A "Tendency for 

Shear Stimulation" (TSS) test was designed as a practical, direct way to interrogate 

formation properties and help identify stimulation mechanism in the field.  Potential 
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pitfalls for estimating least principal stress were identified.  A variety of geological 

factors that may affect the stimulation mechanism were summarized.  Mechanisms that 

could cause reduced fluid recovery were demonstrated.  A mechanism referred to as 

"Crack-like Shear Stimulation" (CSS) was identified as controlling the rate at which 

shear stimulation progresses along a fracture.  Even thought the PSS mechanism is 

commonly assumed in geothermal energy, there is substantial reason to suspect that 

MMS may be a better conceptual model in many EGS projects. 

3.1 Introduction 

The classical conceptual model of hydraulic fracturing is that one or several wing-

shaped, opening mode fractures propagate away from the wellbore (Khristianovic and 

Zheltov, 1955; Perkins and Kern, 1961; Geertsma and de Klerk, 1969; Nordgren, 1972).  

This conceptual model is still used in hydraulic fracturing design and modeling in 

conventional settings (Economides and Nolte, 2000; Meyer and Associates, Inc., 2011; 

Adachi et al., 2007).  However, the classical conceptual model neglects the effect of 

preexisting fractures, which play a critical role in low matrix permeability settings such 

as EGS or gas shale. 

Evidence of the role of preexisting fractures comes from a variety of sources.  In EGS 

projects in crystalline rock, wellbore observations demonstrate that during and after 

stimulation, fluid exits from the wellbore from preexisting fractures, not from newly 

formed tensile fractures.  For example, this has been observed at projects in Fenton Hill, 

New Mexico, USA (Brown, 1989), Rosemanowes, UK (Moore and Pearson, 1989, 

section 3.4.3), Ogachi, Japan (Ito, 2003), Soultz-sous-Forêts, France (Evans, Genter, and 

Sausse, 2005; Dezayes et al. 2010), and Cooper Basin, Australia (Baisch et al., 2009).   

In gas shale, the word "complexity" is often used to express the idea that formation 

productivity is generated by both the propagation of new fractures and induced opening 

and shear of preexisting fractures (Fisher et al., 2004; Bowker, 2007; Gale et al., 2007; 

Cipolla et al., 2008; King, 2010).  The complex fracture network conceptual model for 

gas shale is based on wide fairways of microseismicity (Warpinski et al., 2005), 
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laboratory experiments (Blanton, 1982; Renshaw and Pollard, 1995; Gale and Holder, 

2008; Gu et al., 2011), direct observation from mine-backs and coring across induced 

fractures in settings other than gas shale (Warpinski and Teufel, 1987; Warpinski et al., 

1993; Mahrer, 1999; Jeffrey et al., 2009), correlation of productive zones to natural 

fracture density (Ketter et al., 2006; Mullen et al., 2010; Moos et al., 2011), and 

calculations demonstrating that large stimulated fracture surface areas are needed to 

explain the high cumulative recoveries achieved in low matrix permeability formations 

(Mayerhofer et al., 2010; Fan et al., 2010; Cipolla et al., 2010).   

In both EGS and gas shale, microseismicity is apparently generated by the process of 

induced slip on preexisting fractures.  In EGS, induced seismicity can sometimes be 

strong enough to be felt at the surface, indicating that slip surfaces during a single event 

can be as high as tens of thousands of m2 (Majer et al., 2007).  In gas shale, 

microseismicity is much lower magnitude, and substantial evidence suggests that most 

slip is aseismic (Zoback et al., 2012). 

Although it is well established that preexisting fractures play an important role in 

EGS and gas shale, the details are not fully understood.  Permeability generation and 

fluid storage may occur in new opening-mode fractures or in preexisting fractures that 

either open or fail in shear.  Each of these processes may play a greater role in some 

settings than in others and may occur to different degrees in different parts of the same 

reservoir.  The way that different modes of deformation interact to generate permeability 

can be categorized in different ways, which we refer to as the "stimulation mechanism" or 

the "conceptual model." 

In this work, four conceptual models for stimulation mechanism were investigated 

(described in detail in Section 3.1.1): (1) pure opening mode propagation of new 

fractures, referred to as POM (Pure Opening Mode), (2) pure shear mode deformation of 

preexisting fractures, referred to as PSS (Pure Shear Stimulation), (3) opening mode 

propagation of primary fractures with leakoff into a surrounding zone of shear 

stimulation of preexisting fractures, referred to as PFSSL (Primary Fractures with Shear 

Stimulation Leakoff) and (4) mixed propagation of new opening mode fractures and 
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shear and opening of preexisting fractures, referred to as MMS (Mixed-Mechanism 

Stimulation). 

We do not intend to propose a general classification scheme for stimulation 

mechanism.  These four mechanisms do not include every possible conceptual model (for 

example, Zhai and Sharma, 2005).  In some cases, conceptual models might be best 

described as intermediate between the different mechanisms.  It is also possible that 

different mechanisms could take place simultaneously in different parts of the reservoir 

during a single stimulation.  Despite some limitations, these concepts are presented 

because they are useful for conceptualizing and modeling hydraulic stimulation. 

Here, we use the term "complexity" to refer to fracture network that has a large 

number of distinct fractures participating in flow.  Complexity is a property that is 

distinct from stimulation mechanism.  Hypothetically, any of the four mechanisms 

described in this chapter could occur in a "simple" or a "complex" way.  For example, the 

PSS mechanism would be considered simple if shear stimulation was localized to a few 

large, planar fault zones (shown later in Simulation B).  PSS would be considered 

complex if shear stimulation occurred in a volumetric, distributed network of smaller 

fractures (shown later in Simulation H).  Complex stimulation in settings with high 

matrix permeability is unfavorable because of excessive fluid leakoff.  Low stress 

anisotropy contributes to greater fracture complexity by allowing a variety of fractures 

orientations to be able to open or shear at similar fluid pressure (Delaney et al., 1986; 

Olson and Pollard, 1989; Doe and Boyce, 1989).  

Categorizing and identifying stimulation mechanisms could be useful for a variety of 

modeling and engineering purposes (Section 3.1.2).  In a computational model, 

stimulation mechanism is a fundamental assumption that directly affects both results and 

the design of the model itself.  In formation evaluation, variations in stimulation 

mechanism could help explain differences in productivity between wells and stages.  In 

stimulation design, operational parameters could be optimized for each mechanism.   

The four conceptual models described in this chapter represent different ideas about 

the physical mechanisms causing enhancement of formation productivity.  Stimulations 
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are designed to encourage the physical processes causing stimulation, and so different 

hypotheses about mechanism will lead to different stimulation designs. 

Based on modeling results in this chapter and a review of the literature, a variety of 

geological conditions that may affect stimulation mechanism were identified (Section 

3.1.3).  However, modeling and analysis have not progressed to the point where these 

factors can be integrated unambiguously into a prediction of mechanism prior to 

stimulation.  Predicting mechanism in advance is particularly difficult because 

stimulation mechanism is often not well established even after stimulation has been 

performed.   

As noted by Starfield and Cundall (1988), when modeling systems with limited data, 

problems can be ill-posed and validation can be difficult or impossible.  For example, 

stimulation models commonly perform validation by matching injection pressure, flow 

rate, and/or spatial and temporal distribution of microseismicity (Bruel, 2007; Palmer et 

al., 2007; Cipolla et al., 2011).  However, these validations are nonunique, and a great 

variety of potential models, using a variety of underlying assumptions, could be 

constructed to match the limited available data.  Drilling, coring, and/or logging a well 

through a newly fractured volume of rock in an EGS or gas shale reservoir (for example, 

through a region of high microseismic density) would allow direct observation of 

stimulation mechanism.  However, this sort of data collection would be expensive and is 

very rarely done (two examples where this has been done are Warpinski et al., 1993 and 

Fast et al., 1994, from tight gas sand and Opal-A diatomite, respectively). 

Diagnostic methodologies are needed that can identify stimulation mechanism using 

data that can be collected routinely during and after stimulation.  The ability to diagnose 

mechanism would enable validation of numerical models and lead to the development of 

methodologies that could be used to predict mechanism in advance.   

In this study, computational modeling was used to investigate the properties of the 

stimulation mechanisms in order to identify methodologies that could be used practically 

to identify mechanism.  A variety of simulations were performed that were designed to be 

representative of the various mechanisms of stimulation (Sections 3.2 and 3.3).  The 

overall behavior of these simulations is discussed in Sections 3.4.1 to 3.4.4.  
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Methodologies to diagnose stimulation mechanism are summarized in Section 3.4.11.  

Diagnostic methodologies include identifying the relationship between downhole fluid 

pressure and the least principal stress, σ3, during injection, shut-in, and production 

(Sections 3.4.5 and 3.4.6) and a proposed test called a Tendency for Shear Stimulation 

test (TSS), that would directly measure the formations ability to shear stimulate (Section 

3.4.8).  Microseismicity hypocenter relocations can be used in TSS tests and for 

identification of shear stimulation propagating along large faults (Section 3.4.9).  Because 

of the importance of accurate estimation of σ3 for the results of this chapter, a variety of 

pitfalls are discussed that could cause inaccurate estimation of σ3 (Section 3.4.7).  Two 

different mechanisms were identified for poor fluid recovery (in addition to leakoff into 

the matrix): leakoff into the natural fracture network and snapoff, where fracture closure 

causes isolation of open fractures away from the wellbore (Section 3.4.6).  A physical 

process, referred to as crack-like shear stimulation (CSS) was identified as the 

mechanism by which shear stimulation propagates along a fracture (Section 3.4.2.2).  The 

CSS process was observed in simulation results throughout this dissertation and is 

important in determining the rate at which shear stimulation propagates through a 

formation (Sections 2.4.2.5, 3.4.2.2, and 4.4.2). 

The numerical model used in this chapter is described in complete detail in Chapter 2 

and is summarized in Section 3.2.1.  The model simulates fluid flow, deformation, 

permeability evolution, and fracture propagation in complex discrete fracture networks 

involving up to several thousand fractures.  The model assumes single-phase, isothermal 

flow of liquid water, negligible matrix permeability, and small strain deformation in a 

homogeneous, isotropic, infinite, linearly elastic medium.  The model was designed 

specifically for simulation of hydraulic stimulation in low matrix permeability settings 

where preexisting fractures play an important role.   

In this research, we sought to follow the methodology described by Starfield and 

Cundall (1988), who said that "the purpose of modelling data-limited problems is to gain 

understanding and to explore potential trade-offs and alternatives, rather than make 

absolute predictions."  They suggested an iterative strategy for studying data-limited 

systems.  In this strategy, models are used to identify insightful new ways to obtain or 

interpret data.  Subsequent gathering of new data leads to improved models, and so on.  
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Here, modeling was used to identify data collection and analysis that could be used to 

determine stimulation mechanism, which would in turn lead to improved design of 

stimulation models. 

A significant amount of terminology is defined in this chapter, and so Table 3-1 is 

provided as a reference to help keep track. 
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Table 3-1: Summary of terminology used in Chapter 3. 

Terminology Description Description in Text 

POM Pure Opening Mode Section 3.1.1 

PSS Pure Shear Stimulation Section 3.1.1 

PFSSL 

Primary Fracturing with Shear Stimulation 

Leakoff Section 3.1.1 

MMS Mixed mechanism stimulation Section 3.1.1 

CSS Crack-like shear stimulation Section 3.4.2.2 

ECSS Episodic crack-like shear stimulation Section 3.4.2.2 

SCSS Smooth crack-like shear stimulation Section 3.4.2.2 

TSS Tendency to Shear Stimulation Section 3.4.8 

Simulation A Prototype of POM Section 3.2.2 

Simulation B Prototype of PSS Section 3.2.2 

Simulation C Simulation B with low initial transmissivity Section 3.2.2 

Simulation D Simulation B with low fracture storativity Section 3.2.2 

Simulation E Prototype of MMS Section 3.2.2 

Simulation F Prototype of PFSSL Section 3.2.2 

Simulation G TSS test in a non-percolating network Section 3.2.2 

Simulation H TSS test in a percolating network Section 3.2.2 

Simulation I 

Step rate test with fracture properties 

similar to Simulation B Section 3.2.2 

Injection Schedule 

S1 

Injection at three different rates, shut-in, 

then production Section 3.2.2 

Injection Schedule 

S2 

Injection at constant pressure less than 

minimum principal stress Section 3.2.2 

Injection Schedule 

S3 Step rate test injection schedule Section 3.2.2 
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Fracture Network F1 Only potentially forming fractures Figure 3-3 

Fracture Network F2 

A few spatially extensive faults and long, 

continuous potentially forming fractures Figure 3-4 

Fracture Network F3 

Non-percolating natural network with lots 

of potentially forming fractures that 

terminate against natural fractures Figure 3-5 

Fracture Network F4 

Percolating, dense network of 

intermediate length fractures with long, 

continuous potentially forming fractures Figure 3-6 

Fracture Network F5 

Non-percolating natural network with a 

high density of short fractures Figure 3-7 

3.1.1 Mechanisms of Stimulation 

The four stimulation mechanisms investigated in this research are: Pure Opening 

Mode, POM, Pure Shear Stimulation, PSS, Primary Fracture with Shear Stimulation 

Leakoff, PFSSL, and Mixed-Mechanism Stimulation, MMS (Figure 3-1). 

 

 

 

In the POM mechanism, fracturing occurs through the propagation of new, opening 

mode fractures.  The classical conceptual model of hydraulic fracturing is POM 

stimulation in which fractures form in large planar features (Khristianovic and Zheltov, 

1955; Perkins and Kern, 1961; Geertsma and de Klerk, 1969; Nordgren, 1972).  This 

POM       PSS               PFSSL   MMS 

Figure 3-1: Reservoir scale schematics of stimulation mechanism.  Blue lines represent 
preexisting fractures that experience enhanced transmissivity due to opening or slip.  Red 
lines represent newly formed tensile fractures.  Black dots represent the wellbore. 
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conceptual model is still used widely in modern hydraulic fracturing design (Economides 

and Nolte, 2000; Adachi et al., 2007; Meyer and Associates, Inc., 2011).  According to 

our definition of POM stimulation, the fractures do not have to form large planar features 

(which is an idealization of actual fractures geometries, see Warpinski et al., 1993 and 

response by Nolte, 1993; Mahrer, 1999), but it is necessary that continuous paths through 

the reservoir traverse almost entirely through newly formed, opening-mode fractures.  To 

satisfy our definition of POM, permeability enhancement due to slip on preexisting 

fractures must be minor or nonexistent.  The POM model is appropriate for reservoirs 

where natural fractures have little impact on either the propagation of newly forming 

fractures or the overall process of permeability enhancement. 

In the PSS mechanism, injected fluid induces slip on preexisting fractures, increasing 

their transmissivity.  In general, the fluid pressure needed to induce slip on preexisting 

fractures can be above or below the minimum principal stress (typically below) and is 

dependent on the local stress state and fracture orientation (Murphy and Fehler, 1986; 

Pine and Batchelor, 1984).  If injection pressure is above the least principal stress, 

opening of new or preexisting fractures may occur.  This may happen during the PSS 

mechanism, but in order to be categorized as PSS, the effect of fracture opening on fluid 

flow and stimulation must be minor relative to the effect of shear stimulation.   

The PSS mechanism is the most widely accepted conceptual model in EGS, where it 

is referred to as shear stimulation or hydroshearing (Pine and Batchelor, 1984; Murphy 

and Fehler, 1986; Evans, 2005; Kohl and Mégel, 2007; Bruel, 2007; Dezayes et al., 2010; 

Ito, 2003; Ito and Hayashi, 2003; Tester, 2007, Cladouhos et al., 2011).  The PSS 

mechanism is not found in the gas shale literature because in gas shale it is always 

assumed that newly forming fractures propagate through the reservoir.  The PSS 

mechanism is only possible in lithologies where slip causes an increase in permeability 

(Esaki et al., 1999; Lutz et al., 2010). 

In the PFSSL mechanism, as in the POM mechanism, opening mode fractures 

propagate continuously through the reservoir without major disruption due to preexisting 

fractures.  In the PFSSL mechanism, unlike the POM mechanism, shear stimulation takes 

place during or after the propagation of the new fractures.  Fluid leaks off from the 
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primary fractures (the continuous, propagating opening mode fractures) into a 

surrounding region of shear stimulation.   

In gas shale, the PFSSL mechanism is often used because the high fracture surface 

area of the secondary region could explain the high productivity of wells after 

stimulation.  The PFSSL mechanism has been used in gas shale stimulation modeling by 

Warpinski et al. (2001), Palmer et al. (2007), Rogers et al. (2010), Nagel et al. (2011), 

and Roussel and Sharma (2011).  The primary fractures (the large, continuous opening 

mode fractures) are typically modeled with the same techniques used in classical 

hydraulic fracturing.   

In the MMS mechanism, opening mode fractures propagating through the formation 

tend to terminate at preexisting fractures.  Preexisting fractures may open or slide, and 

new opening mode fractures may initiate from preexisting fractures.  A key characteristic 

of the MMS mechanism is that continuous flow pathways through the reservoir pass 

through both new and preexisting fractures.   

The MMS mechanism does not necessarily imply a complex fracture network.  

However, in gas shale, the process of branching through fracture termination and 

reinitiation is often used to explain the fracture complexity believed to exist in the 

reservoir based on the typically high well productivity (Gale et al., 2007; Bowker, 2007; 

Warpinski et al., 2009; Cramer, 2008).  The MMS mechanism has been used in gas shale 

stimulation modeling by Damjanac et al. (2010), Weng et al. (2011), and Wu et al. 

(2012).  The MMS mechanism is not prominent in the EGS literature, but as discussed in 

Section 3.4.6, Brown (1989) and Brown et al. (2012) argued that the MMS mechanism 

took place at the Fenton Hill EGS project. 

3.1.2 Practical Consequences of Stimulation Mechanism 

Engineers' assumptions about stimulation mechanism have a variety of practically 

important consequences.  Stimulations mechanism affects analysis of well performance 

data to identify optimal design, design decisions based on physical intuition, formation 

evaluation, and stimulation modeling. 
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Some studies of gas shale stimulation technique have used large data sets to seek 

correlations between wellbore performance and various operational and geological 

parameters (Lehman and Shelley, 2010).  A problem with this approach is that optimal 

stimulation strategy may depend on geological parameters that are not the same for every 

well.  Studies may not be successful if they lump every well in a play into a single data 

set.  A sophisticated statistical analysis may attempt to derive more complex relationships 

between geological parameters, operational parameters, and performance.  But even the 

best statistical methods may not be able to distinguish the full character of complex 

relationships.  Also, statistical methods remain limited by the imagination of the user.  

Critical data that could be used for stimulation optimization (for example, wellbore image 

logs) may not be gathered or may not be included in the statistical analysis.  A better 

understanding of mechanism could alert engineers to the relationships that they might 

expect to find in datasets (assisting in the design of statistical studies) and help engineers 

decide what data might be useful to collect. 

Just as importantly, understanding of mechanism could assist engineers extrapolate 

performance to settings where data has not yet been gathered.  Ideas about mechanism 

could help predict stimulation performance in new geological settings and to predict the 

performance of new stimulation techniques that have not yet been tried.   

From the point of view of stimulation design, different strategies may be attempted 

depending on the physical process that is believed to be causing good performance.  

Perhaps with PFSSL, maximizing the length of the "primary" fracture may be viewed as 

the best way to maximize stimulated fracture surface area.  Perhaps with MMS, fracture 

branching due to termination at natural fractures may be viewed as key to creating an 

effective stimulation.  Decisions such as injection rate and timing of proppant may be 

very different depending on whether engineers are trying to maximize branching 

(assuming MMS) or maximize fracture length (assuming PFSSL). 

From the point of view of formation evaluation, engineers expecting PSS or PFSSL 

may seek out formations with abundant fractures that are well oriented to slip in the local 

stress state.  High anisotropy of stress may be seen as a positive, because it would tend to 

cause higher shear stress on natural fractures.  In contrast, if engineers expect MMS, 
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lower stress anisotropy may be seen as a positive because it would encourage fracture 

branching. 

From the point of view of modeling, it is clear that accurate ideas about mechanism 

are critical.  Models may be developed with great care and sophistication, but if they do 

not describe the correct physical processes, they will have limited usefulness.  

Nonuniqueness allows a variety of models to match the limited data, leading to a sense of 

confidence in numerical modeling results that may not be well founded. 

3.1.3 Effect of Geological Parameters on Stimulation Mechanism 

In this section, the effects of certain geological parameters on stimulation mechanism 

are summarized.  This discussion is based on review and interpretation of the literature 

and on results in this chapter.  Interpretation of these various geological parameters to 

determine stimulation mechanism may sometimes be ambiguous, which is why a major 

purpose of this research is to identify ways that stimulation mechanism could be 

identified in the field (after stimulation) without relying on interpretation of geological 

parameters.  Nevertheless, understanding of the effect of geological parameters is useful.  

Future studies could use geological characterization to predict stimulation mechanism 

and then use diagnostic methodologies to validate or refute the predictions.  With 

increasing experience, methodologies to predict stimulation mechanism will grow more 

robust.  Table 3-5 in Section 3.4.11 summarizes the methodologies that could be used to 

diagnose mechanism after stimulation has been performed. 

The geological parameters discussed in this section are: storativity of natural 

fractures, transmissivity of natural fractures before and after induced shear, stress state, 

natural fracture density and orientation, percolation of the stimulated natural fractures 

network, termination of propagating new tensile fractures at preexisting fractures, and the 

difference in tensile strength between intact rock and natural fractures.  In keeping with 

the focus of this chapter, low matrix permeability and low initial fracture transmissivity 

are assumed. 

Table 3-2 summarizes key points about how these factors may affect the tendency for 

a particular mechanism to occur.   
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Table 3-2: Effect of geological conditions (columns) on stimulation mechanism (rows).  

  

High 

natural 

fracture 

storativity 

Percolation 

of natural 

fractures 

Frequent 

termination 

of 

propagating 

fractures 

against 

natural 

fractures 

Initial fracture 

transmissivity 

Closed, 

stimulated 

fracture 

transmissivity 

Natural 

fractures well 

oriented for 

slip and that 

increase 

transmissivity 

with slip 

POM     Discourages    Discourages 

PSS 

Required, 

unless 

fractures 

are very 

closely 

spaced Required   

Must be 

adequate 

Must be 

adequate to 

prevent 

pressure 

buildup Required 

PFSSL   Encourages Discourages 

Must be 

adequate  Required 

MMS     Encourages       

Geological parameters that encourage frequent fracture termination (the fourth 

column of Table 3-2) are (1) low stress anisotropy (causing a similarity in the normal 

stress between propagating new fractures and the natural fractures being intersected), (2) 

abundant fractures oriented at a low angle to the direction perpendicular to the least 

principal stress (so that propagating fractures tend to intersect natural fractures at low 

angles), and (3) weak fracture infilling (Section 3.1.3.3). 

3.1.3.1 Requirements for Shear Stimulation 

Several geological conditions must be present for shear stimulation to occur (in either 

the PSS, MMS, or PFSSL mechanisms).  The two basic requirements are that there must 

be natural fractures that are well oriented to slip in the local stress state (Murphy and 

Fehler, 1986), and slip on those fractures must permanently increase transmissivity (Lee 

and Cho, 2002; Esaki et al., 1999; Lutz et al., 2010).  

A requirement for effective shear stimulation in the PSS and PFSSL mechanisms is 

percolation of the stimulated natural fracture network.  In the context of fracture 
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networks, percolation refers to the presence of continuous flow paths through the network 

(Berkowitz, 1995).  If a natural fracture network does not percolate, then fluid cannot 

flow significant distances through the reservoir unless new fractures are formed (because 

we assume matrix permeability and initial fracture transmissivity are low).  If the natural 

fracture network does not percolate, pressure will build up and lead to propagation of 

new, opening mode fractures.  The PFSSL mechanism could happen only to a limited 

extent without percolation.  In the PFSSL mechanism without percolation, the secondary 

region of shear stimulation would be localized near to the primary tensile fractures.  

Percolation is not required for the MMS mechanism.  

For a given fracture size distribution, there is a fracture density percolation threshold 

at which the reservoir transitions abruptly between percolation and nonpercolation.  For 

the same number of fractures intersecting a wellbore, a greater number of smaller 

fractures will be less likely to percolate than a smaller number of larger fractures 

(demonstrated in Section 3.4.8).  Unfortunately, fracture size is not well constrained from 

wellbore image logs, and predicting percolation is challenging.  Another complication is 

that only fractures that experience shear stimulation (the fractures that are well oriented 

to slip in the local stress state and experience increased transmissivity due to slip) 

contribute to percolation of the stimulated network. 

3.1.3.2 Requirements for the PSS Mechanism 

A characteristic of the PSS mechanism is that the (stimulated) natural fracture 

network must have the capacity to accept fluid at the rate that it is injected.  If the natural 

fracture network cannot do so, even if injection causes shear stimulation of some natural 

fractures, injection pressure will build up and fluid will eventually be diverted into new, 

opening mode tensile fractures that propagate through the formation. 

If fractures are able to open (the fracture walls come out of contact), void aperture can 

be as large as centimeters.  But for truly crack-like, closed fractures, void aperture is 

typically on the order of hundreds of microns (Barton et al., 1985; Esaki et al, 1999; Chen 

et al., 2000; Lee and Cho, 2002).  To contain large volumes of injected fluid, closed, 

crack-like fractures must either be extremely densely spaced or occupy an unrealistically 

large areal extent (discussed in Section 3.4.2.3 and Chapter 6).  In EGS, natural fractures 
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are often closely spaced, but flowing fractures tend to be rather widely spaced (Richards 

et al., 1994; Ito and Kaieda, 2002; page 533 of Brown et al., 2012; Miyairi and 

Sorimachi, 1996; Wyborn et al., 2005; Baria et al., 2004; Evans, Genter, and Sausse, 

2005; Dezayes et al., 2010).  As a result, the PSS mechanism may be difficult in settings 

where fractures are only crack-like fractures.  In gas shale, we are not aware of studies 

that have directly observed the spacing of flowing natural fractures. 

In some geological settings, "closed fractures" are not crack-like and can have 

significant storativity.  For example, at the EGS project at Soultz, there are fault zones 

with thickness of meters that have elevated permeability and porosity (Genter and 

Traineau, 1996; Genter et al., 2000; Chapter 5).  An alternative, more speculative, 

explanation for fluid storage in closed fractures is that nonlinear fracture geometry may 

cause macroscopic opening when fractures shear (Dieterich and Smith, 2010; Griffith et 

al., 2010; Kaven et al., 2012; Ritz and Pollard, 2012), leading to significant storativity.  

Most of the time in gas shale and EGS, natural fractures are mineralized completely shut 

prior to stimulation (Gale et al., 2007; Fan et al., 2010). 

Another requirement related to fluid storage is that the "stimulated region" must be 

able to grow fast enough to contain the injected fluid.  The stimulated region can be 

defined as the region of the reservoir where fluid pressure is elevated and slip and 

transmissivity enhancement have occurred.  If the stimulated region cannot grow fast 

enough to contain all of the injected fluid, pressure will build up, which could lead to 

tensile fracturing.  The rate of growth of the stimulated region is affected by the initial 

fracture transmissivity, the stimulated fracture transmissivity, and the natural fracture 

network complexity (Section 3.4.2.2).   

Another requirement for shear stimulation to prevent tensile fracturing is that the 

stimulated transmissivity must be adequate.  Even if the fractures in the stimulated region 

have high storativity and the stimulated region is able to grow relatively quickly, fluid 

pressure will build up excessively if the transmissivity of the stimulated region is too low 

(McClure and Horne, 2012). 
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3.1.3.3 Fracture Termination 

A key differentiating factor between the MMS and PFSSL mechanisms is whether 

propagating fractures terminate at natural fractures (and subsequently divert and branch) 

or whether they propagate across natural fractures. If crossing consistently occurs, then 

newly forming fractures will be able to form continuous pathways through the reservoir, 

leading to the PFSSL mechanism.  

The idea that fracture termination can occur during hydraulic stimulation is supported 

by laboratory experiments (Blanton, 1982; Renshaw and Pollard, 1995; Zhou et al., 2008; 

Gu et al., 2011), mine-back experiments (Warpinski and Teufel, 1987; Warpinski et al., 

1993; Mahrer, 1999; Jeffrey et al., 2009), and many computational investigations, 

including Dahi-Taleghani and Olson (2009), Gu and Weng (2010), Keshavarzi and 

Mohammadi (2012), and Fu et al. (2012). 

Fractures can be terminated by inducing either opening or slip of the intersected 

fracture.  The consensus in the literature is that fracture arrest is encouraged by a low 

angle of approach, close proximity of the normal stress resolved on the propagating 

fracture and the natural fracture, weak infilling for natural fractures, and low net pressure 

(defined as the amount fluid pressure exceeds σ3).  It is also possible for a propagating 

fracture to both open and cross a preexisting fracture (Gu et al., 2011).   

Net pressure can be increased by high fluid viscosity and proppant, which is probably 

why fracture "complexity" has been observed to be increased in slickwater fracturing 

treatments (Cipolla et al., 2008).  A more viscous fluid may reduce the likelihood of 

diversion due to opening of preexisting fractures by increasing pressure drop in the 

preexisting fracture (Zoback et al., 1977). 

Within the MMS mechanism, there is competition between the opening of new, 

propagating fractures, and the opening of preexisting fractures.  Once a preexisting 

fracture is opened, new tensile fractures may initiate off of it and begin to propagate.  

This would be favorable because the newly forming fractures can be oriented 

perpendicular to the least principal stress, and typically preexisting fractures are not 

oriented perpendicular to the least principal stress (though they could be).  However, to 

initiate a new fracture, the tensile strength of intact rock must be overcome, which may 
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be significantly greater than the tensile strength of the mineralized joints (Gale and 

Holder, 2008).  The influence of tensile strength on fracture initiation was demonstrated 

by Brown (1989), who reported that at the Fenton Hill EGS project in granite, injection 

was performed at 15 MPa above the minimum principal stress, causing opening of 

preexisting fractures, but tensile fractures did not form at the wellbore.   

The effect of fracture termination against natural fractures may be somewhat different 

between two-dimensional models and three-dimensional models.  Considering the three-

dimensional problem, a natural fracture may not span the entire height of a formation, in 

which case the full height of a propagating vertical fracture would not terminate against 

it.  The consequences of partial termination for the overall propagation of hydraulic 

fractures are complex, and we are not aware of a study that has addressed this issue.   

Because of the possibility of partial termination, it seems that interference from 

natural fractures may be somewhat less effective at preventing propagation of large, 

continuous fractures in three-dimensional models.  On the other hand, growing hydraulic 

fractures in three dimensions face resistance from propagation in the vertical direction, 

and this is a process that does not occur in two-dimensional models (which assume that 

newly formed fractures span the entire formation thickness).  

3.2 Methodology 

3.2.1 Details of the Stimulation Model  

Basic details of the stimulation model used in this work are reviewed in this section.  

The model is described fully in Chapter 2.  The simulator couples fluid-flow, fracture 

deformation, and permeability evolution in two-dimensional discrete fracture networks.  

The simulations are isothermal, assume matrix permeability is negligible, and assume 

small strain deformation in a linearly elastic, isotropic, homogeneous, infinite medium.  

The Displacement Discontinuity method (Shou and Crouch, 1995), a boundary element 

method, is used to calculate stresses induced by deformation.  Because of these 
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assumptions, it is only necessary to discretize the fractures themselves, not the area 

around the fractures. 

A simulation is initialized with a realization of the preexisting fracture network 

(which can be specified deterministically or stochastically).  The model allows newly 

forming fractures to initiate and propagate.  A major limitation of the model is that the 

location and orientation of these newly forming fractures must be specified in advance.  

In practice, a large number of "potentially forming" new fractures can be specified in the 

model.   As the simulation progresses, some potentially forming fractures may become 

actual fractures, but many or most may never form.  Because the location of the 

potentially forming fractures must be specified in advance, they are assumed to be linear.  

A more realistic treatment would permit the fracture orientations to curve. 

An example of a discrete fracture network model is shown in Figure 3-2.  The blue 

lines represent preexisting fractures and the red lines represent "potentially forming" new 

fractures.  The simulations are two-dimensional.  Because they are two-dimensional, they 

could be considered either vertical strike-slip faults or normal faults viewed in cross-

section, but it is most natural to consider them vertical strike-slip faults.   
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Figure 3-2: An example of a DFN model.  The black line represents the wellbore.  The blue lines represent 
preexisting fractures.  The red lines represent fractures that could potentially form during the simulation. 

The simulations are isothermal, single-phase liquid water, and proppant is not 

included.  The unsteady-state fluid mass balance equation in a fracture is (adapted from 

Aziz and Settari, 1979): 
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where sa is a source term (mass per time for a unit of area of the fracture), t is time, E is 

void aperture (the pore volume per unit area of the fracture), ρ is fluid density, qflux is 

mass flux (mass flow rate per cross-sectional area of flow), and e is the hydraulic aperture 

(the effective aperture for flow in the fracture).   

Void aperture is used to refer to the fluid storage of the fracture and hydraulic 

aperture is used to refer to the ability for the fracture to transmit fluid.  These apertures 

are permitted to be different. 

Darcy flow is assumed, in which mass flux in a direction xi is (Aziz and Settari, 

1979): 
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where P is fluid pressure, µl is fluid viscosity, k is permeability, and the cubic law for 

fracture permeability has been used (Jaeger et al., 2007).  The cross-sectional area of flow 

in a one-dimensional fracture in a two-dimensional area is e×h, where h is the out of 

plane dimension of the fracture (equivalent to height in our simulations, assuming the 

model shows strike-slip faults in plan view).  Overall, the ability to flow water through a 

crack is proportional to the transmissivity, T, which for a crack is defined as k×e, or e3/12 

(Jaeger et al., 2007). 

A "closed" fracture bears compressive (defined as positive) normal stress, and the 

fracture walls are in contact.  A closed fracture becomes "open" when the fluid pressure 

reaches the normal stress, and the fracture walls come out of contact. 

Relationships are used to relate effective normal stress and cumulative shear 

displacement to void and hydraulic aperture.  These relationships are chosen so that there 

is not any discontinuity in aperture as elements transition between open and closed.  The 

aperture of a closed fracture is defined as (Willis-Richards et al., 1996; Rahman et al., 

2002; Kohl and Mégel, 2007): 
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where E0, σn,Eref, and φEdil are specified constants.  DE,eff is defined as equal to D if D < 

DE,eff,max, and equal to DE,eff,max otherwise.  The constants are allowed to be different for 

hydraulic aperture, e, and void aperture E.  Nonzero φEdil corresponds to pore volume 

dilation with slip, and non-zero φedil corresponds to transmissivity enhancement with slip. 

σn
’ is the effective normal stress, defined as (Jaeger et al., 2007; Segall, 2010): 

Pnn −= σσ ' , 3-4 

where compressive stresses are taken to be positive. 

The void and hydraulic apertures of an open preexisting fracture are defined as: 
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openEdileffE EDEE ++= φtan,0 , 3-5 

openedileffe EDee ++= φtan,0 , 3-6 

where Eopen is the physical separation between the fracture walls (which is a primary 

unknown that is calculated during the simulations, Section 2.2.3.4). 

The hydraulic and void apertures of newly formed fractures are treated differently 

than preexisting fractures.  A value Ehfres is defined as the residual aperture of a newly 

formed fracture.  Hydraulic aperture, e, is set equal to void aperture, E.  The aperture of 

an open, newly formed fracture is: 

openhfres EEE += , 3-7 

and the aperture of a closed, newly formed fracture is: 

)exp( hfnhfres KEE σ−= , 3-8 

where Khf is a specified stiffness for closed hydraulic fracture elements.  When a new 

fracture forms or propagates, it must be open (because it is forming due to propagation as 

a tensile fracture), but it might close later if the fluid pressure or stress state changes.  The 

transmissivity of a newly formed fracture element is defined as: 

hfresfachf ETT ,= , 3-9 

and if open, transmissivity is defined as: 

12/)( 3
, openhfresfachf EETT += , 3-10 

where Thf,fac is a specified constant.  This treatment of transmissivity for newly forming 

fractures allows them to be assigned a relatively high residual transmissivity.  High 

residual transmissivity for newly formed fractures may be desirable as a very simple way 

of approximating the effect of proppant in newly formed fractures, which would tend to 

cause higher residual transmissivity after closure (Fredd et al., 2001). 
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Mechanical equilibrium is enforced on the fractures using conditions for shear and 

normal stress of open and closed fractures.  For a closed fracture, the Coulomb failure 

criterion with a radiation damping term is used (Jaeger et al., 2007; Segall, 2010): 

0
'|| Sv nf +=− σµητ , 3-11 

where τ is shear stress, η is the radiation damping coefficient, v is sliding velocity of the 

fracture, µf is the coefficient of friction (assumed to be constant in this chapter), and S0 is 

fracture cohesion.  The radiation damping term approximates the effect of inertia at high 

slipping velocities (Rice, 1993; Segall, 2010).  For fractures with shear stress less than 

the frictional resistance to slip, shear deformation is assumed to be negligible.  If shear 

stress exceeds the frictional resistance to slip, fracture shear deformations are calculated 

so that equality in Equation 3-11 is enforced. 

Force balance requires that the fluid pressure of open fractures must be equal to their 

normal stress.  It is assumed that the fluid inside open fractures cannot support shear 

stress (Crouch and Starfield, 1983).  These stress conditions are stated: 

0' =nσ , 3-12 

0=− vητ . 3-13 

Shear and normal deformations are calculated to enforce equality of Equations 3-12 and 

3-13.  As discussed in Section 2.2.3.5, a small cohesion term is added to Equation 3-13 

for numerical convenience.  If the absolute value of the shear stress is less than the 

cohesion term, sliding velocity is assumed to be zero (non-sliding fractures have infinite 

shear stiffness). 

The finite volume method is used to calculate fluid flow.  The implicit Euler method 

is used to discretize time.  Stresses induced by deformation are calculated according to 

the boundary element method of Shou and Crouch (1995), which assumes that fractures 

open or shear in a linearly elastic, infinite, homogeneous medium in plane strain.  The 

Olson (2004) adjustment is used to account for the effect of finite fracture height (so that 

the calculations are not plane strain).  The formation height is assumed to be 100 m.  
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Stresses induced by normal displacements of closed fractures are neglected (this issue is 

discussed in Section 2.2.3.3).  The dense matrices arising from the use of the 

Displacement Discontinuity method are approximated very accurately and efficiently 

using Hmmvp (Bradley, 2012) a publicly available code that performs hierarchical matrix 

approximation combined with adaptive cross-approximation (Rjasanow and Steinbach, 

2007).  The fractures in the DFN are discretized using variable element size, with greater 

refinement near intersections and where fractures are in close proximity.   

At every time step, Equations 3-1, 3-11, 3-12, and 3-13 are solved with fluid pressure, 

void aperture, and shear deformation as unknowns.  The problem is solved with fully 

implicit time stepping.  Iterative coupling is used to couple shear deformations with fluid 

flow and opening deformations.  Constraints are applied to prevent backward sliding 

against the direction of shear stress and interpenetration of fracture walls. 

Propagation of new fractures is handled by using a stress intensity factor approach.  A 

stress intensity factor is also calculated to model progressive opening along a preexisting 

fracture (Section 2.2.5.2).  Stress intensity factors, (defined for mode I deformation as 

KI), are parameters that measure the degree of stress concentration at a crack tip.  A crack 

tip propagates when its stress intensity factor reaches the fracture toughness (KIc for mode 

I deformation), a material property.  For a single fracture oriented perpendicular to the 

minimum principal stress, σ3, under uniform pressure in plane strain, the stress intensity 

factor is (Rooke and Cartwright, 1976): 

aPK I πσ )( 3−= , 3-14 

where a is the half-length of the fracture.  In our simulator, stress intensity factor is 

calculated using the method of Schultz (1988).  Newly forming fractures do not curve 

(because we prespecify their paths as being linear), and so it is not necessary to calculate 

a mode II stress intensity factor.    

3.2.2 Details of the Simulations 

Nine simulations (Simulations A-I) were performed of a single stage hydraulic 

fracturing treatment in a horizontal well under a variety of conditions.  The simulations 
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were two-dimensional, and should be interpreted as showing strike-slip faulting in plan 

view in which each fracture is confined to and fully penetrates a layer of finite thickness.  

The nine simulations used different realizations of the fracture network and different 

geological parameters such as stress state and fracture properties.  The purpose of each 

simulation was to represent a particular process or to investigate a particular aspect of 

stimulation.  The simulation names, discretization names, and injection schedule names 

are summarized in Table 3-1. 

In Simulations A, B, C, D, E, and F, injection schedule S1 was used.  In S1, injection 

was performed for one hour at 30 kg/s, one hour for 60 kg/s, and one hour at 90 kg/s 

(Figure 3-9).  Then the wellbore was shut in for one week (Figure 3-10), followed by 

production at 30 kg/s until downhole pressure reached 30 MPa (at bottom-hole 

conditions), and then production was continued at constant downhole pressure of 30 MPa 

(Figure 3-11).  Production was continued for 24 hours, and then the simulation was 

ended.  Simulations G and H used injection schedule S2.  In injection schedule S2, 

injection was performed at constant pressure, 48 MPa, for one week.  In Simulation D, 

injection schedule S1 was used, but the simulation was terminated after only a few 

minutes of simulation.  In Simulation I, injection schedule S3 was used.  In this schedule, 

a step rate test was simulated in which injection was initiated at 3 kg/s and increased by 3 

kg/s every thirty minutes.  This was continued for a total of five hours, finishing with a 

final injection rate of 30 kg/s (Figure 3-30). 

Table 3-3 gives the settings that were common to all simulations. Table 3-4 gives 

specific simulation settings used for each simulation.  An additional model specific 

setting, not given in Table 3-4, is that the flow between the wellbore and natural fractures 

was not permitted in Simulation F, only flow between the wellbore and newly formed 

tensile fractures.  This approximated injection out of perforated casing. 
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Table 3-3: Simulation settings used in all simulations.  For definition of terms that are not described in this 
chapter, see Chapter 2.  Variables are also defined in Table 7-1. 

h 100 m η 3 MPa/(m/s) 

G 15 GPa µf 0.6 

υp 0.25 σn,Eref 20 MPa 

ηtarg 0.5 MPa σn,eref 20 MPa 

S0 0.5 MPa φEdil 0° 

S0, open 0.5 MPa φedil 2.5° 

Khf 0.01 MPa
-1 

Thf,fac 10
-9

 m
2
 

KI,crit  1.0 MPa-m
1/2

 

Strain Penalty 

Method Not used 

KI,crithf  3.0 MPa-m
1/2

 cstress Turned off 

Pinit 35 MPa 

Adaptive domain 

adjustment  Not used 

σxx 50 MPa BEM method  Hmmvp 

σxy 0 εtol  10
-6

 

mechtol  .003 MPa 

Transmissivity 

updating Implicit
 

itertol  0.01 MPa Friction  

Constant coefficient 

of friction 

Pseudo-3D 

adjustment (Olson, 

2004) Used 



CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 141 

  

Table 3-4: Differences in settings between Simulations A-H.  

  A B C D E F G H I 

E0 - 5 cm 5 cm 

0.5 

mm 

0.5 

mm 

0.2 

mm 

0.2 

mm 

0.2 

mm 5 cm 

e0 - 

0.2 

mm 

0.01 

mm 

0.5 

mm 

0.02 

mm 

0.03 

mm 

0.03 

mm 

0.03 

mm 

0.2 

mm 

De,eff,max - 2 cm 2 cm 2 cm 1 mm 1 mm 1 mm 1 mm 2 cm 

σyy 

75 

MPa 

75 

MPa 

75 

MPa 

75 

MPa 

55 

MPa 

75 

MPa 

75 

MPa 

75 

MPa 

75 

MPa 

Injection 

Schedule S1 S1 S1 S1 S1 S1 S2 S2 S3 

Fracture 

Network F1 F2 F2 F2 F3 F4 F5 F4 F2 

The nine simulations used five different realizations (Networks F1-F5) of the 

preexisting and potentially forming fractures.  Networks F1-F5 are shown from Figure 

3-3 to Figure 3-7.  In Figure 3-3 to Figure 3-7, the black line is the wellbore, blue lines 

are preexisting fractures, and red lines are fractures that could potentially form during the 

simulation.  Only some of the potentially forming fracture elements (the red lines) 

actually become active during a simulation.   
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Figure 3-3: Fracture network F1.  The black line is the wellbore (parallel to the x-axis).  The red lines are 
potentially forming hydraulic fractures. 

 

Figure 3-4: Fracture network F2.  The black line is the wellbore (parallel to the x-axis).  The red lines are 
potentially forming hydraulic fractures, and the blue lines are preexisting fractures. 
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Figure 3-5: Fracture network F3.  The black line is the wellbore (parallel to the x-axis).  The red lines are 
potentially forming hydraulic fractures, and the blue lines are preexisting fractures. 

 

Figure 3-6: Fracture network F4.  The black line is the wellbore (parallel to the x-axis).  The red lines are 
potentially forming hydraulic fractures, and the blue lines are preexisting fractures. 
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Figure 3-7: Fracture network F5.  The black line is the wellbore (parallel to the x-axis).  The blue lines are 
preexisting fractures. 

Simulations were designed to investigate a particular process.  Simulation A 

(Network F1) involved propagation of new, opening mode fractures, a prototype for the 

POM mechanism.  Simulations B, C, D and I (using Network F2) were designed to 

investigate the PSS mechanism under different conditions.  Simulation E (Network F3) 

was representative of the MMS mechanism, with a large number of potentially forming 

fractures terminating against preexisting fractures.  Simulation F (Network F4) was 

representative of the PFSSL mechanism, with large, continuous, newly forming fractures 

propagating through a dense network of natural fractures.  Simulations G and H 

(Networks F4 and F5) demonstrated the effect of fracture percolation on the PSS 

mechanism.  

3.3 Results 

Results from Simulations A, B, C, D, E, F, G, H, and I can be seen from Figure 3-8 to 

Figure 3-30.  The final distributions of transmissivity, and/or bottom hole pressure and 
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flow rate versus time during injection, shut-in, and/or production are shown.  For brevity, 

all four possible figures are not shown for all simulations.  In plots of fracture networks, 

fracture thickness is proportional to void aperture, but thickness is exaggerated (not to 

scale) for ease of view. 

 

Figure 3-8: Final transmissivity distribution for Simulation A (fracture network F1, σxx = 50 MPa, and σyy = 
75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation A is a prototype for 
POM.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-9: Bottom hole pressure and flow rate during injection for Simulation A. 

 

Figure 3-10: Bottom hole pressure and flow rate during shut-in for Simulation A. 



CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 147 

  

 

Figure 3-11: Bottom hole pressure and flow rate during production for Simulation A. 

 

Figure 3-12: Final transmissivity distribution for Simulation B (fracture network F2, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation B is a prototype for 
PSS.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-13: Bottom hole pressure and flow rate during injection for Simulation B. 

 

Figure 3-14: Bottom hole pressure and flow rate during shut-in for Simulation B. 
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Figure 3-15: Bottom hole pressure and flow rate during production for Simulation B. 

 

Figure 3-16: Final transmissivity distribution for Simulation C (fracture network F2, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation C is similar to 
Simulation B but has lower e0.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-17: Bottom hole pressure and flow rate during injection for Simulation C. 

 

Figure 3-18: Bottom hole pressure and flow rate during shut-in for Simulation C. 
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Figure 3-19: Final transmissivity distribution for Simulation D (fracture network F2, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation D is similar to 
Simulation B but has lower E0.  The colorbar in this figure uses a different scale than in other maps of 
transmissivity given in this chapter.  The black line represents the wellbore (parallel to the x-axis). 

 

Figure 3-20: Final transmissivity distribution for Simulation E (fracture network F3, σxx = 50 MPa, and σyy 
= 55 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation E is a prototype for 
MMS.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-21: Bottom hole pressure and flow rate during injection for Simulation E. 

 

Figure 3-22: Bottom hole pressure and flow rate during shut-in for Simulation E. 
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Figure 3-23: Bottom hole pressure and flow rate during production for Simulation E. 

 

Figure 3-24: Final transmissivity distribution for Simulation F (fracture network F4, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation F is a prototype for 
PFSSL.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-25: Bottom hole pressure and flow rate during injection for Simulation F. 

 

Figure 3-26: Bottom hole pressure and flow rate during shut-in for Simulation F. 
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Figure 3-27: Bottom hole pressure and flow rate during production for Simulation F. 

 

Figure 3-28: Final transmissivity distribution for Simulation G (fracture network F5, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  Simulation G demonstrates the 
percolation requirement for PSS.  The black line represents the wellbore (parallel to the x-axis). 
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Figure 3-29: Final transmissivity distribution for Simulation H (fracture network F4, σxx = 50 MPa, and σyy 
= 75 MPa).  Line thickness is proportional to void aperture but not to scale.  The black line represents the 
wellbore (parallel to the x-axis).   

 

Figure 3-30: Bottom hole pressure and flow rate during injection for Simulation I. 
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3.4 Discussion 

3.4.1 Pure Opening Mode Fracturing 

Simulation A (Figure 3-8) is an end-member case of POM, toughness dominated 

fracture propagation with no fluid leakoff (Detournay, 2004).  The fracturing in 

Simulation A was toughness dominated because fluid pressure along the fractures was 

almost constant due to the high transmissivity of the open fractures and the low viscosity 

of the injection fluid, liquid water.  A propagating fracture would not be toughness 

dominated if pressure drop along the fracture was not negligible (perhaps due to proppant 

or fluid additives).   

In most oil and gas applications, fluid leakoff is not negligible.  However, negligible 

fluid leakoff is a reasonable assumption for very low matrix permeability settings such as 

gas shale or EGS unless leakoff occurs into the natural fracture network (as in the PFSSL 

mechanism, see Section 3.4.4).  As discussed in Section 3.4.7, fluid trapping due to the 

MMS mechanism may be erroneously interpreted as leakoff (Brown et al., 2012, page 

74). 

As the fractures propagated, the stress intensity factor at the tips was roughly equal to 

the fracture toughness.  Whenever the stress intensity factor reached the fracture 

toughness, the fracture propagated.  In the toughness dominated regime, longer fractures 

require lower fluid pressure to propagate (due to Equation 3-14), and so they propagate 

preferentially over shorter fractures.  Pressure drop along the fractures would tend to 

favor propagation of shorter fractures (in a regime that is not purely toughness 

dominated), but in Simulation A, pressure drop along the fractures was negligible.  If the 

model calculation had been plane strain, the injection pressure would have approached σ3 

as the fracture continued to grow because holding KI constant in Equation 3-14 leads to a 

smaller P as a increases in size.  However the calculation was not plane strain because 

the Olson (2004) adjustment was used.  As a result, the injection pressure stabilized at a 

value above σ3 because the stress concentration at the crack tips was limited by the 

formation height (100 m, Table 3-3). 
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Ten fractures initiated at the wellbore, but only two propagated a significant distance 

into the formation (Figure 3-8).  The initial configuration of ten propagating fractures was 

a metastable state.  Because of the preferential propagation of longer fractures, if any 

fracture became longer than the others, it would be able to propagate at a lower injection 

pressure, inhibiting propagation of the other fractures.  Any perturbation to the system 

that allowed one fracture to become longer than the others would lead to runaway 

propagation of that fracture with no further growth by the others.  Subcritical crack 

growth (Olson, 2004) is a process that could conceivably allow shorter fractures to grow, 

but this process was not included in the model.   

In Simulation A, localization of stimulation occurred due to stress interaction.  Two 

fractures propagated (instead of one) because the problem was symmetrical.  These two 

fractures were located at the ends of the wellbore.  When the fractures opened, they 

induced compressive stress on the neighboring fractures, increasing the fluid pressure 

needed for propagation.  This stress shadowing effect was weakest on the two outermost 

fractures because they had fewer neighbors, and so after an initial period, they become 

slightly longer than the others and were able to preferentially propagate. 

Following shut-in, the fluid pressure remained constant until production was initiated 

a week later (Figure 3-10 and Figure 3-11).  This occurred because there was zero leakoff 

from the fractures and there was very little pressure redistribution within the fractures 

following shut-in because pressure drop along the fractures was negligible. 

During production, fluid pressure dropped gradually and linearly with time as the 

fractures drained in a tank-like fashion (Figure 3-11).  After about five hours and twenty 

minutes of production, the sections of the fractures nearest the wellbore closed, creating a 

bottleneck in transmissivity and rapidly dropping the bottom hole pressure, BHP, to 30 

MPa, the specified minimum BHP.  Production rate dropped abruptly and then continued 

to decline rapidly as the remainder of the fractures closed.  Fluid recovery was 89% when 

the production rate dropped and was close to 100% at the end of the simulation. 



CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 159 

  

3.4.2 Pure Shear Stimulation  

Simulations B-D were designed to investigate shear stimulation under different 

conditions.  Simulation B is a prototype of Pure Shear Stimulation (Figure 3-12).  In 

Simulation C, shear stimulation occurred, but low initial permeability caused a new 

opening mode fracture to form (Figure 3-16).  In Simulation D, low fracture void aperture 

caused unrealistically rapid spreading of pressure perturbation (Figure 3-19). 

In Simulations B and C, the natural fractures had E0 equal to 5 cm (Table 3-4).  This 

very high void aperture was used to represent thick, porous fault zones, which are found 

at many EGS projects (Section 4.1.4 and Chapter 5).  In Simulation D, the natural 

fracture E0 was 0.5 mm and was intended to represent crack-like fractures. 

3.4.2.1 Prototype of Shear Stimulation 

Simulation B is a prototype for the PSS mechanism.  Injection pressure was always 

below σ3 (Figure 3-13) and there was no propagation of new, opening mode fractures 

(Figure 3-12).  Increased fluid pressure triggered slip on the natural fractures, and they 

experienced increased transmissivity (Figure 3-12).  After shut-in, fluid pressure 

continued to leak off into the natural fracture network (which had a reasonably high 

initial transmissivity), and shear stimulation continued to spread.  The BHP declined 

gradually during shut-in (Figure 3-14).  During production, injection pressure declined 

gradually, and when production switched to constant pressure, rate declined gradually. 

3.4.2.2 Initial Transmissivity and Crack-like Shear Stimulation 

In Simulation C, shear stimulation did not occur at the beginning of the simulation 

because the initial transmissivity of the natural fractures was too low.  Simulation C was 

intended to represent a setting where there are large faults capable of being stimulated 

with very low initial transmissivity.  This might happen, for example, if the faults were 

initially mineralized shut, and induced slip broke up the mineralization.  In Simulation C, 

fluid was confined almost entirely to a single, newly formed hydraulic fracture for the 

entire three hours of injection and roughly six and half hours after shut-in.  Figure 3-31 

shows the transmissivity distribution in the network 9.568 hours after the beginning of 
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the simulation (injection ended after three hours).  It can be seen that that very little 

flow/transmissivity enhancement had occurred in the natural fractures at that point.   

After about 2.4 hours of injection, the propagating fracture reached its specified 

maximum size of 450 m and was not permitted by the model to grow further.  This model 

artifact could have been avoided by using a larger problem domain (or a larger fracture 

toughness), and led to the gradual, slight increase in injection pressure that can be 

observed during the end of the injection period in Figure 3-17. 

 

Figure 3-31: Transmissivity distribution during Simulation C after 9.568 hours. 

The propagation of shear stimulation during the shut-in period of Simulation C 

occurred in a series of brief episodes of rapid propagation.  Figure 3-32 shows the 

transmissivity distribution in the fracture network 10.1385 hours after the start of the 

simulation, just 34.2 minutes after the transmissivity distribution shown in Figure 3-31.  

Strikingly, pressure, slip, and transmissivity enhancement propagated a significant 

distance down two of the fractures during this 39 minute period, even though there had 

been virtually zero fluid flow in any of the preexisting fractures for the previous nine and 

a half hours. 



CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 161 

  

 

Figure 3-32: Transmissivity distribution during Simulation C after 10.1385 hours. 

Episodic propagation of shear stimulation occurred because shear stimulation 

involves two different processes that can occur at different rates: (1) initiation of slip on a 

fracture and (2) propagation of slip along a fracture.   

We refer to the process of shear stimulation propagating down a fracture as crack-like 

shear stimulation (CSS).  If slip is aseismic (due to constant or gradually changing 

friction), as in the simulations in this chapter, CSS occurs smoothly in a process we refer 

to as smooth crack-like shear stimulation (SCSS).  In contrast, if slip is seismic (due to 

abrupt frictional weakening), then CSS occurs episodically, in a process we refer to as 

ECSS (Section 4.4.2).  For ECSS, the word "episodic" refers to propagation along an 

individual fracture.  However, for both the ECSS and SCSS mechanisms, episodic 

propagation of shear stimulation can occur in a network of fractures because of the two 

different processes that occur at different rates: propagation of stimulation along an 

individual fracture and initiation of stimulation on a fracture (Section 3.4.2.2). 

The CSS mechanism occurs because of the interaction between deformation, induced 

stresses, fluid flow, and transmissivity enhancement.  When a patch of a fracture slips, 
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shear stress is reduced on that patch but increases on the rest of the fracture surrounding it 

(Crouch and Starfield, 1983, page 83).  The boundary between where the fracture has 

slipped and where it has not slipped forms an effective crack tip, and a concentration of 

shear stress develops.  If the concentration of shear stress is strong enough, slip can be 

induced ahead of the crack tip even if perturbation in fluid pressure lags behind.  When 

slip occurs on a patch of fracture (ahead of the effective crack tip) for the first time, 

transmissivity increases, and fluid is able to flow rapidly into the newly slipped patch, 

causing slip, transmissivity enhancement, and further advance of the effective crack tip.  

The rate of propagation may be insensitive to the initial transmissivity because it depends 

on the rate of fluid flow to the effective crack tip, which occurs at the "stimulated" 

transmissivity, not the initial transmissivity.  As long as slip is aseismic, this process 

happens smoothly.  The process is referred to as "crack-like" because it involves 

propagation of displacement along an individual fracture, and an effective "crack-tip" 

forms (and creates stress concentration) at the boundary between where deformation has 

occurred and where it has not occurred. This process is analogous to the propagation of 

an opening mode tensile fracture in a very low matrix permeability medium, which 

occurs at a rate insensitive to the permeability of the medium ahead of the crack tip.   

Figure 3-33 demonstrates the SCSS mechanism.  Figure 3-33 shows displacement, 

pressure, shear stress, friction, and transmissivity along one of the fractures in Figure 

3-32.  Because of stresses induced by slip along the fracture, the front of shear 

displacement and transmissivity enhancement was ahead of the front of fluid pressure.  

As fluid pressure followed behind the displacement front (at a transmissivity much 

greater than the initial transmissivity), further slip was triggered, inducing shear stress, 

and allowing the displacement front to continue to advance.  Extreme concentration of 

shear stress was not possible at the effective crack tip because the shear stress could not 

exceed the frictional resistance to slip.  Instead, a zone of distributed shear deformation 

developed.  Ahead of the displacement front, where displacement had not yet occurred, 

frictional strength remained greater than shear stress. 
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Figure 3-33: An example of the SCSS mechanism.  Shear displacement, fluid pressure, shear stress, 
frictional strength (coefficient of friction multiplied by effective normal stress), and transmissivity along a 
fracture near an effective crack tip.  These results were taken from Simulation C after 10.1385 hours, as 
seen in Figure 3-32.  The left hand side of the fracture shown in this figure is located at about (-80,-100) 
and the positive direction in "distance along the fracture" moves to the upper right in Figure 3-32.  The 
fracture intersects the wellbore at "distance along the fracture" equal to about 105 m. 

Under most conditions, induced stresses cannot cause the first patch on a fracture to 

slip, and fluid flow into the unstimulated fracture is required.  This process is dependent 

on the initial transmissivity, which could potentially be quite low.  Therefore, this process 

could be much slower than propagation of stimulation along a fracture. 

Under some circumstances, stresses from one fracture could induce slip on an 

adjacent fracture.  The details of this interaction would depend on the relative orientations 

and locations of the fractures and the magnitude of their slip.  This type of stress transfer 
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assisted propagation would be less efficient than the CSS mechanism because induced 

stresses directly ahead of a crack tip are stronger than induced stresses in other 

orientations. 

Deformation of one fracture may lower the normal stress of a neighboring fracture.  

However, as discussed in Section 2.2.5.2, in undrained conditions (the instantaneous 

response), effective normal stress must be nearly constant on a fracture due to 

conservation of mass and the low compliance of liquid water.  Therefore, a reduction in 

normal stress must be matched by a reduction in fluid pressure.  Eventually, fluid 

recovers as fluid flows into the region of lower pressure (lowering effective normal stress 

and potentially causing slip), but if the initial fracture transmissivity is low, this process 

may take a significant amount of time. 

In practice, one strategy to enable shear stimulation and avoid tensile fracturing in 

settings with low initial fracture transmissivity (such as Simulation C) would be to inject 

at a low rate and pressure prior to the main stimulation in order to raise the fluid pressure 

in the low transmissivity fractures near the wellbore (and bring them closer to initiating 

slip). A similar strategy would be to vary injection rate over time in order to maintain 

fluid pressure below the least principal stress, similar to the TSS test described in Section 

3.4.8. 

Shapiro et al. (1999) proposed that the rate of microseismicity during shear 

stimulation is related only to the initial hydraulic diffusivity (see definition of diffusivity 

in Section 3.4.2.3).  However, this technique to estimate initial hydraulic diffusivity could 

be problematic if the CSS mechanism controls the spreading of stimulation.  The CSS 

mechanism allows stimulation to propagate at a rate insensitive to the initial diffusivity.   

A direct coupling between transmissivity and pressure is another process that could 

cause stimulation to propagate at a rate much faster than would be suggested by the initial 

hydraulic diffusivity.  Rice (1992) analyzed this process in the context a buoyant fluid 

leaking up a fault and found that coupling of transmissivity and pressure could lead to 

solitary waves of pressure as the fluid leaked upward.  Shapiro and Dinske (2009) 

discussed how this process could complicate the process of trying to infer information 

about formation diffusivity from the spreading of seismicity. 
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The CSS mechanism is a distinctly different mechanism than direct coupling of 

pressure with fracture transmissivity (the process described by Rice (1992) and Shapiro 

and Dinske (2009)).  The similarity is that in both cases, fluid pressure increase causes 

transmissivity enhancement.  However, in the CSS mechanism, this coupling is indirect, 

with pressure causing slip, which causes increase in transmissivity.   

The most important difference is that the CSS mechanism does not occur until slip 

has been initiated on a fracture (by flow at the initial diffusivity).  Therefore, the CSS 

mechanism on a particular fault occurs with some delay, causing episodic propagation in 

a fracture network.  With direct coupling of transmissivity to pressure, stimulation can 

initiate on a fracture and cross from one fracture to another without delay, resulting in 

non-episodic propagation a fracture network. 

3.4.2.3 Shear Stimulation and Void Aperture 

In Simulation D, the low void aperture (hundreds of microns) of the fractures 

(compared to the Simulations B and C) caused exceptionally rapid spreading of 

stimulation.  Figure 3-19 shows that after only five minutes, stimulation had propagated 

hundreds of meters from the wellbore.   

The rapid spreading occurred because of the high hydraulic diffusivity, Ddif.  In 

groundwater hydrology terminology, hydraulic diffusivity is defined as the ratio of 

hydraulic conductivity to specific water capacity (Hillel, 1971).  If it is assumed that e is 

equal to E, that aperture increases E/12 per MPa change in fluid pressure, and fluid 

viscosity is 10-9 MPa-s (the viscosity of water at room temperature), then hydraulic 

diffusivity can be calculated: 
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From Equation 3-15, if e is equal to 100 microns, Ddif is equal to 10 m2/s.  If e is 

equal to 500 microns, Ddif is equal to 250 m2/s.  Penetration depth of diffusive processes 

scales like 2(tDdif)
1/2.  These diffusivities imply penetrations depths after one hour of 190 

m and 949 m.  
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If rapid spreading of stimulation occurred in practice, it would be observed from rapid 

spreading of microseismicity.  However, microseismicity migrating hundreds of meters in 

5-6 minutes has not ever been observed, as far as we are aware.  This is important 

because the values for E0 and e0 used in Simulation D, 0.5 mm for both, were roughly 

consistent with laboratory observations of fracture parameters (Barton et al., 1985; Lee 

and Cho, 2002; Esaki et al., 1999). 

Hydraulic diffusivity could be made lower by using either a lower hydraulic aperture 

or a larger void aperture.  However, if hydraulic aperture is too small, fluid pressure will 

build up, and tensile fracturing will result. 

The issue can alternatively be considered from point of view of pore volume.  If void 

aperture is low, it will require a huge fracture surface area to store the injected fluid.  

Huge fracture surface area could be possible if the spatial extent of stimulation was very 

large (which is not realistic) or if the fractures storing the fluid were very closely spaced.  

Yet wellbore observations in EGS projects typically indicate that flowing fracture are 

widely spaced (spacing of 20-100 m) (Richards et al., 1994; Ito and Kaieda, 2002; page 

533 of Brown et al., 2012; Miyairi and Sorimachi, 1996; Wyborn et al., 2005; Baria et al., 

2004; Evans, Genter, and Sausse, 2005; Dezayes et al., 2010). 

This is a major problem because PSS is the main conceptual model in the EGS 

literature, yet it is common for EGS to be performed in places with low matrix 

permeability and only crack-like fractures.  For example, in Chapter 5, nine historical 

EGS projects were reviewed and no evidence of fractures with mechanical aperture larger 

than a few millimeters was found at five of the projects.   

We offer two hypotheses to explain how PSS could be possible in geological settings 

with very low matrix permeability and crack-like fractures. One possibility is that thin, 

crack-like features actually have greater effective void aperture than laboratory 

experiments suggest, perhaps due to macroscopic opening that occurs when nonlinear 

fractures shear (Dieterich and Smith, 2009; Griffith et al., 2010; Kaven et al., 2012; Ritz 

and Pollard, 2012).  Another possibility is that a significant volume of fluid leaks off into 

the more abundant, but apparently sealed, natural fractures in the formation.  However, it 
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is difficult to imagine that a huge volume of fluid could leakoff into the natural fracture 

network given that wellbore logs indicate that flowing fractures are widely spaced.   

A final possibility is that while PSS is believed to occur at many projects, in reality, 

fracture opening occurs (the walls come out of contact).  With fracture opening, void 

aperture of crack-like fractures could be millimeters to centimeters and provide very 

significant storativity.  If fracture opening occurs, then fluid pressure must be in excess of 

σ3, and newly formed fractures may propagate through the formation.  The possibility of 

fracture opening and propagation is rarely considered in the EGS literature (as discussed 

in Section 3.4.6, Brown, 1989, is an exception), probably because newly formed tensile 

fractures are not typically observed along the wellbore.  However, it is possible that new 

fractures could initiate off of opened natural fractures away from the wellbore (perhaps 

exploiting the concentration of tensile stress that would be caused by slip of the natural 

fracture prior to opening).  The lack of new fractures at the wellbore could be a 

consequence of the high tensile strength of the rock in typical geothermal projects. 

3.4.3 Mixed Mechanism 

Simulation E was an example of the MMS mechanism (Figure 3-20).  Most 

stimulation was concentrated in a single large region of opening mode tensile fracturing 

oriented roughly parallel to the y-axis and near the center of the x-axis.  This region had 

fully formed by the end of injection (Figure 3-34).   
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Figure 3-34: Transmissivity distribution shortly after the end of injection for Simulation E. 

During shut-in, some spreading of stimulation occurred, primarily through leakoff 

and stimulation in the natural fractures (Figure 3-20 and Figure 3-34).  Stimulation could 

not travel too far without being accompanied by tensile fracturing because the natural 

fracture network was not percolating. 

The nature of the fracturing in the central region of opening mode fracturing in 

Simulation E was very different than in Simulations A, C, or F.  In Simulation E, 

continuous flow paths through the central fracture region passed through both newly 

formed fractures and preexisting fractures (Figure 3-20).  In Simulations A, C, and F, 

newly formed tensile fractures propagated continuously through the reservoir without 

interruption (Figure 3-8, Figure 3-16, and Figure 3-24).  Some of the consequences of 

this difference are discussed more in Section 3.4.6. 

During injection, fluid pressure was modestly above the least principal stress, and 

during shut-in, fluid pressure was almost constant, with very little pressure decline.  

Production was maintained at 30 kg/s for roughly an hour before production pressure and 
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rate dropped dramatically.  Roughly one sixth of the injected fluid had been recovered 

when the drop in injection rate occurred. 

3.4.4 Primary Fractures with Shear Stimulation Leakoff 

Simulation F was an example of the PFSSL mechanism (Figure 3-24).  Two opening 

mode tensile fractures (of a possible ten) propagated through the formation and bled fluid 

off into a shear stimulating region.  The two fractures that formed were in the same 

location as the fractures that formed during Simulation A, but the fractures were 

significantly shorter and wider.  The largest fracture opening during Simulation F 

occurred at the end of injection (Figure 3-35) and was about 3 cm (this was the greatest 

fracture opening that occurred in any of the simulations).  Shorter and wider fractures 

could be caused by greater fracture toughness, yet the fracture toughness was the same in 

Simulation F, 3.0 MPa-m1/2, as during all other simulations.   

The greater apparent fracture toughness occurred because of heterogeneity in stress 

caused by deformation of the natural fractures.  As fluid leaked off into the natural 

fractures, the natural fractures slipped and/or opened, changing the stress around them.  

These stress perturbations were felt at the tips of the propagating fractures and could 

either encourage or hinder propagation.  When they encouraged propagation, the fracture 

advanced rapidly, but when they hindered propagation, the crack tip stopped advancing, 

causing fluid pressure to build up, opening the fracture wider and potentially allowing 

other fractures to propagate.  This effect was clearly evident after about 1.25 hours of 

injection, when the injection pressure, which had been steadily building up during 

injection, abruptly dropped.  Prior to this, only the fracture on the left had propagated a 

significant distance into the formation.  The abrupt drop in injection pressure 

corresponded to the initiation and propagation of the fracture on the right. 

The high apparent fracture toughness may have been exaggerated somewhat by our 

model because fractures were only allowed to follow a few, prespecified paths.  If 

fractures had the ability to initiate anywhere and to propagate in any direction, there 

would be more opportunities for fractures to follow the "path of least resistance," and 

barriers to propagation would have less effect. 
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After injection stopped, stimulation continued to spread through the formation.  Little 

additional propagation of new fractures occurred, but the surrounding region of shear 

stimulation grew very significantly during shut-in.  Figure 3-35 shows the distribution of 

fracture transmissivity shortly after shut-in.  It can be compared to Figure 3-24, which 

shows the distribution of transmissivity at the end of the simulation. 

 

Figure 3-35: Transmissivity distribution at the end of injection for Simulation F. 

The exact timing and spatial extent of the spreading of shear stimulation depended on 

the particular choices made for the void and hydraulic apertures of the natural fractures.  

Shear stimulation was relatively limited during the injection period because the initial 

fracture transmissivity in Simulation F was relatively low.  The relatively low value of 

initial transmissivity was chosen intentionally.  In designing this study, several 

simulations with different values for e0 were performed until a simulation was found that 

demonstrated the PFSSL mechanism.  If e0 was too high, leakoff from the propagating 

fractures was so significant that little propagation of new fractures occurred, and the 

simulation was essentially PSS.  On the other hand, if initial fracture transmissivity was 

too low, then shear stimulation was very limited because fluid was prevented from ever 

entering into the natural fractures, and the simulation was essentially POM.  Overall, 
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PFSSL only occurred in simulations within a fairly narrow range of values for e0.  This 

observation suggests that PFSSL may be less likely to occur in reality, because it could 

only take place within a relatively narrow set of geological conditions.  However, 

because our model did not allow new fractures to form anywhere and forced propagating 

fractures to travel in a straight line, it may have been artificially difficult for the PFSSL 

mechanism to occur. 

The significant growth of the shear stimulation region during shut-in suggests that 

with the PFSSL mechanism, it may be useful to delay producing fluid back to the surface 

following stimulation.  As long as the well remains shut-in, the formation is pressurized, 

and fluid has more time to seep into low transmissivity fractures and cause slip.  

However, longer shut-in periods will lead to greater water loss.   

The BHP during shut-in increased for a few days, an unusual result (Figure 3-26).  

Typically, fluid pressure would be expected to spread out and dissipate during shut-in.  In 

fact, fluid did flow away from the wellbore after shut-in, but paradoxically, the spreading 

of fluid into the formation increased the BHP slightly.  Apparently, the spreading of fluid 

pressure triggered slip on the preexisting fractures, and the stresses induced by these 

deformations caused a slight net increase in compressive stress on the two primary 

fractures in Simulation F, increasing the BHP. 

Production at 30 kg/s was performed with modest pressure drop until BHP reached 

about 50 MPa, the least principal stress, and then injection rate and pressure dropped 

dramatically. 

3.4.5 Bottom Hole Pressure During Injection and Shut-in 

The behavior of the bottom hole pressure during injection and shut-in was diagnostic 

of stimulation mechanism.  In general, a fracture opens (the fracture walls come out of 

contact) when the fluid pressure exceeds its normal stress.  Presumably, proppant (which 

was not included in the model) can only be contained in fractures that have opened.  

Depending on fracture orientation, normal stress can be no less than the least principal 

stress.  Therefore, if BHP is below the least principal stress, it can be concluded that 

fractures are not open in the reservoir, except for regions where deformation has caused 
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localized reduction in stress (such as wing cracks off a shearing fracture, see Section 

2.3.2). 

If BHP during injection never exceeds the least principal stress (but stimulation is 

taking place) then the mechanism of stimulation must be PSS (as in Simulation B, Figure 

3-13).  On the other hand, if injection pressure exceeds the least principal stress, PSS 

probably should probably not be ruled out.  It is conceivable that some limited 

propagation of new tensile fractures could take place (with fluid pressure above the least 

principal stress), but that shear stimulation could still be the dominant mechanism of 

permeability creation.  However, in this case, fluid pressure should drop below the least 

principal stress soon after shut-in as the open, newly formed fractures leak off into the 

natural fractures.   

Pressure decline during shut-in was diagnostic for whether fractures in the formation 

remained open.  In hydraulic fracturing with reasonable matrix permeability, fractures 

typically close soon after shut-in because fluid leaks off into the formation.  However if 

matrix permeability is negligible, fluid can only leak off into the natural fracture network.  

In Simulation C, where the natural fractures had significant ability to store fluid, leakoff 

from the newly formed fracture was significant, and during shut-in, the newly formed 

fracture closed and the fluid pressure dropped below the least principal stress.  The 

closure of the newly formed fracture manifested as an abrupt, large drop in BHP (made 

more abrupt by the CSS mechanism) that occurred hours after shut-in (Figure 3-18).  

Prior to that drop, BHP had been almost constant during shut-in. 

In Simulations A, E, and F, BHP remained above the least principal stress during 

shut-in (Figure 3-10, Figure 3-22, and Figure 3-26).  In Simulation A, there were no 

natural fractures and so there was zero leakoff.  In Simulations E and F, some fluid was 

able to leak off from the open fractures.  However, the void aperture of the natural 

fractures, specified by E0, was much lower in Simulations E and F than in Simulation C.  

As a result, the volume of water that leaked off was not great enough to empty the newly 

formed fractures, allow them to close, and allow fluid pressure to drop below σ3. 

To summarize, fluid pressure above σ3 during injection indicates that fracture opening 

is taking place in the formation.  If BHP is less than σ3 during injection, then fracture 
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opening is not taking place and the mechanism of stimulation is PSS.  During shut-in, 

BHP above σ3 indicates that some fractures remain open in the formation.  Fractures 

opened by injection can only close if they are drained by fluid leakoff, and so if BHP 

drops below σ3 during shut-in, the natural fracture network has sufficient storativity to 

contain all the injected fluid.   

3.4.6 Production Behavior 

In some cases, fracture closure occurred during production as fluid was drained out of 

open fractures.  Closure was apparent in the behavior of production rate and pressure.  

When closure happened, fracture transmissivity dropped abruptly.  Fractures oriented 

perpendicular to the least principal stress would tend to close at a fluid pressure near σ3, 

but fractures of other orientations could close at higher fluid pressures.  Fracture closure 

would only be expected to occur if injection was performed at a pressure greater than the 

least principal stress.  Otherwise, significant fracture opening would not occur during 

injection. 

Abrupt drops in production rate occurred during Simulations A, E, and F, indicating 

fracture closure (Figure 3-11, Figure 3-23, and Figure 3-27).  In Simulation C, fracture 

closure occurred during shut-in (Figure 3-18).  These simulations can be compared to 

Simulation B, where fracture closure did not occur, and there were not any abrupt drops 

in production rate (Figure 3-15). 

Fluid recovery prior to fracture closure was extremely high in Simulation A (Figure 

3-11), and between 25-50% in Simulations E and F (Figure 3-23 and Figure 3-27).  

Careful investigation demonstrates that the causes of limited fluid recovery in 

Simulations E and F were different.  In Simulation F, a significant amount of fluid leaked 

off into the natural fracture network surrounding the newly formed fractures (Figure 

3-24).  However, in Simulation E, the natural fracture network was less dense (Figure 

3-20), and leakoff into these fractures was volumetrically less significant.  Limited 

recovery in Simulation E occurred because of localized fracture closure around the 

wellbore, which could be referred to as "snapoff" (Figure 3-36).  Snapoff can occur if 
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continuous paths through open fractures in the reservoir pass through both new and 

preexisting fractures.   

In Simulation E, there were abundant open, preexisting fractures that were not 

oriented perpendicular to the least principal stress.  When production began, they closed 

at a fluid pressure greater than the least principal stress.  When the natural fractures near 

the wellbore closed, they created a bottleneck in transmissivity, trapping a large amount 

of fluid in open fractures away from the wellbore.  Over weeks or years, the 

transmissivity of the closed fractures would be great enough to drain water (or 

hydrocarbons) from the most distant, open fractures (although relative permeability 

effects would also come into play).  But the fluid was essentially trapped for production 

on the time-scale of hours. 

Figure 3-36 shows a close-up of the fractures near the wellbore at the end of 

Simulation E.  These fractures have transmissivity in the range of 10-15 m3, which is not 

tiny, but is not high enough to sustain large flow rates.  The closing natural fractures 

created bottlenecks in flow that trapped in open fractures away from the wellbore. 
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Figure 3-36: Transmissivity distribution at the end of injection for Simulation E.  The figure is zoomed in 
to show closure of natural fractures near the wellbore.  Newly formed fractures away from the wellbore 
remain open (line thickness is proportional to aperture, and the open fractures are thicker). 

The fluid trapping mechanism that occurred in Simulation E was hypothesized to 

have occurred at the Fenton Hill EGS project (Brown, 1989; Brown et al., 2012).  Brown 

et al. (2012) explained how engineers at Fenton Hill were perplexed by poor fluid 

recovery following mini-frac tests.  In these tests, packers were used to isolate a zone of 

the wellbore, and then tens or hundreds of m3 of fluid were injected.  The fluid was 

believed to be flowing into a large, natural fracture intersecting the wellbore.  Fluid 

recovery was expected to be high because the granite matrix had exceptionally low 

permeability.  Three alternative hypotheses for the poor fluid recovery were (1) leakoff 

into the matrix, (2) leakoff into natural fractures, and (3) trapping of fluid due to closure 

of the natural fracture near the wellbore.  To distinguish between the three hypotheses, a 

mini-frac test was performed with proppant.  In this case, almost complete recovery of 

fluid was achieved.  This was taken as evidence that the fluid recovery was due to 

snapoff.  The proppant held the natural fracture open near the wellbore, preventing 

closure and trapping (Brown et al., 2012, page 74).  Proppant would not have prevented 

leakoff into the matrix or into natural fractures.  As described by Brown (1989), snapoff 
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could occur at fluid pressure significantly above the least principal stress if the natural 

fractures are poorly oriented to open in the local stress state. 

It might be argued that if fluid pressure exceeds the least principal stress, then new 

tensile fractures should form at the wellbore and propagate through the formation.  If this 

happened, snapoff could still occur if these propagating fractures terminated against 

natural fractures and were forced to reinitiate elsewhere on the natural fracture.  

In rock with high tensile strength, it may not be reasonable to assume that natural 

fractures always form at the wellbore when fluid pressure exceeds the least principal 

stress.  According to Brown et al. (2012, page 73), newly formed fractures were never 

observed along the wellbores at the Fenton Hill EGS project despite extensive injection at 

pressure well above the least principal stress.  Brown et al. (2012, page 73) attributed the 

lack of new fractures at the wellbore to the high tensile strength (relative to typical 

sedimentary rocks) of the granite at the Fenton Hill project (which would be typical EGS, 

but not gas shale).  The lack of new tensile fractures at the wellbore does not rule out that 

they may have formed off opened natural fractures further into the formation (in fact, it  

is probable).   

Zoback et al. (1977) performed laboratory experiments in which hydraulic fracturing 

was attempted in rock samples with preexisting fracture that were not oriented 

perpendicular to the least principal stress.  They found that in some cases the preexisting 

fracture opened before a new tensile fracture could form.   

Baumgärtner and Zoback (1989) described a series of mini-frac tests that were 

performed at various intervals in crystalline rock in a thrust faulting regime.  They 

reported breakdown pressures well above both the minimum principal stress (vertical) 

and the minimum horizontal stress (the intermediate principal stress).  They reported that 

during some tests, equipment limitations prevented new tensile fractures from being 

initiated, despite fluid pressure well above the minimum principal stress.  

To summarize, we identify two mechanisms that could cause limited fluid recovery, 

leakoff of fluid to natural fractures and trapping due to closure of natural fractures.  As 

suggested by Brown (1989), the snapoff mechanism could take place with a fluid 

pressure well above the least principal stress (depending on the degree of stress 
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anisotropy and the orientation of the closing natural fractures).  With the PFSSL 

mechanism, fracture closure may be observed in the pressure history, but only at the least 

principal stress.  In contrast, fracture closure could occur at fluid pressures greater than 

the least principal stress in the MMS mechanism.   

Identification of fracture closure can rule out the PSS mechanism, because the PSS 

mechanism requires that little or zero fracture opening can occur.  Fracture closure at 

pressure well above the least principal stress is a strong indication of the MMS 

mechanism. 

A distribution of fracture orientations exists in the subsurface, and orientation affects 

an individual fracture’s closure stress.  However fracture orientations in a particular 

location tend to be clustered into certain sets, and so all fractures in a particular set may 

be expected to close within a relatively narrow range of fluid pressure. 

The effect of fracture closure may have been exaggerated in Simulations E and F 

because in these simulations the stimulated, closed fracture transmissivity was rather low.  

With a higher closed fracture transmissivity, fracture closure would not cause such an 

abrupt and dramatic decrease in production rate/pressure.  Therefore, in practice, fracture 

closure may not manifest as such a large, immediate drop in production pressure.  

However, it would be expected to cause a discontinuity in the derivative of pressure with 

time, which could be identified in a pressure history. 

Proppant, which is used in gas shale but very rarely in EGS, could complicate 

attempts to identify fracture closure.  With proppant, the transmissivity of unstimulated 

fractures should be much higher than without proppant (Fredd et al., 2001), and an abrupt 

drop in transmissivity may not occur with closure. 

If a modest amount of proppant is used, as is most common in gas shale, then the 

stimulated volume may be divided into two sections: the propped region and the 

unpropped region.  Fracture closure in the unpropped region may be identified in the 

pressure history after the fractures in the propped region have all closed.  Perhaps, closure 

in the propped region could be identified if the propped transmissivity was not high 

enough to prevent a significant discontinuity in transmissivity with closure.   
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3.4.7 Estimation of the Least Principal Stress 

In this section, several pitfalls are summarized that could lead to inaccurate 

estimation of σ3.  Accurate estimation of σ3 is important to the diagnostic methodologies 

described in this chapter because they often depend on identifying the relationship 

between fluid pressure and σ3.  

Closure pressure, Pc, is defined as the fluid pressure at which "fracture closure" 

occurs, and is sometimes taken to be an average value of σ3 in the interval where 

hydraulic fracturing is taking place (Gulrajani and Nolte, 2000).  However, closure 

pressure may not be equal to σ3 if fractures are opened that are not perpendicular to the 

least principal stress. 

As discussed in Section 3.4.6, Brown (1989) pointed out that if injection causes 

opening of preexisting fractures at the wellbore rather than creation of new opening mode 

fractures at the wellbore, the observed Pc may be greater than σ3 (even if new fractures 

perpendicular to the minimum principal stress form off the preexisting fractures and 

propagate through the formation).   

Baumgärtner and Zoback (1983) did a series of fracturing tests in crystalline rock that 

demonstrate that closure pressure is not necessarily equal to the least principal stress.  In 

the tests, packers were used to isolate sections of the wellbore and fracturing was 

attempted at various intervals.  The minimum principal stress was vertical.  The initial 

shut-in pressure (ISIP) was interpreted from the time history of the wellbore pressure and 

defined as the pressure at which fracture closure appeared to occur.  Because of the 

concentration of stress around the vertical wellbore, new tensile fractures sometimes 

formed axially along the wellbore, perpendicular to the minimum horizontal stress (the 

intermediate principal stress).  Evidently, as these fractures propagated into the 

formation, they tended to rotate to be perpendicular to the minimum principal stress 

(which was vertical).  When injection ended, fluid bled out of the vertical fractures near 

the wellbore into the horizontal fractures that formed away from the wellbore.  The ISIP 

was identified from inflections in the wellbore pressure with time.  The highest closure 

pressure was the closure pressure of the vertical fractures (at the minimum horizontal 

stress, σ2), not the closure pressure of the horizontal fractures away from the wellbore 
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(which would be σ3).  Because of this, Baumgärtner and Zoback (1983) interpreted the 

ISIP in these cases to be equal to the minimum horizontal stress, σ2, not the minimum 

principal stress.  

The interpretation that the closure pressure was above σ3 could be independently 

confirmed because the vertical principal stress can be found by integrating the density of 

the overlying rock.  For example, Figure 3 in Baumgärtner and Zoback (1983) shows that 

the ISIP (wellhead) during a test at depth of 837 m was around 19 MPa.  Hydrostatic 

head was around 8.37 MPa, and so the minimum horizontal stress (the sum of hydrostatic 

head and ISIP at the wellhead) was 27.4 MPa (given in Figure 2 of Baumgärtner and 

Zoback, 1983).  The average rock density was given as 2.61 g/cm3, which would give a 

value of σv equal to 21.85 MPa at 837 m (Figure 2 in the paper gives a value of 21.3 

MPa).  Clearly, in this case, ISIP was significantly greater than σ3.  In both Brown (1989) 

and Baumgärtner and Zoback (1983), ISIP was much greater than the least principal 

stress because the fractures connecting to the wellbore were not perpendicular to the least 

principal stress. 

Another potential issue is that ISIP may not be equal to closure pressure.  In settings 

with high matrix permeability or significant leakoff to the natural fracture network, fluid 

flows out of the newly formed tensile fractures after the end of injection, allowing them 

to close.  However, if leakoff is limited, fracture closure may not occur with shut-in (as in 

Simulations A, E, and F).   

If fracture closure does not occur shortly after shut-in, the error in setting ISIP equal 

to the least principal stress depends on the effective fracture toughness.  For typical 

laboratory derived fracture toughness, fractures of significant size can propagate with 

fluid pressure only slightly above σ3.  For example, for a value of a equal to 20 m and KI 

equal to 3.0 MPa-m1/2, Equation 3-14 predicts that a fracture would propagate at fluid 

pressure only 0.38 MPa above the least principal stress.  If the fracture propagation 

pressure is only slightly greater than the least principal stress, ISIP will be close to σ3 

(assuming closure is related to optimally oriented fractures) even if fracture closure does 

not occur with shut-in.   
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However, non-ideal fracture propagation, fracture termination at preexisting fractures, 

or stress heterogeneity may cause effective fracture toughness to be greater than the 

laboratory derived values (Shlyapobersky, 1985).  For example, in Simulation F, ISIP 

was around 3.5 MPa greater than the least principal stress (Figure 3-25).  In this case, the 

ISIP could be significantly higher than the least principal stress if the fracture remains 

open after shut-in.  

Sometimes, the decline in pressure after shut-in is interpreted to infer to closure 

pressure, but such methods typically require the assumption of significant fluid leakoff 

into the matrix and simple, planar fracture geometry (Nolte, 1979; Gulrajani and Nolte, 

2000), assumptions that do not necessarily hold in EGS or gas shale. 

The initiation of shear stimulation could be mistaken for the initiation of tensile 

fracturing and lead to underestimation of the least principal stress.  This was also 

proposed by Couzens-Schultz and Chan (2010), who gave two field examples of leakoff 

tests that they hypothesized had given incorrect values for σ3.  This process was also 

discussed by McClure and Horne (2010b) and is discussed in Section 4.4.6.   

Step rate tests are sometimes used to identify σ3.  In step rate tests, injection rate is 

increased in steps.  The theory is that when BHP reaches σ3, tensile fracturing will be 

initiated and injection pressure will demonstrate a near insensitivity to further increases in 

rate.  In fact, this behavior can be seen in Simulations A, C, E, and F.  However, near 

insensitivity of injection pressure to injection rate could be plausibly explained by the 

process of shear stimulation alone, without requiring new fractures to propagate through 

the formation, or for fluid pressure to reach σ3 (also discussed in Section 4.4.6).  During 

Simulation B, the injection pressure was modestly insensitive to increases in injection 

rate.  Injection at 30 kg/s caused an increase in fluid pressure from 35 MPa to around 45 

MPa.  Subsequent doubling and tripling of the injection rate caused increases in fluid 

pressure of only a few MPa.   

Simulation I was performed to demonstrate the effect of shear stimulation in a step 

rate test.  Simulation I used an identical fracture network as Simulation B, but used a 

different injection schedule.  A plot of injection rate versus the bottom hole pressure at 

the end of the injection period is shown in Figure 3-37.  From Figure 3-37, a standard 
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step rate test interpretation would be that σ3 was around 43 MPa.  In fact, σ3 was 50 MPa 

in Simulation I.  

 

Figure 3-37: Bottom hole pressure during injection versus rate during Simulation I.  The plot shows the 
initiation of shear stimulation at around 43 MPa, a behavior that could be mistaken for tensile fracturing at 
σ3. 

Sometimes, identification of a "Leakoff Point" (Gaarenstroom et al., 1993) is used to 

identify σ3.  In this method, an abrupt decrease in the rate of injection pressure increase 

with time signals the initiation of tensile fracturing at σ3.  However, the initiation of shear 

stimulation could create an apparent leakoff point that would be misinterpreted. 

As discussed in Section 6.1.2, shear stimulation is probably the reason why the down 

hole pressure during the stimulation of GPK2 at Soultz was significantly below the least 

principal stress as estimated by Valley and Evans (2007) (which itself may be an 

underestimation of the least principal stress, see Section 4.4.6), yet the injection pressure 

become almost insensitive to increases in injection rate (Weidler et al., 2002).   

To summarize, many standard methods for estimation of σ3 rely on assumptions that 

may not be valid in settings other than simple, POM stimulation.  Shear stimulation may 

create pressure behavior that appears similar to tensile fracturing (causing an 
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underestimation of σ3 with step rate tests and leakoff tests).  Poorly oriented fractures in 

the MMS mechanism can cause "closure pressure" (equivalent to ISIP) to be significantly 

greater than σ3 (causing overestimation of σ3).  ISIP may be greater than σ3 if fracture 

closure does not happen immediately after shut-in and the effective fracture toughness is 

high. 

3.4.8 Testing a Formation's Tendency for Shear Stimulation 

Whether a formation is capable of being shear stimulated is an important factor in 

determining mechanism.  In this chapter, the ability of a formation to be shear stimulated 

is referred to as TSS, or Tendency for Shear Stimulation.  TSS is important because if a 

formation cannot be effectively shear stimulated, the PSS and PFSSL mechanisms are 

impossible.  If a formation has high TSS, the PFSSL and PSS mechanisms are more 

likely, though the MMS mechanism cannot not be ruled out. 

The TSS test is needed to resolve the ambiguity of interpretation between MSS and 

PFSSL.  These mechanisms may have similar microseismic signatures (Section 3.4.9), 

and it is unclear how pressure transients could be used to differentiate.  The TSS test is an 

unambiguous technique to differentiate between the two mechanisms. 

TSS depends on several factors, including whether fracture slip couples to an increase 

in transmissivity, whether there are fractures that are well oriented to slip in the local 

stress state, whether the initial fracture transmissivity is high enough (to allow slip to 

initiate, as in Simulation C), and whether the network of shear stimulating fractures 

percolates.  As discussed in Section 3.1.3, percolation refers to the presence of 

continuous fracture pathways for flow through the reservoir.   

One way to determine TSS would be to measure the various parameters that affect it, 

and then attempt to integrate those measurements into an assessment of TSS.  However, 

these parameters may not always be known with high precision.   

As an alternative, we propose that TSS could be measured directly in a "TSS test."  A 

TSS test would be performed by injecting at a BHP below the least principal stress into 

an uncased section of wellbore that has sufficient length to access a significant number of 
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natural fractures.  The injection pressure would be maintained relatively close to σ3 

without exceeding it.  As long as fluid pressure was below σ3, PSS would be the only 

possible mechanism of stimulation, which is important to ensure that there is no 

ambiguity of interpretation.   

During a TSS test, microseismic monitoring could be used to estimate the distance of 

deformation and transmissivity enhancement from the wellbore.  Well injectivity would 

be measured prior to the TSS test and after the TSS test.  Limited spreading of 

microseismicity and/or limited increase in injectivity would indicate that the formation 

has low TSS. 

Due to cost and the requirement that the section of the wellbore must be uncased, it 

would not be feasible to perform TSS tests routinely.  However, as a part of a large 

drilling program, it would be reasonable to perform TSS tests in a small number of wells 

and apply the results in the rest of the field.  Methodologies to predict TSS based on 

geological conditions and geophysical measurements could be validated using TSS tests. 

Simulations G and H were examples of TSS tests.  Simulations G and H were 

identical, except that they used different fracture networks, F5 and F4.  Networks F4 and 

F5 would appear similar on a wellbore image log because they had identical statistical 

distributions of orientation and an equal number of fractures intersected the wellbore in 

both networks.  The difference between the two networks was that F5 had a shorter 

average fracture size (and more total fractures) and was not percolating.   

Injection was performed at constant pressure (below σ3) for one week.  Figure 3-28 

and Figure 3-29 show the final distributions of transmissivity.  Figure 3-42 and Figure 

3-43 show approximations of the microseismicity maps that would have resulted from 

these stimulations (the microseismicity maps are explained in Section 3.4.9).   

The shear stimulation spread much further in Simulation H, and consequently the 

fracture network had a much greater TSS.  In Simulation G, the TSS test unambiguously 

showed that the PSS and PFSSL mechanisms could not be effective at stimulating the 

reservoir.  If a conventional hydraulic stimulation was subsequently performed and a high 

flow rate resulted, the MMS mechanism could be positively identified. 
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As a caveat for microseismic interpretation, it is important to keep in mind that in 

some settings, such as gas shale, the vast majority of fracture deformation is aseismic 

(Zoback et al., 2012), and the precise mechanism of microseismicity generation is not 

fully understood.  In these settings, it is possible that variations of formation properties 

could lead to variations in the tendency for deformation to cause microseismicity.  

Therefore, limited spreading of microseismicity in a formation might be a consequence of 

aseismic slip, rather than lack of stimulation.  In this case, measurement of well 

injectivity/productivity before and after the TSS test would be the most important ways to 

measure the outcome of the TSS test. 

3.4.9 Microseismicity 

In this section, it is shown how relocations of microseismicity have some usefulness 

for identifying mechanism but that their value is limited to a few specific applications.  

The simulator used in this chapter has the ability to directly model seismicity by 

including abrupt weakening of friction on individual fractures (Section 2.2.5.3 and 

Chapter 4).  However, in this chapter, the coefficient of friction was assumed constant, 

and so slip in the simulations was aseismic.  Because direct seismicity simulations were 

not performed, a simple correlation was used in this section to extract maps of 

microseismicity hypocenters from the results of the simulations.  The objective of this 

process was to extract approximate maps of what the microseismic data might look like 

for the various simulations.  Microseismicity hypocenter maps were created from 

Simulations A, B, E, F, G, and H. 

At the end of a simulation, elements were identified that had either opened or slipped 

during the stimulation.  Each element that had opened or slipped was randomly assigned 

a certain number of microseismic events according to the Poisson distribution, with a 

specified average number of events per length of fracture.  The events were located at the 

center of the element, and then normally distributed random error was added to 

approximate the effect of relocation error. 

Microseismicity maps for Simulations A, B, E, F, G, and H are shown from Figure 

3-38 to Figure 3-43. 
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Figure 3-38: Simulated microseismicity hypocenter map for Simulation A.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 

 

Figure 3-39: Simulated microseismicity hypocenter map for Simulation B.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 



186 CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 

 186 

 

Figure 3-40: Simulated microseismicity hypocenter map for Simulation E.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 

 

Figure 3-41: Simulated microseismicity hypocenter map for Simulation F.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 
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Figure 3-42: Simulated microseismicity hypocenter map for Simulation G.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 

 

Figure 3-43: Simulated microseismicity hypocenter map for Simulation H.  Microseismicity was not 
directly simulated because the coefficient of friction was assumed constant (Section 3.2.1).  The simulated 
microseismic maps were generated using a simple correlation. 



188 CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 

 188 

The microseismicity maps for Simulations A, E, and F appear to show large clouds of 

microseismicity propagating away from the wellbore in a direction perpendicular to the 

least principal stress.  These maps could not be used to distinguish between the POM, 

MMS, and PFSSL mechanisms.   

The microseismicity map for Simulation B looks significantly different, with large 

linear features that are clearly not oriented in the direction of the least principal stress.  

Microseismicity relocations like this could be used to identify induced slip on large faults 

(a field example is described in Downie et al, 2010).  This suggests that PSS may be 

distinguishable from microseismic relocations.  However, the microseismic map from 

Simulation H, another example of PSS, is significantly more ambiguous, and could be 

consistent with any mechanism.  Furthermore, a large fault may be reactivated by 

injection, but this would not rule out that propagation of new fractures occurred during 

the stimulation.   

Comparison between Figure 3-42 and Figure 3-43 shows that microseismic 

relocations could be useful for TSS tests.   

3.4.10 Wellbore Logs 

Wellbore image logs and spinner logs run before and after stimulation could be useful 

in diagnosing mechanism.  The advantage of well logs is that they directly observe 

fracturing and fluid flow in the subsurface. 

One application of wellbore image logs is to determine whether preexisting fractures 

intersecting the wellbore are only cracks or are thicker damage zones (Genter et al., 

1997).  Sections 3.4.2.3 and 3.1.3.2 discuss how the storativity of fractures affects 

stimulation mechanism.  The PSS mechanism requires that all injected fluid must be 

stored in closed fractures and is more likely if there are thick fault zones present.   

Wellbore image logs can also be used to observe directly whether new opening mode 

fractures formed at the wellbore during stimulation.  A complication is that drilling 

induced tensile fractures may form locally at the wellbore but not propagate into the 

formation.  If flow is distributed into a large tensile fracture propagating away from the 
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wellbore, spinner logs should indicate that outflow from the wellbore is distributed along 

the length of the newly formed axial fracture, not localized to preexisting fractures.  If 

newly formed tensile fractures are not observed at the wellbore, then the POM and 

PFSSL mechanisms can be ruled out.  If newly formed tensile fractures are observed and 

spinner logs indicate that flow is distributed (indicating that the newly formed tensile 

fractures at the wellbore are propagating into the formation), then the PSS mechanism 

can be ruled out.   

Wellbore image logs (or better still, cores) could be especially useful if the fracture 

stimulation from one well reached a neighboring well.  For example, a well could be 

drilled through the seismic cloud formed by the stimulation of another well.  Even better, 

two wells could be drilled in close proximity and logged with spinner logs and image 

logs prior to stimulation.  Then, one of the wells could be stimulated, and under the right 

conditions, the neighboring well would be in the region of fracture stimulation (which 

could be confirmed from microseismicity).  Spinner and image logs could then be rerun 

in both wells.  The distribution of newly formed fractures and stimulated natural fractures 

in the neighboring well would be very useful for identifying the mechanism of 

stimulation because it would be a direct observation of the fracturing process away from 

the injection well.  If newly formed fractures were observed at the neighboring well, the 

PSS mechanism could be ruled out.  If one large fracture was observed, and several 

surrounding preexisting fractures had enhanced transmissivity, then the PFSSL 

mechanism could be identified.  If the stimulation was distributed across a significant 

length of the wellbore in both new and preexisting fractures, then the MMS mechanism 

could be identified.  If newly formed fractures were not observed at the neighboring well, 

then the PSS mechanism could be considered more likely, but not ruled out because new 

fractures may have formed closer to the injection well. 
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3.4.11 Summary of Methods to Diagnose Stimulation 

Mechanism 

Table 3-5 shows a summary of the various observations that could be used to 

diagnose stimulation mechanism.  Observations can be used to either identify or rule out 

various hypotheses. 

Table 3-5: Reservoir scale observations that are diagnostic of stimulation mechanism. 

  POM PSS MMS PFSSL 

Injection pressure less than 

σ3 (Section 3.4.5) 
 No Yes* No  No  

Fracture closure pressure 

much greater than σ3 

(Section 3.4.6) 

No  No Yes No  

Low TSS (Section 3.4.8)   No   Discourages 

High TSS (Section 3.4.8) No       

No newly formed tensile 

fractures at the wellbore (if 

wellbore is uncased) 

(Section 3.4.10) 

No     No 

*If Pinj > σ3, then PSS should be ruled out unless BHP relatively quickly drops below σ3 

during shut-in. 

**Various wellbore observations at neighboring wells could potentially be used to identify 

mechanism, as discussed in Section 3.4.10 

If injection pressure is below σ3 during stimulation, PSS is the only possible 

mechanism.  If injection pressure is above σ3, PSS may still be the mechanism if tensile 

fracturing plays a minor role.  However, if fluid pressure remains above σ3 during shut-in, 

then fractures remain open in the formation, implying that fracture opening has played a 

hydraulically significant role, and PSS should be ruled out (Section 3.4.5).   

If injection pressure is above σ3 during stimulation, then it should be assumed that 

fracture opening (either new or preexisting fractures) is occurring in the formation 

(Section 3.4.5).  If injection pressure remains above σ3 during shut-in, fractures remain 
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open in the formation.  If injection pressure drops below σ3 during shut-in, fractures have 

closed in the formation, which implies that the natural fracture network has sufficient 

storativity to contain all injected fluid.  In that case, the natural fracture network must 

either contain thick, porous fault zones, closely spaced cracks, or cracks that somehow 

have an elevated storativity above their typical laboratory values (Section 3.4.6). 

If fluid pressure remains above σ3 during shut-in, fracture closure may be identified 

during production.  Fracture closure would manifest itself as an abrupt drop in 

transmissivity of the closing fractures and would lead to a rapid drop in production rate 

and/or pressure (though not necessarily as abrupt as in the simulations in this chapter).   

In the MMS mechanism, natural fractures open, and depending on their orientation in 

the stress state, they may close at a pressure well above the least principal stress (the 

Brown, 1989 mechanism).  If this was identified, it should be taken as a clear indication 

of the MMS mechanism.  Newly formed fractures are expected to form perpendicular to 

the least principal stress, and so in a setting where only newly formed fractures are open, 

fracture closure would be expected at fluid pressure close to the least principal stress.  

Closure of newly formed fractures could be observed for the MMS, POM, or PFSSL 

mechanisms (Section 3.4.6). 

A Tendency for Shear Stimulation (TSS) test could be used to distinguish between 

POM, MMS, and PFSSL mechanisms.  If a formation has high TSS, then the POM 

mechanism is not possible because by definition POM occurs when there is negligible 

shear stimulation.  If a formation has low TSS, the PFSSL mechanism could be possible 

but it would have limited effectiveness.  The MMS mechanism can be effective with high 

or low TSS (Section 3.4.8).   

If TSS is high, either the MMS and PFSSL mechanisms are possible.  In either case, 

if TSS is high, then a significant amount of fluid leakoff from open fractures into a 

surrounding shear stimulating zone would be expected.  The difference between MMS 

and PFSSL in this case would be the continuity of the opening mode tensile fractures.  

The PFSSL mechanism would involve formation of large, continuous tensile fractures.  

The MMS mechanism would involve formation of flow pathways that alternate between 

natural and newly formed fractures.  An MMS tensile fracturing mechanism with 
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significant leakoff into a shear stimulation zone might be considered almost a hybrid 

MMS-PFSSL mechanism.  We have not identified a diagnostic method that could 

distinguish between MMS and PFSSL with high TSS (Section 3.4.8). 

Low fluid recovery is consistent with the PSS, PFSSL, and MMS mechanisms 

(assuming initial formation permeability is very low).  In any of these mechanisms, low 

fluid recovery could be caused by leakoff into a shear stimulated natural fracture region.  

In MMS, snapoff due to fracture closure is an additional possible cause of low fluid 

recovery (Section 3.4.6).  The POM mechanism is not consistent with low fluid recovery 

(as long as initial formation permeability is very low). 

If a wellbore is uncased, then wellbore image logs can be used following stimulation.  

If newly formed tensile fractures are not visible on the wellbore, then fluid must have 

excited the wellbore from natural fractures, and the POM and PFSSL mechanisms can be 

ruled out (Section 3.4.10). 

All four mechanisms are capable of leading to clouds of microseismicity that are 

oriented roughly in the direction perpendicular to the least principal stress.  However, if 

large lineaments in microseismicity are identified in a direction that is not perpendicular 

to the least principal stress, this may indicate that slip is being induced on large faults.  

Microseismicity can also be helpful in the interpretation of a TSS test (Section 3.4.9).   

The POM mechanism is typically presumed not involve complex fracture network 

propagation.  Therefore, information that suggests significant fracture network 

complexity might be taken as evidence that the POM is not taking place.  Such evidence 

could include high well productivity in gas shale, or a wide fairway of microseismicity 

(relative to relocation error). 

3.5 Conclusions 

Four mechanisms for hydraulic stimulation have been described: pure opening mode 

(POM), pure shear stimulation (PSS), mixed-mechanism stimulation (MMS), and 

primary fracturing with shear stimulation leakoff (PFSSL).  These mechanisms are not 

intended to cover all possible mechanism and should be considered limiting cases.  
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Nevertheless, these concepts are useful in describing and modeling the processes taking 

place during hydraulic stimulation.  

A review of literature was performed to identify geological parameters that may 

affect stimulation mechanism (Section 3.1.3).  Computational models were created that 

were representative of the four stimulation mechanisms (Sections 3.2.2 and 3.3).   

Results confirmed that in a toughness dominated propagation regime in POM, 

localization of stimulation takes place into one or two fractures (Section 3.4.1).  For shear 

stimulation, it was shown that if initial transmissivity is too low, shear stimulation will be 

delayed or prevented (Section 3.4.2.2).  It was shown that the assumption that fluid is 

stored in closed cracks (with aperture of hundreds of microns) leads to unusual results 

related to fluid storage.  Either the fractures must be very closely spaced, occupy a very 

large spatial extent, or have low transmissivity (Section 3.4.2.3).  An alternative 

possibility is that fracture storativity could be supplied by fracture opening.  This could 

explain how fluid is contained in settings with very thin cracks and very low matrix 

permeability (Sections 3.4.2.3 and 3.4.3), but it would rule out the PSS mechanism.   

The crack-like shear stimulation mechanism (CSS) was identified as a process that 

allows shear stimulation to progress along a fracture at a rate insensitive to the initial 

fracture transmissivity.  The overall rate of shear stimulation propagation depends on the 

two processes: fluid flow into fractures at the initial transmissivity (to initiate slip on each 

fracture for the first time) and CSS propagation of stimulation along the fracture once slip 

has been initiated.  

The Brown (1989) snapoff mechanism for fluid trapping was demonstrated as an 

explanation for poor fluid recovery.  Another cause for poor fluid recovery was found to 

be leakoff into natural fractures (Section 3.4.6). 

It was found that the PFSSL mechanism can only take place within a rather narrow 

range of natural fracture transmissivity.  However, this result requires more study because 

it may have been a result of model limitations that restrict the freedom of newly forming 

fractures to initiate and propagate in any direction (Section 3.4.4).   



194 CHAPTER 3. CONCEPTUAL MODELS OF STIMULATION 

 194 

A variety of techniques for identifying stimulation mechanism were proposed 

(summarized in Section 3.4.11).  The PSS mechanism can be diagnosed if the injection 

pressure remains below σ3 during injection.  In contrast, if fluid pressure remains above 

σ3 during shut-in, fractures remain open in the reservoir, indicating the POM, MMS, or 

PFSSL mechanisms (Sections 3.4.5 and 3.4.6).   

A Tendency for Shear Stimulation (TSS) test was proposed as a way to directly 

measure whether shear stimulation is possible in a formation.  With low TSS, the PSS 

mechanism can be ruled out, and the PFSSL mechanism is unfavorable.  With high TSS, 

the POM mechanism can be ruled out (Section 3.4.8).  Wellbore image log observations 

after stimulation could be used to identify if newly formed tensile fractures have formed 

at the wellbore.  If they have not, the POM and PFSSL mechanisms can be ruled out 

(Section 3.4.11).  Wellbore image logs through the zone of stimulation are rarely 

available, but if they were, they would be extremely valuable for identifying mechanism 

(Section 3.4.11). 

Microseismic relocations were shown to be useful for TSS tests and for identifying 

shear stimulation along large faults that are not oriented perpendicular to the least 

principal stress.  However, microseismic relocations could not distinguish between most 

mechanisms because all lead to a roughly planar region of microseismicity oriented 

perpendicular to the least principal stress (Section 3.4.9).   

It was discussed how low matrix permeability and shear stimulation could lead to 

errors in estimating the least principal stress.  The initiation of shear stimulation could be 

mistaken for the initiation of tensile fracturing in step rate tests and in identification of a 

leakoff point (also discussed in McClure and Horne, 2010b; Section 4.4.6; and Couzens-

Schultz and Chan, 2010).  If fracture closure does not take place immediately at shut-in 

(due to low matrix permeability) and there is a high effective fracture toughness, the ISIP 

will be above the least principal stress.  As described by Brown (1989), in the MMS 

mechanism, fracture closure pressure could be greater than the least principal stress 

(Section 3.4.7) if poorly oriented natural fractures are opened by fluid injection. 

PSS is generally assumed to be the predominant mechanism in EGS (Section 3.1.1).  

However, there are several specific geological conditions that must be in place for PSS to 
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occur (Sections 3.1.3, 3.4.2.2, and 3.4.2.3).  Therefore, it cannot be assumed in advance 

that stimulation will occur through the PSS mechanism.  If newly formed fractures are 

not observed in the wellbore following stimulation, the mechanism could be PSS or 

MMS. 

Determining the correct conceptual model for hydraulic stimulation is critical for 

stimulation modeling, optimization, and reservoir evaluation.  This chapter describes four 

hypotheses for stimulation mechanism and describes how they may be determined in 

practice.  At a given site, establishing the correct conceptual model should be considered 

a fundamental requirement for successful application of modeling and reservoir 

engineering. 
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Chapter 4 

4 Investigation of Injection-Induced 
Seismicity using a Coupled Fluid Flow 
and Rate/State Friction Model 

This chapter describes a numerical investigation of seismicity induced by injection 

into a single isolated fracture.  Injection into a single isolated fracture is a simple analog 

for hydraulic stimulation in certain EGS projects: settings where water is injected into 

large scale fracture zones in low matrix permeability rock.  A model was developed and 

used that couples (1) fluid flow, (2) rate and state friction, (3) coupling of slip, fluid 

pressure, and transmissivity, and (4) mechanical stress interaction between fracture 

elements.  The interaction of these processes causes stimulation to propagate according to 

a mechanism we refer to as episodic crack-like shear stimulation (ECSS).  The results 

suggest that shear stimulation could propagate at a rate insensitive to the initial fracture 

transmissivity (also discussed in Section 3.4.2.2).  Results suggest that the initiation of 

shear stimulation could be mistaken for tensile fracturing, causing an underestimation of 

the minimum principal stress (also discussed in Section 3.4.7).  We investigated the effect 

of injection pressure on induced seismicity.  For injection at constant pressure, there was 
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not a significant dependence of maximum event magnitude on injection pressure, but 

there were more relatively large events for higher injection pressure.  Decreasing 

injection pressure over time significantly reduced the maximum event magnitude.  

Significant seismicity occurred after shut-in, which was consistent with observations 

from EGS stimulations.  Production of fluid from the well immediately after injection 

inhibited shut-in seismic events.  The results of the model in this study were found to be 

broadly consistent with results from prior work using a simpler treatment of friction that 

we refer to as static/dynamic.  We investigated the effect of shear-induced pore volume 

dilation and the rate and state characteristic length scale, dc.  Shear-induced pore dilation 

resulted in a larger number of lower magnitude events.  A larger value of dc caused slip to 

occur aseismically.   

4.1 Introduction 

4.1.1 Overview 

An important challenge for the deployment of EGS is that shear stimulation 

sometimes causes low magnitude seismic events that can be felt at the surface (Majer et 

al., 2007).  Induced seismicity threatens public acceptance of EGS, and the possibility of 

triggering a truly damaging seismic event, while seemingly remote, deserves careful 

consideration.  In 2005 one of the largest seismic events ever associated with an EGS 

project, a magnitude 3.4, occurred following the hydraulic stimulation of an EGS well in 

Basel, Switzerland.  As a result the project was suspended and eventually cancelled 

(Häring et al., 2007; Majer et al., 2007).  Events strong enough to be felt at the surface 

have occurred during stimulations at several other EGS projects, including at Soultz-

sous-Forêts, France, magnitude 2.9, and Cooper Basin, Australia, magnitude 3.7 (Majer 

et al., 2007). 

There is a practical need for credible shear stimulation modeling, because shear 

stimulation directly impacts induced seismicity, well productivity, and the long term 

temperature decline of the system.  Shear stimulation and induced seismicity modeling 
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have applications in areas outside of EGS, including gas shale hydraulic fracturing and 

carbon dioxide sequestration. 

Shear stimulation models typically include (1) stochastic or deterministic generation 

of a preexisting fracture network, (2) simulation of fluid flow in the network, and (3) 

modeling of induced slip (Willis-Richards et al., 1996; Rahman et al., 2002; Ghassemi 

and Tarasovs, 2006; Kohl and Mégel, 2007; Bruel, 2007; Baisch et al., 2010; Rachez and 

Gentier, 2010; Deng et al., 2011).   

Significant issues remain in the development of shear stimulation modeling.  The 

complexity of the physical processes taking place and the uncertainty and incompleteness 

of the data forces modelers to make significant simplifying assumptions.  Two physical 

phenomena that are frequently subject to simplifying assumptions are fracture friction 

and stresses induced by fracture slip.  A more detailed discussion of these topics can be 

found in Section 4.1.3 

A goal of the shear stimulation modeling described in this chapter was to focus on 

realistic treatment of friction and induced stresses.  Rate and state theory was used to 

describe fracture friction.  Rate and state friction is based on laboratory observations of 

rock friction and has been successful in describing a variety of earthquake phenomena 

(Dieterich, 2007; Segall, 2010).  Stress interaction was calculated using the Crouch and 

Starfield (1983) boundary element method which assumes that the rock material is 

homogenous, isotropic, and linearly elastic. These assumptions are reasonable for EGS 

reservoirs that are located in fractured granite.   

Injection into a single, isolated, one-dimensional fracture was modeled.  The problem 

geometry was simple, but it was a reasonable analog for injection into faulted granite 

such as is found at the EGS project at Soultz-sous-Forêts, France.  At Soultz, 

observations suggested that flow and seismicity was confined to a small number of large 

scale faults.  A more detailed discussion can be found in Section 4.1.4.  In certain other 

EGS projects, injection into large scale fault zones is probably not an appropriate 

conceptual model, and so the results from this paper may be less applicable.  However, as 

shown in Chapter 5, the EGS projects with large fault zones have been the projects where 

induced seismicity has been most significant.  
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4.1.2 Summary of Results 

Major results of this chapter are summarized in this section.  Many of the results were 

consistent with what has been described by other studies in the literature.  There were 

several results that are novel and could have important practical implications.   

The mechanism of growth of the stimulated region was a two-part cycle.  The cycle 

began with a seismic event that spread slip and permeability enhancement into a region of 

the fracture where slip had not previously occurred and where there was low permeability 

and fluid pressure. The second part of the cycle was flow of water into the newly slipped 

patch of fracture, which eventually triggered the next seismic event.  We refer to this 

process as episodic crack-like shear stimulation (ECSS).  In modeling without frictional 

weakening (and seismic events), shear stimulation propagates along a fracture in a similar 

mechanism, but the propagation is smooth rather than episodic, referred to as smooth 

crack-like shear stimulation, SCSS (Section 3.4.2.2).  In general, we refer to propagation 

of shear stimulation down a fracture (assisted by stress transfer) as crack-like shear 

stimulation, CSS (Section 3.4.2.2). 

The CSS mechanism is distinctly different from a process that has been described in 

the literature in which pressure diffuses into unstimulated fracture regions, subsequently 

causing slip (Bruel, 2007; Shapiro et al., 1999).  We refer to this process as the "diffusion 

controlled" (DC) mechanism. 

The difference is that in the DC mechanism, slip follows fluid flow.  In the CSS 

mechanism, fluid flow follows slip.  CSS behavior will only occur in a model if stress 

interaction between elements is included, but CSS behavior is not unique to rate and state 

friction models.  For example, ECSS behavior was described in McClure and Horne 

(2010b) using static/dynamic friction (described in Section 4.1.3), and SCSS behavior 

was observed in the simulations described in Section 3.4.2.2. 

If the CSS, not the DC, mechanism controls the growth of the stimulated region, it 

would undermine several common assumptions.  In the literature, unstimulated hydraulic 

diffusivity has been estimated using the assumption that it controls the rate of growth of 

the stimulated region during injection (Shapiro et al., 1999; Bruel, 2007).  In the CSS 
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mechanism, the rate of growth of the stimulated region during injection does not depend 

on the unstimulated diffusivity.   

The CSS mechanism could explain why injection pressure tends to increase only 

slightly when injection rate is increased during shear stimulation.  Previously, such 

behavior has been interpreted as being caused by the opening of tensile fractures at a pore 

pressure equal to the least principal stress (Cornet and Bérard, 2003; Valley and Evans, 

2007; Cornet et al., 2007).  The CSS mechanism provides an alternative explanation that 

does not involve the propagation of opening mode tensile fractures and does not require 

the pore pressure to be equal to the least principal stress.  The least principal stress would 

be underestimated if it was assumed incorrectly to be equal to the pore pressure during 

injection.  This topic is discussed from the point of view of step rate tests in Section 

3.4.7. 

In the model, spreading and redistribution of pressure after the end of injection caused 

shut-in seismicity, a commonly observed phenomenon in which seismic events of 

significant magnitude continue to occur at the edge of the stimulated region after shut-in 

(Häring et al., 2007; Asanuma et al., 2006; Baisch et al., 2010).  Redistribution of 

pressure has also been proposed as a mechanism for shut-in events by Baisch et al. 

(2006), Healy et al. (1968), and Hsieh and Bredehoeft (1981).   

We investigated strategies to minimize induced seismicity.  Reducing injection 

pressure over time reduced the maximum magnitude.  With constant injection pressure 

over time, using a lower injection pressure led to fewer significant sized events but did 

not affect the maximum magnitude.  Producing fluid back after injection reduced shut-in 

seismicity.  Baisch et al. (2006) also suggested producing fluid could reduce shut-in 

events.   

We investigated the effect of two geological uncertainties on the results, namely pore 

volume dilation during slip and the value of the rate and state characteristic length scale, 

dc.  A larger dc caused slip to occur aseismically as opposed to seismically.  Pore volume 

dilation caused slip to occur with a larger number of lower magnitude events.  Both 

results were consistent with other studies in the literature (Ruina, 1983; Yamashita, 1999; 

Segall and Rice, 1995; Segall et al., 2010). 
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4.1.3 Seismicity Modeling in EGS 

EGS modeling in the literature typically uses a treatment of friction in which 

elements do not slip until their shear stress exceeds their frictional ability to resist slip 

according to the Coulomb failure criterion: 

)(|| 0 PS nf −+= σµτ , 4-1 

where τ is shear stress, S0 is a cohesion factor, µf is the coefficient of friction, σn is the 

normal stress, and P is the fluid pressure.   

If µf is assumed constant (Kohl and Mégel, 2007; Ghassemi and Tarasovs, 2006; and 

Chapters 2 and 3), then slip is gradual and essentially aseismic because the only friction 

weakening mechanism is fluid flow. 

Some recent modeling has implemented methods for abruptly weakening friction on 

slipping elements, as occurs in earthquakes.  Bruel (2007) used a constant µ, but allowed 

S0 to disappear when an element reached the slipping criterion.  Baisch et al. (2010) 

imposed an instantaneous drop in stress on slipping elements.  McClure and Horne 

(2010b) imposed an instantaneous (but subsequently recovered) drop in µf on slipping 

elements (also used in Chapter 2).  In these approaches, slip occurs instantaneously and 

so is essentially seismic.  We refer to the approach in McClure and Horne (2010b) as 

static/dynamic friction.  All of these models are more generally in the class of "inherently 

discrete" earthquake models (Ben-Zion and Rice, 1993). 

Rate and state friction has several advantages compared to other approaches.  

Constant friction approaches can model only aseismic slip, and abruptly weakening 

friction can only model seismic slip.  Rate and state friction can model either seismic or 

aseismic clip.  Rate and state friction simulation allows time to be discretized during slip, 

allowing slip velocity to evolve continuously, although potentially very rapidly.   

A variety of approaches to stress transfer have been used in EGS modeling, including 

the block-spring model (Baisch et al., 2010), the distinct element model (Deng et al., 

2011; Rachez and Gentier, 2010), the displacement discontinuity method (Ghassemi and 

Tarasovs, 2007) and neglecting stress transfer (Bruel, 2007; Kohl and Mégel, 2007).  The 
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model in this chapter calculated stress transfer using the displacement discontinuity 

method (Crouch and Starfield, 1983).  The displacement discontinuity method assumes 

linearly elastic deformation in an infinite, isotropic, homogenous medium.   

4.1.4 Relationship of our Model to Actual EGS Reservoirs 

Observations made during EGS projects demonstrate the context of the model used in 

this chapter.  The European EGS project at Soultz-sous-Forêts can be used as an example 

of an EGS project.  During the 1990s and 2000s several wells were drilled and stimulated 

hydraulically in faulted and fractured granite.  During each stimulation, thousands of 

cubic meters of water were injected at high pressure into open wellbore.  The injectivity 

of the wells increased by one to two orders of magnitude following stimulation 

(Hettkamp et al., 2004; Tischner et al., 2006; Genter et al., 2010). 

Spinner and temperature logs of the Soultz wells indicated that during hydraulic 

stimulation, fluid exited the wellbore at a small number of preexisting fracture zones 

intersecting the wellbore.  Caliper and wellbore imaging logs indicated that the newly 

permeable fractures had existed prior to stimulation but had been induced to shear, 

enhancing their permeability.  In one example, 70% of flow during injection exited the 

wellbore GPK3 at a single location.  (Evans, Genter, and Sausse, 2005; Evans, Moriya, et 

al., 2005; Baria et al., 2006; Tischner et al., 2006; Dezayes et al., 2010).   

Wellbore core demonstrated that a typical fracture zone consisted of a fault core 

surrounded by an alteration zone up to 25 m thick.  The fault cores were full of 

cataclasites, breccia, and secondary precipitation of quartz.  The alterations zones had 

high fracture density and extensive chemical alteration leading to porosities as high as 

25% (Genter et al., 2000). 

The fault zones observed at Soultz could be considered more or less typical for 

medium to large scale faults in granite (Wibberley et al., 2008; Caine et al., 1996; Bruhn 

et al., 1994; Lockner et al., 2009).  However, other fault zones geometries in granite have 

been described in the literature (Griffith et al., 2009). 
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In this chapter, injection into a single, isolated fracture 500 m long was modeled.  

While there may be a large number of fractures participating in flow at Soultz, they are 

located primarily in a small number of large scale fracture zones.  The larger seismic 

events require a laterally extensive slip surface (Charlety et al., 2007) and so are likely 

associated with the fault core.  The fracture in our model is intended to represent the fault 

core.  Such a model cannot describe all of the smaller scale seismic events that occur on 

minor fractures, but it can describe slip on the large scale features. 

One challenge for EGS modeling is how to specify the model storativity.  Closed 

fractures in granite (which would be any fracture in frictional contact, and therefore 

capable of generating an earthquake) have apertures on the order of hundreds of microns 

(Esaki et al., 1999; Lee and Cho, 2002).  A huge number of such fractures would be 

required to contain the thousands of cubic meters that are injected during EGS 

stimulation (also discussed in Sections 3.4.2.3 and 6.3).  Because fluid typically exited 

the wellbore from a small number of fracture zones, a likely source of storativity is the 

high porosity, heavily fractured alteration zones that surround the fault cores.   

In this chapter, we avoided any complexity associated with the details of fracture 

zone geometry.  We modeled flow only in a single fracture.  The storativity of the 

fracture was supplied by the increase in void aperture caused by increase in fluid 

pressure, which resulted in a decrease in effective normal stress (Equation 4-13).  Void 

aperture values were on the order of 10-3 m, and so the fracture had quite limited volume 

and storativity. 

Because the fracture storativity was low, it was necessary to use low flow rates, 

generally around 1 kg/s.  During actual stimulations at Soultz, injection rates reached 50 

kg/s or higher (Tischner et al., 2006). 
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4.2 Methods 

4.2.1 Problem Definition 

There are several differences between the numerical model used in this chapter and 

the model used in Chapters 2 and 3.  A full description of the model used in this chapter 

is given in this section.   

Our numerical model required solution of five equations for five primary variables.  

The variables were velocity (v), state (θ), mass of fluid in a cell (m), shear stress (τ), and 

cumulative shear displacement (D).  A full list of symbols is given in Table 7-1.  The 

equations solved were unsteady-state fluid mass balance (with Darcy’s law), frictional 

force equilibrium (with a radiation damping approximation term), a stress strain 

relationship that related shear displacement to shear stress, the aging law for state 

evolution, and the time integral relationship between slip velocity and cumulative shear 

displacement. 

The problem was solved on a one-dimensional fracture embedded in a two-

dimensional homogenous, isotropic medium.  It was assumed that the permeability of the 

surrounding medium was zero (reasonable for fractures embedded in granite), and so the 

injected water was located only in the fracture. 

The two-dimensional stress/strain problems were solved using plane stress, which 

assumes the thickness of the medium in the third dimension is infinite.  For some 

calculations, an infinite height fracture would lead to unrealistic results.  For example, an 

infinite height fracture would have an infinite flow rate.  Therefore, for calculations not 

involving stress and strain, fracture height was defined to be h, which we set to 100 m.  

The simulations were isothermal.  The fluid was single-phase liquid water with no 

proppant. 

The unsteady-state fluid mass balance equation in a fracture is (adapted from Aziz 

and Settari, 1979): 
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where qflux is the mass flux rate, sa is a source term, t is time, E is the void aperture (the 

pore volume per cross-sectional area of fracture), e is the hydraulic aperture, and ρ is the 

fluid density.  Darcy flow was assumed, in which mass flux in a direction xi is (Aziz and 

Settari, 1979): 

il

flux
x

Pk
q

∂

∂
=

µ

ρ
, 

4-3 

where P is fluid pressure, µl is fluid viscosity, and k is permeability.   

The permeability k is given by the “cubic law” and defined as (Jaeger et al., 2007): 
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where e is hydraulic aperture, which is the effective aperture for flow in the fracture.  

Hydraulic aperture is equal to void aperture between two smooth plates, but can be lower 

than void aperture between rough surfaces such as a rock fracture.   

For flow in a one-dimensional fracture, the cross-sectional area A is h*e, and so the 

mass flow rate is: 
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For a closed fracture, force equilibrium requires that shear stress be equal to the 

frictional resistance to slip.  An additional term, v*η, called the radiation damping term, 

can be included to approximate the damping effect of inertia on sliding at high velocities 

(Rice, 1993).  The variable η is on the order of one to tens of MPa/(m/s), which means 

that the radiation damping term is negligible for v << 1 m/s.  The frictional equilibrium 

equation is (Segall, 2010): 
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'|| nfv σµητ =− , 4-6 

where µf is the coefficient of friction and σn
’ is the effective normal stress, defined as 

(Segall, 2010): 

Pnn −= σσ ' , 4-7 

where compressive stresses are taken to be positive.  Following the rate and state friction 

law, the coefficient of friction is defined as a function of sliding velocity and state 

(Segall, 2010): 
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where f0, v0, a, b, and dc are material constants.  The variable dc is referred to as the 

characteristic displacement scale.  The parameters a and b are ~0.01, much smaller than 

f0, which is ~0.6.  Their relatively small value is consistent with the observation that only 

a fraction of the stress borne by a fracture is usually released during a seismic event.   

Under a rate and state framework, all fractures are slipping at all times.  Fractures can 

have a tiny slip velocity.  Very tiny velocities, ~10-10 m/s or less, are physically 

meaningless on the time scale of a hydraulic stimulation, but this is not a practical 

difficulty because these fractures behave approximately as if they were locked.  

The state variable can be interpreted as the average contact time of asperities on the 

fault.  The “aging law” of state evolution is (Segall, 2010): 
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Dieterich (1979) associated the state variable with asperity contact time.  Dieterich 

and Kilgore (1994) demonstrated experimentally that surface contact area increased with 

contact time due to creep of asperities.  
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The stresses induced by fracture slip were calculated according to the equations of 

quasistatic equilibrium in a continuum assuming that body forces are equal to zero.  

These stresses are given by the vector equation (Jaeger et al., 2007): 

0=Τ∇ s

T , 4-10 

where Ts is the stress tensor. 

Linear elasticity in an isotropic, homogeneous body was assumed, which means that 

the relationship between stress and strain is given by Hooke’s law (Jaeger et al, 2007): 
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where I is the unit matrix, ε is the strain tensor, νp is Poisson’s ratio, and G is the shear 

modulus. 

The cumulative displacement at any point is equal to the time integral of velocity: 

∫= vdtD . 4-12 

Both void and hydraulic aperture are related to effective normal stress and cumulative 

displacement.  There is not a universally accepted equation in the literature for the 

relationship between these variables.  A modified version of the equation used by Willis-

Richards et al. (1996), Rahman et al. (2002), Kohl and Mégel (2007), and others was 

used: 
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where E0, σEnref, Eres, φEdil1, and φEdil2 are material constants.  We allowed these constants 

to be different for hydraulic aperture, e, and void aperture E.  In most simulations, φEdil1 

and φEdil2 were set to zero so that there was no shear-induced pore volume dilation, only 

hydraulic aperture dilation. 
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Prior authors have used only one term for aperture enhancement from shear 

displacement.  We used two terms in order to take into account the laboratory observation 

that hydraulic aperture of a fracture tends to increase more slowly after the initial shear 

displacement.  Such a property was not recognized in early laboratory testing of shear 

displacement and aperture coupling in granite (Barton et al., 1985).  More recent 

laboratory work has observed this phenomenon.  Esaki et al. (1999) and Lee and Cho 

(2002) both found that for a shearing fracture in granite, permeability increased rapidly at 

first, but permeability increased slowly or not at all after 5-10 mm of slip.  Esaki et al. 

(1999) and Lee and Cho (2002) both observed an increase in mechanical aperture with 

slip beyond 10 mm of slip. It is not clear whether void aperture continued to increase 

after 10 mm of slip.   

The parameters D1 and D2 were defined as follows: 

D1 = D (for D < Dmax) 

D1 = Dmax (for D > Dmax) 

D2 = 0 (for D < Dmax) 

D2 = D - Dmax (for D > Dmax) . 

4-14 

Fluid density and viscosity are related to fluid pressure (and temperature, but the 

simulations were isothermal).  Values were interpolated from a large table of properties 

generated using the freeware Matlab code XSteam 2.6 (Holmgren, 2007). 

A microseismic event was considered to have begun when the maximum velocity on 

the fracture exceeded 5 mm/s.  A slip event was considered finished when the highest 

velocity on the fracture dropped below 2.5 mm/s.  Event durations were variable but were 

at most a few seconds.  Event hypocenters were defined as the location where slip 

velocity first exceeded 5 mm/s. 

The total amount of displacement on the fracture during the event was correlated to 

seismic magnitude.  The seismic moment M0 is a measure of the size and energy release 

of an earthquake (Stein and Wysession, 2003).  M0 is defined as the integral of 

displacement over the fracture area times the shear modulus: 
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∫= dADGM cum0 , 4-15 

where Dcum is the cumulative shear displacement that occurred during the seismic event. 

From Hanks and Kanamori (1979), the seismic moment magnitude Mw is defined as: 

06.6
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4-16 

where M0 is defined in N-m.  For calculation of slip surface area, the dimension of the 

fracture out of the plane (in the third dimension) was taken to be h.  For a one-

dimensional fracture, a patch of slip dA is equal to hdl, where dl is an increment of 

distance along the fracture.   

Modeling a one-dimensional fracture instead of a two-dimensional fracture had some 

consequences but should not have had a major impact on the overall results.  Total 

displacements were overestimated somewhat because in the two-dimensional plane strain 

elastic solution, displacement goes on infinitely in the third, out-of-plane coordinate 

direction.  Surface area close to the wellbore was overestimated because flow from the 

wellbore was one-dimensional, not radial.  As a result, the magnitudes of events near the 

wellbore were overestimated and the magnitudes of distant events were underestimated.  

Because the fracture in this study was one-dimensional, the magnitudes calculated should 

only be compared relative to each another and not be considered actual magnitude 

predictions.   

Finally, the dimensionality of the fracture affected connectivity with respect to 

heterogeneity.  For fluid or slip to travel from one location to another on a one-

dimensional fracture, it has to travel through all points in between.  For a two-

dimensional fracture, fluid or slip can propagate around barriers.   

We neglected elastodynamic transfer of stress.  Stress changes were propagated 

instantaneously and calculated using the quasistatic boundary element solution.  Dynamic 

stresses may have some effect on the results but are computationally intensive to 

calculate.  Lapusta (2001) found for a single fracture case, calculations neglecting 

dynamic stresses could be made consistent with dynamic stress calculations by using a 
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radiation damping term (as done in this chapter).  For geometries more complex than a 

single fracture, dynamic stress transfer would play a more complicated role. 

The injection well was modeled by including a source term sa in the mass balance 

equation for the two elements at the center of the fracture.  The source term for each was 

set to half of the total flow rate.  In most simulations, injection was carried out at a 

specified pressure.  The injection pressure was not specified directly in the model.  

Instead, the source term was adjusted at each time step in order to bring the injection 

pressure to the target level.  The injection pressure was calculated by assuming Darcy 

flow between the elements adjacent to the injector and a constant pressure boundary. 

In one of the simulations, fluid was produced from the wellbore at a specified rate 

following injection.  In that case, the source term was set constant until the wellbore 

pressure reached the initial fluid pressure of the reservoir.  At that point, production was 

ended. 

To include some modest heterogeneity, the permeability of each element was 

multiplied by a coefficient.  The coefficients did not change during the simulations and 

were set to be a random number between 0.1 and 2.0. 

4.2.2 Methods of Solution 

The fracture was discretized into elements of constant length.  The same 

discretization was used for the mechanical and the fluid flow parts of the problem. 

The mass balance equation was solved using the finite volume method.  The flow 

between two adjacent elements in a linear fracture was calculated from Darcy’s law.  The 

transmissibility between two elements was calculated using the harmonic average.  Flow 

between fracture elements was calculated according to the method of Karimi-Fard et al. 

(2004).   

The force equilibrium and stress/strain relations were solved with the two-

dimensional displacement discontinuity method, a linear elastic boundary element 

method (BEM) from Crouch and Starfield (1983).  The problem reduces to finding the 
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induced stresses ∆τ at each element i caused by the cumulative shear displacements from 

each element j.  Stresses and displacements are linearly related so that: 

∑ =
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where BD,τ is a matrix of interaction coefficients calculated according to Crouch and 

Starfield (1983).  Because the problem setup was a single, linear fracture, shear 

displacements only affected shear stresses, not normal stresses.   

We neglected stresses induced by fracture normal displacement.  Closed fractures can 

have some slight normal displacement due to loading or unloading, but these 

displacements are around 0.1 mm (Barton et al., 1985), and their effect should be slight 

compared to the effects of pore pressure change caused by injection.  The fracture normal 

displacement in our model was around 0.1 mm. Fracture opening did not occur during 

any of the simulations.   

As discussed in Section 4.1.4, during actual EGS stimulation, injection sometimes 

occurs into fault zones that have much greater storativity than the crack that was used in 

our model.  For injection of larger volumes of fluid into a fault zone, it is possible that 

normal stress interaction between adjacent areas of a fault could play a larger role (also 

discussed in Section 2.2.3.3). 

4.2.3 Time Discretization 

The issue of solving mechanical and flow equations together has been discussed at 

length in the literature of poroelasticity.  One way to solve the problem is to use implicit 

Euler time stepping on every equation simultaneously and solve the entire problem as a 

large coupled system of equations.  This is a “fully coupled” scheme (Kim et al., 2011).  

The fully coupled strategy is stable and accurate but is expensive computationally.  We 

used an “explicitly coupled” scheme in which a rate and state time step was taken, and 

then the time step was repeated for the flow problem using updated values from the rate 

and state calculation. 
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The rate and state update was performed with an explicit, third-order Runge-Kutta 

scheme (Abramowitz and Stegun, 1972). In this step, state, shear stress, and cumulative 

displacement were updated.  The frictional equilibrium equation, Equation 4-6, was an 

algebraic constraint.  At the end of each substep in the Runge-Kutta scheme, the frictional 

equilibrium equation was solved to find velocity for each individual element.  Next the 

flow update was performed using implicit Euler to find mn+1.  After the flow update, the 

frictional equilibrium equation was solved a final time to find the sliding velocity.   The 

flow equations and the frictional equilibrium equation were solved using Newton-

Raphson iteration. 

Figure 4-1 summarizes the coupling strategy. 

 

Figure 4-1: Explicit coupling scheme.  The time step was split into two parts.  First an explicit Runge-Kutta 
time step was taken to update D, θ, and τ (updating v as an algebraic constraint after every substep).  Then 
an implicit time step was taken to update m, and v was updated for the last time after the update of m. 

The advantage to splitting the problem is that different parts of the problem are most 

appropriately solved in different ways.  The implicit Euler scheme is always numerically 

stable and is ideal for solving flow equations such as Equation 4-2.  The Runge-Kutta 

scheme is more accurate and so is useful for solving the most non-linear part of the 

problem, the evolution of friction. 

Adaptive time stepping was used.  The time steps were chosen based on four criteria.  

The first criterion was error estimation based on the calculation of state and shear stress 
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from the third-order Runge-Kutta method.  The second was the change in fluid pressure 

during the previous time step.  The third was the number of iterations used by the flow 

simulator in solving the non-linear system of equations.  The fourth was the relative 

amount of velocity change for each of the elements at the previous time step.  There was 

a target value for each criterion, and a time step adjustment factor (either up or down) 

was calculated to move each value toward its target based on the result from the previous 

time step.  The adjustment was chosen by taking the square root of the ratio of the target 

to the criterion.  The subsequent time step was equal to the previous time step multiplied 

by the adjustment factor.  Of the four criteria, the adjustment that resulted in the most 

conservative time step was used.  If any of the criteria exceeded four times the target, the 

entire time step was discarded and repeated with a smaller time interval.   

During seismic events when slip was very rapid, very small time steps on the order of 

microseconds were necessary.  In between seismic events, time steps on the order of 

seconds, minutes, or hours were taken. 

4.2.4 Problem Setup 

Simulations were performed of injection into the center of a single, isolated, one-

dimensional fracture embedded in a two-dimensional whole space.   

The fracture was 500 m long and oriented 20° clockwise from the vertical y-axis.  

The two-dimensional problem could be interpreted as viewing a strike-slip fault in plan 

view, a normal fault in side view, or a reverse fault in side view, rotated 90°.  The 

fracture was discretized into 2000 elements of length 25 cm.   

The base case parameters are given in Table 4-1.  Tinit was the initial temperature and 

was the same as the injection temperature Tinj, 200°C, because the simulation was 

isothermal.  The variables σxx
r, σyy

r, and σxy
r are the remote compressive stress in the x-

direction, the y-direction, and the remote shear stress. 
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Table 4-1: Simulation base case parameters. 

Pinit 40 MPa Demax 5 mm 

Tinit 200°C DEmax - 

θinit 10e8 s σEnref 95 MPa 

σxx 
r
 65 MPa σenref 95 MPa 

σyy 
r
 100 MPa f0 0.6 

σxy 
r
 0 MPa dc .05 mm 

a 0.011 v0 10e-6 m/s 

b 0.014 φEdil1 0.0º 

G 10 GPa φEdil2 0.0º 

vp 0.1 φedil1 1º 

E0 1 mm φedil2 0.1º 

e0 .01 mm Pinj 58 MPa 

Eres .002 mm Tinj 200ºC 

eres .0002 mm h 100 m 

η 20 MPa/(m/s) 

 

Once 75% of the fracture had slipped by a minimal amount, 0.1 mm, injection was 

ceased.  The simulation was continued after injection stopped for a period equal to 20 

times the duration of injection. 

The frictional parameters a, b, and dc deserve some discussion.  In order for unstable 

slip to occur, a must be smaller than b (Ruina, 1983).  This is because in order to achieve 

runaway velocity acceleration, the friction weakening effect of state decrease must be 

greater than the friction strengthening effect of velocity increase.  The parameter dc 

controls the minimum size of a patch of slip that can slip unstably and cause seismicity 

(Ruina, 1983).  dc also limits the size of the spatial discretization.  The element size must 
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be significantly smaller than a characteristic length scale related to a, b, dc, and σn
’, 

otherwise the result is numerically unstable (Lapusta, 2001).  

Several different simulations were carried out.  The simulations were performed by 

specifying injection pressure.  In practical EGS stimulations, positive displacement 

pumps are used so that the flow rate is controlled directly, not the injection pressure.  

However, in our simulations, trends in the injection pressure were most relevant to the 

behavior of the hydraulic stimulation, so injection pressure boundary conditions were 

used to control directly for these effects.  In practice, injection pressure could be 

controlled indirectly by adjusting injection rate over time.  In all simulations, injection 

pressure was low enough that the fluid pressure never exceeded the normal stress on the 

fault. 

To investigate the effect of injection pressure, eight simulations were carried out 

using constant injection pressure (Cases A1-A8).  All the simulations used pressures at 1 

MPa increments from 51 MPa to 58 MPa.   

To investigate the effect of decreasing injection pressure with time, 27 simulations 

were carried out that began with an injection pressure of 58 MPa and decreased the 

injection pressure over time.  The injection rate was kept constant until the first 

microseismic event occurred, and then the injection pressure was decreased at a constant 

rate, defined as Pinj
’.  A variety of rates were used.  In 14 of the simulations, Cases B1-

B14, the injection pressure was kept constant if it dropped to 51 MPa.  In 13 simulations, 

Cases C1-C13, the injection pressure was kept constant if it dropped to 53 MPa.  In some 

of the cases, the minimum injection pressure was not reached before injection was 

stopped.   

Three additional simulations were performed (Cases D1-D3).  All used constant 

pressure injection at 58 MPa, like Case A8.  D1 tested the effect of void aperture dilation 

with slip by using a value of φEdil equal to 1º, instead of the baseline value of 0º (no void 

dilation with slip).  D2 used dc equal to 5 mm, 100 times larger than the baseline value.  

D3 produced fluid at 3.0 l/s after the end of injection. 
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Table 4-2 specifies the settings for all the simulation runs.  Table 4-3 provides the 

values for Pinj
’
 used in Cases B1-B14 and Cases C1-C13.  Unless listed in Table 4-2, all 

parameters are the same as the baseline parameters given in Table 4-1. 

Table 4-2: Parameters of the various simulations cases, A1-A8, B1-B14, C1-C13, and D1-D3.  Further 
details about the B and C cases are given in Table 4-3. 

A1-A8 Constant Pinj from 51 MPa to 58 MPa at 1 MPa increments 

B1-B14 Decreasing Pinj with time from 58 MPa, minimum Pinj = 51 MPa 

C1-C13 Decreasing Pinj with time from 58 MPa, minimum Pinj = 53 MPa 

D1 Constant Pinj at 58 MPa, φEdil1 = 1.0º 

D2 Constant Pinj at 58 MPa, dc = 5 mm 

D3 Constant Pinj at 58 MPa, production at 2.5 kg/s after injection 
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Table 4-3: The rate of decrease in injection pressure, Pinj', for cases B1-B14 and C1-C13. 

Case 

Pinj' 

(MPa/hr) Case 

Pinj' 

(MPa/hr) 

B1 -Infinity C1 -Infinity 

B2 -10.1 C2 -7.2 

B3 -5.0 C3 -3.6 

B4 -3.4 C4 -2.4 

B5 -2.5 C5 -1.8 

B6 -2.0 C6 -1.4 

B7 -1.7 C7 -1.2 

B8 -1.4 C8 -1.0 

B9 -1.3 C9 -0.9 

B10 -1.0 C10 -0.7 

B11 -0.8 C11 -0.6 

B12 -0.6 C12 -0.5 

B13 -0.5 C13 -0.4 

B14 -0.4 

 

4.3 Results 

Plots of injection rate, injection pressure, and event magnitude versus time for Cases 

A3, A6, A8, B6, B10, D1, D2, and D3 are shown from Figure 4-2 to Figure 4-9.  

Summary metrics for Cases A1-A8 are given from Figure 4-10 to Figure 4-12.  Figure 

4-10 shows maximum magnitude and number of seismic events magnitude greater than 

two.  Figure 4-11 shows the average injection rate during the period of time between the 

first seismic event and shut-in.  Figure 4-12 shows the total fluid injected and total 

seismic moment released.  Figure 4-13 and Figure 4-14 show the maximum event 
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magnitude and the number of events magnitude greater than two for Cases B1-B14 and 

Cases C1-C13.  Table 4-4 and Table 4-5 give summary data for selected cases. 

 

Figure 4-2: Injection rate (kg/s) and event magnitude for Case A3, constant pressure injection of 53 MPa. 

 

Figure 4-3: Injection rate (kg/s) and event magnitude for Case A6, constant pressure injection of 56 MPa.  
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Figure 4-4: Injection rate (kg/s) and event magnitude for Case A8, constant pressure injection of 58 MPa. 

 

Figure 4-5: Injection rate (kg/s) and event magnitude for Case B6, decreasing injection rate from 58 MPa to 
51 MPa with Pinj’ equal to 2 MPa/hr. 
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Figure 4-6: Injection rate (kg/s) and event magnitude for Case B10, decreasing injection rate from 58 MPa 
to 51 MPa with Pinj’ equal to 1 MPa/hr.  Note that in this case the injection was stopped before Pinj reached 
51 MPa. 

 

Figure 4-7: Injection rate (kg/s) and event magnitude for Case D1, constant pressure injection of 58 MPa 
with shear-induced pore volume dilation. 
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Figure 4-8: Injection rate (kg/s) and event magnitude for Case D2, constant pressure injection of 58 MPa 
with dc equal to 5 mm, 100 times larger than the default. 

 

Figure 4-9: Injection rate (kg/s) and event magnitude for Case D3, constant pressure injection of 58 MPa 
with fluid production after injection. 



CHAPTER 4. MODELING OF INJECTION INDUCED SEISMICITY 223 

  

 

Figure 4-10: Maximum magnitude and the number of events with magnitude greater than 2.0 for Cases A1-
A8, constant pressure injection. 

 

Figure 4-11: Average injection rate during stimulation for Cases A1-A8, constant pressure injection. 
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Figure 4-12: Total fluid injected (kg) and total seismic moment release (N-m) for Cases A1-A8, constant 
pressure injection. 

 

Figure 4-13: Maximum magnitude and the number of events with magnitude greater than 2.0 for Cases B1-
B14, decreasing injection pressure with time from 58 MPa to a minimum of 51 MPa. 
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Figure 4-14: Maximum magnitude and the number of events with magnitude greater than 2.0 for Cases C1-
C13, decreasing injection pressure with time from 58 MPa to a minimum of 53 MPa. 

Table 4-4: Summary data for Cases A1, A3, A6, A8, B6, B10, and D1-D3.  The number of events 
magnitude greater than 2.0, the maximum magnitude during injection, the maximum magnitude after 
injection, the total number of events during injection, the total number of events after injection. 

Case Events >2.0 

Max. Mag. 

during 

Injection 

Max. Mag. 

After 

Injection 

Events 

During 

Injection 

Events After 

Injection 

A1 1 2.3 - 7 0 

A3 2 2.2 1.7 26 6 

A6 5 2.2 1.7 41 25 

A8 6 2.2 1.8 51 32 

B6 0 1.7 1.6 35 2 

B10 3 2.2 1.7 61 24 

D1 0 1.9 1.4 88 8 

D2 0 - - 0 0 

D3 6 2.2 1.7 51 11 
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Table 4-5: Summary data for Cases A1, A3, A6, A8, B6, B10, and D1-D3.  The total seismic moment 
release both during and after injection, the total duration of injection (including the period prior to the first 
seismic event), the total amount of fluid injected, and the maximum shear displacement along the fracture. 

Case 

Moment During 

Inj. (N-m) 

Moment After 

Inj. (N-m) 

Duration of 

Injection (s) 

Fluid Injected 

(kg) 

Maximum 

Displacement (m) 

A1 5.90E+12 0.00E+00 42629200 4073 0.04 

A3 1.06E+13 9.66E+11 235008 2982 0.07 

A6 1.87E+13 4.44E+12 14759 3585 0.11 

A8 2.75E+13 8.26E+12 7227 3981 0.14 

B6 5.52E+12 3.15E+11 19374 2633 0.06 

B10 1.81E+13 4.31E+12 8953 3622 0.11 

D1 9.24E+12 6.08E+11 25781 20538 0.12 

D2 0.00E+00 0.00E+00 17113 4752 0.15 

D3 2.74E+13 2.19E+12 7227 3981 0.14 

4.4 Discussion 

A number of issues are discussed in the following subsections.  First the overall 

behavior of the model is discussed, focusing on comparison to EGS field observations, 

the "episodic crack-like shear stimulation" mechanism that controlled the progression of 

the stimulation, shut-in events, and changes in injection rate with time.  Subsequent 

subsections discuss estimation of least principal stress, estimation of initial hydraulic 

diffusivity, the effect of injection pressure for constant pressure injection, the effect of 

changing injection pressure with time, the effect of producing back fluid to reduce shut-in 

seismicity, a comparison of rate and state to static/dynamic friction, the effect of slip-

induced void aperture dilation, and the effect of the characteristic displacement scale, dc.   
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4.4.1 Similarity and Differences Compared to EGS Field 

Observations 

The behavior of the model was qualitatively consistent with a broad range of 

observations from EGS projects, with some differences.  Similarities were migration of 

event hypocenters away from the stimulated region (Figure 4-20; Baisch et al., 2010; 

Shapiro et al., 1999), shut-in seismicity after injection stopped (Figure 4-2 to Figure 4-9; 

Charléty et al., 2007; Häring et al., 2007; Asanuma et al., 2006; Baisch et al., 2010), and 

large increases in injection pressure with small changes in injection rate (Figure 4-11; 

Cornet et al., 2003).  Differences were an underestimation of the number of smaller 

events (Figure 4-2 to Figure 4-9; Baisch et al., 2010), a lack of event hypocenters that 

were not at the periphery of the stimulated region (Figure 4-20; Baisch et al., 2010), and 

shut-in seismicity magnitudes that were lower than magnitudes during injection (Figure 

4-2 to Figure 4-9; Asanuma et al., 2006; Baisch et al., 2010; Majer et al., 2007).  Because 

an unrealistically low value of storativity was used, it was necessary to keep the injection 

rate low by using a low value of permeability, as discussed in Section 4.1.4. 

The differences between the model behavior and reality probably occurred because 

the model was significantly less heterogeneous than a natural system.  The model 

contained a single, linear fracture with homogenous properties (other than permeability).  

Actual EGS stimulations could involves several fracture zones with multiple slip 

surfaces, nonuniform properties, and nonplanar geometry.  All of these factors would 

encourage heterogeneity in the location of hypocenters and a greater number of smaller 

events.   

As discussed in Section 4.4.10, shear-induced pore volume dilation could also cause 

hypocenters that are not located at the periphery of the stimulated region, especially 

because fractures in EGS stimulations are often embedded in high porosity damaged 

zones.  As discussed in Section 4.4.11, dc controls the minimum seismic event magnitude 

(Ruina, 1983; Dieterich, 2007).  If a smaller value of dc had been used, smaller events 

could have been simulated.  In that case, it would have been necessary to use a finer 

discretization in order to avoid numerical instability (Lapusta, 2001).  As discussed in 
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Section 4.4.3 the shut-in events had lower magnitude likely because the fracture modeled 

was one-dimensional, not two-dimensional.  

In rate and state simulations with appropriately refined discretizations and 

homogenous (or mostly homogenous) properties on a single fracture, frequency-size 

distributions tend towards a "characteristic" distribution (Rice, 1993).  In such models, 

seismic events, once nucleated, have a tendency to propagate across the entire fracture.  

In contrast, "inherently discrete" models have coarser discretizations and often use less 

realistic friction laws and tend to reproduce Gutenberg-Richter magnitude-frequency 

distributions that have a much greater number of smaller events than larger events (Rice, 

1993; Ben-Zion and Rice, 1993; Ben-Zion, 2008).  The development of characteristic 

frequency-size distributions in rate and state simulations suggests that Gutenberg-Richter 

distributions are not necessarily a consequence of frictional behavior, but rather may arise 

from heterogeneity in the earth itself.  Hillers et al. (2006) replicated a Gutenberg-Richter 

distribution on a single fault using a rate and state model with spatial heterogeneity in 

frictional parameters.  Aftershock distributions have been modeled successfully with rate 

and state friction using a distribution of faults (Gomberg et al., 2005).  

4.4.2 Episodic Crack-Like Shear Stimulation 

The advance of the stimulated region occurred through a specific mechanism, which 

we refer to as the episodic crack-like shear stimulation (ECSS) mechanism.  A similar 

mechanism was described in McClure and Horne (2010b) based on results from a simpler 

shear stimulation model.  If coefficient of friction is constant, a similar mechanism 

occurs, but the process is smooth instead of episodic (Section 3.4.2.2). 

Conceptually, it is useful to divide the fracture into two regions.  In the stimulated 

region, significant slip had already occurred.  The permeability had increased 

dramatically, and as a result the fluid pressure had increased significantly.  In the 

unstimulated region, slip had not yet occurred.  The permeability was low, and the fluid 

pressure was near the initial pressure because fluid had not had time to flow beyond the 

stimulated region.  The pressure distributions in the fracture at various times during Cases 

A8, A4, and A1 are shown from Figure 4-15 to Figure 4-17. 
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Figure 4-15: Pressure distribution along the fracture at various times during stimulation for Case A8, 
constant pressure injection at 58 MPa.  The injector is located at the middle.  The pressure front moves 
outward with time.  

 
Figure 4-16: Pressure distribution along the fracture at various times during stimulation for Case A4, 
constant pressure injection at 54 MPa.  The injector is located at the middle.  The pressure front moves 
outward with time. 
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Figure 4-17: Pressure distribution along the fracture at various times during stimulation for Case A1, 
constant pressure injection at 51 MPa.  The injector is located at the middle.  The pressure front moves 
outward with time. 

In the ECSS mechanism, slip events tended to nucleate at the edge of the stimulated 

region.  Once nucleated, slip could propagate easily back across the stimulated region 

because in the stimulated region the fluid pressure was high and friction was relatively 

weak.  It was more difficult for slip to propagate from the stimulated region into the 

unstimulated region because in the unstimulated region fluid pressure remained low and 

friction was relatively strong.  Nevertheless, slip events were able to propagate some 

distance into the unstimulated region before stopping.  When that happened, the 

permeability increased rapidly on the patch of fracture that had slipped for the first time.  

Fluid was able to rush into the newly slipped patch of fracture, weakening friction and 

nucleating the next seismic event.  Figure 4-18 demonstrates the ECSS mechanism. 

Figure 4-19 shows velocity profiles at different times of a rupture that nucleated at the 

edge of the stimulated region.  The rupture can be seen nucleating, propagating, and 

dying out.  The edge of the stimulated region is near the left of the figure.  It is clear that 

the rupture traveled much further through the stimulated region, but also propagated 

some distance into the unstimulated region. 
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Figure 4-18: Example of episodic crack-like shear stimulation.  Transmissivity and pressure are shown at 
four instants in time, progressing from upper left to lower left to upper right to lower right.  Seismic events 
propagate slip and transmissivity enhancement very rapidly.  Between seismic events, fluid flow raises 
fluid pressure across the stimulated region. 
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Figure 4-19: Rupture velocity profile at five snapshots in time.  The rupture can be seen nucleating, 
spreading, and dying out.  The edge of the stimulated region (which advances due to the rupture) is located 
near the left of the figure.   

Figure 4-2, Figure 4-3, and Figure 4-4 show that for the base case with constant 

injection pressure, seismic events were relatively low in magnitude at the beginning of 

injection and grew larger over time.  Magnitude increased over time because the largest 

events tended to propagate across the entire stimulated region.  As the stimulated region 

grew larger over time, magnitude increased.  A similar effect was observed in numerical 

simulations by McClure and Horne (2010b) and by Baisch et al. (2010). 

4.4.3 Shut-in Events 

Shut-in events occurred because of pressure redistribution.  During injection, there 

was a pressure gradient away from the wellbore, which can be seen in Figure 4-15, 

Figure 4-16, and Figure 4-17.  After injection stopped, the pressure redistributed to 

become uniform everywhere.  The redistribution lowered pressure near the injector and 

increased pressure away from the injector.  The fluid pressure at different times following 

shut-in during Case A8 is shown in Figure 4-21.   
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Figure 4-20: The distance of each seismic event hypocenter from the injector well as a function of duration 
of injection for Case A8, constant pressure injection at 58 MPa. 

 
Figure 4-21: Pressure distribution along the fracture at various times during shut-in following injection for 
Case A8, constant pressure injection at 58 MPa.  The injector is located at the middle.  The pressure front 
flattens out with time. 
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The idea that fluid flow could cause an advance of the pressure front after shut-in has 

been proposed by other authors.  Healy et al. (1968) and Hsieh and Bredehoeft (1981) 

discussed the possibility this may have occurred in association with a deep wastewater 

disposal well outside of Denver.  Several numerical models have predicted this effect, 

including Bruel and Charlety (2007), McClure and Horne (2010b), Baisch et al. (2010), 

and Baisch et al. (2006).  Similar mechanisms were investigated in modeling by Hayashi 

and Abe (1982) and Hayashi and Abe (1983). 

In our simulations, shut-in events were smaller in magnitude than the largest events 

during injection (Figure 4-2 to Figure 4-7).  In actual EGS stimulation, shut-in events are 

often larger than events during injection (Majer et al., 2007).  The discrepancy may be an 

artifact of our use of a one-dimensional fracture.  For a two-dimensional planar fracture, 

the periphery would have relatively more surface area than in the one-dimensional case.  

The shut-in events, which occur at the periphery, would be relatively larger.   

In the one-dimensional simulations, peripheral events on either side of the fracture 

tended to be separated because the center region, which did not slip, prevented slip on 

one side from triggering slip on the other.  For a two-dimensional, planar fracture, the 

periphery would be a ring-shaped region, and there would be no barrier to prevent slip 

anywhere in the periphery from inducing slip everywhere else in the periphery.  Baisch et 

al. (2010) simulated induced seismicity in a two-dimensional planar fracture and 

observed larger events during shut-in than during injection.   

4.4.4 Changes in Flow Rate with Time 

The flow rate behavior with time for several cases can be seen in Figures 2-9.  The 

flow rate tended to spike following a seismic event.  Seismic events caused abrupt 

increases in permeability along the fracture without changing the pressure distribution 

(except in Case D1, which included the effect of shear-induced pore volume dilation).  

Because flow rate was proportional to both permeability and pressure gradient, increasing 

permeability while holding pressure gradient constant increased flow rate.  Between 

seismic events, flow rate tended to decrease, as would be expected for constant injection 

pressure.   
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During an actual EGS stimulation, it is typical for flow rate to be held constant 

(except for occasional step changes) and the injection pressure to fluctuate with time.  

Abrupt changes in injection pressure of at least 0.6 MPa following large slip events have 

been observed during actual EGS stimulations (Weidler, 2000).  The magnitude of the 

changes in injection pressure observed during EGS stimulations do not appear to be as 

great as the fluctuations in flow rate observed from Figure 4-2 to Figure 4-9.  However, 

as discussed in Section 4.4.6, small changes in injection pressure can cause large changes 

in flow rate during shear stimulation.  It follows that changes in fracture permeability 

would cause relatively small changes in injection pressure for constant injection rate and 

relatively large change in injection rate for constant injection pressure. 

Outside of short term fluctuations, the long term behavior of the injection rate was 

generally increasing with time for most of the constant pressure injections but sometimes 

decreased or remained constant with time.  The relationship between flow rate and 

injection pressure is complex but can be understood through the framework of the CSS 

mechanism.  Increasing permeability across the stimulated region led to increasing 

injection rate with time.  Injection rate tended to go down as the stimulated region 

extended.  A more detailed discussion of this relationship can be found in McClure and 

Horne (2010b).   

4.4.5 Implications of the Crack-like Shear Stimulation Mechanism 

for Estimation of the Unstimulated Hydraulic Diffusivity 

It is sometimes assumed that the advance of the seismicity cloud during shear 

stimulation is caused by diffusion of pressure into the unstimulated reservoir (Shapiro et 

al., 1999; Bruel, 2007; Shapiro and Dinske, 2009).  This process has been modeled 

assuming that the permeability is constant (Shapiro et al., 1999) or that permeability 

increases with fluid pressure (Shapiro and Dinske, 2009).  The migration of event 

hypocenters from the injector has been used to estimate the unstimulated hydraulic 

diffusivity of the formation (Shapiro et al., 1999; Bruel, 2007).  This method of 

estimating the unstimulated hydraulic diffusivity depends on the assumption that pressure 

diffuses through the unstimulated fractures ahead of the permeability stimulation front.   
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In the crack-like shear stimulation (CSS) mechanism, friction weakening allows slip 

and permeability enhancement to advance ahead of the pressure front (Sections 3.4.2.2 

and 4.4.2).  The growth of the stimulated region depends on the stimulated diffusivity and 

has no dependence on the unstimulated diffusivity (McClure and Horne, 2010b).  In 

practice, which process can advance faster would depend on the relative hydraulic 

diffusivities of the stimulated and unstimulated fractures, the frictional characteristics of 

the fractures, the geometry of the fractures, and the initial stress state.    

The initial hydraulic diffusivity could not be estimated from the growth of the seismic 

cloud if the stimulation front were able to advance faster than pressure can diffuse 

through the unstimulated region (also discussed in Section 3.4.2.2).   

4.4.6 Implications of the Crack-like Shear Stimulation Mechanism 

for Estimation of the Least Principal Stress  

It was proposed by Cornet and Bérard (2003) and subsequently assumed in Cornet et 

al. (2007) and Valley and Evans (2007) that during the hydraulic stimulation of the wells 

GPK1, GPK3, and GPK4 as a part of the EGS projects at Soultz, France, the fluid 

pressure reached the least principal stress at the top of the openhole section during 

stimulation.  That assumption was used to estimate the magnitude of the least principal 

stress at Soultz field.   

The justification for this assumption was that during the stimulation, large increases 

in injection rate resulted in relatively small increases in injection pressure.  This behavior 

could be referred to as pressure limiting behavior.  When pressure limiting behavior 

occurs during hydraulic stimulation involving the growth of tensile cracks, it is taken as 

evidence that tensile fractures are propagating away from the wellbore (Zoback, 2007).  

Our model suggests that shear stimulation alone, without the presence of tensile 

fracturing, could cause pressure limiting behavior (also discussed in Section 3.4.7 and by 

Couzens-Schultz and Chan, 2010).  Figure 4-11 shows the average flow rate for different 

constant injection pressures during stimulation between the first seismic event and shut-

in.  It is evident that for the lowest injection pressure case, 51 MPa in Case A1, the 
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average flow rate was extremely low.  For an even lower injection pressure, the fluid 

pressure would not be high enough to propagate slip regardless of the duration of 

injection.  That pressure could be called the shear stimulation threshold pressure. 

For injection pressures below the shear stimulation threshold, increasing injection rate 

in increments would result in relatively large increases in injection pressure because 

injectivity would be related to the initial, low permeability.   

Once shear stimulation began to occur, further increases in injection rate would result 

in much lower increases in injection pressure.  From Figure 4-11, during Case A1 (51 

MPa downhole, corresponding to a ∆P = Pinj - Pinit of 11 MPa), the average flow rate 

(during the period between the first seismic event and shut-in) was 0.02 kg/s.  Increasing 

the injection pressure by one additional MPa to 52 MPa in Case A2 (∆P of 12 MPa, an 

increase of 9% from Case A1), doubled the flow rate to 0.04 kg/s.  In Case A8, with an 

injection pressure of 58 MPa, the average flow rate was about 0.7 kg/s.  From Case A1 to 

Case A8, a 64% increase in ∆P resulted in an increase in injection rate of 3400%. 

The large increases in injection rate can be explained by considering the pressure 

distribution at different times during injection. The difference between the initial fluid 

pressure and the injection pressure can conceptually be decomposed into two parts.  One 

part is the pressure drop in the stimulated region from the wellbore to the edge of the 

stimulated region.  The second part is the front extension pressure at which the stimulated 

region was able to advance.  The front extension pressure is approximately the fluid 

pressure that must be reached at the edge of the stimulated region to trigger seismicity 

that spreads slip into the unstimulated region.  At the edge of the stimulated region, the 

fluid pressure drops rapidly from the front extension pressure to the initial fluid pressure.   

Increasing the injection pressure lowered the front extension pressure.  In Figure 

4-17, injection at 51 MPa, the extension pressure was around 48 MPa.  In Figure 4-16, 

injection at 55 MPa, the extension pressure was around 44 MPa.  In Figure 4-15, injection 

at 58 MPa, the extension pressure apparently had reached nearly 40 MPa, the initial fluid 

pressure. 

The pressure gradient was roughly the difference between the injection pressure and 

the front extension pressure divided by the distance to the fracture tip.  Increasing 
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injection pressure increased pressure gradient in two ways: increasing the pressure at the 

center of the stimulated region and decreasing it at the edge (by lowering the extension 

pressure).  Further discussion of the relationship between injection pressure and rate can 

be found in McClure and Horne (2010b). 

From Equation 4-13, higher fluid pressure led to higher permeability.  In addition, 

greater displacement occurred with higher injection pressure, which also led to greater 

permeability.   

Therefore, when the CSS mechanism controlled stimulation, small increases in 

injection pressure led to large increases in injection rate.   

If injection pressure were less than the shear stimulation threshold, significant slip 

would not occur, and permeability would remain low.  With low permeability, the 

injection rate would remain low, and increases in injection pressure would cause small 

increases in injection rate. 

Therefore, there are different mechanisms controlling the relationship between 

injection pressure and injection rate for injection pressures above and below the shear 

stimulation threshold.  Injection rates at pressures below the stimulation threshold are 

related to the initial permeability. Injection rates at pressures above the stimulation 

threshold are related to the CSS mechanism and depend on the much higher stimulated 

permeability.  The change in mechanism at the stimulation threshold causes a sharp 

change in the relationship between injection pressure and rate. 

The shear stimulation threshold pressure could be significantly below the least 

principal stress.  In our model, it was roughly 50 MPa, 15 MPa less than the least 

principal stress.   

Our modeling suggests that pressure limited behavior could occur because of shear 

stimulation.  If pressure limited behavior were incorrectly taken to be evidence of tensile 

fracturing, the least principal stress could be underestimated (also discussed in Section 

3.4.7 and by Couzens-Schultz and Chan, 2010). 
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4.4.7 Effect of Injection Pressure for Constant Pressure Injection 

Cases A1-A8 investigated the effect of injection pressure for constant pressure 

injection.  Plots of flow rate and event magnitude with time for Cases A3, A6, and A8 are 

shown in Figure 4-2, Figure 4-3, and Figure 4-4.   

The maximum event magnitude was not affected significantly by the injection 

pressure.  Figure 4-10 shows that maximum magnitudes were clustered around 2.25 for 

all cases.  The highest magnitudes occurred in Cases A1 and A2, the lowest injection 

pressures.  They were larger because in those cases injection went on for a very long time 

before the first seismic event occurred (Figure 4-22).  As a result, the pressure in the 

unstimulated region was significantly elevated by the time seismicity began (Figure 

4-17).   

 

Figure 4-22: The duration of time until maximum slipping velocity on the fracture reached 10 µm/s for 
Cases A1-A8, constant pressure injection. 

The maximum event magnitude was generally not affected by injection pressure 

because the stress drop during an earthquake is weakly sensitive to the fluid pressure.  

Magnitude is related to the product of the area of slip and the displacement.  

Displacement is related to the stress drop and area of slip.  The maximum area of slip was 

roughly the same in each simulation because it was limited by the size of the fracture.  

The stress drop is related to the weakening of friction caused by a decrease in the θ 

variable in the rate and state friction law.  The decrease in θ during an earthquake 
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depends on the rate and state parameters such as a, b, and η but not on the effective 

normal stress.   

Higher injection pressure led to a greater release of seismic moment, a somewhat 

greater amount of total fluid injected, and a greater number of relatively large events.  

These effects can be seen in Figure 4-10 and Figure 4-12.  The higher injection pressure 

caused a greater weakening of friction, which allowed more slip to occur, a greater 

release of seismic moment and more relatively large events.   

4.4.8 Effect of Decreasing Injection Pressure over Time 

Cases B1-B14 and Cases C1-C13 tested the effect of decreasing the injection pressure 

over time.  Plots of flow rate and event magnitude with time for Cases B6 and B10 are 

shown in Figure 4-5 and Figure 4-6.  In all cases, the initial injection pressure was 58 

MPa.  The injection pressure was kept constant at 58 MPa until the first seismic event, 

and then it began to be decreased.  In the different cases, the pressure was decreased at 

different rates.  In Cases B1-B14, injection pressure was kept constant once it reached 51 

MPa.  In Cases C1-C13, injection pressure was kept constant once it reached 53 MPa.  

The cases varied from instantaneous drop to the minimum injection pressure (Cases B1 

and C1) to constant injection pressure at 58 MPa (Cases B14 and C13, the same as Case 

A8).  It should be apparent that there was some overlap between Cases B1-B14 and Cases 

C1-C13. 

Figure 4-10, Figure 4-13, and Figure 4-14 show that the cases with decreasing 

injection pressure over time had reduced seismicity compared to any of the constant 

injection pressure cases.  There was a range of optimal values for Pinj
’, the pressure 

derivative, that resulted in significantly smaller maximum magnitudes and fewer events 

magnitude greater than 2.0 than for either constant injection at 51 MPa, 53 MPa, or 58 

MPa.  The effect was more pronounced for Cases B1-B14 than Cases C1-C13.  

There is a physical explanation for why decreasing injection pressure with time 

reduced seismicity.  Magnitude is related to slip area and shear displacement.  The largest 

events were able to propagate across the entire stimulated region, with the largest events 

occurring when the stimulated region was largest.   



CHAPTER 4. MODELING OF INJECTION INDUCED SEISMICITY 241 

  

Decreasing the injection pressure over time tended to decrease the fluid pressure 

across the entire stimulated region over time.  Because friction strengthens as pressure 

decreases, this had the effect of gradually strengthening friction across the fracture over 

time.  Events continued to nucleate at the edge of the stimulated region, but they faced 

greater frictional resistance in spreading back across the stimulated region.  This caused 

fewer events to spread across the entire stimulated region, and when they did, their total 

displacements were smaller. 

The optimal values of Pinj
' corresponded to cases where the minimum injection 

pressure was reached either some time before or around the time that injection was 

complete.  If injection pressure was lowered too rapidly, the minimum injection pressure 

was reached early in the stimulation, and the stimulation was subsequently carried out as 

a constant pressure injection.  If injection pressure was lowered too slowly, the 

magnitude damping effect of lowering injection pressure over time was limited.   

The effect of decreasing injection pressure over time was more pronounced for Cases 

B1-B14 than C1-C13.  In Cases B1-B14, the minimum injection pressure was 51 MPa.  

Interestingly, in Case A1, injection at 51 MPa was almost too low to cause stimulation.  

Figure 4-22 shows that for Case A1 it took an exceptionally long time, over 1000 hours 

of injection, for slip velocity to reach 10-5 m/s.  Prior to the initiation of significant slip, 

Case A1 was effectively constant pressure injection into a low permeability fracture.  In 

Cases B1-B14 injection at 51 MPa was able to propagate stimulation across the fracture.  

It appears that a higher injection pressure was required to initiate seismicity in Case A1, 

but once seismicity was initiated, it was possible to propagate stimulation with a lower 

injection pressure.   

The exact value of Pinj
’ that would minimize seismicity is dependent on the details of 

the model.  If decreasing injection pressure with time were to be attempted in practice, 

the optimal Pinj
’
 would be site specific and need to be estimated in advance with the 

construction of a full scale stimulation model.   

It is possible that with a more complex, site specific model, the conclusions of this 

section may not hold or may not be feasible.  On the other hand, with a more detailed 

model perhaps other opportunities to minimize induced seismicity would become 
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apparent.  Perhaps injection pressure could be optimized in real time based on data such 

as microseismicity and injection rate that could be gathered during injection.  Our results 

demonstrate in concept that minimizing induced seismicity by manipulating injection 

strategy could be possible but that to do so would require careful modeling and planning. 

4.4.9 Effect of Producing Fluid Back after Injection 

Case D3 tested the effect of producing fluid back after injection.  Prior to the end of 

injection, Case D3 was identical to Case A8, with constant pressure injection at 58 MPa.  

The injection rate and event magnitudes for Cases A8 and D3 are shown in Figure 4-4 

and Figure 4-9 (the vertical scales are different in the two figures).  The figures show that 

producing from the well following injection resulted in reduced post-injection seismicity.  

The strategy of producing back fluid was also suggested by Baisch et al. (2006).   

Producing fluid back mitigated the build-up of fluid pressure at the edge of the 

stimulated region after shut-in.  The post-injection events immediately after the end of 

injection were not prevented because it took a period of time for the pressure transient 

caused by the production to reach the periphery of the fracture. 

4.4.10 Effect of Shear-Induced Pore Volume Dilation 

Case D1 investigated the potential effect of shear-induced pore volume dilation on 

seismicity.  Laboratory experiments such as Marone et al. (1990) and Morrow and 

Byerlee (1989) found evidence of fracture pore volume dilation due to sliding.  The 

effects of pore volume dilation have been investigated numerically by several authors, 

including Segall and Rice (1995), Yamashita (1999), and Segall et al. (2010).  We are not 

aware of field evidence to indicate whether or not shear-induced pore volume dilation 

happens during EGS stimulation, but it is an interesting phenomenon to investigate.   

Pore volume dilation had the effect of damping out seismicity, consistent with results 

from Yamashita (1999), Segall and Rice (1995), and Segall et al. (2010).  This can be 

seen by comparing Cases D1 and A8 in Figure 4-7 and Figure 4-4, which show event 

magnitude with time.  Both show constant pressure injection at 58 MPa.  The only 

difference between the two cases is that there was shear-induced pore volume dilation in 
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Case D1.  With pore volume dilation, a larger number of events occurred, but they were 

of relatively smaller magnitude. 

Pore dilation damped out slip events because it caused a decrease in fluid pressure 

during slip.  During rapid slip, fluid flow does not have time to occur, and so the mass of 

fluid at a given location is nearly fixed.  Water density is relatively insensitive to 

pressure, so to conserve mass, the void aperture at a given location had to be nearly 

constant during slip.  As slip tried to dilate the void aperture, the only way to keep void 

aperture constant was to decrease fluid pressure, increasing the effective normal stress 

(Equation 4-13).  The higher effective normal stress strengthened friction and tended to 

inhibit slip from occurring.  The same total amount of slip had to occur for the same 

injection pressure, and so slip was distributed into a larger number of smaller magnitude 

events. 

There were several other differences between Case D1 and the other simulations.  

Due to pore dilation, the fluid pressure at the injector was decreased following seismic 

events.  Because the well continued to inject at constant pressure, the flow rate spiked as 

a large pressure gradient was suddenly imposed between the injector and the fracture.  

Unrealistically high flow rates were possible, and so it was necessary to specify a 

maximum injection rate of 1 kg/s in the code.  Because of the maximum flow rate, the 

injection rate would sometimes dip momentarily below the target of 58 MPa.  Because of 

flow rate spiking following slip events, the flow rate history had a very erratic, unrealistic 

behavior as can be seen in Figure 4-7. 

There were more event hypocenters near the injector in Case D1 than in Case A8.  

After seismic events, when fluid pressure was lowered near the injector, the fluid 

pressure increased again rapidly near the wellbore.  Often that triggered another seismic 

event close to the injector.   

A more realistic treatment of fracture zone geometry may have damped out the erratic 

variations in flow rate.  If a fracture were surrounded by porous, permeable material, such 

as the alteration zones observed at Soultz (Section 4.1.4), fluid could flow rapidly back 

into the fracture from the surrounding porosity and raise the fluid pressure up again 

across the entire fracture.  Such a mechanism could lead to complicated behavior that 
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could be interesting to investigate in future work.  For example, a rapid decrease in fluid 

pressure during slip followed by a rapid increase in pressure due to fluid flow from a 

surrounding damage zone could lead to aftershock sequences with hypocenters 

distributed throughout the stimulated region as fluid pressure rapidly recovered following 

slip events. 

A final difference between Case D1 and the other cases was that far more fluid was 

injected in Case D1 (Table 4-5).  The reason was that because of the shear-induced pore 

volume dilation, a greater amount of fluid was required to increase the fluid pressure 

across the fracture. 

4.4.11 Effect of dc 

In Case D2, a larger value for dc inhibited seismicity.  The entire fracture was 

stimulated, but the slip was slow and aseismic.  The stimulated region grew slowly, as 

described by the smooth crack-like shear stimulation mechanism (Section 3.4.2.2).  

Figure 4-8 shows the injection rate and event magnitude with time for Case D2.  The 

injection rate increased continuously during injection because of the shear-induced 

stimulation, but seismicity did not occur.  This result is consistent with the theory of rate 

and state friction (Ruina, 1983), which predicts that the minimum size of a patch that can 

slip unstably increases with dc.  If the fracture in Case D2 had been large enough, the 

region of increased fluid pressure would have eventually grown large enough that it 

would have slipped unstably in a seismic event. 

Differences in the rate and state parameters a, b, and dc in nature help explain why 

sometimes fractures slip seismically, and sometimes they slip aseismically.  Before 

initiating an injection experiment at a given location, characterization of the parameters a, 

b, and dc could be useful for predicting seismic hazard (also discussed in Section 5.4.2). 
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4.4.12 Comparison of Rate/State Friction to Static/Dynamic 

Friction 

Previously, in McClure and Horne (2010b), injection into a one-dimensional, isolated 

fracture was modeled using static/dynamic friction instead of rate and state friction (see 

Section 4.1.3 for a description of static/dynamic friction).  The problem setup was 

similar, but not identical, to the problem setup used in this chapter.  A similar approach 

was used by Baisch et al. (2010), who modeled injection induced seismicity in a two-

dimensional planar fault using a block-spring treatment of stress interaction.  Many 

results from McClure and Horne (2010b) and Baisch et al (2010) were consistent with the 

results from the rate and state modeling described in this chapter.  In all three 

investigations, event magnitudes increased with time as the stimulated region grew 

larger.  Hypocenters migrated away from the injector well.  Post-injection events 

occurred because of redistribution of pressure.  Investigation of the effect of injection 

schedule in McClure and Horne (2010b) were consistent with the results in this chapter.  

Decreasing injection pressure over time reduced seismicity relative to other strategies.  

Producing fluid after injection resulted in reduced seismicity.   

A difference between the rate and state simulations in this chapter and the results 

from both Baisch et al. (2010) and McClure and Horne (2010b) is that there were fewer 

low magnitude events in the rate and state simulations.  The models in Baisch et al. 

(2010) and McClure and Horne (2010b) are examples of "inherently discrete" models 

(Ben-Zion and Rice, 1993), which tend to model a greater number of smaller events.   

4.5 Conclusions 

Our modeling suggests that the treatment of friction and stress interaction between 

elements have a first order effect on the overall behavior of a shear stimulation model. 

The episodic crack-like shear stimulation mechanism was identified as the process by 

which shear stimulation propagated along fractures (also discussed in Section 3.4.2.2).  

The crack-like shear stimulation mechanism contrasts with the diffusion controlled 
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mechanism because it involves slip and permeability enhancement advancing ahead of 

pore pressure perturbation.   

If the crack-like shear stimulation mechanism describes shear stimulation 

realistically, it would undermine assumptions that are sometimes made for the estimation 

of initial hydraulic diffusivity and the estimation of least principal stress.   

Shut-in seismic events occurred because of redistribution of pressure after injection 

was stopped, a mechanism proposed by several previous investigators.  Producing fluid 

back after injection reduced post-injection seismicity, a strategy that was proposed by 

Baisch et al. (2006). 

Reducing injection pressure over time was identified as a strategy that minimized 

maximum event magnitude, a result consistent with the findings of McClure and Horne 

(2010b) using a simpler treatment of friction.  This result shows in principle that it may 

be possible to reduce the magnitude of induced events with injection strategy. 

The effect of two geological factors, slip induced pore volume dilation and the 

characteristic length scale in the rate and state law, were investigated.  Results were 

consistent with past investigators that dilation caused more, smaller events, and that a 

larger weakening length scale, dc, led to aseismic slip. 
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Chapter 5 

5 The Effect of Fault Zone Development 
on Induced Seismicity 

It is widely assumed that induced slip on preexisting fractures is responsible for both 

the induced seismicity and the permeability enhancement in Enhanced Geothermal 

Systems (EGS).  At a given location, the degree of brittle fault formation of the 

preexisting fractures can be classified along a spectrum from joints or crack-like faults to 

fully developed, thick faults with cataclasite fault cores.  We reviewed data collected at 

nine projects around the world and found a striking variability in the character of the 

fractures and faults at each site.  There was a correlation between the degree of brittle 

fault formation and the maximum magnitude of seismic events induced by stimulation.  

For long term circulation in which injection rate exceeded production rate, the correlation 

was weaker, but still present.  We hypothesize that larger events tended to occur in places 

with thicker faults due to greater continuity of slip surfaces.  An alternative explanation is 

that aseismic slip tended to occur in places with less developed faults.  One factor not 

fully considered in this study is the predominant orientations of fractures in the 

preexisting stress field at the different sites, and this issue has the potential to be 

confounding factor for the correlation. The interactions between frictional properties, 

lithology, depth, geological heterogeneity, and seismic hazard are discussed.  For projects 
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where only very small seismic events were induced, we offer alternative hypotheses to 

explain the mechanism of their generation.  We conclude by discussing our findings in 

the context of induced seismic hazard analysis in general. Our results suggest that 

characterization of fault development should receive more emphasis, both in seismic 

hazard estimation and in reservoir engineering and modeling.   

5.1 Introduction 

5.1.1 Background 

Fluid injection and production induced seismicity has been documented at many sites 

around the world (Nicholson and Wesson, 1990; McGarr et al., 2002).  Induced 

seismicity occurs when stress is changed on preexisting fractures so that their shear stress 

exceeds their frictional resistance to slip according to the Coulomb failure criterion 

(Jaeger et al., 2007): 

0)(|| SPnf +−= σµτ , 5-1 

where τ is shear stress on a fracture, σn is normal stress, P is fluid pressure, S0 is the 

fracture cohesion, and µf is the coefficient of friction.  When the failure criterion is 

exceeded on a fracture, slip occurs.  Alternative mechanisms for very small seismic 

events are discussed later in Section 5.4.5. 

Slip is seismic when it occurs rapidly enough to generate seismic waves.  Seismic slip 

occurs because of rapid weakening and restrengthening of the friction coefficient.  Rate 

and state friction theory describes how the coefficient of friction can weaken rapidly as a 

result of tiny asperities on a fracture surface coming out of contact during slip (Dieterich, 

1979, 1992, 2007; Dieterich and Kilgore, 1994).  The tendency to slip seismically 

depends on several factors, including the material properties of the materials contacting 

in the fracture plane, the temperature, and the stress state (Dieterich et al., 1992; Blanpied 

et al., 1985; Tembe et al., 2010).   
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From Equation 5-1, it can be seen that seismicity can be caused by changes in shear 

stress, normal stress, fluid pressure, or coefficient of friction.  Fluid injection and 

production can induce stress through several mechanisms.  These mechanisms include (1) 

increase in pore pressure from fluid injection and (2) poroelastic or thermoelastic 

expansion or contraction of the reservoir due to changes in pressure or temperature 

(Majer et al., 2007).  A third mechanism (3) is that slip induced by mechanisms (1) and 

(2) can cause stress change.  Mechanisms (2) and (3) can act at distances greater than the 

region of pressure or thermal perturbation because stresses can be transferred through the 

earth at distances beyond the sources of strain that caused them.  Stresses induced by 

these different processes are heterogeneous and anisotropic, and whether they encourage 

or inhibit seismicity on a given fracture depends on the fracture's orientation and relative 

location (Segall, 1989).  Stress triggering and stress shadow effects have been well 

documented in studies of seismic hazard (Harris, 2000). 

Induced slip in EGS stimulation usually causes extensive microseismicity.  In some 

cases, projects have been associated with seismic events strong enough to be felt at the 

surface and which may have caused very minor property damage (Majer et al., 2007, 

2011; Cladouhos et al., 2010; Evans et al., 2012).  For this reason, estimation of induced 

seismicity hazard has become an important issue for EGS.  Experience with EGS could 

also help understand induced seismicity as it applies to other settings, such as oil and gas 

hydraulic fracturing (Holland, 2011; Baisch and Vörös, 2011) or CO2 sequestration 

(Cappa and Rutqvist, 2011; Nicol et al., 2011; Zoback and Gorelick, 2012). 

Several models have been proposed for use in estimation of induced seismicity 

hazard.  In general, a major shortcoming is that they require injection to calibrate their 

use.  It would be desirable to predict induced seismicity hazard prior to initiating 

injection or prior to drilling a well. 

McGarr (1976) proposed that the seismic moment release during injection should be 

proportional to the volume of fluid injected, a prediction generally supported by 

subsequent experience comparing seismicity at different locations (McGarr et al., 2002; 

Nicol et al., 2011; Evans et al., 2012) and during injection at a single location (Bommer 

et al., 2006; Section 4.2 of Baisch and Vörös, 2009).  This effect is also has been 
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observed in some numerical modeling (Chapter 4; Baisch et al., 2010).  However, the 

scatter in the data is very large.  The seismic moment release induced at different EGS 

projects around the world has varied hugely, even among projects involving similar 

volumes of water (Evans et al., 2012).   

Shapiro et al. (2007) and Shapiro and Dinske (2009) combined the assumption that 

seismic moment release is proportional to fluid injection with an assumed Gutenberg-

Richter (GR) magnitude-frequency distribution.  But they did not suggest how the 

parameters of the GR distribution could be determined prior to injection.  The GR 

distribution might be characterized from observations of background seismicity, but it is 

not necessarily the case that natural seismicity in a region should have the same GR 

parameters as induced seismicity.  Furthermore, in some settings, there may not be 

enough natural seismicity to characterize the natural GR distribution. 

In order to monitor seismicity in real time during injection, Bommer et al. (2006) 

proposed the traffic light system.  They proposed fitting observed seismicity to a GR 

distribution in real time during injection.  Injection would be stopped if the empirical GR 

distribution predicted that an event larger than a given threshold might occur during 

injection (Bommer et al., 2006).  This approach was further refined in Bachmann et al. 

(2011), who investigated the use of different statistical models of seismicity.  A potential 

problem with these approaches is that post-injection seismicity tends to follow a different 

GR distribution than seismicity during injection (Section 4.1 of Baisch and Vörös, 2009) 

with a tendency towards larger events (Häring et al., 2008; Baisch et al., 2010).  

Numerical modeling has suggested that this behavior is likely due to the continued 

spreading of fluid after injection stops (Section 4.4.3; Baisch et al., 2006; Baisch et al., 

2010).  Bachmann et al. (2011) examined seismicity at the EGS project in Basel, 

Switzerland and proposed that the post-injection seismicity could be matched with an 

Omori-Utsu aftershock distribution.  Another important problem is that these methods 

cannot be used to predict hazard prior to initiating injection. 

Triggered seismicity occurs when induced stresses cause a natural earthquake to 

happen sooner than it would have otherwise.  There is an extensive literature on natural 

triggered seismicity (Freed, 2005; King, 2007; Hill and Prejean, 2007).  In EGS seismic 
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hazard analysis, triggered seismicity has been handled with numerical modeling and 

consideration of the natural rate of seismicity.  The stresses induced by geothermal 

exploitation are calculated on nearby mapped faults, and those stresses are used to 

estimate the degree to which the occurrence of natural earthquakes may have been 

accelerated on those faults (Hunt and Morelli, 2006; Vörös and Baisch, 2009). 

Computational modeling could be a useful tool for predicting seismicity prior to 

injection.  A typical strategy in EGS shear stimulation modeling is discrete fracture 

modeling.  The standard workflow is to stochastically or deterministically generate a 

realization of the preexisting fracture network and then numerically simulate the injection 

(Chapters 3 and 2; Willis-Richards et al., 1996; Rahman et al., 2002; Ghassemi et al., 

2007; Kohl and Mégel, 2007; Bruel, 2007; Baisch et al., 2010; Rachez and Gentier, 2010; 

Deng et al., 2011).  Discrete fracture modeling has the potential to predict seismic hazard 

directly, by simulating individual seismic events on faults.  However, to simulate seismic 

events in a predictive way, a model would need to compute both the stresses induced by 

slip and the evolution of friction during an earthquake, which only a few EGS models 

have attempted (Chapter 4; Baisch et al., 2010).  Some modeling studies have attempted 

to model EGS seismicity without including evolution of friction (Bruel, 2007; Kohl and 

Mégel, 2007) or as the breaking of bonds between rock particles (Hazzard et al, 2002).  

Continuum based modeling has been used for modeling of seismicity caused by thermal 

contraction (Rutqvist and Oldenburg, 2008).  Continuum modeling is appropriate for this 

application because strain cause by thermal contraction is volumetric, and so the induced 

stresses are less dependent on the details of flow or deformation on individual fractures. 

One value of modeling is that by stepping through the workflow necessary to 

parameterize a model, it can become apparent which uncertainties give rise to the 

significant model behaviors.  This study was inspired by the need for better 

characterization of fracture system geometry and fault frictional behavior in discrete 

simulation modeling of EGS.  Model inputs regarding fractures that need characterization 

include frictional properties, storativity, shape and spatial extent, patterns of clustering 

and connectivity, and permeability anisotropy (within individual fractures, as opposed to 

bulk permeability).   
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There are countless situations where fault geometry would have a profound effect on 

model behavior.  For example, Ghassemi et al. (2007) investigated the effect of 

thermoelastic strains in EGS by modeling injection into a single, planar crack.  However, 

in some EGS projects, flow occurs in fault zones with thicknesses of ten meters or more 

(Genter et al., 2000).  The temperature field and thermal stresses that would develop due 

to injection into a crack would be very different than injection into a thick fault zone.   

In Chapter 6 it is shown how the pressure transient caused by injection would be 

affected strongly by the inner geometry of storativity and permeability within a fault.  In 

Section 3.4.2.3, it is described how fault storativity may affect the stimulation 

mechanism.  In Section 2.2.3.3, it is described how fault thickness affects calculations of 

stresses induced by the filling of the fault with fluid. 

5.1.2 Effect of Fault Development 

A geological unit can be categorized according to its degree of fault development 

(Fetterman and Davatzes, 2011).  Faults can form with a variety of modes of deformation 

from highly localized and brittle to distributed and ductile (Wibberley et al., 2008).  

Because in this study we are interested in the development of brittle fault zones, we use a 

categorization of faulting based on the degree of cataclasite formation, from joints or 

crack-like faults to well-developed faults with thick cataclasite core and meter scale 

damage zones.   

Intuition would suggest that only fractures that are well oriented to slip in the local 

stress state contribute to seismic hazard.  However, we have not attempted to filter the 

classifications of fault development based on orientation, primarily because the data was 

not available in all cases.   

These progressive stages reflect the understanding that faults form by the progressive 

shear and link up smaller faults into larger thoroughgoing features (Segall and Pollard, 

1983; Martel et al., 1988; Cladouhos and Marrett, 1996; Wibberley et al., 2008; Griffith 

et al., 2009; Faulkner et al, 2010).  It has also been observed, with significant scatter, that 

fault thickness scales with displacement and spatial extent (Wibberley et al., 2008). 
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As an example of a well-developed fault, Figure 5-1 is an illustration from Genter et 

al. (2000) that depicts a typical fault encountered at the EGS project in Soultz, France.  

Figure 5-1  is a good schematic but is not the only possible brittle fault geometry.  For 

example, hydrothermal alteration, shown in Figure 5-1, is not necessary.  Also, Figure 

5-1 does not clearly illustrate a damage zone, which is composed of a high density of 

fracturing decreasing with distance from the fault core (Faulkner et al., 2010). 

 

 

Figure 5-1: Conceptual image of a hydrothermally altered and fractured fault zone at Soultz.  From Genter 
et al., (2000). 

Seismic event magnitude scales with the surface area of slip.  The seismic moment 

release during an earthquake is: 

∫= dADGM cum0 , 5-2 

where M0 is the seismic moment, G is the shear modulus, Dcum is the shear displacement 

during the event, and dA is an increment of surface area on the fault (Stein and 

Wysession, 2003).  From Hanks and Kanamori (1979), the seismic moment magnitude 

Mw is defined as 
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where Mw is the moment magnitude and M0 is defined in units of N-m. 

In general, thicker faults have greater spatial extent, and slip over greater spatial 

extent leads to greater magnitude.  Therefore, it would seem reasonable to seek a 

correlation between fault thickness and induced seismic magnitude.  Faults can form in 

ductile deformation, which could lead to thick, large faults but not a tendency for 

seismicity.  Therefore we categorize faults not only by thickness, but by their degree of 

cataclasite formation, which should correlate with the degree to which brittle, strain 

weakening failure has occurred on the fault. 

5.1.3 Summary of Results 

We reviewed reports from nine projects around the world that involved injection into 

crystalline rock (mostly EGS projects) and categorized each according to the degree of 

brittle fault development (DFD).  The projects were Soultz, France, Basel, Switzerland, 

Rosemanowes, United Kingdom, Bad Urach, Germany, Fjällabacka, Sweden, Ogachi, 

Japan, the KTB Borehole, Germany, Groβ Schönebeck, Germany, and Cooper Basin, 

Australia.  Some major EGS projects, such as Hijiori, Japan, Fenton Hill, USA, and 

Desert Peak, USA, were not included because we were not able to find enough 

information to classify DFD with confidence.  We investigated only projects in 

crystalline rock because induced seismicity has been observed to be much more 

significant in crystalline than sedimentary rocks (Evans et al., 2012).  The subject of 

lithology is discussed further in Section 5.4.2. 

In the projects reviewed, degree of fault development was very well correlated with 

the maximum magnitude induced during or soon after stimulation.  In two cases, events 

during long term circulation (with net injection) were significantly greater in magnitude 

than events associated with stimulation.  Including these circulation events, the 

correlation between maximum magnitude and DFD was weaker but still present.  We 
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speculate these differences may be caused by geological heterogeneity, discussed in 

Section 5.4.7. 

One possible explanation for the greater magnitudes in places with more developed 

faults is that larger faults have more spatially continuous slip surfaces that are more 

conductive to larger magnitudes.  This topic is discussed in Section 5.4.1.   

Another possible explanation is that there was a correlation between aseismic slip and 

less developed faulting.  This topic is discussed from the point of view of magnitude-

frequency distributions in Section 5.4.8. 

A possible confounding factor is whether fractures were well oriented to slip in the 

local stress state.  We have not attempted to characterize each project by this criterion.  

This issue is discussed in Section 5.4.3.   

The frictional properties of the materials contacting in the fracture planes affect both 

the degree of seismicity and the formation of faults.  This topic is discussed in Sections 

5.4.2 and 5.4.4. 

At Rosemanowes, there were joints with spatial extent of tens of meters.  Because the 

seismic magnitudes were so small, these larger joints evidently did not slip entirely 

during individual seismic events.  We theorize this may have been caused by 

heterogeneity in frictional properties on fractures (discussed in Section 5.4.2).  Another 

possibility is that the smallest seismic events were caused by mechanisms other than rate 

and state friction (discussed in the Section 5.4.5). 

We conclude by discussing in Section 5.4.9 how our results fit into the larger topic of 

induced seismicity hazard analysis. 

We are not aware of a prior study comparing the effect of fault development between 

EGS projects.  Clearly, degree of fault development is not the only variable that affects 

induced seismicity hazard, but our results suggest that it should be considered an 

important variable for estimating hazard. 

The striking variety in fault development between different locations suggests that 

degree of fault development is an important factor for not only induced seismicity hazard, 

but also EGS reservoir engineering and stimulation design in general.  Our results show 
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the value of performing detailed fracture characterization beyond merely mapping 

fracture orientations and mapping density with depth.   

5.2 Methodology 

For each project considered, we categorized the degree of fault development (DFD) 

and determined the maximum magnitude induced by stimulation.  Our results were based 

on published reports and personal communication with individuals involved in the 

projects. 

In determining the maximum magnitude, we considered only event that occurred 

during or shortly after stimulation.  In most cases, stimulation related events were the 

largest events observed at these projects.  In cases where maximum magnitudes were 

observed during long term circulation, the results were reported as a separate data point.  

In one case, an outlier in the maximum magnitude during stimulation was reported as a 

separate data point. 

Classifications of DFD were based only on direct observation: from wellbore core, 

surface outcrop, mineshaft, and wellbore imaging logs.  Imaging logs are not as useful as 

direct lithological analysis, but comparisons between core and image logs have shown 

that it is possible to identify large fault zones from image logs (Genter et al., 1997).  

Observations from the injector wells were preferred, but in some cases observations from 

nearby wells, outcrops or mines were used.  Because we were concerned with 

development of brittle deformation, the categories of DFD were focused primarily on the 

thickness of cataclasite zones.  In some cases, a distinctive categorization of DFD could 

not be made, and the categorization was given in a range.   

A more detailed analysis would have made an exhaustive review of the orientations 

of all fractures observed and calculated their tendency to slip in the present day stress 

field.  Fractures used for categorization would only be drawn from the fractures that were 

well oriented for slip at the injection pressure.  However, in many cases, fracture 

orientations in the local stress state were not available, and so we did not attempt to 

integrate fracture orientation into our categorizations. 
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The categories of DFD were (1) no fractures present, (2) only joints (opening mode 

fractures) and crack-like faults (thin, planar shear discontinuities) (3) very small faults 

with at most a few mm thickness of cataclasite, (4) developing faults with a cataclasite 

zone beginning to develop in a zone with thickness of  mm to a few cm, and an 

altered/damaged zone less than one meter in thickness, and (5) fully developed fault(s) 

with one or more significant cataclasite fault core zones thickness of tens of cm and an 

altered/damaged zone with thickness of meters or more.  Figure 5-1 is a depiction of what 

a DFD (5) fault might look like. 

5.3 Results 

5.3.1 Summary 

In the following sections, we briefly summarize the observations of seismicity and 

DFD at each project.  Most projects were in granite, but the KTB and Bad Urach projects 

were in gneiss. 

The results are summarized in Figure 5-2, which shows a plot of degree of fault 

development versus maximum magnitude.   
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Figure 5-2: Maximum magnitude and degree of fault development.  Green diamonds show maximum 
magnitudes during stimulation.  Separately tabulated events that are either outliers or associated with long 
term circulation are shown with blue squares.  See Methodology section, for definition of "degree of fault 
development." 

5.3.2 Soultz 

The Soultz project involved several wells that were stimulated in granite at depths 

around 3.5 km and 5 km during the 1990s and 2000s.  Injections involved volumes of 

tens of thousands of cubic meters of water at flow rates of tens of l/s and wellhead 

pressures of 5 – 15 MPa (Evans et al., 2012).   

The maximum magnitude of the events at 3.5 km depth was Mw = 1.7 during injection 

and Mw = 1.9 in the days after injection.  During the stimulations of the deeper wells, 

hundreds of events Mw > 1.0 were observed, with the largest reaching Mw = 2.9 (Evans et 

al., 2012).  Circulations tests have been performed at Soultz over the course of months, 

generally with injection rates less than or equal to production rates, and the largest event 

associated with those tests was Mw = 2.3 (Cuenot et al., 2011). 

We rated the DFD at Soultz (5).  Well core and imaging logs at Soultz showed 

cataclasite fault cores with thickness of tens of centimeters and damaged/altered zones 
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with dimensions of ten meters or more (Genter and Traineau, 1996; Genter et al., 2000; 

Evans, Genter, and Sausse, 2005).   

5.3.3 Ogachi 

The Ogachi project involved several wells that were stimulated at depths from 700 m 

to 1100 m during the 1990s (Kitano et al, 2000) in granodiorite (Ito and Kaieda, 2002).  

Injections for stimulation involved volumes on the order of 3000-10,000 m3 at rates of 

tens of l/s and wellhead pressures of 18-22 MPa (Kitano et al., 2000). 

Kaieda et al. (2010) reported that the maximum magnitude during stimulation at 

Ogachi was -1.0, except for a single 2.0 event.  We tabulated the maximum magnitude as 

-1.0, and plotted the Mw = 2.0 event separately because it was such a strong outlier. 

Permeable zones prior to stimulation were correlated on wellbore image logs to 

fractures intersecting the wellbore (Ito and Kaieda, 2002).  Detailed investigation of a 

continuous core of one well from 700 to 1100 m showed that the permeable zones were 

fractures, not faults (Ito, 2003). 

Permeability was associated with open fractures at the edges of dykes, in veins and in 

individual fractures (Ito, 2003).  According to Ito (2003), "faults with gouge greater than 

5 mm thick were not found at the Ogachi cores, but faults with slickenside and thin gouge 

(< 2mm) are abundant ... sporadic minor faults without gouge and up to 3 cm of 

displacement occasionally displace anhydrite veins and andesite dykes."   

Hydrothermal breccia zones were identified at Ogachi (Ito, 2003), but we did not 

count them in our categorization of fault development.  Hydrothermal breccias form from 

implosion of rock into a void space, perhaps associated with fluid boiling (Sibson, 1986).  

Because hydrothermal breccia forms from opening mode strain, they would not be 

expected to form continuous cataclasite slip surfaces required for earthquakes.  

Hydrothermal breccias can be associated with faults, but only at dilatational fault jogs 

(Sibson, 1986).  The hydrothermal breccias at Ogachi are not permeable because they are 

filled with a very fine grained matrix enclosing clasts, nor are they associated with 

seismicity (Ito, 2003).   
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On the basis of these observations, we categorize the DFD at Ogachi as (3), 

containing faults with no more than millimeter scale gouge.   

5.3.4 Basel 

The Basel project involved a single well that was drilled into granite to a depth 

around 5 km and stimulated with around 11,500 m3 at rates up to 60 l/s and wellhead 

pressures of 10 – 30 MPa (Häring et al, 2008).  Many seismic events occurred during or 

soon after stimulation that were greater than Mw = 2.0, with the largest being Mw = 3.4 

(Häring et al., 2008). 

The wellbore was not cored continuously, and there are no any interpretations of the 

wellbore image logs available in the literature that addressed the topic of fracture 

zone/fault development.  However, on the basis of several sources, we categorized the 

DFD at Basel as (5) with medium confidence. 

Häring et al. (2008) reported that there were two "major cataclasite fracture zones" in 

the openhole interval of the well.  Kaeser et al. (2007) performed a petrological study of 

cuttings and core at selected intervals from the Basel well.  From cuttings Kaeser et al. 

(2007) concluded "only based on cuttings, no clear conclusions on the extent of 

deformation can be made ... either true ultra-cataclasite (i.e., composed of very fine-

grained material with matrix contents > 90%) ... or fragments of the matrix of a 

protocataclasite or cataclasite s.s. (<50% or 50-90% matrix, respectively, with embedded 

larger mm- cm-sized rock fragments)" (Section 5.6 in Kaeser et al., 2007).  There were 

five zones in the openhole section of the well where cuttings with evidence of cataclasite 

were observed (Appendix 2 in Kaeser et al., 2007), including at 4700 m and 4835m, the 

depths where Häring et al. (2008) reported cataclasite fracture zones. 

From these sources (Häring et al., 2008; Kaeser et al., 2007) it is clear that cataclasite 

fault zones exist in the Basel well, but it is not possible to estimate their thickness. The 

likely thickness of the faults in Basel can be estimated from comparison with several 

other wells that were cored nearby in the crystalline basement of northern Switzerland 

and the southern Black Forest region of Germany (Mazurek et al., 1998).  Figure 1-1 in 

Mazurek et al. (1998) shows the locations of the cored wells and the city of Basel.  The 
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cored wells are located from less than 20 km away to roughly 100 km from Basel.  

Mazurek et al. (1998) describes pervasive presence of large, well-developed fault zones 

with decimeter scale cataclasite zones and overall thickness on the order of meters 

(Appendix F in Mazurek et al., 1998).  On the basis of consistent observations from 

nearby analog wells, cuttings from the Basel well that indicate cataclasite, and the report 

of Häring et al. (2008) of "major cataclasite zones," we categorized the DFD at Basel as 

(5). 

5.3.5 Bad Urach 

The Bad Urach project involved drilling of a single well to a depth of 4444m into 

gneiss in three stages between 1977 and 1992. The casing shoe was set at 3320 m. The 

lower part of the casing was perforated within three sections. During the early history of 

the project, small volume (<100 m3) high pressure stimulations were carried out at the 

true vertical depth (TVD) of the wellbore at that time, around 3334.  In 2002, after the 

well had been deepened, 5600 m3 was injected at rates of tens of l/s and wellhead 

pressures of 15-34 MPa over the more than 1000 m of openhole at the bottom of the well 

(Stober, 2011).  During the 2002 stimulation, 420 events were detected ranging in 

magnitude from Mw = -0.6 to Mw = 1.8 (Evans et al., 2012).  Prior to the 2002 

stimulation, there were no observations concerning seismicity at Urach, and so the 

maximum magnitude during earlier stimulations is not known (Ingrid Stober, personal 

communication). 

The openhole section penetrates successions of biotite-amphibolite gneiss, migmatitc 

gneiss, quartz-diorite gneiss, and biotite-cordierite gneiss. Fractures frequently cut across 

the wellbore, and leached zones are found on either side of the fractures (Stober, 2011). 

We were not able to gather enough data to characterize DFD with complete 

confidence.  Here we summarize the available data.  Genter (1994) analyzed two cores 

from Urach, one with length 9m and the other with length 4m.  In the 9m long core, K57, 

cataclasite structures were observed.  The thickest cataclasite structure was 5 mm (Albert 

Genter, personal communication).  It is very likely that thicker cataclasite zones were 

intersected by the well, as the core sampled less than 2% of the openhole section.   
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Cuttings analyzed from the wellbore contained cataclasite and ultracataclasite.  It is 

believed that larger hydrothermally altered zones were in the range of tens of centimeters 

and not larger than one meter.  From a depth of 2500-3000 m, several hundred meters 

above the injection zone, there was a very disturbed borehole section with alteration 

zones, fracture zones and cataclastic zones. (Ingrid Stober, personal communication).   

It is clear that fractures were present and cataclasite had formed in some faults.  

Therefore, the DFD should not be categorized as (1) or (2).  The thickest cataclasite zone 

directly observed in the wellbore was 5 mm, which would be on the border between (3) 

and (4).  Because the wellbore was sampled across only a small percentage of its total 

length, it is very likely that thicker cataclasite zones than 5 mm are present.  There is no 

data to suggest fault zones wider than one meter were found in the wellbore, but it cannot 

be ruled out.  Therefore we assigned Urach a DFD of (3) to (5), with (4) being the most 

likely. 

5.3.6 Rosemanowes 

The Rosemanowes project involved the drilling of three wells to depths around 2 km 

in the Carnmenellis granite in the UK.  The project was active from 1978 to 1991.  

Several stimulations were carried out involving thousands of m3 of water at flow rates up 

to 90 l/s and pressures up to 11 MPa (Evans et al., 2012).   

The largest event during stimulation was Mw = 0.16.  From 1985 to 1989, various 

circulation tests were carried out with fluid losses averaging 20% over periods of months, 

effectively constituting long term injection.  In 1987, a magnitude 2.0 event occurred 

several kilometers from the injector, and in 1988 a magnitude 1.8 event occurred near the 

hypocenter of the first (Evans et al., 2012).   

The Rosemanowes project is located in the Cornubian granite batholith in southwest 

England.  Regionally, there is a general trend of NW-SE wrench faulting.  Regional scale 

mapping suggests that large scale faults likely pass through the Carnmenellis granite 

(Whittle and McCartney, 1989; Whittle, 1989).  Therefore, it is known that in the general 

region of the Rosemanowes project faulting occurs, at least on the regional scale.  These 
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regional studies do not give any information about the nature of the deformation at the 

inferred faults. 

On a smaller scale, the fractures of the Carnmenellis granite have been studied 

extensively through outcrop study, quarries, and underground mapping from mine shafts.  

In addition, wellbore imaging logs were run in the Rosemanowes wells.  Studies of 

fracturing in the Carnmenellis granite and at the Rosemanowes site have focused 

overwhelmingly on descriptions of jointing and have not described observation of 

cataclasite formation (Ghosh, 1934; Heath, 1985; Randall et al., 1990; Whittle, 1989; 

Pearson et al, 1989; Richards et al., 1991).   

Ghosh (1934) described frequent slickensides in the Carnmenellis granite, but not 

formation of cataclasite zones.  Heath (1985) studied fracture permeability in the 

Carnmenellis granite in several wells up to 700 m deep that were drilled and cored 

roughly 10 km from the Rosemanowes EGS project.  Heath (1985) reported that 

displacements of a few mm could be observed on some joints with development of 

slickensides.  Heath (1985) observed that permeability was associated with joints, dykes 

and veins.  Major surface and underground mapping studies were performed as part of 

the Rosemanowes project, and reports on these studies describe only observation of 

jointing (Randall et al., 1990; Whittle, 1989).  Analyses of wellbore imaging logs at the 

Rosemanowes wells do not mention any indication of fault development (Pearson et al., 

1991). 

Studies of fracturing within the Carnmenellis granite consistently describe joints, 

dykes, veins, and very simple crack-like faults.  We assigned the DFD at Rosemanowes 

to be (2). 

5.3.7 Fjällbacka 

The Fjällbacka project involved drilling, stimulation, and circulation between two 

wells roughly 500 m deep in granite.  During the main stimulation in 1986, 400 m3 of 

viscous gel and water were injected at rates from 20 - 30 l/s (Wallroth et al., 1999) into a 

31 m zone near the bottom of the well, sealed by an inflatable packer (Eliasson et al., 

1990) at injection pressure up to 13 MPa (Evans et al., 2012).  It should be noted that this 
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project involved a shallower depth and a lower volume of water than the other projects 

discussed in this study. 

During the 1986 stimulation, 74 events were recorded, with magnitudes ranging from 

Mw = -1.3 to Mw = -0.2 (Evans et al., 2012).  During a 1989 circulation experiment, which 

had 50% recovery of fluid, a seismic event occurred that was felt by project employees.  

The magnitude was not determined (Evans et al., 2012).   

One of the wells at the Fjällabacka project was cored continuously to 511 m.  

Hydrothermally altered fractured zones were observed, including the development of 

smectite.  There was no report that cataclasite or any development of faults was observed 

in the wellbore core (Eliasson et al., 1990).   

In contrast with the direct wellbore observations, Eliasson et al. (1988) reported that 

surface mapping showed "morphological lineaments (fracture zones and large fractures)" 

with "not seldom a length of several kilometers thus indicating a large vertical 

extension."  Details of these lineaments, such as whether they contained cataclasite, were 

not provided.   

Because subvertical fracture zones were not observed in the wellbore, despite 511 m 

of continuous core, the Eliasson et al. (1988) report was not included in the classification, 

and DFD was classified as (2).  Because Eliasson et al. (1988) gave at least some 

evidence (though vague) that there could have been more developed faults in the area, 

there is some uncertainty in the DFD classification of (2).  Clearly, no larger faults 

intersected the wellbore, but we cannot be completely sure that there were not larger 

faults nearby, which would justify a larger rating, possibly up to (5).   

Fault classification did not incorporate orientation, but if they had, the potentially 

present larger, subvertical fractures would have been ruled out due to the local stress 

state.  At the depth of stimulation, the vertical principal stress was the least principal 

stress (Jupe et al., 1992; Wallroth et al., 1999).  Jupe et al. (1992) performed critical 

stress analysis on the fractures observed on the borehole televiewer and found that the 

subhorizontal fractures were much more likely to slip.  They reported that the injection 

pressure may have been just at the threshold of making it possible for the subvertical 

fractures to slip.  Jupe et al. (1992) also reported that focal mechanisms from events were 
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consistent with slip on subhorizontal fractures. Hydraulic tests from the wellbore 

demonstrated that flow zones correlated with subhorizontal fractures and that vertical 

permeability was low (Wallroth et al., 1999).  Finally, the overall spatial shape of the 

microseismic showed horizontal propagation (Jupe et al., 1992). 

5.3.8 KTB 

The KTB project involved a continuously cored pilot hole to 4000 m from 1987 to 

1989 and a deep borehole to a depth of 9101m from 1990 to 1994.  The wells were 

drilled through paragneisses and metabasites (Hirschmann et al., 1997).  Three major 

injections were carried out.  In 1994, about 200 m3 was injected into the main borehole at 

up to 9 l/s.  The water was injected into the 70 m openhole section at the bottom of the 

well (Zoback and Harjes, 1997).    In 2000, 4000 m3 of water was injected into the main 

borehole at rates up to 1.2 l/s.  During the second experiment, seismicity clustered at 3.3 

km, 5.4 km, and 6.6 km in addition to the bottom of the wellbore, likely because of 

casing leaks at the shallower depths (Evans et al., 2012).  From 2004-2005, 84,600 m3 

water was injected over ten months into the pilot hole openhole section from about 3850-

4000 m depth (Shapiro et al., 2006). 

In the depth range of 3-6 km, the largest seismic event observed during any of the 

injection experiments was Mw = 0.5.  At the depth of 9 km, the largest magnitude event 

observed was Mw = 1.2.  The Mw = 1.2 event occurred during the initial injection test, and 

in the subsequent injection tests, there was never an event larger than Mw = 0.5 (Evans et 

al., 2012). 

The continuously cored pilot hole to 4000 m is the best source of information about 

the character of the fracture network.  It is not certain how well those data can be 

extrapolated to the depth of 9000 m of the full hole, which introduces significant 

uncertainty.  Our assignment of DFD was based on the cored pilot hole.  Various 

significant fault zones were observed at various depths throughout the both the pilot and 

deep boreholes (Hirschmann et al., 1997).  Zulauf (1992) did a detailed examination of 

the fracture networks intersecting the pilot hole.  Zulauf (1992) inferred various stages of 

deformation leading to different sets of fractures and faults.  In the upper 2000 m of the 
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wellbore, cataclasite zones with thickness up to 5 cm were observed.  This depth range is 

far above the injections, and so these observations were not used for the assignment of 

DFD.  Below 2000 m, the thickest cataclasite zones were a few millimeters.  There were 

fault zones with thickness of meters.  Within the fault zones, there were many thin 

cataclasite zones spaced from a few centimeters to decimeters apart.  These faults do not 

appear to be associated with purely brittle faulting mechanisms.  The deformation is 

significantly less localized than in faults with layers of cataclasite centimeters or 

decimeters thick.  Instead, deformation is spread across a large number millimeter 

thickness cataclasite zones.  In many cataclasite zones, there were high concentrations of 

graphite (Zulauf et al., 1990).  In some cases, there was evidence of semibrittle 

deformation, with quartz minerals fracturing, but biotite and muscovite minerals 

deforming plastically (Zulauf, 1990).  Brittle deformation is associated with the strongest 

strain weakening, which tends to localize failure (Ben-Zion and Sammis, 2003).  The 

rather distributed strain in the fault zones is likely due to ductile failure. 

On the basis of the observations from the cored pilot holed, the DFD at KTB is 

categorized as (3).  Meter scale thickness faults were present, but they were associated 

with ductile or mixed ductile-brittle deformation and contained zones of cataclasite no 

thicker than a few millimeters. 

5.3.9 Groβ Schönebeck 

The Groβ Schönebeck project involved the stimulation of a well drilled to a depth 

around 4175m with casing set about 40 m above the bottom of the wellbore.  The bottom 

section of the hole was drilled through volcanic andesites, and above that the well was 

completed with perforations through casing in sandstone.  The volcanic section of the 

wellbore was stimulated with 13,170 m3 at flow rates alternating between around 20 l/s 

and around 150 l/s.  The injection well head pressures alternated between around 30 MPa 

and around 50 MPa (Zimmermann et al., 2008; Moeck et al., 2009).  Subsequently, the 

sedimentary layer was stimulated at two depths with about 500 m3 of water and 100 tons 

of proppant.  The largest magnitude earthquake detected was -1.0 (Moeck et al., 2009). 
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The only data available to characterize DFD is wellbore imaging logs and a few 

meters of core from the volcanic section.  Neither the core nor the wellbore imaging logs 

showed any indication of fault or fracture zones (Günter Zimmermann, personal 

communication).  Therefore we categorized DFD as either (2) or (3). 

5.3.10 Cooper Basin 

The Cooper Basin project involved the drilling of four wells between depths of 4-5 

km in granite, starting in 2003.  The largest event that occurred at the Cooper Basin site 

was Mw = 3.7 and occurred during the stimulation of the well Habanero 1 in 2003.  

During that stimulation, 20,000 m3 was injected at flow rates up to 50 l/s, and injection 

pressures up to 60 MPa (Asanuma et al., 2005). 

Wellbore imaging logs have been run over approximately a 2000 m combined in the 

granite sections of the four wells at the Cooper Basin project.  Thick fault zones have 

been observed in the image logs.  In the wellbore imaging logs, the major fault zones 

contain a core with thickness of a few meters, surrounded by subsidiary fracturing within 

ten meters of the core (Doone Wyborn, personal communication).  This observation is 

consistent with the standard model of a brittle fault in granite (Figure 5-1; Genter et al., 

2000; Faulkner et al., 2010).  Therefore, even though core is not available to confirm, the 

wellbore imaging logs give strong evidence of large scale faulting.  We categorized the 

DFD as (5). 

5.4 Discussion 

5.4.1 Slip Surface Continuity 

Figure 5-2 shows that there is an excellent correlation between the degree of fault 

development and the severity of induced seismicity.  The simplest explanation is that 

thicker, more developed faults have greater spatial extent, and greater surface area of slip 

during a seismic event causes greater magnitude.  Ruptures should find it much easier to 

propagate across a continuous, large fault than a collection of smaller faults or joints.  
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Any discontinuity in a slip surface should be considered a barrier to rupture propagation.  

A powerful stress concentration is generated at the rupture front of an earthquake, and the 

stress concentration helps the earthquake to propagate (Freund, 1990).  Stress 

concentration weakens with distance from the rupture, and so any discontinuity in the slip 

surface will tend to create a barrier to propagation.  Wesnousky (2006) found that 

ruptures tended to terminate at fault steps during earthquakes on the San Andreas Fault.   

It is conceivable that multiple fractures or faults could slip during a single seismic 

event, combining their surface area to effectively form a larger surface area than their 

thickness would suggest possible.  The case of many smaller faults organizing into a 

single large event has been hypothesized to be the mechanism of seismicity at Basel 

(Häring et al., 2008).  Häring et al. (2008) observed strike-slip focal mechanisms oriented 

in NS-EW planes but seismicity organized into a planar feature oblique to that orientation 

at NNW-SSE. Häring et al. (2008) also observed several distinct arrivals in the seismic 

signal, suggesting that the seismic events consisted of slip on several slip surfaces.  This 

mechanism is consistent with outcrop studies of faults granite that describe en echelon 

arrays of faults connected by tensile steps (Segall and Pollard, 1983; Martel et al., 1988; 

Griffith et al., 2009).  In the brittle regime, faults form complex geometries generally 

made up of many shear fractures that have linked together (Faulkner et al., 2010).  A 

feedback loop develops between strain weakening and localization of deformation that 

lead to progressive localization of strain onto fewer, more significant features (Ben-Zion 

and Sammis, 2003).  Therefore, even large fault zones likely do not have perfectly 

continuous slip planes.  But they are likely to be formed of collections of slip planes that 

have naturally developed over time to align and be spatially clustered in such a way as to 

be conducive to rupture propagation.  These closely aligned slip planes might be 

considered a single fault.  Faults consisting of many slip planes have far greater spatial 

continuity than distributions of joints or fractures that formed in mechanisms other than 

brittle faulting. 

Continuity of slip surfaces may not be the full explanation.  At Rosemanowes, surface 

outcrops suggested that joints commonly had spatial extents of 80 m or more (Whittle, 

1989).  The seismic moment of a circular crack embedded in a linear elastic material is 

(Kanamori and Anderson, 1975): 



CHAPTER 5.  FAULT ZONE DEVELOPMENT AND INDUCED SEISMICITY 269 

  

σ∆= 3
0 7

16
rM , 

5-4 

where r is the radius and ∆σ is the stress drop.  Assuming a radius of 40 m and a stress 

drop of 1 MPa, the moment would be 1.5×1011 N-m, which corresponds (Equation 5-3) to 

a magnitude of 1.39.  Other than the two events that occurred during long term 

circulation, no events at Rosemanowes came close to being that large.  Based on this 

analysis, entire joints almost never failed in a single seismic event at Rosemanowes.   

It is not clear how to explain the observation that entire large joints apparently never 

failed during a single seismic event at Rosemanowes.  One possibility is that joint sizes 

based on surface outcrop are not representative of joint sizes at depth.  A second 

possibility is that reported individual joints were not actually single, continuous fractures.  

A third is that the natural surface roughness of the joints inhibited rupture propagation.  A 

fourth is that the frictional properties of the joints and their infilling was not favorable for 

seismic slip, and seismic events were limited to small regions of heterogeneity on the 

joints where unstable slip was frictionally favorable (Section 5.4.2).  A fifth is that 

seismic slip was entirely unfavorable according to a rate and state framework (discussed 

in Section 5.4.2), and other mechanisms are needed to explain the presence of seismicity 

(discussed in Section 5.4.5).  A different possibility is that stress drops on the fractures 

were very low, a phenomenon that would be related to the frictional characteristics of the 

fault. 

5.4.2 Seismic and Aseismic Slip 

Whether faults tend to slip seismically or aseismically clearly matters for induced 

seismicity.  Seismic slip occurs when friction weakens rapidly on a fault as a 

consequence of tiny asperities on a fracture surface coming out of contact during slip 

(Dieterich, 1979, 1992, 2007).  According to rate and state friction theory, the friction on 

a fault is function of sliding velocity v, and the average duration of contact for contacting 

asperities (called state), θ: 
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where f0, v0, a, and b are constants and dc is the characteristic weakening distance.  

According to rate and state friction theory, seismic slip should only be possible if the 

parameter a is less than the parameter b, a condition referred to as velocity weakening.  

The condition b > a, is referred to as velocity strengthening (Dieterich, 2007).   

Whether or not rate strengthening or weakening conditions exist depends strongly on 

composition of the fault gouge and the temperature.  The exact composition of a fault 

gouge would depend on the protolith and the history of mineral alteration.  Unfortunately, 

rate and state experiments have not been carried out in a wide range of gouges and 

temperatures.  The most relevant experiments to faulting in granite were carried out by 

Blanpied et al. (1995), who performed experiments on wet fractures in granite and found 

two transitions between velocity strengthening and weakening.  They found a transition 

from strengthening to weakening around 25°C-100°C and a transition from velocity 

weakening to strengthening around 250°C-300°C.  These results are risky to apply in 

general because the frictional dependence on temperature may vary depending on the 

specifics of gouge.  For example, den Hartog et al. (2012) studied the temperature 

dependence of friction for simulated fault gouge of illite shale and found rate 

strengthening behavior for the temperatures up to 250°C.  He et al. (2007) studied the 

temperature dependence of friction in fractures in gabbro and found rate weakening 

behavior only in the temperature range 200°C to 310°C.  Tembe et al. (2010) investigated 

the frictional behavior of mixtures of quartz, montmorillonite, and illite at room 

temperature in wet conditions.  They found a general trend of increasing rate 

strengthening and decreasing friction coefficient with increasing clay content in the 

mixtures.   

These results are obviously highly relevant to the issue of induced seismicity, but it is 

not clear how reliably they could be applied in practice because of the complexity of 

natural systems and the limited number of the experiments that have been carried out.  

Nevertheless, the understanding that seismicity depends on the frictional properties of the 

fault can be instructive.  Several general principles can be gleaned from experiments.  
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First, increasing clay content contributes to aseismic slip and a weaker coefficient of 

friction.  Second, temperature plays a role, with seismic slip favored only in certain 

temperature ranges. 

Frictional behavior appeared to play a role in seismicity at the KTB borehole, where 

seismicity was mild.  In this case, there was clear evidence of ductile and aseismic slip 

from core (Zulauf et al., 1990, 1992).  Even at Soultz, where there were large cataclasite 

zones and significant seismicity, evidence suggested considerable aseismic slip may have 

taken place, at least in the shallower reservoir at 3.5 km (Cornet et al., 1997).  Some fault 

zones at Soultz contained significant concentrations of illite (Evans, Genter, and Sausse, 

2005), which has been associated with weaker friction (Tembe et al., 2010) and aseismic 

deformation (den Hartog et al., 2012).  The experience at the shallower Soultz wells 

suggests that aseismic slip could be possible even in places with thick cataclasite zones.  

This is especially true because faults could have formed in the past under brittle failure 

but have subsequently begun to deform aseismically due to alteration related changes in 

mineralogy, changes in depth, or changes in temperature.  The implication is that 

characterization of mineralogy within faults could be important for induced seismicity 

hazard estimation. 

Evans et al. (2012) noted that induced seismicity is far more likely to be an issue in 

crystalline than sedimentary rock.  We can speculate that this may be a result of a 

tendency for aseismic, rather than seismic slip on faults that form in sedimentary rocks.  

This could be a consequence of the different minerals that are likely to form in gouge 

from different protoliths. 

5.4.3 Fracture Orientation 

It is well known that orientation affects whether or not a fracture will slip in the local 

stress field.  The fracture shear stress, τ, and normal stress, σn, in Equation 5-1 are 

functions of both the stress state and orientation.  This relationship is typically displayed 

graphically with a Mohr's circle diagram (Jaeger et al., 2007).  While there is always a 

particular fracture orientation that is most optimal to slide in the local stress state 
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(assuming particular values for µ and S0), increased fluid pressure can allow fractures of a 

wide variety of orientations to be able to slide (Zoback et al., 2012). 

In a particular location, fracture orientations tend to be clustered into a small number 

of fracture sets.  Given data about fracture orientation, the local stress state, and fluid 

pressure, critical stress analysis can be performed to calculate which fractures will be able 

to slide.  Clearly, if there are few (if any) fractures oriented optimally to slide in the local 

stress field, seismicity would be expected to be significantly reduced. 

We have not attempted to perform a critical stress analysis for all of the projects in 

this study.  Therefore, fracture orientation remains a potentially confounding factor that is 

not accounted for in this study.  However, a comparison between two projects, Soultz and 

Rosemanowes, shows that fracture orientation alone is not capable of explaining the 

observations.  It has been well documented that there were abundant fractures well 

oriented to slip in the local stress field at Soultz (Evans, 2005) and Rosemanowes (Pine 

and Batchelor, 1984).  Yet these two projects had very different maximum magnitudes, 

2.9 and 0.16, respectively (Figure 5-2).   

5.4.4 Dependence on Depth 

In the projects we studied, there was a correlation between project depth and 

maximum magnitude.  Evans et al. (2012) also a noted a relationship between depth and 

seismicity.  This was particularly evident at the Soultz project, where the shallower 

reservoir had a significantly lower maximum magnitude than the deeper reservoir.   

Based on the results discussed in Section 5.4.2, we can speculate that the higher 

temperatures at greater depth contribute to more friction weakening behavior.  Another 

possible depth effect is that clays, which are generally associated with aseismic slip, are 

not stable at higher temperatures.  For example, clay minerals have been observed to 

occur no deeper than certain horizons at the Coso and the Desert Peak geothermal fields 

(Kovac et al., 2005; Davatzes and Hickman, 2009, 2010; Lutz et al., 2010).  The clay 

smectite was identified in the shallowest and lowest temperature project that we 

reviewed, Fjällbacka (Eliasson, 1990).  At Soultz, illite was found in some fault zones 

(Evans, Genter, and Sausse, 2005), which may explain the lower magnitudes at shallower 



CHAPTER 5.  FAULT ZONE DEVELOPMENT AND INDUCED SEISMICITY 273 

  

depth at Soultz.  Davatzes and Hickman (2010) described how temperature, clay 

formation, and fault development interact to control the thermal and permeability regime 

of the Coso geothermal field.  

Another obvious effect of depth is that deeper faults are under greater stress, which 

would tend to lead to greater stress drops and higher magnitudes.  However, stress could 

account for only rather mild variations in induced magnitudes. 

To fully detangle the effects of depth and fault zone development would require more 

data.  Unfortunately, in our dataset there were no deep projects in granite with 

undeveloped fault zones nor were there shallow projects with well-developed faults. 

5.4.5 Alternative Mechanisms of Acoustic Emission 

It is widely acknowledged that earthquakes are caused by slip on preexisting faults, 

and rate and state friction is the leading theory to explain the frictional evolution that 

leads to seismic slip.  However, in this section we discuss an alternative hypothesis to 

explain seismicity in locations where seismic events were very small.  In this hypothesis, 

seismic slip was not favorable at these locations according to a rate and state mechanism.  

Instead, events may have been caused by alternative mechanisms.  Rate and state is by far 

the most likely explanation for larger events, perhaps Mw > 0, but these alternative 

mechanisms may be reasonable hypotheses to explain smaller events. 

This discussion is motivated especially by the observations at Rosemanowes, where 

joints with spatial extent up to 80 m have been observed in outcrops, yet the maximum 

magnitude during stimulation was Mw = 0.16.  As discussed Section 5.4.1, these small 

magnitudes imply that entire joints never slipped during a single event.  Yet this is 

somewhat surprising, because if a seismic event was able to nucleate, the intense 

concentration of stress at the rupture front would tend to cause the rupture to continue to 

propagate (Chapter 4).  There may be a rupture mechanics explanation for this 

phenomenon that is consistent with rate and state friction.  The most obvious is that due 

to heterogeneity, seismic events were only frictionally favorable on small patches of the 

fractures.  They nucleated on those patches and then arrested as they propagated into 
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regions where seismic slip was not favorable.  However, in this section we investigate the 

alternative hypothesis. 

During triaxial compression tests, intact samples of rock are strained axially until 

failure while a confining radial stress is applied.  Acoustic emissions are observed 

consistently during these experiments.  Prior to failure, the acoustic emissions are 

distributed throughout the rock sample, but during failure they localize around the failure 

surface (Lockner et al., 1991; Lockner, 1993; Jaeger et al., 2007).  Experiments with 

intact samples of granite (Lockner et al., 1991; Jaeger et al., 2007) show that deviatoric 

stresses of hundreds of MPa are necessary to induce the generation of a new shear 

fracture.  The greater the confining pressure, the greater the deviatoric stress required to 

initiate failure (Jaeger et al., 2007). 

Because of the great strength of intact rock, especially granite, it is unlikely that 

major fracturing occurs through the failure of intact rock during stimulation.  Supporting 

this conclusion, zones of enhanced permeability are correlated with zones of preexisting 

fractures (Pearson et al., 1989; Wallroth et al., 1999; Ito and Kaieda, 2002; Evans et al., 

2005).  The tensile strength of granite, and all rocks, is far less than the compressive 

strength, on the order of MPa (Jaeger et al., 2007).  Both failure of intact rock and failure 

of preexisting fractures can be described using Equation 5-1, the Coulomb failure 

criterion, but the cohesion, S0, of intact rock is on the order of tens or hundreds of MPa, 

while the cohesion of an individual fracture is on the order of MPa (Jaeger et al., 2007).  

Because of these different strength thresholds, shear slip of preexisting fractures or 

propagation of tensile cracks would be expected to happen during injection, not extensive 

failure of intact rock. 

Keeping in mind these strength considerations, we can speculate about alternative 

mechanisms that could lead to very small seismic events.  One possibility is abrupt loss 

of cohesion, S0.  This might occur, for example, if a joint were sealed shut by 

mineralization.  The chemical bonds of the mineralization might be abruptly broken in a 

section of a joint.  The shear strength of a mineralized joint would be much lower than 

the strength of intact rock (Papaliangas et al., 1993; Armand et al., 1998).  Flow is known 

to be highly channelized during flow within individual fractures (Auradou et al., 2006), 
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and so events might be caused by the breaking of mineralization in low permeability 

regions of a fracture surrounded by higher permeability channels.  Fluid pressure would 

be elevated in the higher permeability channels, leading to their slipping earlier and then 

subsequently triggering rapid slip on the surrounded lower permeability regions as the 

mineralization is broken.  This mechanism involves slip on preexisting fractures but is 

quite different from the mechanism described by evolution of rate and state friction in 

Equation 5-5.  Rate and state friction would allow seismic slip to occur repeatedly at a 

given location on a fracture (Chapter 4), which would make slip across an entire joint 

more likely.  Abrupt failure of mineralization could only happen once at a location, 

making it possible that fractures could fail in a series of smaller events that never 

encompass the surface area of an entire large fracture. 

Stress concentrations can be very strong locally near the tip of a fracture that has 

slipped.  Concentrations of stress can generate both compressive and tensile forces in 

different locations relative to the tip (Sibson, 1986).  These local stress heterogeneities 

might cause development of either tensile fracturing or possibly even compressive failure 

of intact rock.  Aki et al. (1977) theorized that jerky growth of a tensile fracture could 

result in microseismicity.  Observations from triaxial tests demonstrate that compressive 

failure of intact rock can result in emission of acoustic waves (Lockner et al., 1991; 

Lockner, 1993). 

These alternative mechanisms would not be able to generate significantly sized 

microseismic events.  However, they could explain the occurrence of seismicity in places 

where magnitudes are very small.  These mechanisms could explain microseismicity in 

places where fractures do not have rate and state frictional characteristics needed for 

rapid slip. 

5.4.6 Background Seismicity 

Evans et al. (2012) noted that induced events tended to be more significant in places 

with stronger natural seismicity.  It is natural that seismically active regions would tend 

to contain more significant fault zones because seismicity occurs because of slip on faults 

and over time seismicity helps form faults.  However, low natural seismicity does not 
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preclude the occurrence of significant induced seismicity.  The natural seismic hazard at 

Soultz is rather low (Evans et al., 2012), yet relatively large events were triggered (Mw > 

2.5).  Even if modern strain rates are too low to generate seismicity and cause significant 

fault formation, faults may have formed in the past and could slip seismically if placed 

under elevated fluid pressure. 

5.4.7 Outlier Events and Geological Heterogeneity 

At the Ogachi, Rosemanowes, and Fjällbacka projects, there were one or two events 

that were much greater in magnitude than the others.  At Rosemanowes and Fjällbacka, 

these events occurred during long term unbalanced circulation experiments.  These 

circulations involved the injection of more water than was produced, which means that 

they constituted long term injection (Evans et al., 2012; Kaieda et al., 2010).  It is not 

possible to give a certain explanation for these events, but we speculate they may have 

been caused by geological heterogeneity.   

In a statistically homogeneous region, a fault could not be present that was radically 

larger or otherwise different than the population of faults sampled in a statistically 

significant length of a wellbore.  Power law distributions of fault sizes are commonly 

observed, and this has been theorized to be caused by the mechanism of fault growth by 

which smaller faults progressively link up to develop larger features (Cladouhos and 

Marrett, 1996).  However, sharp discontinuities in statistical homogeneity are common in 

the earth.  Because of heterogeneity, faults observed at a wellbore do not necessarily have 

to be representative of faults in the surrounding earth.  In adjacent lithological units, 

potentially with different ages, and chemical and mechanical properties, faulting might 

develop differently.  Even in a seemingly homogeneous region such as a granitic 

batholith, different units of granite can exist with significantly different fracture densities 

and orientations.  For example, several different lithological units have been described in 

the granite at Soultz (Dezayes et al., 2010). 

Large faults can be found at the interface between facies.  One possible explanation is 

that interfaces are mechanically weaker, which would encourage strain localization.  

Another possible explanation is that large faults create large offsets, juxtaposing two 
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different facies.  For example, at Soultz, a large fault is located at the boundary between 

two types of granite (Dezayes et al., 2010).  A fracture zone is reported at a lithological 

boundary at the EGS project at Desert Peak in Nevada (Davatzes and Hickman, 2009).  A 

fault juxtaposing granite and volcanic rocks is inferred to be located roughly 500 m from 

the Ogachi test project (Suzuki and Kaieda, 2000). 

During long term net injection, injected fluid could spread a greater distance away 

from the wellbore than during stimulation, increasing the possibility that the pressure 

could be perturbed on a fault that is statistically differently than the faults in the 

immediate vicinity of the wellbore.  In addition, thermal contraction of the reservoir due 

to injection of cooler water would cause volumetric strain, which could perturb stress a 

considerable distance from the injector and producer wells (Segall, 1989; McGarr et al., 

2002). 

The circulation related event at Rosemanowes was around Mw = 2.0, and the 

magnitude of the circulation related event at Fjällbacka is unknown, but it was strong 

enough to be felt at the surface (Evans et al., 2012; Kaieda et al., 2010).  During 

circulation tests in the deep reservoir at Soultz from 2005-2010, many seismic events 

occurred, with a maximum magnitude of Mw = 2.3.  These circulation tests at Soultz were 

generally carried out with production rates equal to or greater than reinjection rates 

(Cuenot et al., 2011).  Events during circulation were much larger than events during 

stimulation only for projects where the stimulation events were very small.  For the case 

of Soultz, where the stimulation events were relatively large, the circulation events were 

of somewhat lesser magnitude. 

5.4.8 Magnitude-Frequency Distribution 

It is widely acknowledged that natural earthquake magnitude-frequency distributions 

roughly follow a power law scaling of frequency and size.  The most widely used is the 

Gutenberg-Richter distribution: 
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where n(M) is the cumulative number of events with magnitude M or higher over a given 

time period, and a and b are constants, distinct from the a and b constants used in the rate 

and state friction law, Equation 5.  The variable a reflects the general level of seismic 

activity.  The variable b reflects the relative frequency of different magnitudes. In natural 

earthquakes, the value of b is typically found between 0.6 and 1.1 (Utsu, 2002).  The 

value of b is often higher in the case of volcanic tremors (Rierola, 2005; Farrell et al., 

2009) and induced seismicity (Downie et al., 2010).   

The value of b is available in the literature for several of the projects investigated in 

this chapter: 1.58 during injection at Basel and 1.15 after injection at Basel (Bachmann et 

al., 2011), 0.83 at Cooper Basin (Baisch et al., 2009), 0.86 at KTB (Haney et al., 2011), 

1.5 at Soultz (estimated from Figure 9 in Baisch et al., 2010), and 1.1 at Ogachi (Hideshi 

Kaieda, personal communication).  The b value at Fenton Hill (which is not investigated 

in this chapter) was 1.5-1.9 (Fehler and Phillips, 1991). 

In this limited sample, there is no trend between b value and maximum magnitude.  

The KTB and Ogachi projects had b values lower than Basel or Soultz, yet had much 

lower maximum magnitudes.  Therefore, not only were the maximum magnitudes smaller 

at KTB and Ogachi, there were far fewer smaller events as well.  Yet in all four projects, 

1000s of m3 of water were injected at comparable fluid pressures, triggering slip on 

preexisting fractures.  This observation demonstrates that most of the deformation taking 

place at KTB and Ogachi must have been aseismic.  The constant of proportionality 

between seismic moment release and injected fluid volume (as postulated by McGarr, 

1976) is many orders of magnitude lower for KTB and Ogachi.   

It is worthwhile to ask whether the magnitude-frequency distribution is related to the 

distribution of fault sizes.  If every fracture in a stimulated rock volume slips once, 

independently, and fully in a single event, then the magnitude-frequency distribution will 

reflect the distribution of fracture sizes.  Of course, this is a simplification because 

fractures can slip multiple times, only part of a fracture may slip, or multiple fractures 

may slip during a single event. 
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If significant aseismic slip occurs, magnitudes and fracture sizes could be decoupled.  

For example, seismic slip could be frictionally unfavorable (a > b) everywhere in the 

formation except for certain patches of material heterogeneity.  These patches could be 

smaller than the maximum fracture size, and as a result, only parts of fractures (not whole 

fractures) would slip seismically.  In this case, the magnitude-frequency distribution 

would be related to both the distribution of material heterogeneity and fracture size.   

According to the discussion in Section 5.4.1, more developed faults tend to be larger, 

and larger faults are required for larger earthquakes.  An implication of this theory would 

be that at sites without large faults (but ample seismic slip), there should be a truncation 

of the magnitude-frequency distribution, with a large number of smaller events, but sharp 

reduction in the number of larger events. 

Are truncations in magnitude ever observed?  An example from the literature is the 

sandstone/shale hydraulic fracturing treatment described by Downie et al. (2010).  Figure 

11 of Downie et al. (2010) shows a clear truncation of magnitude frequency starting 

around -1.0.  Extrapolation of the trend line would suggest that the maximum magnitude 

should have been around 0.5, yet it was actually -0.5. Fehler and Phillips (1991) analyzed 

events at Fenton Hill.  Figure 11 of Fehler and Phillips (1991) shows that extrapolation of 

the "PC-1" line suggests that the maximum seismic moment should have been around 

1019 dyne-cm (Mw = 1.9) but was actually around 1017.5 dyne-cm (Mw = 0.9) (from the 

"TENT" dataset).  Elevated b values during earthquake swarms may be a consequence of 

a large amount of strain taking place in a section of the subsurface where large faults are 

not present, forcing to the strain to occur in a larger number of small events.  These 

results are interesting, but further data would be needed to draw any firm conclusions. 

Overall, it appears that one possible explanation for the correlation between degree of 

fault development and maximum magnitude is that regions with undeveloped faults tend 

to have aseismic slip. 

5.4.9 Seismic Hazard Analysis 

In this section, we discuss how this study fits into the broader topic of seismic hazard 

analysis.  As discussed in the introduction, there are two important mechanisms of 
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induced seismicity: direct pressure perturbation and volumetric contraction/expansion of 

the field from poroelastic or thermoelastic forces.  The spatial and time scales of these 

mechanisms may be different.  

In EGS stimulation, direct pressure perturbation during injection occurs over a period 

of days in a region that is localized around a wellbore.  In this case, induced seismicity is 

unmistakably correlated to the injection.  The largest seismic event ever caused by EGS 

stimulation is probably the Mw = 3.7 event during the Cooper Basin project (Majer et al., 

2007). 

If long term EGS circulation is unbalanced (more fluid is injected than produced), 

there will be a long term spreading of a pressure perturbation over greater time and length 

scales than during stimulation.  Unbalanced EGS circulation could be compared to deep 

injection projects in crystalline rock such as at Rocky Mountain Arsenal, Colorado, 

Rangely, Colorado, and Ashtabula, Ohio (Nicholson and Wesson, 1990; McGarr et al., 

2002).  The maximum magnitudes associated with injection at these sites was Mw = 4.85, 

Mw = 3.6, and Mw = 3.1, respectively.  These projects involved injection over months and 

years of much greater volumes of water than are injected during EGS stimulation.   

Thermal contraction of a reservoir occurs slowly and the stress perturbation can be 

spread some distance from the region where the rock is actually cooled (Segall, 1989; 

McGarr et al., 2002).  Induced seismicity from thermal contraction may also be correlated 

to the geothermal production, but it is not as obvious and direct.  Hazard from thermal 

contraction induced seismicity is the same for EGS projects as it is for geothermal 

projects in general.  The largest geothermal field in the world, the Geysers, California, 

has hosted some of the largest induced events, the largest being Mw = 4.6 (Majer et al., 

2007).  These are likely caused by thermal contraction from massive injection of cool 

water into the reservoir (Rutqvist and Oldenburg, 2008). 

As noted in Section 5.1.1, McGarr (1976) proposed that the seismic moment release 

during injection should be proportional to the volume of fluid injected.  His prediction 

has generally been supported by subsequent experience comparing seismicity at different 

locations (McGarr et al., 2002; Nicol et al., 2011; Evans et al., 2012) and during injection 

at individual sites (Bommer et al., 2006; Baisch and Vörös, 2009, section 4.2). 



CHAPTER 5.  FAULT ZONE DEVELOPMENT AND INDUCED SEISMICITY 281 

  

To extend the idea of McGarr (1976) somewhat, the induced seismic hazard scales 

with spatial extent of the stress perturbation, whether it is direct fluid injection or thermal 

contraction.  With that in mind, it is evident that the scale of the stress perturbation 

caused by EGS stimulation is smaller than the scale of long term injection or thermal 

contraction.  Therefore, in the long term, seismic hazard from thermal contraction and 

unbalanced circulation should be greater than hazard from EGS stimulation.  This 

suggests that long term unbalanced circulation in an EGS system would significantly 

increase seismic hazard, as it would for any subsurface project.  In the case of long term 

balanced circulation, seismic hazard would arise mainly from thermal contraction.  

Seismic hazard from thermal contraction should be the same for EGS as for geothermal 

in general. 

Both theoretical considerations and the empirical results from this study suggest that 

short term hazard from EGS stimulation are well predicted by characterization of the 

faults and fractures intersecting the wellbore.  Observations of outlier events at Ogachi, 

Rosemanowes and Fjällbacka suggest that long term seismic hazard may be less well 

predicted by characterization of fracture networks.  This is probably due to geological 

heterogeneity.  Therefore, while investigation of local fault properties appears to be 

useful for stimulation induced seismic hazard analysis, it is not completely reliable, 

especially for long term hazard. 

5.5 Conclusion 

Comparative study of the effect of fault development on EGS has not previously been 

carried out.  Our survey of fracture networks at different projects around the world 

suggests that fault and fracture characterization may be effective for estimation of hazard 

associated with EGS stimulation.  The review in this chapter did not incorporate fracture 

orientation exhaustively, but nevertheless a good correlation was observed between the 

thickness of cataclasite zones and maximum induced event magnitude.  There are several 

potential explanations for correlation. 
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One explanation is that ruptures propagate more easily on the spatially extensive and 

continuous slip surfaces in well-developed faults.  An alternative hypothesis is that less 

developed faults that lack thick cataclasite zones are more likely to slip aseismically.  

Degree of fault development tended to be correlated with depth.  Finally, our study did 

not address the topic of natural fracture orientation comprehensively, and this could be a 

confounding variable. 

Identification of mineralogy of fault infill was identified as being important in order 

to identify the presence of clays or other minerals that would promote aseismic 

deformation.  A correlation of seismicity with depth was also identified, which may be 

related to the greater tendency of some gouge materials to slip seismically at higher 

temperature. 

In two places where only tiny seismic events occurred during stimulation, long term 

net injection led to a small number of relatively much larger events.  This was probably 

due to geological heterogeneity and the larger region of stress perturbation caused by 

long term net injection relative to stimulation. 

At the Rosemanowes project, surface outcrop studies described joints with 

dimensions of tens of meters.  However, very small observed magnitudes suggest that 

entire joints were not able to slip during individual seismic events.  This suggests that 

seismic slip may have only been frictionally favorable on small patches within joints.  An 

alternative hypothesis is that smaller magnitude events seen at Rosemanowes and other 

locations may not have been caused by rate and state frictional sliding mechanisms. 

This study suggests characterization of the degree of fault development should be a 

priority in EGS field demonstrations.  The extreme variation in fault development at 

different historical EGS projects is striking, especially because this point has not been 

emphasized in the EGS literature.  Basic aspects of reservoir engineering and stimulation 

modeling would be affected by the degree of fault development.  Fundamentally different 

reservoir behaviors might be expected depending on the degree of fault development.  

For example, the storativity of the faults affects the mechanism of stimulation (Section 

3.4.2.3). 
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From the point of view of seismic hazard analysis, gathering data on fracture 

orientations in the local stress field is insufficient.  Fractures must not only be well 

oriented to slip, but also large enough to cause significant sized events and have frictional 

characteristics conducive to rapid slip. 
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Chapter 6 

6 Pressure Transient Analysis of 
Fracture Zone Permeability at Soultz-
sous-Forêts 

During the EGS project at Soultz-sous-Forêts in France, several wells were drilled 

and hydraulically in faulted and fractured granite during the 1990s and 2000s.  During 

each stimulation, thousands of cubic meters of water were injected at high pressure into 

open wellbore, triggering slip on pre-existing fractures, inducing seismicity, and 

permanently enhancing the productivity of the wells.   

Understanding how storativity and permeability is distributed and created at Soultz is 

critical to design of future hydraulic stimulations and prediction of reservoir performance.  

This chapter investigates the permeability distribution at Soultz using pressure transient 

analysis in conjunction with qualitative observations from other sources of data. 

Pressure transient analysis is an inverse problem, which means that multiple 

mathematical models may be capable of matching the same data set.  In this chapter, we 

propose three candidate conceptual models based on well log and core observations.  A 

few parameters in each model were varied until a good fit to the data was achieved.  The 

objective was to evaluate whether the parameters used to match the data were physically 
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plausible.  A model that requires unrealistic physical parameters to match data should be 

discarded. 

At Soultz, several lines of data indicate that flow from each well is localized in a 

small number of fracture zones with an effective width of several meters.  Given that 

interpretation, we investigated three conceptual models that were considered candidates 

to explain the distribution of permeability in the fracture zones. 

The three conceptual models were (A) flow in a crack, (B) flow in a crack embedded 

in an intermediate permeability and porosity damage zone, and (C) flow in a damage 

zone with uniform permeability and porosity.  Overall, Model A was ruled out, and 

Model C was found to be most consistent with the observations.   

6.1 Introduction 

At Soultz-sous-Forêts in France, a European Enhanced Geothermal project drilled 

and hydraulically stimulated several wells in faulted and fractured granite during the 

1990s and 2000s.  During each stimulation, thousands of cubic meters of water were 

injected at high pressure into open wellbore, triggering slip on pre-existing fractures and 

inducing seismicity.  The injectivity of the wells increased by one to two orders of 

magnitude following stimulation (Hettkamp et al., 2004; Tischner et al., 2006; Genter et 

al. 2010). 

This chapter focuses on a few fundamental questions about the Soultz reservoir.  

What was the mechanism of permeability creation?  Where in the formation were the 

massive volumes of injected fluid stored?  What was the spatial distribution of the newly 

created permeability? 

This chapter starts by reviewing the body of data that has been gathered at the Soultz 

site and the general conceptual reservoir model that has emerged over the years.  The 

premise of this chapter is that flow in the Soultz reservoir occurs primarily in a relatively 

small number of discrete preexisting fracture zones.  In wellbore core, the fracture zones 

were generally observed to contain a fault core surrounded by a hydrothermally altered 

and fractured zone with a thickness on the order of meters.  Our analysis was based on an 
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injection experiment carried out at fluid pressure well below estimates for the least 

principal stress, precluding the possibility that new tensile fractures propagated through 

the formation (Zoback, 2007).   

Given that premise, our investigation used pressure transient analysis to investigate 

how permeability was distributed throughout the fracture zones.  Was the permeability 

distributed roughly uniformly through the fracture zones or was it confined primarily to 

the fault core with fluid leakoff into the damage zone?   

Pressure transient analysis can be used to interpret the change in wellbore pressure 

with time given a known injection rate (Horne, 1995).  The pressure transients during 

hydraulic stimulations at Soultz were complex because the permeability was changing 

with time and because of uncertainty in the geometry of the fracture zone network.  

However, the early time transients, perhaps the first hour or few hours after a step change 

in injection rate, may be interpretable because flow can initially be assumed to be roughly 

radial away from the wellbore through the fracture zones. 

We analyzed two pressure transients from the hydraulic stimulation of GPK2 in June 

and July of 2000.  A downhole pressure gauge took a pressure reading roughly every 

second.   

We attempted to match the pressure transients with three models: a crack embedded 

in unfractured granite (Model A), a crack embedded in a damage zone of finite thickness 

(Model B), and a damage zone of uniform permeability and porosity embedded in 

unfractured granite (Model C). 

The exact numerical parameters of the models were less important than identifying 

whether the models could match the data in a qualitatively reasonable way.  All three 

models were able to match both transients.  By examining the numerical parameters 

required, it was possible to identify whether those interpretations were reasonable. 

The single crack model (Model A) required extremely unrealistic values for hydraulic 

diffusivity and skin to match the data.  In addition, because the model did not provide 

adequate storativity, it appeared to be the least plausible. 
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The most plausible match was the model using homogenous permeability and 

porosity (Model C).  It matched the transients with reasonable hydraulic diffusivity and 

skin.  The moderate negative skin effect from that match could be fully explained by the 

geometric skin effect from slanted wellbore penetration. 

The crack with damage zone model (Model B) could not be ruled out but was 

challenging to interpret.  It required a very negative skin.  A possible explanation for the 

very negative skin could be fracture opening in the vicinity of the wellbore, possibly due 

to thermal stresses.  However calculations suggested that thermal stresses should not have 

been strong enough to induce fracture opening.  Furthermore, Model B predicted a more 

complicated pressure transient behavior than Model A or Model C, and it was unclear 

whether that behavior could be reconciled with the transients observed. 

6.1.1 The Soultz Reservoir 

Spinner and temperature logs in all of the Soultz wells showed that fluid exited and 

entered the wellbores at a small number of discrete locations.  These zones of 

concentrated flow were associated with fracture zones intersecting the well that contained 

a high density of fracturing and hydrothermal alteration.  Seismicity observations, 

wellbore imaging logs and caliper logs indicated that the zones of increased flow 

contained fracture that had slipped in shear (Genter et al., 2000; Genter and Traineau, 

1996; Evans, Genter, and Sausse, 2005; Evans, Moriya, et al., 2005; 2006; Tischner et al, 

2006; Dezayes et al., 2010).  In GPK3 at Soultz, 70% of flow from the wellbore exited 

from a single location (Baria et al., 2004).   

Baisch et al. (2010) showed that the seismic events around GPK3 were clustered 

along a distinct, planar feature corresponding to the feed zone in GPK3.  Charlety et al. 

(2007) looked only at large magnitude events that occurred during the stimulations of 

GPK2 (deep), GPK3, and GPK4, and found that they located along distinct planar 

features.  In contrast, Michelet and Toksöz (2007) found that the seismic events formed a 

broader cloud, but Baisch et al. (2010) argued that the volumetric distribution of events 

was an artifact of the sparse seismometer network used by Michelet and Toksöz (2007). 
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Permeability enhancement primarily via slip on preexisting fractures has been 

observed at other EGS projects in crystalline basement such as at Cornwallis, UK, (Pine 

and Batchelor, 1984) and Hijiori, Japan (Tezuka and Niitsuma, 2000). 

6.1.2 Fracture Opening vs. Fracture Slip 

It is not clear to what extent significant new opening mode cracks were created during 

the hydraulic stimulations at Soultz.  Formation of new opening mode cracks is usually 

considered the primary mechanism of stimulation in oil and gas hydraulic stimulation 

(Economides and Nolte, 2000).  To propagate new opening mode cracks, the fluid 

pressure P must exceed the minimum principal stress, σ3 (Zoback, 2007).  Some early 

conceptual models of stimulation at Soultz involved propagation of new tensile cracks 

(Jung and Weidler, 2000).  However, it is now more widely believed that the primary 

stimulation mechanism was shear of preexisting fractures (Evans, 2005). 

Valley and Evans (2007), Cornet and Bérard (2003), and Cornet et al. (2007) 

interpreted the pressure and flow rate behavior during the hydraulic stimulation of the 

GPK1 (Jung et al., 1992), GPK3 (Hettkamp et al., 2004), and GPK4 (Baria et al., 2006) 

as indicating that tensile fractures were formed at the top of the openhole section of these 

wells.  Their rational was that a “stabilization of pressure” occurred during the 

stimulations.  It is common in oil and gas hydraulic fracturing to observe an abrupt 

change in slope in the relationship between injection pressure and injection rate when 

downhole pressure reaches the σ3 and fractures have begun to propagate through the 

formation (Gulrajani and Nolte, 2000).  Such a change in slope in the relationship 

between injection pressure and injection rate has been consistently observed during the 

stimulations at Soultz (Jung and Weidler, 2000) and this “stabilization of pressure” is 

interpreted to indicate tensile fractures are propagating through the formation with the 

fluid pressure nearly equal to the least principal stress. 

The interpretation of pressure stabilization could be complicated by the process of 

shear stimulation of preexisting fractures.  In Sections 3.4.7 and 4.4.6 it is described how 

shear stimulation could cause a change in the slope between injection pressure and rate 

that would be indistinguishable from tensile fracturing.   
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The shear stimulation mechanism could explain why injection pressure stabilization 

occurred during the deep stimulation of GPK2 (Weidler et al., 2002) in June and July 

2000 even though the fluid pressure was several MPa below the Valley and Evans (2007) 

or Cornet et al. (2007) profiles for σ3. 

If it was assumed incorrectly that P reached σ3 during injection, then σ3 would be 

underestimated.  This may explain why critical stress analyses at Soultz have been 

required to invoke unusually high values for the coefficient of friction, 0.8-1.0, and/or 

significant fracture cohesions in order for the fractures to initially (prestimulation) be at 

mechanical equilibrium (Cornet et al, 2007; Evans, 2005).   

Even if there was some tensile fracturing during the Soultz stimulation, the evidence 

suggests that it did not control flow through the reservoir because major exit points for 

fluid have been identified at all depths throughout the openhole sections (not just the top, 

which is where tensile fracturing would occur).  As mentioned above, these exit points 

were correlated with preexisting fracture zones crossed by the wellbore and 

microseismicity. 

Regardless of the above arguments, during the pressure transients analyzed in this 

chapter, from the June and July stimulation of GPK2, the pore pressure was several MPa 

below σ3 (also referred to as σhmin), and so significant propagation of opening mode 

fractures can be ruled out.  According to the Valley and Evans (2007) stress and pressure 

profile, at 4500 m, the top of the openhole section, σhmin was 61.5 MPa, and P was 45 

MPa.  Therefore it would have required 16.1 MPa of fluid overpressure to cause the 

propagation of tensile fractures into the formation.  At its highest, the overpressure during 

the stimulation of GPK2 was around 12 MPa. 

6.1.3 Flow in the Unfractured Granite 

Simple calculations can be used to estimate the potential impact of fluid flow into the 

granite matrix surrounding the fracture zones.  Such fluid leakoff from the fracture zones 

into the surrounding matrix could provide storativity and possibly affect pressure 

transients.  The injection pressure for constant rate injection, assuming radial flow from a 

line source, is (Horne, 1995):  
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and k is permeability, µl is viscosity, q is the injection rate, h is height, φ is porosity, rw is 

well radius, ct is total compressibility, and ∆P is the difference in the injection pressure 

and the initial pressure.  Ei is the exponential integral function.   

Jung (1992) estimated an upper limit on the permeability of the intact granite in the 

shallow GPK1 borehole (around 3 km depth) based on in situ hydraulic testing at 3.5×10-

17 m2.  The permeability during the deeper stimulation of GPK2 (around 5 km depth) 

would be even lower.  Rummel (1992) measured permeability in cores taken from GPK1 

and estimated that the granite permeability varied from 10-17 to 10-16 m2 at atmospheric 

confining pressure to 10-19 to 10-17 m2 at 100 MPa confining pressure. 

For k equal to 10-17 m2, φ equal to 0.003, rw equal to 0.1 m, ct equal to 6.7×10-4 MPa-1, 

µl equal to 2×10-4 Pa-s, h equal to 500 m, and q equal to 0.5 l/s, the injection pressure 

after 1 hour would be 16 MPa, greater than the increase in fluid pressure during the 2000 

stimulation of GPK2.  The flow rate during that stimulation was on the order of tens of 

liters per second, much higher than the 0.5 l/s used in the calculation above.  This rough 

calculation makes clear that solid granite is not capable of accepting the flow rates 

observed during injection from radial flow alone. 

It is plausible that a significant amount of fluid could leak off into the intact granite 

from the fracture zones.  The fracture zones could have very large surface area, which 

makes significant leakoff possible. 
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From Bird et al. (2007), the solution for one dimensional flow into a semi-infinite 

slab with constant pressure at one side gives a volumetric flow rate of: 

P
t

kA
q

l

∆=
απµ

, 
6-4 

where ∆P is defined as the difference between initial and the boundary condition 

pressure. Using the same values as above, A equal to 106 m2, and with hydraulic 

diffusivity α defined as k/(φct µ), the volumetric flow rate would be about 30 l/s after one 

hour.  This was a rough calculation, but it illustrates that significant flow could occur into 

the solid granite, as long as it is leaking off from a very large stimulated fracture surface 

area.   

The penetration depth can be estimated using these parameters.  The pressure will be 

perturbed by 15% of the difference between the initial pressure and the boundary 

pressure at a distance of αt .  That would correspond to a depth of about 90 m from each 

fracture zone after 10 days.  There is a lot of uncertainty in these calculations, but they 

demonstrate that it is at least plausible that pressure perturbations could fill a large 

volume of rock, and therefore create a large volume of induced seismicity, even if the 

large scale permeability is localized to a small number of discrete zones. 

These calculations seem to suggest that leakoff into the formation could affect 

pressure transients.  It cannot be ruled out that leakoff into the matrix could affect 

pressure transients at late time.  However at early time, when flow away from the 

wellbore is roughly radial, a low surface area of fracture would be affected by the 

transient, and leakoff into the surrounding granite would be a minor effect because of the 

relatively smaller surface area.  In Models A and C, low permeability granite was 

included surrounding the main permeability zone, and it was observed to have a 

negligible effect on the pressure transient. 

6.1.4 EGS Modeling 

Because flow is confined to a handful of major flow pathways, discrete fracture 

modeling is most commonly used to model the hydraulic stimulations at Soultz and for 
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EGS in general.  Flow through the bulk of intact granite is typically neglected and flow is 

assumed to be occurring only in preexisting fractures (Kohl et al., 1995; Yamamoto et al., 

1997; Willis-Richards et al. 1996; Hossain et al., 2002; Kohl and Mégel, 2007; Bruel, 

2007; Rahman et al., 2002; Sausse et al., 2008; Baisch et al., 2010).   

In discrete fracture models, flow is typically conceptualized as flowing through 

discrete fractures.  Functions relating slip to permeability increase are used that are based 

on laboratory tests of permeability increase in granite fractures and often incorporate the 

cubic law to relate transmissibility to aperture (Willis-Richards et al., 1996; Bruel, 2007; 

Kohl and Mégel, 2007).  These functions are broadly consistent with a large number of 

laboratory studies that have noted increases in granite fracture permeability with shear 

displacement (Barton et al, 1985; Esaki et al. 1999; Lee and Cho, 2002; Chen et al. 2000; 

Yeo et al, 1998; Auradou et al., 2006; Matsuki et al., 2010).   

However, modeling flow in an EGS reservoir with cracks is problematic because 

cracks are very narrow, and it would require a large number of them to contain the 

volume of fluid that is injected during a hydraulic stimulation.  For example, during the 

hydraulic stimulation of GPK2 in June 2000, roughly 25,000 m3 of water was injected 

(Weidler, 2000).  Sanjuan et al. (2007) analyzed tracer tests between GPK2 and GPK3 

and estimated that the most direct fluid pathway between the two wells had a volume of 

roughly 3900 m3 (Sanjuan et al., 2006).  The areal extent of seismicity surrounding GPK2 

should roughly delineate the area where the injected fluid was contained, and it was 

roughly 2.5 km by 0.5 km (Weidler et al., 2002), which would be roughly 1.25 km2.   

To contain 25,000 m3 of fluid in that areal extent would require an average of 0.02 m3 

of water contained per areal square meter.  The aperture of a closed crack in granite is on 

the order of hundreds of microns (Esaki et al, 1999, Lee and Cho, 2002).  Assuming the 

water was contained in new cracks with aperture of 1 mm and area 1.25 km2, it would 

require 20 cracks to contain 25,000 m3 of water.  Assuming that the water was contained 

in preexisting cracks with compressibility roughly that of water, around 6.8×10-4 MPa-1 at 

200ºC, an increase in pressure of 10 MPa, and an initial aperture of 1 mm, it would 

require roughly 3,000 cracks of area 1.25 km2 to contain 25,000 m3 of water.  If the water 

were contained in a layer of porous material with compressibility 6.8×10-4 MPa, an 



294 CHAPTER 6.  PRESSURE TRANSIENT ANALYSIS AT SOULTZ 

 294 

increase in pressure of 10 MPa, an area of 1.25 km2, and a porosity of 10%, the layer 

would have to be roughly 30 m thick.   

It is a major concern how to reconcile these mass balance concerns with spinner logs 

that show only a small number of discrete locations for fluid to exit the wellbore.   

Geological evidence suggests that fluid at Soultz may not be confined only to cracks, 

but may also be stored in fault damage zones, wider regions of alteration and 

microfracturing surrounding the major fault slip planes.  Genter and Traineau (1996) 

analyzed a core of EPS1, one of the shallow wells at Soultz.  They described faults 

intersecting the well which contained cores full of secondary precipitation of quartz and 

cataclasites, breccia, and microbreccia and highly altered zones up to 25 m thick.  The 

altered zones contained a high density of fractures and had experienced extensive 

dissolution of primary minerals and precipitation of secondary minerals.  The damage 

zones had porosities of 5% to 25% (Genter et al., 2000).  These high porosity alteration 

zones could provide the storativity necessary to contain the volumes of water injected 

during stimulations. 

Fluid storativity in damage zones are already effectively incorporated into many EGS 

models, which generally use storativity values that are too high to be individual cracks.  

Unitless storativity Su is defined as: 

gbcS ttu ρφ= , 6-5 

where ρ is fluid density, φ is porosity, ct is compressibility, bt is thickness, and g is the 

gravitational constant.  Storativity could be high because either the layer thickness bt is 

high or because the fracture compressibility ct is high.   

For example, Bruel (2007) assumed a unitless fracture storativity of 10-6.  It is 

possible to calculate what combination of parameters would result in a fracture with 

storativity equal to 10-6.  Assuming a compressibility of 6.8×10-4 MPa, a water density of 

890 kg/m3, a porosity of one, and a storativity of 10-6, the crack thickness bt would be 

about 17 cm.  Assuming that bt is equal to 1 mm, the compressibility would be 1.1 MPa-1.  

Neither a fracture compressibility of 1.1 MPa-1 nor a fracture aperture of 17 cm are 

realistic values for individual cracks.  However, these storativity values would be 
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consistent with a damaged zone mode.  A 1.7 m wide zone of 10% porosity, 

compressibility equal to 6.8×10-4 MPa-1, and fluid density equal to 890 kg/m3 would have 

a storativity of 10-6. 

Other examples of fracture storativities used in EGS modeling are Baisch et al. 

(2010), who modeled a crack with aperture of 1 mm but very high storativity, and Sausse 

et al. (2008), who modeled fractures with apertures on the order of centimeters, and 

explicitly stated high apertures were used to take into account the storativity of fault 

zones. 

6.1.5 Fault Zones 

It seems highly likely that the primary storativity of the EGS reservoirs at Soultz lies 

in the fault zones.  It is not clear how permeability is distributed throughout the fault 

zones.  From the literature it is evident that fault damage zones in granite most commonly 

have higher permeability than the fault core.   

A wide range of fault zone structures have been described in the literature.  Faults are 

generally described in terms of three distinct mechanical and hydraulic units: fault core, 

which is where slip is primarily localized and containing cataclastic rocks, a damage zone 

containing extensive fracturing and possibly hydrothermal alteration, and the protolith 

consisting of the undisturbed rock (Wibberley et al., 2008; Caine et al., 1996; Bruhn et 

al., 1994).   

Within the framework of these three units, fault zone geometry shows a great deal of 

variability.  Chester and Logan (1986) described a single fault core surrounded by a 

damage zone at the Punchbowl Fault in California.  Griffith et al. (2009) described Bear 

Creek fault zones in California consisting of two cracks accommodating slip bounding a 

damage zone several meters thick.  Faulkner et al. (2003) described the Carboneras Fault 

in Spain, a zone that is over 1 km wide, consisting of many bands of fault gouge 

embedded in a complex zone of damage zone and distributed deformation. 

Fault cores in granite have been measured to have lower permeability than the 

surrounding damaged zones (Chester and Logan, 1986; Lockner et al., 2009; Evans et al., 
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1997; Seront et al., 1998; Morrow et al., 1984).  On the other hand, very strong quartz 

mineralization at Soultz in the fault cores (Genter et al, 2000) suggests that, at least 

immediately following slip events, there is a significant amount of fluid flowing in the 

fault core, and it may have significant permeability.  Because of the variability in 

mineralogy of fault cores at different locations, fault core measurements in the literature 

do not necessarily apply to Soultz.  Low permeability fault cores are most associated with 

the presence of clay minerals (Morrow et al., 1984), but fault cores at Soultz are filled 

primarily with quartz (Genter et al., 2000).  It may also be that fault core permeability 

may be temporarily elevated following earthquakes.  Fluid discharge is frequently 

observed after earthquakes, suggesting that along fault permeability is enhanced 

immediately after seismic events, but is sealed relatively rapidly by mineralization, a 

mechanism called the fault valve model (Sibson, 1990).  However, it is not clear from the 

fault valve model whether the transient permeability creation after an earthquake occurs 

in the fault core or in the damage zone. 

If the permeability is concentrated primarily on a slip plane in the fault core, then the 

mechanism of permeability enhancement is likely the mismatch of asperities along the 

slip plane following slip.  As noted above, many laboratory studies have observed such a 

phenomenon during slip on granite fractures (Barton et al, 1985; Esaki et al. 1999; Lee 

and Cho, 2002; Chen et al. 2000; Yeo et al, 1998; Auradou et al., 2006; Matsuki et al., 

2009). 

If permeability is distributed throughout the damage zone, the mechanism of 

permeability enhancement is not as obvious.  One possibility would be that the damage 

zone contains a large number of fractures that slip in shear.  The relatively large seismic 

events at Soultz must involve slip areas of tens of thousands of square meters.  

Presumably, such laterally extensive slip surfaces could only exist in the fault cores.  

There was a roughly fractal distribution of event magnitudes during the stimulations at 

Soultz (Bruel and Charlety, 2007).  The many smaller events could be due to slip on the 

small ancillary fractures that are located in the damaged zones, and as a result they could 

have increased permeability.  This interpretation would be supported by the observation 

of Evans (2005) and Evans, Genter, and Sausse (2005) that a significant number of newly 

permeable fractures were clustered in the damaged zones of faults in GPK1, one of the 
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shallow wells at Soultz.  On the other hand, Evans, Genter, and Sausse (2005) also 

observed that 95% of flow appeared to be exiting from 10 major flowing fractures. 

Another possible source of permeability creation in the damage zone is dynamic 

stresses induced during propagation of seismic events along the fault cores.  Very strong 

stresses are induced at the rupture front during the propagation of a seismic event (Aki 

and Richards, 2009).  These powerful stresses during rupture propagation could cause 

significant secondary fracturing and permeability enhancement in the damage zone (Paul 

et al., 2007).  

6.2 Pressure Transient Analysis of GPK2 

To address the question of how permeability is distributed throughout the damaged 

zones at Soultz, we analyzed two pressure transients from the deep hydraulic stimulation 

of GPK2 at Soultz in June and July 2000.  The GPK2 transients were ideal for 

interpretation, because according to the Valley and Evans (2007) stress profile, the pore 

pressure was several MPa less than σhmin during the stimulation.  Therefore the pressure 

transients should not be complicated by the possibility of new fractures propagating into 

the formation.  Stress heterogeneities could cause small scale tensile fracturing, but these 

fractures would be confined to those localized regions of stress perturbation.   

The pressure transients were taken from a downhole pressure gauge that took 

measurements at intervals of roughly one second.  GPK2 had originally been completed 

at around 3 km depth, but GPK2 was deepened to 5 km and that was the depth of the June 

and July 2000 stimulation.  This was the first hydraulic stimulation carried out at 5 km 

depth at Soultz. 

Unfortunately, a borehole restriction prevented the running of a spinner log to 

identify where fluid was exiting GPK2.  However, Jung et al. (2010) used a brine 

displacement test to identify that there were three primary zones where fluid was exiting 

the wellbore.  They estimated 15% left from a zone at 3860 through a leak in the casing.  

Another 15% left around 4420 at the casing shoe.  The remaining 70% of flow exited the 

well from a zone at about 4670 m.  These results are consistent with spinner logs run in 
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the other Soultz wells, which showed fluid exiting the wellbores from a small number of 

discrete fracture zones (Tischner et al., 2006). 

A casing leak would have the potential to complicate analysis of the pressure 

transients.  However, this leak did not begin until after the transients analyzed in this 

chapter.  The transients analyzed in this chapter occurred during the hydraulic stimulation 

that ended July 6.  The casing leak originated on July 12 when a seismic event caused the 

casing to shear off (Weidler, 2000). 

6.2.1 Data 

The full record of flow rate and downhole pressure is shown in Figure 6-1.  The time 

axis was measured in hours from 7:34:50 PM on June 30, 2000.  Two pressure transients 

were analyzed, Transient A and Transient B, and they are labeled on Figure 6-1.  The 

downhole gauge was located at 4412 m depth until roughly 136 hours, when it was 

moved to 4436 m.  The change is depth caused a small discontinuity in the downhole 

pressure, which can be seen in Figure 6-1.  The depth change of the pressure gauge did 

not occur during either Transient A or B, so does not affect the analysis. 
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Figure 6-1: Injection rate and bottom hole pressure in the stimulation of the deepened GPK2 in June and 
July 2000. 

Transient B is the transient following shut-in after stimulation.  Transient A is the 

transient during injection when the injection rate was stepped from roughly 40 kg/s to 50 

kg/s.  Flow rate measurements are available at five minute intervals, so it is impossible 

from those records to know precisely when the transients began in the pressure record, 

which was at intervals of seconds.  By inspecting the pressure records, the beginning of 

the transients was identified from abrupt change in pressure. 

Figure 6-2 and Figure 6-3 show Transients A and B, respectively, on a log-log plot.  

The blue line shows ∆P, the absolute value of the change in pressure relative to the 

beginning of the transient.  The red line shows the pressure derivative curve, dP/d(ln(t)).  

Pressure derivative plots are routinely used in pressure transient analysis because they are 

highly sensitive to changes in the transient behavior and are therefore useful diagnostic 

tools. 

Low amplitude, high frequency fluctuations in the pressure record cause significant 

noise in the pressure derivative calculation but do not affect the overall shape of the 

transient.  To smooth the pressure derivative, the pressure record was sampled with 

logarithmic spacing so that the data was sampled with increasing sparseness with 
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increasing time.  In Transient A, a moving average filter with a window of five was 

applied to the sampled data for further smoothing.  Figure 6-1 shows both the full data set 

and the sampled, smooth data set. 

Because Transient A was during the hydraulic stimulation, the long term transient 

was affected by the stimulation process itself and is not suitable for pressure transient 

analysis.  After about 1500 seconds, a seismic event occurred and caused an abrupt 

behavior in the pressure transient (even though flow rate remained constant).  Transient A 

is only considered up until 1500 seconds.   

 

Figure 6-2: Transient A.  The change in pressure following stimulation injection pressure increase from 40 
kg/s to 50 kg/s.   
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Figure 6-3: Transient B.  The change in pressure following the termination of injection.   

6.2.2 Model Construction 

Numerical models were constructed to describe three conceptual ideas about how 

flow might occur through the fracture zones (shown in Figure 6-4).  In Model A, there 

was a high permeability fracture embedded in very low permeability, low porosity solid 

granite.  In Model B, there was a high permeability fracture embedded in a several meters 

thick damaged zone of intermediate permeability and porosity.  In Model C, there was a 

several meters thick zone of homogenous permeability and porosity embedded in low 

permeability granite.  The numerical model was written in Matlab. 
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Figure 6-4: Schematic of the three conceptual models for flow in fracture zones.  The black line is the 
wellbore.  The blue line represents a "crack-like" fracture.  The brown rectangle represents a zone of porous 
material.  The grey background represents very low permeability granite. 

The diffusivity equation was solved in cylindrical coordinates considering only radial 

and vertical flow.  The diffusivity equation is written (Aziz and Settari, 1979): 

q
t

P

k

c
P tl +

∂

∂
=∇

φµ2 . 
6-6 

The model assumed constant fluid viscosity, compressibility, and single phase flow.  

It is isothermal and neglected thermoelastic and poroelastic effects.  It used a finite 

volume discretization with implicit time stepping.  Adaptive time stepping was used such 

that the maximum change in pressure per time step was limited within a certain threshold.  

Logarithmic grid spacing was used so that the grid was highly refined in the 

neighborhood of the wellbore and less refined with increasing distance.  For vertical 

flow, the grid was more refined near the high permeability fracture/damage zone in the 
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middle.  The radial and vertical extent of the model was large enough such that it was 

effectively infinite on the time scale of the simulations.  An exception was Model B, 

where the damaged zone had a finite thickness.  Sensitivity analysis to discretization was 

performed on both the spatial and the temporal discretizations to ensure that the 

discretization was resolved adequately.  To verify accuracy, the simulator was compared 

to the analytical solution for radial flow. 

Within rock types, the permeability was constant, but contrasts in permeability 

occurred at fracture/granite interfaces in Model A, fracture/damage zone interfaces in 

Model B, and damage zone/granite interfaces in Model C.  At permeability contrasts, the 

transmissibility was calculated using a harmonic average.   

The wellbore was modeled as a single grid block with a volume of 131 m3, equal to 

the volume of the GPK2 wellbore (Baumgärtner et al., 2000).  The wellbore was 

connected to each element in the innermost radius. 

Wellbore skin is a parameter used in well test analysis to account for anomalously 

high or low pressure drop in neighborhood the wellbore.  Skin was incorporated into the 

model by using an effective wellbore radius according to (Horne, 1995): 

s

wweff err
−= . 6-7 

Permeability and wellbore skin were varied manually until the models matched the 

observations.  In Model B, the damaged zone permeability was chosen so that the kh of 

the fracture was ten times higher than the kh of the matrix zone.  If the kh of the damage 

zone were allowed to be similar or greater in magnitude to the kh of the fracture, the 

model would have similarly to Model C, which was a wide zone of uniform permeability. 

The initial condition of the model at the beginning of both transients was 

homogenous.  This is a simplification because the prior injection history would have 

some impact on the transients.  Because the injection rate had been constant for an 

extended period of time prior to the beginning of both transients, the prior injection 

history should only a small effect on the early time pressure transient.  These models 

were used only to match the short time behavior of the transients in the observations. 
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The flow rate during the simulations was set to constant.  It was 10 l/s injection 

during the simulations of Transient A and 50 l/s of production during the simulations of 

Transient B.  From superposition, 50 l/s of production is equivalent to stopping injection 

after a long period of injecting at 50 l/s (Horne, 1995). 

All parameters besides permeability and skin were specified beforehand and not 

altered during the matching.  The constant parameters are specified in Table 6-1. 

Table 6-1: Parameters used in Models A, B, and C. 

Total compressibility 

(all rock types) 6.8×10
-10

 Pa
-1

 

Wellbore 

compressibility 4.5×10
-10

 Pa
-1

 

Fracture porosity 1.0 

Damage zone 

porosity 0.1 

Granite porosity 0.003 

Granite permeability 10
-18

 m
2
 

Fluid viscosity 2×10
-4

 Pa-s 

Wellbore radius .108 m 

Wellbore volume 130 m
3
 

Fracture aperture 5 mm 

Damage zone 

thickness 25 m 

Initial pressure 43 MPa 

The assumed thickness of the fractures was 5 mm.  Closed fractures have aperture 

significantly less than 5 mm, typically hundreds of microns.  However, our model 

assumed that only a single fracture zone was intersecting the wellbore.  In reality several, 

perhaps 3-6, would be intersecting the wellbore.  Using a 5 mm fracture aperture 

effectively accounts for the possibility of flow into several fracture zones. 
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6.2.3 Data Matching 

We focused on interpreting the early time transient.  The geometry of flow at some 

distance from the wellbore is highly uncertain as it depends on the specific geometry of 

the fracture network.  But before the fracture zone edges are felt, flow should be roughly 

radial away from the wellbore within the fracture zones.  Therefore, we sought to match 

the early time data with radial flow models. 

Our models assumed only a single fracture zone taking flow from the well.  It is 

likely that multiple zones were taking flow.  The effect of having multiple zones would 

be to reduce the flow rate into each individual zone, but that would not affect the overall 

behavior of the model.  To account for the possibility of flow in multiple fractures, the 

assumed fracture aperture was about ten times larger than would be realistic for a single 

closed fracture. 

Our best matches to the two transients with the three models are shown from Figure 

6-5 to Figure 6-10.  The six matches are subsequently referred to as TAMA, TBMA, 

TAMB, TBMB, TAMC, and TBMC.  The second letter refers to the Transient being 

matched, either A or B, and the fourth letter refers to the model being matched, either A, 

B, or C. 
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Figure 6-5: Model A match to Transient A. 

 

Figure 6-6: Model B match to Transient A. 
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Figure 6-7: Model C match to Transient A. 

 

Figure 6-8: Model A match to Transient B. 
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Figure 6-9: Model B match to Transient B. 

 

Figure 6-10: Model C match to Transient B. 

The values of permeability and skin that were used in each model are given in Table 

6-2.  The derived values rweff, kh, α (hydraulic diffusivity, defined as k/(ctφµ)), and rinv are 

also shown.  For Model B, there was some ambiguity on how to calculate α because there 
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were two permeabilities and porosities, the damaged zone and the fracture.  Effective 

properties were calculated for both using the arithmetic thickness weighted average. 

The radius of investigation for radial flow can be approximated as Horne (1995): 

trinv α2= . 6-8 

In Table 6-2, rinv was calculated after 1000 seconds for the Transient A models 

and after 10,000 seconds for the Transient B models. 

Table 6-2: Parameters used in the six matched models.  k and s were the only variables varied to perform 
the model match to the data.  The values rweff, kh, α, and rinv can be calculated from other model parameters. 

Model k (m
2
) s rweff (m) kh (m

3
) α (m

2
/s) rinv (m) 

TAMA 2.8E-10 -7.8 263.6 1.4E-12 2058.8 2869.7 

TBMA 6.6E-11 -8.8 681.6 3.3E-13 485.3 4405.9 

TAMB 3.0E-10 -6.0 43.6 1.7E-12 5.5 148.3 

TBMB 8.0E-11 -6.0 43.6 4.4E-13 1.5 242.2 

TAMC 1.1E-13 -4.0 5.9 2.8E-12 8.1 179.9 

TBMC 3.0E-14 -4.0 5.9 7.5E-13 2.2 297.0 

6.3 Discussion 

The estimated parameters for Transients A and B were roughly similar for all three 

models, which verifies that the methodology was repeatable.  The estimated k from 

Transient A was about four times higher than for Transient B for all three models.  This 

may indicate that permeability was actually different during the two transients or may be 

some artifact of the simplifications being made, such as neglecting prior injection history.  

The radius of investigation was larger for the Transient B matches than the Transient A 

matches, but this makes sense because the radius of investigation in the Transient B 

matches was calculated at a later time. 
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All three models were able to reasonably match both transients.  But examination of 

the parameters required for the matches shows that some of the matches were not 

physically plausible. 

The Model A matches to Transients A and B required an equivalent wellbore radius 

of 264 m and 682 m and hydraulic diffusivities of 2059 m2/s and 485 m2/s, respectively.  

These values are extremely unrealistic.  The cloud of seismicity, which roughly outlines 

the region where pressure was perturbed during the stimulation, was about 500 m by 

2500 m (Weidler et al., 2002).  Hydraulic diffusivities on the order of hundreds of m2/s 

would allow pressure signals to propagate to the edge of the stimulated region extremely 

rapidly, in under an hour.  If that had occurred, the pressure transients would have shown 

evidence of boundary behavior at similar time scales.  The high diffusivities were 

required to match the data because Model A did not have the storativity needed to contain 

the volumes of fluid required in an area of 1.25 km2. 

Models B and C both required a very negative skin, but Model C required a 

significantly more negative skin.  Skin scales exponentially, so a skin of -6 is much 

stronger than a skin of -4.   

The negative skin in Model C could be explained by geometric skin from slanted well 

penetration.  The negative skin in Model B was exceptionally strong, but if injection was 

near σhmin, it could possibly be explained by fracture opening due to thermal stresses. 

Geometric skin can occur due to penetration of a wellbore at an angle θ to a layer.  

Geometric skin can be approximated as (Bourdet, 2002): 
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where θw
’
 equals θ if kH equals kV, which is what we assumed.  Geometric skin is 

negligible for very thin layers, such as for the fracture in Case A and B.  In Case B, there 

would be some sθ in the damaged zone, but the kh of the damaged zone was much smaller 

than the central fracture, so the effect of the geometric skin would be significantly 

reduced. 
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For Model C, assuming θ equals 70º, sθ would be -3.6.  Using an h of 10 m, sθ would 

be -3.0.   For h of 50 m, sθ would be -4.0. 

The geometrical skin effect could potentially account all of the negative skin in 

Model C.  In sensitivity analysis, it was found that increasing the thickness allowed 

Model C to match the data using a less negative skin.  With a thickness of 50 m, Model C 

matched the data with a skin of -3.5.  In reality, there was than one fracture zone 

intersecting the well.  The thickness could be distributed over multiple layers, and if so, 

then the appropriate value to use for the calculation of sθ would be the thickness of the 

individual layers, not the aggregate thickness.  According to Genter et al. (2000), the 

maximum thickness of a fracture zone observed at Soultz was 28.5 m. 

The negative skin in the Model B match was exceptionally strong and would require a 

very large increase in permeability in the neighborhood of the wellbore.  Fracture 

opening due to thermal stresses could potentially supply such a strong enhancement of 

permeability.  Ghassemi et al. (2005) calculated that after seven days of injecting 30ºC 

water at 25 l/s into a fracture at 175ºC, there would be a zone of induced tensile stresses 

within 50 m of the wellbore.  The magnitude of the induced fracture normal tensile 

stresses would be around 3.5 MPa at the wellbore, reducing with distance.  If the induced 

tensile stress were not enough to overcome the compressive in situ stress, then the 

fracture would remain closed.  If the injection were occurring very near σhmin, then the 

tensile thermal stresses could exceed the in situ compressive stress and put the fracture 

into tension.  In that case, fracture opening could occur and permeability could increase 

dramatically. 

A problem with this interpretation is that it is unlikely that the fracture could be 

induced to open, even if experiencing a thermal tension of 3.5 MPa.  Assuming that the 

fracture zone were at the top of the openhole section of GPK2 (where σhmin is smallest 

relative to P), then according to the Valley and Evans (2007) stress profile, P was about 4 

MPa below σhmin.  Another problem is that the fracture zones at Soultz were not observed 

to be oriented perpendicular to σhmin (in fact, if they were, they wouldn't bear any shear 

stress and could not fail in shear).  Fractures not oriented perpendicular to σhmin bear a 

normal stress that is greater than σhmin.  By definition, the orientation of σhmin is the 
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orientation that would minimize compressive stress.  At 4.4 km, the depth of the top of 

the openhole section of GPK2, the Valley and Evans (2007) profile predicts that σhmin is 

60 MPa and σv is 111 MPa.  The fluid pressure at that depth reached about 56 MPa during 

the June and July stimulation of GPK2.  Using a stress rotation, it can be calculated 

(Jaeger et al., 2007) that a fracture zone dipping 70º and striking perpendicular to σhmin 

would experience a normal stress of 66 MPa.  With the fluid pressure at 56 MPa, thermal 

stresses would need to induce 10 MPa of tensile stress in order to cause opening of the 

fracture. 

Another problem with Model B is that it while it could match Transients A and B, 

which are relatively short, when the model was run for longer periods, it showed 

anomalous behavior that may not be consistent with the observations. 

Model B was effectively a dual permeability MINC (Multiple Interacting Continua) 

model.  However the kh within the damaged zone was set to be 10% of the kh in the core, 

so Model B was close to being a MINC dual porosity model (in a dual porosity model, 

flow from adjacent matrix blocks is not possible, unlike in dual permeability models).  

The pressure derivative of a typical MINC model shows an initial increase, then a sharp 

decrease followed by a long level period, and finally a late time increase (Bourdet, 2002).  

The initial decrease is caused by fluid diffusion into the matrix, which reduces the rate at 

which the pressure derivative can increase.  When the matrix becomes filled, the rate of 

pressure increases rises back, causing the late time increase in pressure derivative. 

An initial decrease in the pressure derivative curve, which is a characteristic behavior 

of MINC behavior, is not observed in the GPK2 pressure transients.  A possible 

explanation could be that the initial drop in the pressure derivative was masked by an 

extremely negative skin, which would significantly reduce the early time pressure 

derivative.  Model B is shown for three values of skin in Figure 6-11.  The skin values are 

zero, -3, and -6.  Note that Figure 6-9 only showed the transient until 10,000 seconds, but 

Figure 6-11 shows the full duration of the transient. 
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Figure 6-11: Model B match to Transient B, showing the full time history.  In addition, the same model is 
shown for two other values of skin, -3 and 0. 

Figure 6-11 demonstrates how negative skin reduces the early time change in pressure 

and can mask the hump in the pressure derivative curve caused by the MINC. 

The Model B match to Transient B is shown above in Figure 6-11 as the line with 

skin = -6.  Seen in the context of the full Transient B, the Model B does not appear to 

match as well as it did in Figure 6-9, when only the first 10,000 seconds were shown.  

The problem is that Model B had a late time hump in the pressure derivative curve.  That 

hump was caused by the increase in the derivative of the pressure transient because of the 

finite size of the damage zone.  If Model B is the correct conceptual model to describe the 

Soultz fracture zones, then the damage zone boundary hump should be in the pressure 

transient.  A late time hump was present in the full Transient B, but it occurred so late 

that it was likely caused with boundary effects associated with the edge of the stimulated 

region. 
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6.4 Conclusions 

Understanding how storativity and permeability are distributed and created at Soultz 

is critical to design of future hydraulic stimulations and prediction of reservoir 

performance. 

This chapter reviewed the evidence that flow is primarily localized in small number 

of fracture zones with width of several meters.  That interpretation is most consistent with 

combined interpretation of spinner logs, wellbore imaging logs, core analysis, 

microseismic relocation, mass balance calculations, tracer tests interpretations, and 

pressure transient analysis. 

It appears unlikely that creation of new opening mode tensile fractures is a major 

source of permeability and storativity creation at Soultz, but that mechanism cannot be 

completely discounted.  Valley and Evans (2007) and Cornet et al. (2007) interpreted 

injection pressure records and concluded that fracture opening occurred at the top of the 

openhole sections during most of the Soultz stimulations.  In this chapter, it was assumed 

that the pressure transients occurred due to flow in only closed, preexisting fractures.  

Even according to the Valley and Evans (2007) and Cornet et al. (2007) stress profiles, 

injection occurred below the minimum principal stress during the stimulations analyzed 

in this chapter. 

In order to investigate the permeability distribution in the Soultz fracture zones, 

analysis was carried out on two pressure transients associated with the June and July 

2000 hydraulic stimulation of GPK2.  During these stimulations, the downhole pressure 

was well below the minimum principal stress according to the Valley and Evans (2007) 

profiles, and so propagation of new opening mode fractures was not possible.  Numerical 

models corresponding to three conceptual models were constructed.  The models 

corresponded to a fracture embedded in granite, a fracture surrounded by an intermediate 

permeability and porosity damage zone, and a homogenous permeability and porosity 

damage zone embedded in granite.  Combinations of parameters were identified for all 

three models that matched each of the two transients.  Roughly consistent values were 

estimated for each of the two transients. 
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The exact numerical values calculated were less important than their general 

magnitude.  The objective was to see if the conceptual models could plausibly explain the 

observations.   

The isolated fracture model required an unrealistically large hydraulic diffusivity and 

negative skin to match the data, and so seems unlikely to be the correct interpretation. 

The two fracture zone models were able to match the data, but differed in the amount 

of negative skin they required.  The homogenous property fracture zone required a skin 

of -4.  That skin could be explained by the geometrical effect of the well intersecting the 

fracture zone at an acute angle.  The fracture and damage zone model required a skin of -

6.  Such a negative skin is very unusual and would require an exceptionally high 

permeability in the near wellbore region.  A possible explanation is that the fracture could 

be opening, possibly due to thermal stresses.  However, calculations indicated that 

thermal stresses could not account for enough stress to put the fracture plane into tension.  

Another problem for the damaged zone model was that it predicted a period of significant 

increase in the pressure derivative curve due to the pressure transient reaching the vertical 

edge of the damaged zone.   

Overall, the pressure transient analysis suggested that the homogenous property 

fracture zone was the most consistent with the data, but it could not rule out the fracture 

embedded in a damaged zone model.  The literature on fault zones suggests that it is 

common for damaged zones to have higher permeabilities than fault cores.  On the other 

hand, large scale quartz deposition in the fault cores at Soultz suggests that they may 

sometimes be sites for significant fluid flow. 

It may be possible to reduce the ambiguities in interpretation by looking at other 

pressure transients at Soultz.  Because fracture opening emerged as a possibly 

confounding factor in the analysis, determining whether and to what extent it is 

happening at Soultz should be a priority for future work.  
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Chapter 7 

7 Conclusion 

7.1 Future Work 

There are many opportunities to extend the work described in this dissertation.  These 

opportunities can be divided into (1) applications of modeling to hydraulic stimulation, 

(2) code development, and (3) induced seismicity. 

For code development, moving to three-dimensional simulations is a priority.  With 

three dimensions, problem size will increase, and so code parallelization may become 

necessary.  Further work is needed for efficient, robust methods of earthquake modeling 

that can be performed on large problems and are convergent to grid refinement (as 

discussed in Section 2.2.5.4).  The code could be extended to include multiphase flow, 

thermal effects, thermoelasticity, and (for gas shale) production from the matrix.  These 

extensions are divided between techniques that would not require discretizing the matrix 

(which would be either less accurate and/or useful only for short-duration problems in 

which one-dimensional approximations can be used) and techniques that would involve 

discretizing the matrix (which would be much more computationally intensive).  As an 

alternative, upscaling algorithms could be applied to transfer the detailed DFN results 

from the model to an effective continuum model for modeling of long term reservoir 
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behavior.  Currently, stress interaction between elements at low angle intersections cause 

major problems in the simulator.  Mitigation requires either using networks that do not 

contain low angle intersections (Section 2.2.4.1) or using a method of applying penalty 

stresses when problems arise (Section 2.2.5.6).  A more rigorous and robust method for 

handling intersections is needed. 

The modeling methodology described in this dissertation requires simulations to be 

initialized with realizations of the preexisting fracture network.  In this dissertation, 

methods of generating realistic fracture networks were discussed only briefly.  The 

conclusions from the modeling in this dissertation were not dependent on the details of 

the networks (aside from overall properties like percolation and fracture orientation 

statistics), nor were any actual field sites modeled, and so it was not necessary to use 

highly realistic fracture networks.  However, realistic generation of fracture networks 

could be highly valuable for practical field scale modeling and basic research.  Further 

work could include (1) outcrop and borehole study to generate conceptual ideas about 

what realistic fracture networks look like in different settings, and (2) development of 

geostatistical algorithms for turning these conceptual ideas into stochastic realizations of 

fracture networks that can be conditioned to wellbore image logs. 

There are opportunities to use the modeling and concepts in this dissertation to 

applied problems.  A priority is to apply the methodologies for diagnosing stimulation 

mechanism from Chapter 3 to actual field data.  Even though the needed data could be 

routinely collected, often they are not.  Work is needed to build field scale models using 

actual data and attempt to match observed behavior.  Field scale modeling will become 

more viable with further code development, particularly the ability to perform three-

dimensional simulations.  Field scale modeling will be valuable in learning how to 

parameterize these models and validating the modeling approach.  The goal is to use field 

scale models for routine design and optimization of hydraulic stimulation. 

As demonstrated in this dissertation, there is great value to generic modeling.  There 

is much more work that could be pursued in this direction.  Processes can be examined 

and described in detail, and the relative importance of different uncertainties can be 

investigated.  Generic modeling can also be useful for experimenting with novel ideas 
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about stimulation design.  Numerical experiments are much cheaper than field 

experiments, and while field experiments must ultimately be done to verify model results, 

modeling can help identify the ideas that are most promising for testing in the field and 

the data that needs to be collected. 

For EGS, an important goal is to identify the best geological settings and stimulation 

techniques.  Different stimulation techniques may be best suited for different settings 

(and stimulation mechanisms), and modeling could identify the strategies optimized for 

each setting.  Ultimately, modeling could be used to identify the best overall design for 

an EGS system, taking into account both geological setting and stimulation design.  In 

some cases, technologies needed for EGS do not yet exist (such as reliable high 

temperature openhole packers), and modeling could quantify the value of these 

technologies, helping in allocation of research funding by the public and private sector.  

Having a correct conceptual model for stimulation mechanism will be critical for these 

studies, which is one reason by stimulation mechanism was a major topic of this 

dissertation. 

For gas shale, differences in mechanisms could account for variations in productivity 

between stages or fields.  The concepts in this dissertation could be used to explain 

variations in productivity and assist in formation evaluation.  Further development of 

modeling will be valuable for selection of routine stimulation design parameters, such as 

stage spacing, well spacing, and pumped volumes.  Stimulation techniques could be 

better optimized for the geological conditions specific to a particular site.  The model 

could be used to invent novel stimulation techniques that would improve ultimate 

recovery and/or reduce cost.  Improved understanding of fundamental processes, which is 

dissertation is focused on, will enable engineers to design stimulation techniques more 

effectively and bypass the trial and error approach that is often used in industry.   

Estimation of induced seismicity hazard analysis is a major application of the 

modeling described in this dissertation.  Our vision is that models to estimate induced 

seismicity hazard could be constructed routinely prior to a project.  The main obstacle to 

using modeling for seismic hazard analysis is the difficulty of parameterizing a model.  In 

Chapter 5, it is argued that induced seismicity hazard can be reduced to the following 
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question: are there significant sized faults that will slip seismically in response to the 

pressure and stress perturbations caused by this injection?  Key questions are: (1) how 

can we predict whether induced slip on a fault will be seismic or aseismic and (2) in 

crystalline rock, where seismic data cannot be used to identify faults, how can we 

estimate the largest size of fault that may be present?  As discussed in Section 5.1.1, 

induced seismicity hazard analysis often relies on statistical techniques.  Our proposed 

method for induced seismicity hazard analysis is based understanding the fundamental 

physical processes.   

Finally, more work is needed to establish realistic estimates of seismic hazard from 

earthquake triggering.  Event magnitudes from induced seismicity can be expected to be 

limited to the size of the subsurface where pressure and stress have been perturbed, but 

theoretically, triggered events could be disproportionately large relative to the size of the 

perturbation.  Whether such events have ever occurred, even after decades of human 

activity that have perturbed the fluid pressure and stress in the Earth, is an issue that 

needs to be addressed in order to determine how or whether triggered events should be 

considered in hazard analysis. 

7.2 Summary 

This dissertation contains many detailed conclusions on a variety of related topics.  In 

Section 1.3, many of the specific findings are listed, and the chapter introductions 

summarize the findings of each chapter. 

The overall concept of this research has been to integrate field observation with 

carefully designed computational modeling to develop better understanding of the 

process of hydraulic stimulation and deliver practically useful recommendations. 

In Chapter 2, the details of the model used in Chapter 3 are described.  The model 

couples fluid flow, stresses induced by fracture opening and sliding, transmissivity 

coupling to deformation, friction evolution, and fracture propagation in two-dimensional 

discrete fracture networks.  The model is efficient enough to simulate networks with 

thousands of fractures.  A variety of novel techniques were developed to enable the 
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model to be accurate, efficient, realistic, and convergent to discretization refinement in 

time and space.  Various simulations options were tested and optimal settings were 

identified.  Testing demonstrated that simulation results are profoundly affected by the 

stresses induced by fracture deformation, justifying the considerable effort required to 

include these stresses in the model. 

In Chapter 3, four conceptual models are presented that represent the main 

hypotheses about stimulation mechanism from the literature of hydraulic fracturing.  We 

refer to the stimulation mechanisms as Pure Opening Mode (PSS), Pure Shear 

Stimulation (PSS), Mixed-Mechanism Stimulation (MMS), and Primary Fracturing with 

Shear Stimulation Leakoff (PFSSL).  Computation models were used to investigate the 

properties of each mechanism.  Geological factors that affect stimulation mechanism 

were identified.  Techniques for diagnosing stimulation mechanism were devised, 

including interpretation of bottom hole pressure during injection, shut-in, and production, 

microseismic relocations, and wellbore image logs.  A Tendency to Shear Stimulation 

(TSS) test was proposed as a way to directly measure a formation's ability to experience 

shear stimulation and to help diagnose mechanism.  Several physical mechanisms were 

identified that could have important practical implications: crack-like shear stimulation, 

fluid trapping due to snapoff, and confusion of shear stimulation and tensile fracturing. 

In Chapter 4, a model was used that couples fluid flow with rate and state earthquake 

simulation.  The model was used to investigate the interaction of fluid flow, permeability 

evolution, deformation, and friction evolution.  A variety of observations about induced 

seismicity in EGS were explained.  Producing fluid back after injection and gradually 

reducing injection pressure during stimulation were identified as strategies for 

minimizing induced seismicity. 

In Chapter 5, a review of historical EGS projects demonstrated that the severity of 

induced seismicity was strongly correlated to the degree of brittle fault zone 

development.  While degree of fault zone development is not the only parameter that 

affects induced seismicity hazard, the results suggest that it may be an important 

parameter.  The fracture networks at each project were categorized along a continuum 

from thick, porous fault zones to thin cracks.  Observations from specific EGS projects 
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fell across the full continuum, a result that has important implications not only for 

induced seismicity, but for fractured reservoirs in general.   

In Chapter 6, a pressure transient analysis was performed using data from the EGS 

project at Soultz-sous-Forêts.  At Soultz, fluid injection induced slip and transmissivity 

enhancement in large fault zones.  The pressure transient analysis showed that these fault 

zones are best described as a slabs of single porosity, single permeability material.  

Evidence of dual porosity behavior was not found. 
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List of Variables 

Table 7-1: List of variables. 

 

A Fracture surface area, m
2
 

a Element half-length, m 

aconst Element half-length for initial discretization, m 

afrac Fracture half-length, m 

amin Minimum element half-length, m 

ars Rate-state friction, coefficient for velocity term, unitless 

BE,σ, BD,σ, 

BE,τ, BD,,τ Matrices of interaction coefficients, MPa/mm 

b Rate-state friction, coefficient for state term, unitless 

bt Thickness of a layer or fracture, mm 

ct Total compressibility, MPa
-1 

D Cumulative shear displacement discontinuity, mm 

Dcum Cumulative rapid slip during a seismic event, mm 

DE,eff, De,eff Effective cumulative displacement discontinuity (used in Chapters 2 and 3), mm 
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De,eff,max, 

DE,eff,max 
Maximum effective cumulative sliding displacement used for calculating 

aperture in Chapters 2 and 3 (mm) 

Demax Maximum hydraulic aperture displacement (used in Chapter 4), mm 

DEmax Maximum void aperture displacement (used in Chapter 4), mm 

D1 
Cumulative shear displacement discontinuity variable used for calculation of 

aperture in Chapter 4, mm 

D2 
Cumulative shear displacement discontinuity variable used for calculation of 

aperture in Chapter 4, mm 

dc Rate-state friction, characteristic weakening distance, m 

dt Duration of a time step, s 

dX Update to vector of unknowns, various units 

E Void aperture, mm 

E0 Reference void aperture, mm 

Ehfresid Residual closed aperture, mm 

Eopen Open aperture, physical separation between walls, mm 

Eres Residual void aperture, mm 

e Hydraulic aperture, mm 

e0 Reference hydraulic aperture, mm 

ehmat Relative error for h-matrix approximation, unitless 

ej Relative difference between simulations, defined in a variety of ways 

eproc Process zone hydraulic aperture, mm 

eres Residual hydraulic aperture, mm 

f0 Rate and state friction term, unitless 

G Shear modulus, GPa 
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Gadj Olson (2004) adjustment factor to interaction coefficients, unitless 

g Gravitational constant, ~9.8 m/s
2 

h Out of plane fracture width, or height, m 

I Unit matrix, unitless 

itertol Convergence tolerance for iterative coupling, MPa 

J Iteration matrix formed as an incomplete Jacobian matrix, various forms 

Jmech,thresh 
Threshold parameter for including mechanical interaction terms in the iteration 

matrix, unitless 

KI Stress intensity factor, MPa-m
1/2

 

KIc Critical stress intensity factor, MPa-m
1/2 

KI,crithf Critical stress intensity factor for propagation of a new fracture, MPa-m
1/2

 

KI,crit 
Critical stress intensity factor for propagation of opening on a preexisting 

fracture, MPa-m
1/2

 

Kfrac Fracture stiffness, MPa
-1

 

Khf Stiffness of closed, newly formed fractures, MPa
-1

 

k Permeability, m
2
 

kH Horizontal permeability, m
2 

kV Vertical permeability, m
2 

l Increment of length along a fracture, m 

lc,lo,ls,lf 
Parameters used for discretization refinement, m, unitless, unitless, and 

unitless 

M0 Seismic moment, N-m 

Mw Moment magnitude, unitless 

m Mass of fluid in a discretization element, kg 
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mechtol Convergence tolerance for the shear stress residual equations, MPa 

opentol Tolerance for including elements with adaptive domain adjustment, MPa 

P Pressure, MPa 

Pinit Initial formation fluid pressure (MPa) 

Pinj Injection pressure, MPa 

Pinj' Injection Pressure Derivative, MPa/s 

pD Dimensionless pressure, unitless 

Pprodmin Minimum production pressure, MPa 

Pinjmax Maximum injection pressure, MPa 

Q Calculated injection rate, kg/s 

q Mass flow rate, kg/s 

qflux Mass flux, kg/(s-m
2
) 

qinjmax Maximum injection rate, kg/s 

qprodmax Maximum production rate, kg/s 

R Residual equation, various units 

r Fracture radius, m 

rinv Radius of investigation, m 

rw Wellbore radius, m 

rweff Effective wellbore radius, m 

S Specified total injection rate, kg/s 

S0 Cohesion, MPa 

Su Storativity, unitless 
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S0,open Cohesion term for open elements, MPa 

s Wellbore skin, unitless 

sa Mass source term per area, kg/(s-m
2
) 

sm Mass source term, kg/s 

sθ Geometric wellbore skin, unitless 

slidetol Tolerance for including elements with adaptive domain adjustment, MPa 

T Transmissivity, m
3
 

Thf,fac Factor for calculating residual transmissivity of newly formed fractures, m
2
 

Tinj Injection temperature, °C 

Tinit Initial temperature, °C 

Tg Geometric transmissibility between elements, m
3
 

Ts Stress tensor, MPa 

t Time, s 

tD Dimensionless time, unitless 

v Sliding velocity, m/s 

v0 Rate-state friction, reference velocity, m/s 

vs Shear wave velocity, m/s 

X Vector of unknowns, various forms 

x Dummy variable to specify an arbitrary direction, m 

α Hydraulic diffusivity, m
2
/s 

∆D, ∆E Change in displacement discontinuity during a time step, mm 

∆σk,strainadj Stress applied during high strain penalty method, MPa 
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∆σ Stress drop during an earthquake, MPa 

∆P Difference between injection pressure and initial pressure, MPa 

δ 
Parameter used in adaptive time stepping, sum of absolute value of change in 

shear stress and effective normal stress, MPa 

δstrainadj The largest value of ∆σk,strainadj during a time step, MPa 

ε Strain tensor, unitless 

εk Displacement discontinuity strain, used for high strain penalty method, unitless 

εk,lim Limit to displacement discontinuity strain, unitless 

εtol User specified relative tolerance for h-matrix assembly, unitless 

η Radiation damping coefficient, MPa/(m/s) 

ηtarg Target change in stress change parameter for adaptive time stepping, MPa 

ηtarg,strainadj Target change in εk for time stepping, unitless 

θ Rate-state friction, state variable, s 

θw' Factor used for calculation of geometric wellbore skin, unitless 

µd Dynamic coefficient of friction, unitless 

µf Coefficient of friction, unitless 

µl Fluid viscosity, Pa-s 

µs Static coefficient of friction from S/D friction, unitless 

ρ Density, kg/m
3
 

π Mathematical constant Pi, unitless 

σ3 Minimum principal stress, MPa 

σhmin Minimum horizontal principal stress, MPa 

σn
'
 Effective normal stress, MPa 
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σn Normal stress, MPa 

σn,Eref, σn,eref Reference fracture stiffness, mm 

σv Vertical principal stress, MPa 

σyy
r
 Remote compressive stress in the y direction, MPa 

σxy
r
 Remote shear stress, MPa 

σxx
r
 Remote compressive stress in the x direction, MPa 

τ Shear stress, MPa 

υp Poisson's ratio, unitless 

φE,dil, φe,dil Aperture dilation angle, ° 

 

 

 


