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I. Abstract

Turbulence is a critical factor in most aero- and propulsion-related flows. For many years, the industry-
standard approach to incorporating the effect of turbulence in computational fluid dynamics (CFD)

calculations has been the Reynolds Averaged Navier Stokes (RANS) modeling approach. RANS implicitly
time-averages turbulent motion, and models its effect on the mixing of species, momentum and energy
in a flow field. The approach is economical and often allows a CFD calculation to proceed to steady-
state. However, it makes several simplifying assumptions, and the results will only be as good as the
RANS turbulence model. Meanwhile, the last two decades have witnessed rapid and explosive growth in
computational power, the development of CFD codes which scale well over thousands of processors, and
the refinement of unstructured grid-generation tools which facilitate rapid surface and volume gridding of
complex geometries. CFD engineering calculations of 108 – 109 finite-volume cells have become routine.
Thus, large eddy simulation (LES), which attempts to directly resolve the unsteady motion of the largest
scales of turbulence, is increasingly of interest for many fluids engineering problems.1–3 Additionally, hybrid
RANS-LES approaches such as Spalart’s Detached Eddy Simulation (DES),4 which attempt to marry the
best strengths of both methods, are in active use and development. Because it seeks to accurately resolve
the unsteady motion of the largest scales of turbulence, LES places certain requirements on the numerical
method used to discretize and advance the Navier Stokes equations. In particular, LES requires high time
accuracy and minimal intrinsic numerical dispersion and dissipation over a wide range of length scales.

A round turbulent jet is an example of a foundational free shear turbulence problem that has been chal-
lenging for many RANS turbulence models. A rocket plume typically adds the complexity of compressibility
and high jet temperature to the problem, and potentially the complication of plume expansion or shock waves
when the plume is significantly under- or over-expanded with respect to the ambient environment. For solid
rocket motors, particles can become a notable fraction of the exhaust mass, momentum and energy flow, and
can exchange momentum and energy with the gas phase. These plumes are typically a significant driver of
acoustic and thermal design environments and loads in the base region of a launch vehicle, and even more
so for any surface directly impinged by the plume (e.g. a mobile launch platform). These plume-induced
acoustic and thermal environments, and any impingement loads or heating, are strongly influenced by the
turbulent mixing of rocket plumes with the ambient environment. Thus it is important to model or capture
this mixing correctly. LES has shown promise for this goal.5–10

Here, both RANS and LES approaches are applied to modeling hot and cold supersonic turbulent jets.
The basis of validation and comparison is the experimental work of Seiner et al.11 In that paper, a nearly per-
fectly expanded jet with an exit Mach number of 2.0 was exhausted into a quiescent ambient environment at
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the Jet Noise Laboratory at NASA Langley. The jet exit diameter, D was 3.6 inches. A wide range of jet total
temperatures were investigated, ranging from 313 K to 1534 K. In this work, two of these cases are considered:
a cold jet with a total temperature of 313 K, and a hot jet with a total temperature of 1114 K. The jet exit
Reynolds numbers, based on exit diameter and centerline flow properties, are 8.15×106 and 1.64×106, respec-
tively. Jet spreading rate data and near-field acoustic data for the comparisons below were obtained by digitiz-
ing Figures 8 and 18 in Reference 11. Axial profiles of Mach number, total temperature and total pressure for
the comparisons below were obtained from the Axisymmetric Cold and Hot Supersonic Jet cases at the NASA
Langley Turbulence Modeling Resource (https://turbmodels.larc.nasa.gov/jetsupersoniccold val.html12 and
https://turbmodels.larc.nasa.gov/jetsupersonichot val.html13). The website authors note that the data were
obtained independently of Reference 11.

The CFD analysis was performed using the Loci-CHEM CFD code, version 4.0-beta-11 p1 (Reference
14). Loci-CHEM is a finite-volume flow solver for generalized grids developed at Mississippi State University
in part through NASA and NSF funded efforts. Loci-CHEM is comprised entirely of C and C++ code and is
supported on all popular UNIX variants and compilers. Efficient parallel operation is facilitated by the Loci15

framework which exploits multi-threaded and MPI libraries. The code supports the use of multi-species
finite-rate chemistry models, and has several different RANS turbulence modeling options. It is widely used
in NASA, the Department of Defense and Industry for CFD analysis of aerospace problems. Second-order
spatial accuracy on unstructured grids is typically obtained by using a least-squares gradient reconstruction
combined with a Barth-16 or Venkatakrishnan-style17 limiter for compressible flow problems. The inviscid
flux function is typically the Roe approximate Reimann solver.18 This baseline approach is denoted LS-
Roe below. However, due to recent development work supported by the Space Launch System Program,
Loci-CHEM can now also use an Optimized Gradient Reconstruction (OGRE)19 with the Roe flux (denoted
OGRE-Roe below). This reconstruction also makes use of the method proposed by Thornber20,21 to reduce
dissipation for subsonic flows. Further, a low-dissipation skew-symmetric central difference scheme which is
fourth-order accurate on uniform meshes (denoted LDS4 below) was also developed for Loci-CHEM. A user-
selectable amount of third-order upwinding can be blended into this scheme for stability and robustness—as
little as 10% is effective. Both the OGRE-Roe flux and the low-dissipation flux (and particularly the latter)
significantly improve the dispersion and dissipation characteristics of the inviscid flux calculation in Loci-
CHEM compared to the baseline least-squares approach with the Roe flux. It should be noted that, at
the present time, the low-dissipation central difference scheme functions more effectively on hexahedral or
polyhedral meshes than tetrahedral meshes.

Four grids were used to help assess the dependence of solution accuracy on grid resolution. The boundaries
of the solution domain are based on the grids available at Refs. 12 and 13. The converging-diverging nozzle
is modeled, and the solution domain extends 1.205 jet exit diameters upstream from the nozzle exit, 36.67
diameters downstream, and 11.11 diameters radially from the jet centerline. Although Loci-CHEM is an
inherently unstructured flow solver, the grid is largely based on a cylindrical structured grid approach. Grids
with circumferential spacings of 3.0, 2.0, 1.5 and 1.0 degrees were developed for this study. The grid is also
“bufferflied” to keep the cells approximately isotropic near the grid centerline. The grid is slowly stretched
with respect to axial and radial spacing from zero to 30 jet exit diameters downstream from the jet exit,
and then coarsened more rapidly in axial spacing from 30 to 36.67 diameters downstream. The four grids
are summarized as follows:

• Grid 120: Circumferential spacing = 3.0 degrees, total size = 4.43M hexahedral cells.

• Grid 180: Circumferential spacing = 2.0 degrees, total size = 13.8M hexahedral cells.

• Grid 240: Circumferential spacing = 1.5 degrees, total size = 31.5M hexahedral cells.

• Grid 360: Circumferential spacing = 1.0 degrees, total size = 101M hexahedral cells.

Total pressure and temperature conditions (from Refs. 12 and 13) were prescribed at the nozzle inflow
boundary. Viscous no-slip walls (with a fixed wall temperature of 278 K) were prescribed on the nozzle
interior wall surfaces, and the short section of wall proceeding upstream from the nozzle exit to the larger
domain upstream boundary. A characteristic-based boundary condition (P = 101325 Pa, T = 278 K and
M = 0.01) was used at the upstream and radial farfield boundaries. A zeroeth-order extrapolation boundary
was prescribed for the downstream farfield boundary. Time integration was accomplished by a second-order
implicit backward-differentiation method, using a timestep set by a convective Courant-Friedrichs-Lewy
(CFL) number near unity for cells in the near field of the jet exit.
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A sample of the LES results will be outlined briefly. The emphasis in this particular work is primarily
on the characteristics of various inviscid flux numerical discretizations and methods on this problem, rather
than the coupling of various schemes with LES subgrid-scale (SGS) turbulence models. As such, no explicit
SGS models are included in the calculations. Typical snapshots of the LES flowfield for the supersonic
hot jet case on grid 180 are shown in figures 1, 2 and 3. In these figures, an isosurface of the Q-criterion,
Q = (R : R− S : S)/2 is displayed, where R is the rotation-rate tensor (∇u−∇uT )/2, and S is the strain-
rate tensor (∇u +∇uT )/2 (u is the velocity vector, [u, v, w]T ). The isosurface of Q = 0.01 (ujet exit/D)2 is
shown colored by Mach number M in the upper part of each figure. Contours of Q(D/ujet exit)

2 and Mach
number M at a distance of 18D downstream of the jet exit are shown in the lower part of the figures. It is
evident from these figures that the low dissipation scheme LDS4 (figure 1) resolves finer turbulent structures
than the OGRE-Roe scheme (figure 2), and particularly the LS-Roe scheme (figure 3).

The LES simulations were initialized using a RANS solution. For the cold jet case, the simulations were
run for 80 ms to wash out the flow transition to LES flow, and then for another 80 ms to collect turbulence
statistics. 80 ms corresponds to 469 timescales of D/ujet exit for the cold jet case. For the hot jet case, two
corresponding time intervals of 40 ms were used, each equivalent to 443 timescales of D/ujet exit. Comparisons
of the time-averaged centerline Mach number, normalized total temperature (Tt/Tt,jet exit), and normalized
total pressure (Pt/Pt,jet exit) from the LES simulations with experimental data are shown in figures 4, 5 and 6
respectively. Observe that the LDS4 scheme generally produces quite good agreement with the experimental
data on Grids 240 and 360, and often for Grid 180 as well. The length of the inviscid core and the decay
rate after the end of the core are well-predicted by the LES results. The OGRE-Roe scheme yields steadily
improving agreement with the data with increased grid resolution. The OGRE-Roe results shown for Grid
360 are preliminary at the time of this writing, but already appear to be in good agreement with the data.
The LS-Roe scheme produces results which tend to underpredict the inviscid core length, or which predict
a faster rate of decay, or both.

Similar observations hold with axial comparisons of space- and time-averaged values of the jet half-
velocity radius, R0.5 and the mixing layer half-velocity thickness, b = R0.5 − h, where h is the potential core
radius (which is set to zero after the end of the core). Comparisons of these values, normalized by the jet
exit radius, R = D/2, are shown for all three numerical schemes in figures 7 and 8, respectively. The jet
half-velocity radius R0.5 is straightfoward to compute from the space- and time-averaged velocity results.
the potential core radius h is determined by examining the radial profile of the space- and time-averaged
total pressure at a given axial station. As above, the LDS4 scheme yields the best agreement with the
experimental data, particularly on Grids 240 and 360.

The final paper will explain the fourth-order low-dissipation scheme, the computational domain, the grid
structure, and the boundary conditions in more detail. The initialization, time-integration, and the time-
and space-averaging procedures will be described. It will include an evaluation of timestep sensitivity and
turbulence spectra. Comparisons of LES simulations of the hot jet case with near-field acoustic measurements
from Ref. 11 will be included. A summary of RANS results on axisymmetric versions of the above grids will
also be included.
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Figure 1. Plot illustrating hot jet structure on Grid 180. The isosurface of Q = 0.01 (ujet exit/D)2 is shown colored

by Mach number M in the upper part of the figure. Contours of Q(D/ujet exit)
2 and Mach number M at a distance of

18D downstream of the jet exit are shown in the lower part of the figure. Inviscid flux: LDS4.
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Figure 2. Plot illustrating hot jet structure on Grid 180. The isosurface of Q = 0.01 (ujet exit/D)2 is shown colored

by Mach number M in the upper part of the figure. Contours of Q(D/ujet exit)
2 and Mach number M at a distance of

18D downstream of the jet exit are shown in the lower part of the figure. Inviscid flux: OGRE-Roe.

6 of 12

American Institute of Aeronautics and Astronautics



Figure 3. Plot illustrating hot jet structure on Grid 180. The isosurface of Q = 0.01 (ujet exit/D)2 is shown colored

by Mach number M in the upper part of the figure. Contours of Q(D/ujet exit)
2 and Mach number M at a distance of

18D downstream of the jet exit are shown in the lower part of the figure. Inviscid flux: LS-Roe.
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(a) Cold Jet - LDS4 (b) Hot Jet - LDS4

(c) Cold Jet - OGRE-Roe (d) Hot Jet - OGRE-Roe

(e) Cold Jet - LS-Roe (f) Hot Jet - LS-Roe

Figure 4. Effect of grid resolution on the time-averaged Mach number on the jet axial centerline. Left panel: cold jet
case. Right panel: hot jet case.
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(a) Cold Jet - LDS4 (b) Hot Jet - LDS4

(c) Cold Jet - OGRE-Roe (d) Hot Jet - OGRE-Roe

(e) Cold Jet - LS-Roe (f) Hot Jet - LS-Roe

Figure 5. Effect of grid resolution on the time-averaged total temperature on the jet axial centerline. Left panel: cold
jet case. Right panel: hot jet case.
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(a) Cold Jet - LDS4 (b) Hot Jet - LDS4

(c) Cold Jet - OGRE-Roe (d) Hot Jet - OGRE-Roe

(e) Cold Jet - LS-Roe (f) Hot Jet - LS-Roe

Figure 6. Effect of grid resolution on the time-averaged total pressure on the jet axial centerline. Left panel: cold jet
case. Right panel: hot jet case.
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(a) Cold Jet - LDS4 (b) Hot Jet - LDS4

(c) Cold Jet - OGRE-Roe (d) Hot Jet - OGRE-Roe

(e) Cold Jet - LS-Roe (f) Hot Jet - LS-Roe

Figure 7. Effect of grid resolution on the space- and time-averaged jet half velocity radius. Left panel: cold jet case.
Right panel: hot jet case.
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(a) Cold Jet - LDS4 (b) Hot Jet - LDS4

(c) Cold Jet - OGRE-Roe (d) Hot Jet - OGRE-Roe

(e) Cold Jet - LS-Roe (f) Hot Jet - LS-Roe

Figure 8. Effect of grid resolution on the space- and time-averaged mixing layer half velocity radius. Left panel: cold
jet case. Right panel: hot jet case.
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