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ABSTRACT 

These proceedmgs report the results of a workshop on identification and control of 
fleXible space structures held in San Diego, CA, July 4-6, 1984. The workshop was 
co-sponsored by the Jet Propulsion Laboratory and the NASA Langley Research Center, 
and preceded the 1984 American Control Conference held at the same location. The 
main objectives of the workshop were to provide a forum to exchange ideas in exploring 
the most advanced modehng, estimation, ldentihcation and control methodologles to 
flexlble space structures. The workshop responded to the rapidly growlIlg interest 
wlthm NASA in large space systems (space station, platforms, antennas, flight 
expenments) currently under design. The workshop consisted of surveys, tutorials, 
contnbuted papers, and dlscussLOn sessLOns in the following general areas: missLOns o( 
~UJ_~~lJ~_ln~e!,,!!_s~ - space platforms, antennas, and fltght experiments; controVstructure 
m_tcrilc.!-l:.OI!S modeling, integrated deslgn and optimizatlon, control and stabilizatlon, 
and shape control; uncertalIlty management - parameter identlhcation, model error 
estlmatLOn/compensatLOn, and adaptive control; and expenmental evaluatLOn - ground 
laboratory demonstratlons and flight experiment designs. Papers and lectures on these 
tOP1CS were presented at a total of fourteen seSSlons, including three panel dlscussions. 
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NASA SPACE CONTROLS RESEARCH & 
TECHNOLOGY PROGRAM 

D. E. Mciver and R. W. Key 
NASA Headquarters 

Washmgton, DC 20546 

NASA TECHNICAL ORGANIZATION 

The Office of Aeronaut1cs and Space Technology is one of the four 
maJor techn1cal off1ces that comprise NASA. 

The Off1ce of Space SC1ence and Applications administers programs 
that are d1rected towards using space-based or related techn1ques 
to further understand1ng of the total universe and to apply that 
understand1ng to practical applications in such areas as 
Astrophys1CS, Solar System exploratlon, Earth Sciences, Life 
SClences, Commun1cations and Information Systems. 

The Off1ce of Space Flight administers the programs for all u.S. 
C1V1l launch capability, plus Spacelab development and operat1ons. 

The Off1ce of Space Tracking & Data Systems adm1nisters the 
programs that operate and maintain a world-wide network of 
fac1lltles for data acqulsition, processing, and ground to 
spacecraft communlcations for all NASA missions. 

OAST has primary responsibil1ty within NASA for conductlng space 
research and technology development to support commercial 
and mll1tary as well as NASA space 1nterests. 

OAST ORGANIZATION 

OAST has the expert1se that has been developed within NASA to do 
space research and technology development. The objective of th1S 
R&T effort is to prov1de understanding, new opportun1ties, 
technical opt1ons, and extended capabilities which support the 
needs and requ1rements of commerc1al, milltary, and NASA 
misslons. The breadth of OAST's program spans numerous 
disc1plines 1n the f1elas of both aeronautics and astronaut1CS. 

One of the princlpal goals of the space R&T effort is to advance 
new technology options to a sufficient level of maturity that 
demonstrates crit1cal functlon/characteristic of a techn1que 
and/or component. Then only some modest level of low r1sk 
eng1neering development and testing 1S necessary to taylor th1S 
base technology for spec1f1c m1ssion appl1cations. 
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CONTROL TECHNOLOGY NEEDS 

The OAST Space Controls Research and Technology Development 
Program IS provIding the advanced control technologies that wIll 
significantly improve performance, endurance, operat1onal 
eff1clency, and mISSIon capabIlity for future spacecraft. This 
program has evolved from the technology needs that have been 
laentif1ed by numerous studies done by NASA as well as outs1de 
organ1zat10ns. These stud1es found a recurring set of control 
technology defic1encles 1n the areas listed in the illustration 
below. The needs l1sted have been recognized as unlversal 1n 
almost every appllcatlon area. Develop1ng the control 
technologles that can overcome these problems will be plvotal 1n 
enablIng or enhanclng most future mlssions capabilitles, 
partlcularly those requiring large space structures. 

SPACE CONTROLS RESEARCH 
AND TECHNOLOGY 

OBJECTIVE: DEVELOP CONTROLS TECHNOLOGY THAT WILL 
EXPAND CONTROL CAPABILITY AND IMPROVE 
CONTROL PERFORMANCE FOR FUTURE SPACE SYSTEMS 

~OLAR POWER SATELLlTE~ 
~I ______ ~L~A~RG~E~U~R~TH~M~B~IT~IN~G~AN~T~EN~N~A~S _________ :> 

L----:;;.;sp...:...;A.;;.:CE:....;TR~A~N.;.:;.S...;PM:....;..;..TA_n...;.O_N~SY_S_TE_M_S ___ > 
~ ___ S~P~AC~E...;.s~TA~n.;.:;.O~N _____ :> 

79 80 81 82 83 84 85 I 

• UNCER1AINTY MANAGEMENT 
• CONTROL AND STABILIZATION OF FLEXIBLE STRUCTURES 
• ADVANCED MODELING TECHNIQUES 
• ADVANCED HARDWARE ~D SOFTWARE 
• GROUND AND FLIGHT VALIDATION 

3 



AREAS OF CONTROLS R&T EMPHASIS 

The Controls Research and Technology Program bU1lds upon the 
expertise and experience NASA has gained from past m1SS1ons as 
well as the state-of-the-art advances that are being made outs1de 
of NASA. The maJor program elements shown below span a broad 
spectrum of new and innovat1ve Solut10n approaches to several 
cr1t1cal technological challenges that ar1se in the des1gn of 
control systems for large space structures. These program 
elements each represent a category of control techniques which 
address the spec1f1c technology needs cited previously. 

Various techn1ques of adaptive control and systems ident1f1cation 
provide capab1llty for uncertalnty management. Some aspects of 
dlstributed control and systems identlficatlon provide new hlgh 
floellty modeling and est1matlon techniques that are necessary to 
descrlbe and determine a phys1cal system's characteristics. 
Addltlonally, distr1buted control approaches provide a number of 
techniques for controlling systems with distributed architecture 
and/or slgniflcant dlstributed mass/stlffness. Control sensors, 
actuators, and computer development activit1es are produc1ng the 
unlque advanced hardware and software requlred to lmplement new 
control technlques. Test and verificat10n efforts are seeklng to 
establlsh a technology evaluatlon methodology for determinlng 
both component and system level performance capabl11ty. 

SPACE CONTROLS 
RESEARCH AND TECHNOLOGY 

MAJOR PROGRAM ELEMENTS 

• ADAPTIVE CONTROL 

• SYSTEMS IDENTIFICATION 

• DISTRIBUTED CONTROL 

• CONTROL SENSORS, ACTUATORS, COMPUTERS 

• TEST AND VERIFICATION 
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ADAPTIVE CONTROL TECHNOLOGY 

Future spacecraft control systems must be capable of operatlng 
physlcal plants over an increasingly larger range of dynamical 
propertles. Engineering studies and practical experience from 
prevlous mlSSlons has shown that single operating point control 
system deslgns wlll not provide sufficient spacecraft control 
capabllIty to meet the mlssion objectives of nearly all proposed 
large structure misslons. Control instability can occur when 
these spacecraft experIence large varlatlons in their dynamical 
characterlstlcs during operatlon. These changes ln dynamIcal 
characteristlcs are a consequence of one or more of the following 
events; (1) structural modlflcation of the physical plant: (2) 
fallure of a system component; or (3) changes in the operatlng 
enVlronment. Adaptlve control techniques provide the necessary 
capablllty for accommodatlng these changes. Some of the speclflc 
operatlonal capabllltles that are being developed in the controls 
R&T program are llsted below. 

ADAPTIVE CONTROL 

OBJECTIVE: 
TO DEVELOP ALGORITHMS AND CONCEPTS 
FOR PRECISION AUTONOMOUS GUIDANCE 
AND CONTROL OF SYSTEMS WHICH HAVE 
TIME VARYING DYNAMICAL 
CHARACTERISTICS 

• CONFIGURATION AND OPERATIONS ADAPTABLE 
• ADAPTIVE COMPENSATION TO FAULTS 
• ADAPTIVE GUIDANCE FOR OPTIMAL FLIGHT 

MANAGEMENT 
• UNMODELED DYNAMICS ADAPTIVE 
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SYSTEM IDENTIFICATION TECHNOLOGY 

The need for develop~ng a system iaent~f~cat~on funct~onal 
capab~l~ty ~s evident from several considerations. The changes 
in a physical system's character~stics, such as those stated ~n 
the d~scuss~on on adapt~ve control, must first be ldent~fied 
before any adapt~ve control based modif~cat~ons can be effected. 
There are also bas~c operations like att~tude control, thrust 
vector control, etc., that would benefit ~n both performance and 
economy by having real-time knowledge of system fllght 
parameters such as center of mass, center of pressure, and total 
system momentum. H~ghly accurate shape and configurat~on 
metrology ~s requIred by miss~ons, such as high frequency 
antennas, which require prec~sion surface control. Structural 
dynamics identifIcatIon IS a crItical function for accomplishIng 
vibratIon control of systems wh~ch have signifIcant structural 
flexlblilty. Also, exacting system characterizatIon In the space 
envlronment ~s requIred to confirm the accuracy of ground based 
simulations and to aid in the development of the analytical tools 
used for predIctIng in-space behavior. Several approaches are 
under development ~n the R&T Program WhICh provIde the capabilIty 
for ldentIflcatlon of the control critlcal parameters ImplIed by 
the above l~st of cons~deratlons. Some of the speciflc research 
and development targets are shown In the figure below. 

SYSTEMS IDENTIFICATION 

OBJECTIVE: 
TO DEVELOP REAL-TIME TECHNIQUES FOR 
IDENTIFYING UNKNOWN/UNCERTAIN 
CONTROL CRITICAL PARAMETERS 

• MASS PROPERTIES TRACKING TECHNIQUES 

• SHAPE/CONFIGURA nON DETERMINATION 

• FLIGHT DYNAMICS IDENTIFICATION 
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DISTRIBUTED CONTROL TECHNOLOGY 

Distributed control ~s a category of control techniques wh~ch at 
the1r root, all address the same bas1c problem of controlling 
spat1ally d1str1buted mass. This mass distribution can have one 
or both of two forms~ (1) a cont~nuum of mass with elastic 
characterlstics which 1mpact control performance, (2) a modular 
collect1on of several rigid and/or flexible hinge connected 
bodies whose relatlve positions and rates must be controlled 1n a 
coordinated fash~on. To effectively control and stabilize a 
system WhlCh fltS either of these descript1ons, some form of 
d1strlbuted control is required. The simplest implementat10n of 
d1str1buted control would be a single sensor and actuator control 
loop closed around physical plant that behaves elast~cally (more 
than r1gidly), and a controller plant model based upon some 
est1mate of the plants d1stributed mass/stiffness character1st1cs 
(modal models can provlde this descript~on of the elast1c 
character1st1cs). Even though this implementation would have 
some capab1l1ty for controll1ng the flexible dynamics of the 
system, lt would not prov1de the full performance capability that 
can be real1zed from also distributing several sensors and 
actuators throughout the structure. Th1S later implementation of 
d1str1buted sens1ng and actuat10n along with a distributed 
parameter control model 1S the area of most emphasis with1n the 
R&T Program. The search for an effective and efficient modeling 
methodology 1S also rece1v1ng much attent1on. 

DISTRIBUTED CONTROL 

OBJECTIVE: 
TO DEVELOP TECHNIQUES FOR MODELING 
AND CONCEPTS FOR CONTROLLING 
SYSTEMS WHICH HAVE DISTRIBUTED 
ARCHITECTURE AND/OR DISTRIBUTED 
MASS AND STIFFNESS 

• CONTROL-DRIVEN STRUCTURAL MODELING 
METHODOLOGY 

• MODULAR SYSTEMS CONTROL TECHNIQUES 

• FLEXIBLE STRUCTURE CONTROL AND 
STABILIZATION TECHNIQUES 
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ADVANCED CONTROL COMPONENTS/HARDWARE 

The advanced control and gu~dance components/hardware now under 
development w~ll be cr~t~cal to the performance ach~eved when 
control concepts such as d~stributed and adaptive control are 
implemented. New hardware concepts such as a multi-target 
opt~cal pos~t~on sensor are pIvotal for makIng the measurements 
requ~red for shape determ~nat~on of large precision surfaces. 

Every hIgh performance spacecraft control system could benefIt 
from Improved att~tude rate InformatIon. A rotatIon sensor 
concept based on counter rotatIng laser pulses in a fiber optics 
COlI IS being developed to provide this improved measurement 
capabilIty. More importantly (espec~ally for long planetary 
m~sslons), such a deVIce would have no mOVIng parts or inherent 
wear out mechanIsms thus ItS operatIonal life IS expected to 
exceed 10 years. 

Because launch mass IS a prIme driver of mission cost, finding 
new ways of providIng essentIal functIons with less hardware IS 
an ~mportant problem. An actuator concept using a single spun
mass for combIned momentum and energy storage is being developed. 
Also beIng studied is the feasIbIlIty of incorporatIng magnetIc 
type bearIngs In such a deVIce, which could greatly extend ItS 
operatIonal lIfe. 

CONTROL 
SENSORS - ACTUATORS - COMPUTER 

OBJECTIVE: 
TO DEVELOP THE NEW AND UNIQUE 
CONTROL SYSTEM HARDWARE NEEDED TO 
IMPLEMENT NEW CONTROL CONCEPTS 

.10 Hz BANDWIDTH MULTI-TARGET OPTICAL 
POSITION SENSOR 

• FIBER OPTICS ROTATION SENSOR WITH 10 YEAR 
OPERATING LIFE 

• LONG LIFE INTEGRATED MOMENTUM/ENERGY 
'STORAGE ACTUATOR 
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TEST AND VERIFICATION TECHNOLOGY 

One of the most diff1cult aspects of develop1ng these new 
technolog1es is establishing effective ground test experlments 
which clearly demonstrate flight readiness and worthlness. For 
large structures this problem is compounded by the fact that full 
scale test models are very expensive to build and house, and 
perhaps lmpossible to use for performance testing since their 
dynam1c behaV10r on the ground is heavily influenced by Earths 
gravlty. A conspicuous vOld currently eXlsts in our knowledge 
of the correlat1on between ground based simulations/experiments 
and In-space behavior. This problem is the focus of much debate 
and ltS resolutlon does not appear imminent. There is however, 
an effort under way withln NASA to expand current efforts and to 
establlsh a large space structure dynamics and control technology 
evaluat10n program that will develop new simulation and test 
methodologies for determinlng both component and system level 
performance. Whlle there 1S still much to be learned from 
analytlcal slmulations and ground based exper1ments lt 1S 
antlclpated that the f1nal step in the technology verificatlon 
wlll have to come from 1n-space testlng. 

TEST AND VERIFICATION 

OBJECTIVE: 
TO DEVELOP NEW ANALYTICAL AND 
EXPERIMENTAL METHODS TO EVALUATE 
AND VERIFY CONTROL TECHNIQUE 
CAPABILITY AND PERFORMANCE 

• CLOSED TREE TOPOLOGY FLEXIBLE BODY 
SIMULATION TOOLS 

• GROUND BASED DYNAMICS AND CONTROL 
EXPERIMENT TECHNIQUES 

• IN-SPACE EXPERIMENT METHODS FOR 
EVALUATING CONTROL/STRUCTURE DYNAMIC 
t\EHAVIOR 
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ADVANCED CONTROL TECHNOLOGY INTEGRATION 

Most mlSSlons requlre some combination of the advanced control 
technologles that have been described. A careful blend of these 
technologles can provlde control system performance that is 
adaptable, robust, autonomous, fault tolerant, etc •• The diagram 
below lilustrates how these technologies can be functionally 
lntegrated into a traditlonal control loop to provide such hlgh 
performance capabliltles. The systems identlflcation functlon 
provldes the real-time knowledge of plant characteristics which 
greatly lnfluence control performance, such as fleXlbility, mass 
propertles, external disturbances (shown as process nOlse ln the 
diagram), sensor/actuator dynamics, etc.. This information lS 
then avallable for updatlng the controller plant model and/or may 
also serve as the data base from which the adaptlve control 
functlon can make decislons. Dependlng on the technlque used, 
the adaptlve control functlon could take act10n to modify the 
physlcal plant, sensor and actuator operation, and control laws, 
or any comblnatlon of these 1n order to achieve the deslred 
control performance. Dlstrlbuted control is integrated w1th th1S 
dlagram ln any comblnation of the following three ways; (1) the 
controller plant model lS based upon a distr1buted mass/stlffness 
descrlptlon of the phys1cal structure; (2) the senslng and/or 
actuactlon lS spatlally dlstributed throughout the structure; or 
(3) multlple lndlvldual control loops, such as the one 
lilustrated, could be stacked on top of each other ln a modular 
fashlon comlng out of the paper. 

SPACE CONTROLS RESEARCH ANDTECHNOLOGY 

NI\SI\ 

MASS 
PROPERTIES 

PLANT 
MOOEL 
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ADVANCED CONTROL TECHNOLOGY APPLICATIONS 

A pr~me considerat~on ~n maturing these technologies is ~nsuring 
t~mely ava~lability for incorporat~on into the m~ssions that l~e 
ahead. The final stage of development for the advanced control 
technlques discussed herein will only occur after considerable 
mission experience has been gained and used to temper the 
orig~nal object~ves set forth ~n the present program. 

SPACE CONTROLS RESEARCH ANDTECHNOLOGV 

GOAL 

TIMEL Y PROVISION OF NEW CONCEPTS AND 
ADVANCED CONTROLS TECHNOLOGY FOR 
SPACE TRANSPORTATION. EARTH ORBITING 
AND PLANETARY SPACECRAFT APPliCATIONS 

RESEARCH AND TECHNOLOGY THRUSTS 

• DISTRIBUTED CONTROL FOR LARGE SPACE SYSTEMS 
• ADVANCED ANALYTICAL MODELING 
• FAULT TOLERANCE/MANAGEMENT 
• CONTROL SENSORS. ACTUATORS. AND RELATED 

INSTRUMENTATION 
• SYNERGETIC SPACEFLIGHT SYSTEMS GN.C 
• STS CONTROL ENVELOPE EXPANSION METHODOLGY 

NI\SI\ "In ...... lIIQ ..... IUIII 
\,Itll "'" 

GOAL 

PROVIOE A STRONG CONTROLS 
TECHNOLOGY BASE TO SUPPORT 
THE DEVELOPMENT OF BOTH THE 
INITIAL AND THE EVOLUTIONARY 
SPACE STATION 

RESEARCH AND TECHNOLOGY THRUSTS 

• ADAPTIVE CONTROL FOR DEPLOYMENT AND OPERATIONS 
• FLIGHT DYNAMICS SYSTEM IDENTIFICATION 
• MULTIPLE PAYLOAD CONTROL AND STABILIZATION 
• INTEGRATED ENERGY STORAGE AND MOMENTUM MANAGEMENT 
• SPACE TRAFFIC RENDEZVOUS AND DOCKING CONTROL 

I"'-ftT .AU NO.' ...... I). 
,-")1 ".,. 
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AFWAL CONTROL TECHNOLOGY PROGRAMS 
v. O. Hoehne 

Air Force W nght Aeronautical Laboratones 
Wnght Patterson Air Force Base, OH 45433 

ABSTRACT 

The space-oriented control technology programs underway in the Air Force 

Wright Aeronautical Laboratories (AFWAL) predominantly are being done in the 

Flight Control and Structures and Dynamics Division of the Flight Dynamics 

Laboratory. The nature of these programs extend from Basic Research (6.1) 

performed in-house to Exploratory Development (6.2) and Advanced Development 

(6.3) prograos done under contract. The objective of this paper is to 

overview only those programs that are applicable to flexible large space 

structures. Sufficient information about each program will be provided for the 

reader to understand the objective of the program, the approach used to perform 

the study, and the final payoff expected. The names of the people involved in 

the program are provided along with their organizational symbol and telephone 

number. Through contacting these people. information to any level of detail 

desired can be acquired. 

In general. the spacecraft control activity in the Flight Dynamics 

Laboratory is 1nterdisciplinary, bringing together activities in structures, 

structural dynamics and control. This is very important since the large 

flexible structures to be controlled have many physical factors that influence 

the final controllability of the vehicle. Factors such as rigidity of both 
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structural elements and joints, damping inherent in both the material as well 

as discrete dampers located throughout the structure, and the band 

width of both sensors and actuators used to sense motion and control it are 

examples of those physical factors that are interdisciplinary and influence 

control. 

The Flight Dynamic Laboratory spacecraft control program is not complete 

within itself, rather, it augments work already underway and planned at NASA, 

Air Force Space Technology Center, and other organizations by addressing issues 

needed by those missions that have a military goal. The work being done relies 

heavily on the expertise of the Laboratory gained through activities associated 

with developing technology for advanced aircraft. This is possible because the 

closer technology is to basic research, the more generic it becomes, having 

application to both aircraft and spacecraft with relatively minor changes in 

the given conditions. 

INTRODUCTION 

Traditionally, the AFWAL Flight Dynamics Laboratory has been involved in 

advancing the technology for controlling military aircraft and tactlcal 

missiles since its formation. Considerable experience has been gained in areas 

of technology that not only includes control, but also the structural and 

dynamic characteristics of the vehicle that impact the control of the vehicle. 

Some of this experience is generic and with minimal modifications can be 

applied to the development of technology for space vehicles. Hence, when lt 

became obvious that the military use of space would reauire technological 

advancements, and some of these were in areas where experience existed, 

programs were inititated first in the Structures and Dynamlcs Division of the 

Laboratory and later in the Flight Control Division. Although not perfect as 
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yet, our approach to the technology is interdisciplinary in nature. In it we 

bring together the structures technology that deals with the strength and 

elasticity of the structure with the structural dynamics technology that 

defines the dynamic response of the structure to both operational and 

environmental loads and also with the controls technology that defines both 

the algorithms and the syetem for controlling this dynamic structure. We feel 

this interdisciplinary approach is essential to successfully controlling space 

structures because strength, flexibility, and control are inseparable in these 

structures. Recognizing also that as the structure becomes larger, it becomes 

more flexible since rigidity is related to weight and weight must be kept 

within practical bounds. These considerations place greater demands on the 

control system since many of the missions planned for spacecraft re~uire very 

precise aiming, shaping, and vibrational or jitter limiting. Additional 

considerations that require the interdisciplinary approach for military 

operations include the need for autonomous operation and high reliability. 

Many spacecraft to date have been designed and built as one-of-a-kind 

research or operational vehicles. If space is to be used as an effective 

support for the military, the devices that are used will need to be produced 

in more-than-one quantities with standards established to increase reliability 

and limit cost. This requires that design techniques be shared and standards 

be developed. Using the experience base on which to build and the somewhat 

uniqueness of the military need as the driver, the AFWAL Flight Dynacics 

Laboratory has programs both underway and planned that are directed toward 

providing a technology base to meet future military needs. Care is being taken 

to not duplicate work done by NASA or other governmental agencies in DoD. Our 

work is what we call "full spectrum" - it includes Basic Research in-house 

efforts as well Exploratory Development and Advanced Development contracted 

efforts. 
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The purpose of this paper is to overview the work underway in the AFWAL 

community that is applicable to the control of flexible spacecraft. The 

information here does not cover work being done in other laboratories of the 

Air Force. Neither does it cover work being done in AFWAL that is applicable 

to spacecraft such as the Advanced Military Spaceflight Capability (AMSC) and 

Transatmospheric Vehicle (TAV). Work applicable to such vehicles is felt to 

fall outside the scope of this workshop. 

In the following descriptions of programs, an attempt is made to provide 

sufficient information for the reader to gain an understanding of what is being 

done, how it is being approached, and what the payoff is if successful. In 

addition, and most important, the people working the area and responsible for 

contracts in AFWAL are listed with their telephone numbers to simplify 

contacting them. Discussions are important to us; differences of opinion and 

reinforcement of opinion need to be brought forth. This is the business of 

this workshop. 

The following descriptions start with programs that are in-house Basic 

Research in both the Flight Control and Structures and Dynamics Divisions. 

Following this are contracted Exploratory Development programs in both these 

Divis10ns with the last program description being of an Advanced Development 

pro~ram in only the Structures and Dynamics Division. 

IN-HOUSE SPACE-ORIENTED CONTROL ACTIVITIES 

All of the in-house control activities to be reviewed are oriented toward 

application in space. They are fundamental Basic Research studies and, as 

such, are actually generic in nature and can apply to many control problems. 

Orienting them toward space only means that the test problems used and the 

application jargon applied are spacecraft oriented with weights, frequencies, 
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band widths, etc. being those common to flexible space structures and their 

control systems rather than to aircraft. All of the work overviewed is 

supported by the Air Force Office of Scientific Research. 

Reduced Order Control Theory 

In general, the high frequency dynamics of large, flexible space 

structures are not well know with the order of the dynamics too large to 

design an effective control system. Methods are needed to control the low 

frequency modes without exciting the high frequency dynamics inherent in the 

structure. This is the objective of this study; it has been underway since 

1982. 

For study purposes, a reduced order model is used as a "design model" 

while a full order model is used as an "evaluation model". The approach used 

is a frequency-shaped linear quadratic Gaussian (LQG) methodology that makes it 

possible to apply less control energy to the high frequency modes and more to 

the low frequency modes to better regulate or control all modes. This is done 

by choosing the quadratic state and control weighting in the LQG methodology as 

functions of frequency. If the standard LQG methodology is used, it can apply 

equally to the whole dynamic spectrum possibly causing the control gains to 

spillover into the high frequency modes causing instabilities. Weighting 

prevents this. 

The study approach that has been used is to examine the step-by-step 

application of this frequency-shaped LQG methodology to better understand the 

reduced-order control design theory. As work progresses, the payoffs and 

costs of the methodology are documented so that guidelines can be developed 

for choosing the frequency dependent quadratic state and control weightings. 

To aid in understanding the meanings of these weightings, they are be1ng 
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interpreted in terms of classical control concepts. For example: it has been 

shown that shaping the state weighting is the same as using a dynamic 

compensator in the feedback loop; also shaping the control weighting is the 

same as using a roll-off filter in the feed forward loop. The major cost of 

using this method is the additional states required in the design model. For 

simple systems, this is no problem because the additional hardware needed for 

implementation is simple and increase in computational burden are minimal. 

For realistic space structures, however, the addition of states could require 

that some design states must be discarded for a realistic control design thus 

leading to loss in model information. 

The researchers working this area are Drs. Siva Banda and Hsi-Han Yeh and 

Capt. Brett R1dgely of AFWAL/FIGC. Their telephone numbers are Area Code 513, 

476-9077, 9083, and 9078 respectively. Their past and future publications are 

noted in References I, 2. and 3. 

Robustness of Multivariable Control Systems 

In large space structures. there are a number of uncerta1nties that can 

impact the control system because they can't be anticipated and modelled 

during the control system design process. These uncertainties can be either 

in the spacecraft or plant that is being modelled or the environment in which 

the plant operates. Examples of these include plant parameter variations due 

to manufacturing, assembling and deploying in space; spacecraft dynamics 

either not modelled at all or not modelled well; on-board disturbances fr0m 

power sources; structural deformations from unmodelled solar radiation 

gradients; space dust impact; sensor errors, etc. Robustness of the control 

system refers to the property of the closed-loop control system that allows it 

to tolerate these uncertainties without losing stab1lity of the plant nor 

18 



allowing a degradation in plant performance. The objective of our program is 

to develop the technological fundamentals that will support the design of a 

robust multivariable control system. This includes the development of the 

tools to analyze and synthesis the control system and the techniques for 

applying these tools to the design process. The primary military need for 

robustness of the control system is the ability to operate autonomously, i.e., 

without continual monitoring by and adjusting through a network of satellite 

ground stations. 

The robustness concept is not new. Classical controls engineers have 

been concerned with it since the beginning of control theory. Rather than 

calling it robustness, they called it feedback and used it to reduce the 

sensitivity of the system to both plant and operational variations. There is 

both stability robustness and performance robustness of a system - the AFWAL 

work has concentrated on stability robustness. This work uses singular values 

to analyze and test the robustness of the system. Several singular value 

robustness tests can be used; they are not equivalent and they do not imply 

that the resulting system is a practical system. These robustness tests are 

very conservative, which is related to the structure of the uncertainty. To 

reduce the conservatism of the test, norm-bounded test procedures are now being 

used to account for the structure of the uncertainty. This work is continuing; 

upon completion it will be applied to a practical structural space system. 

The researchers working this area in AFWAL are the same ones noted above 

in the Reduced Order Control Theory section. Past publications in this area 

are listed as References 5-7. 

Vibration Control of Flexible Space Structures 

The objective of this Basic Research program is to design the structure 
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and its control system of a large space satellite to either eliminate 

structural vibration or reduce it to a desired level within a reasonable time 

span. Both active and passive means for vibrational control are being 

considered. The computation issues being addressed include the accurate 

dynamics modeling of the structure, modeling disturbances, the optimization of 

the structure for vibration resistance, and the development of control 

algorithms for large order systems. A matter of prime importance is the 

integration of a large order structural optimization with the algorithms for a 

closed-loop control system so that both can be used to effectively control the 

large order system. Arrangements are now being made to use the CRAY computer 

to support this work. 

The payoff of this work will be the analysis techniques for synthesizing 

the algorithms for large order systems. An example of a system that will 

benefit from this work is space-based lasers where significant vibration or 

jitter reductions are required as well as precise pointing, slewing, and 

focusing. 

The optimization of such a system using both active and passive means not only 

improves system effectiveness but also reduces the control input required. 

The ability to solve linear optimal regulator problems of 100 state variables 

w1th between 50 to 100 actuators now exists in this program. This structural 

dynamics capability generates the state and control weighting matr1ces to solve 

either infinite time control problems, finite time control problems or control 

saturat10n problems. 

The researchers working th1s area are Dr. V. B. Venkayya and Ms. V. A. 

Tischler, AFWAL/FIBR. Their telephone number is (513) 255-6992. The1r 

publications are noted as References 8-10. 

20 



CONTRACTED SPACE-ORIENTED CONTROL ACTIVITIES 

The work overviewed in this section both Exploratory Development (6.2) and 

Advanced Development (6.3) programs which are now or soon will be under 

contract. Even though many of the technical details of the work discussed is 

generic in nature and can apply to a variety of systems, the emphasis here will 

be on the application to large space structures. One program overviewed -

VCOSS I - has been completed; but since it forms the foundation for a follow-on 

program - VCOSS II - it is included for completeness. The financial support 

for the Exploratory Development programs is AFWAL; financial support for the 

Advanced Development is AFSC/DL. 

Large Space Structures Pointing and Shape Control 

The Department of Defense has sponsored considerable work directed at 

developing the analytical tools and techniques for understanding the dynamics 

and control of large flexible space structures. These efforts have resulted in 

a number of uncoordinated reports from a number of studies that include the 

DARPA-funded ACOSS and AFWAL-funded VCOSS programs. Coupling this to the 

extensive NASA technology activities in this same technology area indicates 

that a rather large body of technical results exist that deals with the control 

of flexible space structures. This program 1s directed toward bringing 

together this state of knowledge in an orderly controls study to establish 

procedures and tools for the preliminary design of control systems for flexible 

space structures that have stringent slewing, pointing, shaping, and 

vibrational control specifications. 

The thrust of the program is to develop control algorithms for a large 

space antenna of a type that could be used for surveillance or reconnaissance. 

The structural design of the antenna was left to the contractor with the 
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requirements that it be realistic and that it meet the operational and accuracy 

requirements established by AFWAL. These requirements are rather arbitrary, 

being established primarily to test the control design so that (a) useable 

results for a range of spacecraft configurations would result and (b) the 

matur1ty and completeness of the state of the art of technology developments in 

areas of dynamics and control could be determined. In the program, the 

contractor is required to mathematically model the structure and structural 

dynamics of the antenna resulting from both the vehicle motions and the 

environmental disturbances, model these motions and disturbances, and develop 

algorithms for simultaneously slewing, pointing, shaping and vibrationally 

damping the structure. Using the noted foundation information, trade-off 

studies will be made to evaluate actuators and sensors to accomplish the 

control actions. These studies may lead to the establishment of performance 

specifications for control system hardware that are needed to control large 

flexible structures in space that exceed existing hardware capabilities. Other 

tradeoff studies to be done will examine the influence of disturbance extremes 

and the passive aamping on control design using data from the PACOSS program. 

Application of robustness concepts will be included as well as an attempt to 

define an optimal control scheme for the antenna structure being studied. 

The resulting program is 31 months long; it started in September 1983. 

General Dynamics, Convair Division is the prime contractor with H. R. Textron 

subcontracting to them. Figure 1 summarizes General Dynamics' viewpoint of the 

objective of the program. Although not accurate, the antenna shape shown is 

the type of antenna that has been modelled by them for study. The development 

of that model will be presented by John Sesak, Program Manager in the Control 

of Large Antennas session of the Workshop. (11) Figure 2 diagrammatically 
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describes the program. There are four tasks: model definition, control 

algorithms, tradeoff studies and documentation. The first task is being 

completed now: it prepares the structural definition of the antenna, its 

dynamic characteristics, and the mathematical models of the disturbances that 

result from the mission and environment. The second task will define the 

control system componentry and element placement and develop the candidate 

operational algorithms to meet the needs of the mission. The third task 

examines the influence of structural and control system variables on 

performance, seeking an optimal mix of passive and active control. The final 

task documents the results of the study. Figure 3 diagrammatically shows the 

interaction of the four elements of control being studied. This figure 

emphasized the significant interaction between pointing and vibrational control 

1n a large flexible antenna structure such as this. For example, when the 

structure line of sight is changed, stopping this slewing motion - or using 

pointing control - causes the structure to vibrate due to the change in 

momentum of its members. 

The AFWAL Project Engineer of this program is Capt Brett Ridgely, (513) 

476-9078. 

The Application of Robust Control Technology 

to Large Space Antennas 

This program is a new Exploratory Development program soon to be under 

contract to the Hone)~ell Systems Research Center. The objective of the 

program is to apply robust control technology to the large RF antenna being 

studied under the Large Space Structures Pointing and Shape Control program 

described above. The contractor will use the structural dynamics 

characteristics of the antenna model, the disturbance characteristics, and the 
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control requirements for slewing, pointing, shaping, and vibrationally 

controlling the model that General Dynamics has developed under Task 1 of that 

program (See Figure 2). This robust control program will provide practical 

analysis and design techniques for applying robust control techniques to a 

large space antenna. It will address critical issues of model reduction for 

robust control design for achieving performance and stability robustness, and 

for making control law simplification for design implementation. 

The start of the program is keyed to the completion of Task 1 of the 

previously described program. The program period is 14 months in length so 

that the study results can fold back into the large space structures program 

before Task 3 of that program is complete. 

The Project Engineer for this program is Dr. S. S. Banda, AFWAL/FIGC, 

(513) 476-9077. 

Vibrational Control of Space Structures (VCOSS) 

The VCOSS program consists of two efforts: VCOSS I having the above title 

and VCOSS II titled "Large Space Structure Vibrational Control". Although 

VCOSS I was completed in mid-1983, its results form the foundation for VCOSS II 

requiring that it be overviewed along with VCOSS II. 

VCOSS I used the Draper Model 2 as a study configuration. Two contractors 

performed parallel studies: Lockheed Missiles and Space Conpany, Inc. and the 

Space and Technology Group of TRW. The objective of these studies was to apply 

modern control techniques and state-of-the-art sensor and actuator hardware 

concepts to actively control the vibration of the Draper Model 2 and compare 

the line-of-sight error and cost to a passive, stiffness oriented design. 

Inherent in this objective is the assessment of the characteristics of sensors 

and actuators, the placing them on the structure to gain their greatest 
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benefit, and the evaluation of the resulting mass loading on the structure. 

As expected, the study results from each each contractor differed somewhat 

in specifics because they used different sensor/actuator suites, but they 

agreed in general. Both showed significant reductions in line-of-sight error 

through a closed-loop active control system. Both also showed that the power 

required and weight added by the active control system were a cost factor to be 

considered during preliminary design. As an example of the results, the 

control system hardware chosen by TRW for their control system design is 

summarized in Figure 4 and the locations of only the control devices are shown 

in Figure 5. 

Path contractors differed in the number and type of sensors and actuators 

used and their location on the study structure. VCOSS A by LMSC used HAC/LAC 

hardware implementation(12) and VCOSS B by TRW used momentum exchange and truss 

damping control hardware(13). Both selected hardware as well as sensor and 

processor hardware that was compatible with their control implementation. 

Actually these differences added value to this Exploratory Development program 

in that they illustrated that different implementation techniques and analysis 

philosophies can be used to control a flexible structure. The overriding 

conclusion common to both was that much larger reductions in LOS error can be 

achieved through rather simple active control systems than can be achieved by 

structural stiffening. The AFWAL Project Engineer on the VCOSS I study was Mr. 

Jerome Pearson, AH1AL/FIBG, (513) 255-5236. 

To test the conclusions achieved during VCOSS I, a program was planned 

that would compare the predicted to the measured influence of active control on 

a realistic space structure. This program is now under contract to the TRW 

Spacecraft Engineering Division and is called Large Space Structure Vibration 
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Control - VCOSS II. The test model to be used is the Astromast suspended 

arrangement located at the NASA Marshall Space Flight Center. It includes the 

mast and an offset feed parabolic antenna (Figure 6). The Astromast has the 

same design as the masts flown on Voyager and Mariner Satellites. Although 

Figure 6 shows the mast suspended by a cable from a tripod with the Advanced 

Gimbal System (AGS) below the mast, the most current test configuration inverts 

this arrangement suspending the mast from the AGS rather than from the cable -

a change that simplifies the dynamics of the mast. The objectives of VCOSS II 

are twofold: 1) to develop and optimize the sensor and actuator combinations 

for application to a test structure, and 2) to assess the adequacy of the 

analytical models for control system design by comparing experimental results 

to analytical predictions. 

The ~ssues to be addressed during this program are those that are co~on 

to the design of either a spacecraft or a test arrangement. These include the 

technique to be used for the test, sensor sensitivity and saturation, actuator, 

nonlinearities such as friction, etc. (Figure 7). The payoff of this type of 

test program is that is should verify the analysis and modelling techniques 

used, showing ways to improve our ability to model the structure and develop 

control algorithms. In the long run, this should yield greater control 

accuracy for flexible large space structures contributing to the design of 

lower-weight structures. The AFWAL Project Engineer for the VCOSS II program 

~s Haj Hugh Briggs, (513) 255-2543. 

Passive and Active Control of Space Structures (PACOSS) 

PACOSS is the only Advanced Development (6.3) program to be overviewed. 

The objective of the program is to generically demonstrate dynamic dimensional 

control - or damping - in a large flexible space structure. The contractor for 
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the program is Martin-Marietta Denver Aerospace. The approach to the program 

is to design for subwavelength structural precision two 60-foot long flexible 

trusses having different levels of damping. These are fabricated in three 

20-foot long sections having aluminum primary beam elements. The selective use 

of plexiglas tube diagonal members and discrete dampers in the five lowest 

truss bays provide the different levels of damping. The various damping levels 

that can be tested include low damped and high damped configuration both with 

and without discrete dampers. This allows four different levels of damping for 

the tests without control. (14) The intent is to design a control system 

configured to the structures with different levels of damping and evaluate the 

performance versus weight and power required for control to yield a measure of 

mer~t with and without the various levels of damping. First, however, before a 

control system is designed, the two trusses with the different levels of 

damping will be thoroughly tested to determine whether the calculated results 

of damping are achieved. 

It is expected that a 90-percent reduction in jitter and a 50-percent 

reduction in settling time can be achieved through damping. For an optical 

satell~te, this would provide a faster retarget time and a shortened time on 

target with decreased system complexity (Figure 8). 

In summary, the PACOSS program is studying a low frequency, large flexible 

prec1s~on space structure with closely spaced structural dynamic modes. The 

program will develop the maximum feasible damping without control for this 

structure. Testing will be performed on the uncontrolled configuration to 

determ~ne the structural response with various levels of da~ping to a vibratory 

d1sturbance. The tested configuration will then be used as the basis for 

designing an optimal mix of passive and active control (Figure 9). During the 
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period of February 27-29, 1984, the AFWAL sponsored the Vibration Damping 

Workshop at Long Beach, CA. During thIS Workshop, the state-of-the-art of 

structural daoping were discussed as well as the status of Air Force funded 

contracts on the Damping Design Guide, PACOSS and Reliability of Satellite 

Equipment in a Vibroaconstic Environment (RELSAT) were reviewed. 

The AH1AL Proj ect Engineer for the PACOSS program is Dr. Lynn Rogers, 

AFWAL/FIBA, (513) 255-5664. 

SUMMARY 

The foregoing is an overview of the AFWAL activities that are relevant to 

the workshop topic of identification and control of flexible space structures. 

The method of carrying out this work is interdisc~plinary with the Flight 

Control and Structures and Dynam~cs Divisions working closely together on the 

various technology efforts. The work is supported or funded by all three of 

the areas worked by AB~AL: Basic Research, Exploratory Development and 

Advanced Development. Hence, the work covers the spectrum from the very 

fundamental analytic research level to the fabrication and testing of large 

structures. No attempt has been made to present details of the work being 

done; rather, only sufficient information is provided to tell the reader the 

who, what and why of each program. In all cases, the people performing and/or 

manag1ng the work are cited along with their ATIvAL symbol and telephone number. 

Contacting them will provide details to whatever depth the reader desires. 

t:ot all the space-oriented dynamics and control work in AFHAL has been 

overv1ewed. Work 1S either in planning or underway on technologies applicable 

to the control of vehicles categorized under the Advanced M1l1tary Spacefl1ght 

Capability (AlfSC) activity and the Transatmospheric VehIcle (TAV). Th1S work 

differs from that overviewed because the structures are more rigId and some of 
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the vehicles are planned to be manned. Air data sensor work has been supported 

in the past and is planned for future support to measure real gas densities in 

the region near the outer reaches of the atmosphere for use in control system 

gain computations for maneuvering of an AMSC/TAV. Linear actuator development 

for application to either large space structures or AMSC-type spacecraft is 

also underway. If information is desired on any of the work not overviewed, 

contact the author at AFWAL/FIGC, (513) 476-1075. 
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Abstract 

The paper disCU3ses a multivariable controller 
design for a control configured space station con
cept. The space station concept is novel in that 
mechanical filters (soft couplers) are used to 
reduce structural interaction between adjacent 
modules. The primary objective of this study is to 
provide stability augmentation to the soft coupled 
configuration. The control objective is achieved by 
a state feedback compensator design. To obtain the 
desired feedback gains, a modified LQR technique 
is developed which provides prescribed close-loop 
frequencies and damping ratios. 

Introduction 

One prevailing concept of Space Station is that 
of a collection of individual modules linked by 
docking tunnels. An abundance of available solar 
power makes large solar arrays attractive as a 
power source. As the capability grows there will 
be a need for satellite servicing facilities, pro
pellant storage tanks, orbital transfer vehiCle 
hangars, construction sites, payloads dedicated to 
materials processing and other structural entities 
requiring attachment to the Space Station. 

It is difficult to predict the size, shape, or 
form that will evolve throughout this growth proc
ess. Predicting changes in the structural dynamics 
of the complete configuration, after the rigid 
attachment of a new module, will be extremely dif
ticult. Furthermore, due to the absence of high 
strength reqUirements, the resulting flexible body 
dynamics will include many bending modes within the 
frequency spectrum required for rigid body control. 

The concept ot a control configured spce station 
was developed to deal with this interaction. The 
concept uses mechanical filters for decoupling 
those degrees of freedom requiring control from 
structural bending dynamiCS, thereby simplifying 
the dynamics model required for control system 
design. A desiled development of this concept is 
presented in Reference 1. 

This paper presents a possible control system 
desigR tor providing stability augmentation and 
shape control to the Space Station. 

Space Station Hodel 

The aerospace community has been studying the 
construction of a permanently manned Space Station 
tor s~e time. Studies at the Johnson Space Center 
have considered several Space Station candidates. 
rhe contiguration considered here is modular. Under 
this concept, an initial Shuttle launch would de
liver a "power module", consisting of large solar 
arrays deployed at the ends of two long booms. 
These booms are attached to a core module that 
contains batteries, power conditioning eqUipment, a 
reaction control system and thermal control system. 
Subsequent launches would add "habitat modules" 
WhiCh serve as multi-purpose crew quarters, labora
tories and command post. Later tlights would then 
bring propellant storage tanks, OTV hangers and 
other similar facilities. 

The tive body configuration shown in Figure 1 
was chosen as a baseline tor this study. This is 
the same model used in Reterence 1. 

As shown in Figure 1, the habitat modules and 
solar arrays are connected to the central power 
module by "sott couplers". The sott coupled con
nection points act as filters which prevent sig
niticant coupling ot bending modes between adjacent 
modules. The soft coupling concept is illustrated 
by a simple example in Appendix A. 

Each sott coupled joint has six springs which 
allow relative translational and rotational motion 
between adjacent modules. With tour sott joints, 
each having six "spring constants", there are ex
actly as many coupler design parameters as there 
are coupled cluster bending modes; i.e. 24 tor our 
case. (The word "cluster" is used here to signity 
a colleotion ot individual modules linked by sott 
couplers.) For the present study, the tlex proper
t1es ot the Individual modules and solar panels 
have been neglected. Using a symmetrical Spaoe 
Station model and imposing symmetry constraints on 
the coupler devices, however, reduces the number ot 
independent spring constants to 12. A detailed 
description ot the approach U3ed to obtain the 
coupler spring constants is given in Ret. 2. The 
approach taken obtained a set of coupler spring 
constants compatible with specitied properties ot 
the coupl~d cluster mode trequencies. The choice ot 
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a frequency interval in which to place the coupled 
cluster mode frequencies is based on the following 
considerations 

1. An adequate (about two octaves) gap in the 
frequency spectrum between the highest cluster mode 
frequency and the lowest free-free mode frequency 
of any module. For example, a first free-free mode 
frequency of 2.0 Hz would define 0.5 Hz as the 
upper bound for cluster modes. 

2. A lower bound set by maximum deflections 
allowed due to attitude change maneuvers, reboost 
accelerations, and docking impulses. 

3. A "reasonable" frequency interval between 
the cluster modes. For example, if the upper bound 
is 0.5 Hz and we can tolerate a first cluster mode 
of 0.05 Hz (based on ltem 2), then the interval 
0.05 < w < 0.5 Hz would define the frequency clus
ter interval. 

Based on the above considerations, Ref. 1 pro
poses a cluster mode frequency spectrum in the 
interval .02 < w < .3 Hz. It lS felt that this 
interval should provide adequate separatlon between' 
the cluster mode frequencies and the lowest free
free modes of the Space Station core modules. It 
has also been assumed that the solar array support 
structure is fairly rigid and that the lowest 
free-free bending mode is well above the cluster 
mode frequencies. 

It is likely some solar array low frequency 
blanket modes may fall within the cluster mode 
interval. This situation is of some concern. While 
it is unlikely that these modes would contain suf
ficient energy to induce motion at the core mod
ules, they may be subject to excltation by the 
control system during Maneuvers or stabllity aug
mentation. Possible remedies include stlffening 
the solar arrays through structural bracing or 
possibly a reduction in the cluster mode frequen
Cies. 

Space Station Control Madel 

As outlined in the previous section, the base
line Space Station model consists of five rigid 
bodies connected by soft coupler springs. Refer
ring to Figure 1, bodies 1 and 3 are combination 
crew habitat/command/laboratory modules which are 
both softly connected to body 5. Bodies 2 and 4 
represent solar arrays Which are softly connected 
to the booms. We have assumed that the soft 
connectors between body 5 and bodies 1 and 3 are 
identical. Likewise, the connectors between body 5 
and bodies 2 and 4 are identical. 

The mass properties and geometriC properties of 
the Space Station model are given in Table 1. 

The rigid and oscillatory motion of the Space 
Station is characterized by 30 separate modes. The 
mode frequencies Which resulted from the coupler 
spring design process described above are summa
rized in Table 2. 

As previously mentioned, it is assumed that the 
structural bending dynamics of the individual mod
ules and solar panels are beyond the soft-coupler 
passband. This remains to be verified, partiCU
larly as far as the solar panels are concerned. 

The equations of motion are written for each 
body with respect to a coordinate system located at 
the center of gravity of the entire configuration. 
The coordinate system is shown in Figure 1. In 
this study we are prlmarily interested ln the ~ela
tive motion between the modules. From Table 2 lt 
is clear that the cluster frequencies are small 
compared to an orblter perlod, hence we have as
sumed the coordinate syste~ to be fixed in lnter
tia1 space and have ignored terms due to orbital 
motion. The resulting equations of motion fcr each 
body are given in Appendix B. 

Space Station Control System 

Routine Space Station operation will require 
multi-functional controllers capable of such tasks 
as attitude control, stablllzation, shape control 
and station keeping. Though each of these control 
tasks suggests an autonomic control system struc
ture, such designs are operationally burdensome and 
assume sensor and hardware prodigality. Further
more, control designers attempting integrated con
troller deSigns are often faced with contradicting 
design ~equirements dictated by multi-control task 
speCifications or by hardware consideratlons. 

The primary control functions required for the 
Space Station configuration described herein are 
attitude control for the entire soft-coupled clus
ter and stabilization of all cluster modes. ~ow

ever, restrictions in the number and placement of 
control effectors on the structure, and, in par
ticular, the inability to locate effectors on the 
solar panels, preclude the abillty to simultaneous
ly maneuver the structure and provide damping 
forces to the cluster modes1. From an operational 
viewpoint then, possible slew strategies include a 
concatenation of small maneuvers of moderate slew 
rate interrupted by intervals of stabillty aug
mentation or maneuvers with small slew rates that 
reserVe stability augmentation until the maneuver 
is complete. Figure 2 illustrates a possible con
troller structure. The design strategy considered 
here separates the stabillty augmentation task from 
that of attltude control; moreover, the controller 
design presented here is confined to only the sta
bIlity augmentation system. 

Effector/Sensor Considerations 

The achievable performance of the stability 
augmentation system is greatly influenced by the 
type, number and location of the control effectors 
and sensors. Tnese considerations are often 
quantified in terms of the system observatlilty and 
controllability characteristics. If the motion of 
all the model states can be detected by the sensors 
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and the energy in each state can be altered by the 
control effectors then the system is said to be 
completely observable and completely controllable. 
Though these concepts are fundamental to the con
troller design, they are not always a design degree 
of freedom. The configuration of the physical 
system often defines the allowable locatior~ of 
sensor/effector hardware and thus determines the 
controllability and observabllity characteristics 
of the system. 

For the Space Station configuration considered 
here, it 1s doubtful that the solar panels (due to 
the1r frag1le compos1t1on) could susta1n direct 
application of control forces. Hence, the panels 
must be contrOlled by effectors on the core mod
ules. It is assumed that all control effectors are 
confined to bodies 1, 3 and 5. Moreover, it is 
assumed that only torque effectors (CMG's along all 
3 axes) are available and their placement is such 
that the resultant control forces are torques about 
the c.g.'s of bodies 1, 3 and 5.2 

Though it is unlikely that control effectors 
would be located on the solar panels it is not 
unreasonable to assume that sensor packages (accel
erometers and rate gyros) could be attached to the 
support structure.3 Here we assume that the rates 
and displacements at the c.g. of each body (module) 
may be measured or derived. The location of all 
sensors .and effectors are shown in Figure 3. Using 
this sensor/effector configuration, the cluster 
dynamics for the entire configuration is completely 
observable, however, only 16 of the 24 cluster 
modes are controllable. Table 3 details the 
controllability properties that result from this 
effector configuration. 

It should be noted that the proposed sensor/ 
effector configuration is preliminary and makes no 
claim of optimality or frugality. Practical con
siderations such as sensor/effector dynamics, com
ponent failure, etc. were not included in th1s 
study and may suggest a different configuration. 

1The incorporat10n of electromechanical actuators 
in the soft coupler devices would eliminate this 
malady. However, the availab11ity of such devices 
is not assumed here. 

2This could be achieved by either a single CMG at 
the c.g. or by an appropriately distributed set 
about the c.g. 

3It is assumed that very little bending occurs in 
the solar panels support structure and that the 
sensor informat10n contains only the rigid body 
dynamics of the panels. 

STABILITY AUGMENTATION SYSTEM DESIGN 

ReqUirements and Objectives 

The use of mechanical filters as a coupling 
mechanism between the Space Station and components 
significantly reduces the controller design re
qUirements by allowing precise modeling definition 
of the structure in the frequency region where 
control authority is required and by preventing 
significant structural interaction between the 
components. Hence highly complex controllers in
corporating spillover suppression schemes (3-5) and 
other such devices for coping with modeling error, 
control limitation and excitation transmiSSion are 
unnecessary. 

As discussed in the earlier sections, the 
SOft-coupled design concept allows substant1al 
freedom in deSigning the frequency spectrum of the 
structure. Intelligent explOitation of this free
dom permits a frequency spectrum consisting of a 
finite set of well defined low frequency modes well 
separated from an inf1nite set of lessor defined 
higher frequency modes. The low frequency set 
results from the spring-mass dynamics (cluster 
modes) and defines the frequency region of required 
control influence. The h1gher frequency set re
sults from the structural bending dynamics of tne 
cluster modules. Since the cluster mode shapes are 
determinate, and assumed to be acceptable, then the 
crux of the stabilization problem is to add active 
damping to the cluster modes. Furthermore, damping 
of the relative motion between the cluster modules 
requires that the control frequencies lie within 
the frequency spectrum of the soft-couplers. This 
requirement can be achieved by damping the cluster 
modea While leaving the1r frequency unchanged. The 
mechanical filters shape the roll-off characteris
tics of the controller and prevent transmission of 
any high frequency controller residuals to the 
modules (see Figure 4). 

In summary, the primary conmtroller requirement 
of this study is to provide stability augmentation 
to the Space Station structure. The controller 
design objective is to add damping to the cluster 
modes without altering their frequency spectrum. 

Techniques 

The settings for most control designs are dic
tated by the system model, environment, control 
objectives and hardware limitations. Because these 
sett1ngs vary greatly, the straightforward applica
tion of many of the available multivariable control 
design techniques often result 1n unsat1sfactory 
controllers. 

Modal Dashpot (6-1) or Pole Placement (8-11) 
methods often result 1n prohibitively high gain 
controllers or in controllers that exhibit unsatis
factory transient responses. Such undesirable 
controller by-products are explicitly addressed in 
Linear Quadratic Synthesis techniques (12-13) were 
the desired responses and control characteristics 
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are reflected in tne weighting matrices of a cost 
functional. Unfortunately, determination of the 
proper weighting matrices to satisfy the control 
objectives here is difficult. Ref. (14) describes 
a procedure for computing the required state 
wp.ighting matrix corresponding to a prescribed set 
of closed loop eigenvalues, given the control 
weighting matrix. The procedure as posed though, 
does not allow arbitrary eigenvalue assignment for 
all controllable modes. Ref. (15) generalizes the 
technique of (14) and allo~s complete eigenstruc
ture assignment. The procedure employed here 
reformulates the procedure in modal corrdlnates.4 
The modified LQR procedure computes tne proper 
weighting on each mode to Yleld the desired closed 
loop modal frequencies and damplng ratiOS given the 
control penalty for each actuator. Clearly the 
ability to prescribe closed loop frequencies and 
damping ratios is beneficial to satisfy the control 
objectives discussed earlier. 

Control Model and Controller Formulation 

Linear Quadratic techniques generally result in 
high bandwidth controllers. In fact, the frequency 
response of LQ controllers not incorporating fre
quency shaping techniques is determlned by the 
actuator response characteristics. However, here 
the mechanical filters confine the controller 
bandwidth to the frequency region of the cluster 
modes and insure isolation of the higher frequency 
modes from any controller residuals. 

We consider then the linear, time-invariant 
control model, 

Yc - Xc 

where Xc and U are vectors and Ac and Bc are matri
ces defining the cluster dynamics (see Appendix B). 

Using the transformation, 

Xc - T Zc 

where T is the modal matrix of the system in the 
state vector form, the transformed model becomes, 

Zc - hc Zc + Bc U 

Yc - T Zc 

where 

-Ae • dlag {[~wf :2~lwJ, " [~w~ -~~nW)} , Be • T-1Be 
and Z! • [Ih.nh ll •• n •• ,Iln'"n] T 

4This coordinate system is not to be confused with 
diagonal form which is often called "modal coordi
nates". The modal coordinate system is defined in 
a later section. 

Here we note that the open loop modal frequency 
and damping ratio terms for each mode (Wi. ~i) are 
explicit in the transformed equations and that the 
modal state vector consists of modal displacement. 
IT, and modal veloci ty. ii. 

We seek a control law, 

to provide damping to the cluster modes without 
altering the cluster mode frequencies. Alter
nately, we deSire a set of feedback gains, G, that 
yield a prescribed set of closed loop modal fre
quencies, Wd. and damping ratiOS. td. 

It is well known that LQR techniques result in a 
constant gain control law. 

U - GX 

which minimizes the cost functional, 

J • lsI'" (Y T Q Y + uT R U) dt o c c 

where, 

x - AX + Bu 

y • CX 

and the weighting matrices Q & R reflect the de
sired closed loop response characteristics. As 
noted earlier, though, the quantitative relation
ship between the closed loop eigenvalues and the 
elements of Q and R is not clear. 

Appendix C develops Simple relationships between 
the modal state weighting elements and the desired 
closed loop modal properties. 

In particular, consider the cost functional. 

J • lsI'" (ZT Q z + uT R U) dt o c c 
where. 

z~. [lltlll •....• llrfln]. R = dlag [r, 

ri&R - the control penalty on the ith effector and 
Q. diag [qdi. qvi ••••• qdn. qvnJ, (qdj,qvi)· 
weighting on the modal displacement and modal ve
locity for the ith mode. The desired closed loop 
modal damping. 6di. and desired closed loop modal 
frequency, Wcti. for the ith mode is obtained by 
penalizing the modal displacement and modal veloc
ity states of the ith mode by, 
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and 
qy, • 2 (w,2 - Wd~) + 4 (~~, W~I- t~ w~) 

hlf 

where hii E S R-1ST as described in Appendix C. 

Since it is desired that Wdi - wi for each mode 
and if we assume that the 50ft couplers provide no 
appreciable damping to the structure, ti - 0., the 
weighting terms reduce to, 

qd, a 0 

and 2 2 
q"1 • 4 ~d, Wl Ih it 

The above weighting will obtain the desired 
frequency and damping ratio for the ith mode. The 
gain matrix and new system matrix are computed as 
shown in Appendix C. The ~~ocedure is repeated for 
each mode and the feedback gain matrices are sUMmed 
to yield the final result. This procedure obtain
ing the total feedback gain is detailed in (14). 

The resulting controller, in physical 
coordiantes, 

u - GXc 

yields the desired closed loop characteristics. 

Controller Sensitivity 

In recent years the design of controllers toler
ant to uncertainties in the system model has been 
the subject of intense r~search [16-20]. Model 
uncertainty can generally be subdivided into two 
classes, structured and unstructured [19). The 
uncertainties considered here are highly structured 
and easily parameterized. Speoifically, it is 
clear that deviations in the 50ft-coupler proper
ties will occur (aging, heating/cooling, etc) and 
cause variations in the open loop modal frequen
cies. Though it is unlikely that these variations 
will be large, small deviations in the open loop 
frequencies may result in large changes in the 
closed loop system frequencies. Clearly, the 
incurrence of the control frequencies beyond the 
passband of the 50ft-couplers is of concern. 

It is well known that LQ controlleres using full 
state feedback exhibit good robustness properties 
~21-22]. 

The following Lemma presents simple expressions 
that result from the LQR design procedure relating 
variations of the closed loop modal frequencies and 
damping ratios to deviations in the open loop modal 
frequencies. 

Leamla 

It the open loop frequency of the ith mode, wi~ 
deviates from the nominal value, Wi, by, 

wl - (1 + K) lIIi , K) - 1.0 

then the corresponding variations in the closed 
loop modal frequency, WeLi, and damping ratio, 
tcLi, for the ith mode are given by, 

WeLi - (1 + K) Wi 

tcLi - 'NCL/(l+K), NCL = NOMINAL CLOSED LOOP 

Proof 

From the Appendix C, it is shown that the closed 
loop characteristic equation for the ith mode is 
given by, 

If we assume, 

t, • 0, and de'lne IIIcll • Wf 0 
where 1111 is the nOllllnal open loop frequency, 

then, 

<D 

lIdi • 0 and qYl • 4 ~Cli III~ where tNCLl is the specifIed nominal 

closed loop damping ratio. 

let. 

lIIi • (1 + K) Wi J K > -1 CD 
and using (]) & CD In Q) yields, 

s- +(2 (1 + K)I wl l - 4~CL w;) 51 + « 1 + K)- wl-}· o. 0 
1 

Factoring @ylelds, 

( I + 21; 5 + I (1 + K)I) (sl-2L
CL 

wis + Wi
l (1 + K)t) 

S NCL
i 

Wi Wi "R i 

fl'Olll which, 

"ttt • (1 + K) "'I and ta.l· I;~~~I 

Some Results and Simulations 

Th1s section presents some time reponses for the 
feedback design summarized in Table 4. As we are 
interested only in the performance of the stability 
augmentation system, the rigid body modes were 
deleted. Hence all motions are with respect to the 
e.g. of the entire configuration fixed in space. It 
is recognized that most disturbances to the Space 
Station will excite both the rigid body modes and 
the structural modes and that significant interac
tion between the rigid body motion and the stabil
ity augmentation system will occur. 

The Space Station is subjected to an artifical 
disturbance from which every mode is excited by the 
same amount. The modal excitation is achieved by 
initializing each modal state (displacement and 
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velocity) to unity. This is equivalent to 
initializing each physical state (displacement and 
velocity at the c.g. of each body) to the amount 
given by, 

X(O) - TZ (0) 

where X and Z are the state vectors in physical 
coordinates and modal coordinates respectively and 
T is the modal matrix. 

The intent here is to present the response of the 
system to a disturbance that is "rich" in modal 
excitation energy and in particular to show the 
effect of the uncontrollable modes on the motion of 
each body. It is clear that tne presence of any 
uncontrolled modes in the responses will result in 
some undamped motion. Figures 5 thru 7 show 
undamped displacement motIon along the X-aXis for 
habitat module 1 and both undamped rotational and 
displacement motion in several directions for the 
solar panels. Similar responses (not shown) show 
some undamped motion for the remaining bodies. 
Figures 8 thru 10 and others not shown, however, 
indicate that all other motions of the habitat 
modules and the power module are well damped. In 
fact, the results show that the only undamped 
motion of modules 1, 3 & 5 (the habitat modules and 
power module) are X (displacement along the X-axis) 
and X. In contrast, all solar panel motions are 
undamped. This was expected since many of the 
uncontrollable modes contain solar panel motion. 

Figures 11 thru 13 are typical of the control 
input histories observed for all CMG's. The re
sults show that all control gyro motions are well 
behaved. 

As the magnitude and shape of any response is 
dependent on the power spectrum of the input or 
disturbance and initial conditions, the results 
presented here give only a qualitative flavor of 
the response characteristics of the closed-loop 
system.5 

Responses to shuttle docking, attitude maneu
vers, CMG desaturation and other such "realistic" 
disturbances will provide more conclusive informa
tion on the suitability of the effector configura
tion used here and provide valuable inSight to the 
amount of active damping required to yield accept
able magnitudes and durations of response. 

5It is clear that several of the responses have 
"large" magnitudes. It should be noted that the 
initial conditions for these cases were propor
tionally "large" in magnitude. 

Summary and Conclusions 

A multi variable control system has been devel
oped for a control-configured Space Station. Re
sponses of the closed-loop system show that 
disturbances "rich" in modal excitation energy may 
cause unacceptable motion of the solar panels, but 
indicate sufficient control authority for the power 
module and habitat modules. Further studies are 
needed to determine the necessary damping require
ments to yield acceptable responses and to provide 
additional insight for control effector placement. 
Several possible solutiOns are delineated below: 

o Include the inherent structural damping which 
would exist at the soft coupled joints. A value of 
.005 for the damping ratio will be used here. 

o Add active damping at the 50ft coupled 
jOints. We feel certain that dampers will be 
needed to stabilize the solar panels. They may be 
beneficial in the other joints as well. Values of 
damping ratio in the order of .7 will be used to 
model active damping. It should be noted that 
inserting dampers will tend to diminish the vibra
tion filtering properties of the soft couplers. 

In addition, we are presently developing flex
ible models of the booms and solar arrays. AddI
tional testing will be conducted with the flexible 
Space Station to study, in particular, the filter 
properties of the soft couplers. 
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Weight (l~s) 

Ixx (slug-ft2) 

Iyy (~lu;;-ft2) 

I~z (slug-ft2 

Diameter (ft) 

Height (ft) 

Length (ft) 

WIJth (ft) 

Mode 

2 
3 
u 
5 
5 
T 
8 
9 
10 
11 
12 
13 
1 ~ 
15 

Controllable ~od'3 

TA-:;U:. I 

YJ.bltat Mocttlle ::.olar ~rray Pc .... .Jr M.Jdule 

~5.00() l,SOO 

~6.621 

325. 651 11.655 

325.651 58.277 

1 ~ 

50 

100 

50 

TABLE II 

MODES AN" .PEQUENCIES 

Frequ~L0'a:l) 'iode 

o a 16 
0.0 17 
o 0 18 
o 0 19 
o 0 20 
0.0 21 
0.1228 22 
o 1355 ?3 
o. '533 2~ 

o 15~,) 25 
o 173~ 26 
0.1924 27 
0.199, 28 
o 2215 29 
o 221,7 30 

TABLE 3 

~5.0C<J 

3~.207 

28.789 

28.789 

1~ 

10 

::-rpquencl 

o. 465~ 
o ~832 
o 483~ 
o 533 
o 5331 
o 55~6 
o 5760 
o 5912 
o 6887 
o 93~5 
o 9832 
o 9996 
1.1096 
1 1681 
1.9377 

CONTROLLABILITY PROPERTIES 

TABLE ~ 

Effector .elghtto, R· Iden~lfy catrlx 

Desired D~~lng rdtlo (Ith mode) Cdl •• 1. all controllable mod.," 

Desired Fr.~ue cy (jth) mode) ..,a I • w • all modes 

Computed (modal) state weighting (Wclghtln~ on controllable mades) 

Closed Lcop System Obtained 

~ FregupnC'y (ract/sec) Damp!n~ ratio 

1 0 O. 
2 O. 0 
3 0 0 
~ O. 0 
5 O. o. 
6 0 0 
7 1233 09~1 
8 .135~ .0998 
9 .1537 0 
10 .15~1 o 9~0 
11 .1738 0998 
12 .1923 .0999 
13 .1998 0999 
1~ 2215 .0991 
15 .22~6 o. 
16 .~653 0999 
17 .~910 0895 
18 .~833 0 
19 .5330 0 
20 .5456 0895 
21 .55~5 0 
22 .5759 o. 
23 .5911 0999 
2~ .6898 .0969 
25 .9344 0 
26 .981 ~ 0969 
27 .9986 0 
28 1 109 0999 
29 1.168 0999 
30 1 937 0999 

·The desIgn procedure outlIned In the proceedIng 
section wIll exactly obtaIn the desl-ed closed 
loop modal propertle •• a slightly d!Crerent 
approach wa3 taken nere to reduce conputatlonal 
time ThIs a~counts Cor the dirCerence. In the 

~. 5. 6. 7. 8. 10. 11. 12. 13. 14. 16. 17.20. 23. 2~. 26. 28. 29. 30 obtained Crequencle. and dampIng ratios CrOCl 
those speclrted 

Uncontrollable ~odes 

'. 2. 3. 9. 15. 18. 19. 21. 22. 25. 21 
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APPENDIX A 

The concept of soft coupl,ng bet~een adjacent s~bstructures is Illus
trated by a slnplc ~xa~~le, whIch could b~ VIewed as the couplIng that 
might eXIst bt'tw~~11 the fIrst lon9ltuJlnal mades of two hke ·spacecraft" 
connected vIa a c"c',ng tunnel. T~~ purp~se of thIS IllustratIon IS to 
demonstrat~ the tre~d for MIgratIon of macal resonance frequencIes to 
lower values as ror, ffiodules are conn~ct~d, and to demonstrate the de
couplIng propertIes of a r,~chJnlcal fIlter (relatIvely wea~ sprIng) 
connectIon as cOI'lplled WIth a more rIgId connectIon. The model chosen 
for thIS e,~,~ple IS t.;o equal mlsses connected b) a SIngle lInear sprIng 
(With spring const~nt K) Jnd rotlon IS conSIdered only along the axIS of 
tpe spring Two such "spacecraft" ~rc then cornected together vIa a 
spring WI th sprln'J constant Kc ar,d the coupled dynamICS are examIned for 
three cases; naMely (a) tethered (Ke'" 0), (b) rIgIdly attached (Ke'" (0). 
and (c) soft cou~lej (Kc < Kl2). The codel confIguratIon WIth applIcable 
degrees of freedom Icentlfled is shown In FIg. 1. 

FIg. 1 - Example Model DefinitIon 

DefInIng a new set of coordInates representIng lInear combination$ of 
the phYSIcal coordInates depIcted In Fig. I, we have XIJ A Xi - XJ and 
y" Xl + X2 + X3 + X4. T~e equatIons of notIon In hybrid coordInates 
are eaSIly obtaIned from FIg. 1 by InspectIon to be 

mXl • + KXZl +0 + 0 

} IIX2 " - KXZl + KcX3Z + 0 

IIX3 • + 0 - KcX3Z + KX43 

11J4 " + 0 +0 - KX.c3 

(1) 

By executIng the follOWIng steps, equatIon (1) is transformed into 
equation (2) below. 

• nonnal1Ze to mass III and defIne KIm ... 2 

• add (-1) tImes each row to each succeeding row 

• fol'lll a fourth equiltlon as the SIJlll of equations (1) 

• take Laplace transfol'lll 

• collect teres and put In matrix fonnat 

-"'c2 0 

s2 + 2Uc,2 _ .. 2 

""'\;2 s2 + '21.,;,2 

0 0 

The trlvul solutIon to the characteristic equation froC! (2); Le., 52 ·0, 
represents the rIgId bocy nvje "here all Classes are translating in 
unIson. The coupled vlbrztlonal mode frequencies are embodied In the 
detercinant of the upper 3 x 3 gIven by 

(3) • 

Equiltlon (3) IdentifIes one vlbratlonill rode wi.th frequency Vl' .. , that 
is irdependent of the coupler sprIng constant which IS ,mplICIt in ~. 
The next step IS to IdentIfy the Iroact of ~, as a pa~aneter, on th~ 
frequenCIes of the two rer.a1nlng v1brational maces defIned by the terns 
inside the square bracket. SInce the brilcketed polynOMIal is quadratIC 
in s2 we apply the quadratic formula to obtain the solutions 

s2 • -..; -c2 ~ ~ ~1 + ("':r (4) 

The case (a) solutions (~+ 0) are: 

s2 • 0 • _'21.,;,2 (5) 

This pruvI~es one additional rlg1d ba~ mode, as would be expected p 
one additional vibrational mode at ~ .. , which would also be ~xpectea 
The case (b) solutIons (~~> .. ) are: 

52 • -..; • -(.,2 + 2..c2) (6) 

We now have a mode with frequencJ .. , that is 30 percent lower than the 
lowest vibrat10nal mode fOI the tetrered case. The other MOde IS aJ;. a 
frequency only slightly h1gher than the very large hIgh frequencyll,'wc 
These solutions demonstrate the potentIal for a downward mIgratIon of 
I1IOdal resonance frequenCIes when two bodIes are rIgIdly attached and ti 
extreme alteratIon of dynamICS for the components. thIS satIsfies the 
first obJectIVe of our exa:llple. 

The final and most interestIng condItion is case (c), where Kc is flnU 
and small but nonzero. By way of defInItIon we decree that small means 
~ ~OJ/2. In thIS case the te~ ~qdlfYln9 unIty beneath the rild1cal in 
equation (4) is O.OGZS or less and the apprOXImation (J + aIm • 1 + ma 
is valid. so that equation (4) reduces to 

(7) 

The term ~dlfYlng unity In the bracketed quantIty of equatIon (7) is 
l.12S percent or less for cur example So that the approxImate Clse (c) 
solut10ns are. 

(a) 

The approximate solutions (8) become even more exact as the ratIo weI .. 
shrinks below 0.5. 

The solutIons (ij) represent the soft coupled condition where the two 
substructures are connected vIa a ~echanlcal fIlter. They d1ffer from 
the case (a) solutions In that the addItIonal rIgId body mede of case (al 
has become the low frequen,y v1bratlonal mo~e at frequency "'c , and the 
coupled vibratIonal ~de shIfted upward in frequency by only 6.0 percent 
or less, indIcatIng r:llnlmal 1Mpact on those dynamICs. The case (c) 
solutIons dIffer from the case (b) Solutlons in t~at the CG"plir.~ mode 
frequency shIfted down below the lowest case (b) v1bratlonal MOde 
frequency, .. , by exactl one octave, and the same low frequency vI~ra
tional mode for case b r.oved upward in frequency from .. to -YZ .. 2 + Uc,Z " 
slightly greater than a (0 percent Increase. Both of these effects are 
desirable in order to provlce frequency separation between the tlJn~l"lcs 
requirIng control (i.e.,the rlg1d body freedoms of each su~structure) and 
the substructure VIbratIonal dyramlCs. In thIS exalf'ple, comparIng ratios 
between the lowest cluster mode frequency and next highest component 
vibratIonal frequency for cases (b) and (c), the ratIo gces from 0.707 
for the r1gld coupled case to 0 3535 for the soft couoled case ThIS 
additional octave of frequency separatIon has~ual prImary benefIts 
of (a) lowerIng the frequency of VIbratIonal dynamics reoulrlng central, 
such that they are more ccm~atlble w1th reference frame mode control, 
and (b) enabling rulloff filter attenuation of the higher frequency 
vibrat10nal dynamICS. This completes the second objective of the example 

APPENDIX B 

EQUATONS OF MOTION 

The equations ot motion tor each bOdy are pre
sented below. The ith set describes the transla
tional and rotational motion at the c.g, ot the ith 
body with respect to the c.g, ot the entire con
rtguratlon, 
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BODY I 

1111 Xl + KX (.(1 - XS) • FX 
I 1 

1lI
1

Y
1 

+ K (Y - YS - 11'1- 13~S) • F 
r I 1 Y

1 

illIZI + K
Z 

(ZI- Zs + 1
1

6
1 

1 
+ 136S) • F 

ZI 

.. 
I 
X ~I + K ~ (~I - 'S) • t. 

1 
1 1 

I 9 + K (0 - 9
S

) + to K (Z - z + 1 6 + 1 6 ) • M Y
1 

1 9
1 

1 1 ZI 1 S 1 1 3 S 1 

I 
ZI '1 

+ K (, - , ) - 1 K (Y -IS-l1~1 - 1
3

",S) . " '1 I S 1 Y
1 

1 1 

BODY 2 

111 X + K (x - X + 1 ~ • 1
1
,S) - F 

2 2 X
2 

2 5 2 2 X
2 

111 I + K (I - I ) • F 
2 2 I2 2 S I2 

m 'z + K (Z - Z - 1. - 1 , ) • F 
2 2 Z2 2 5 2 2 4 5 Z2 

I .; + K (, -,) - 1 K (Z - Z - 1, + t ~ ) • I. 
X2 2 '2 2 S 2 Z2 2 S 2 2 4 S 2 

I a + K (6 - 6 ) • Ii 
I2 2 6

2 
2 S 2 

I Z 'i2 + ~ ('2 - '-) + 1 J( (X - X + 1. + 1 t ) • II 
2 '2 ~ 2 X

2 
2 S 2 2 4 S 2 

SODr 3 

III X • K (X - X ) • F 
1 3 XI 3 S X3 

III r + 1( (Y - Y • 1 ~ • 1 ~ ) • F 
1 3 II 3 S 1 3 35 Y

3 

III Z • K (Z - Z - 1 6 - 1 e ) • F 
1 3 ZI 3 S 1 3 3 5 Z3 

I '; • K (~ -,). I. 
Xl 3 'I 3 S 3 

I '6 • K (9 - e ) - 1 K (Z - Z - 1 6 - 1 6 ) • M 
II 3 91 3 5 I ZI 3 S 1 3 3 5 3 

I " • K (~ -,). 1,( (I - I + 1 1jI • 1 1jI ) • " 
ZI 3 '1 3 5 1 II 3 5 I 3 3 S 3 

BODY 4 

IX ';4 + K, (~4 - 's) • 1lz (Z4 - Zs + 12~4 + 1
4
'5) • 1.

4 2 2 2 

I '6 + K (9 - 9 ) • Ii 
Y2 4 9

2 
4 5 4 

I Z '4 + K, ('4 - '5) - 1lx (X4 - Xs - 12'4 - 14'S) • "4 
2 2 2 

BODY S 

llIi5 - Kx (XI' Xl - ZXs ) - KX (X2 + X4 - 2Xs + 1
2
'2 - 12~~) • FX 

1 2 S 

IlISXS-\I(ll+Y3-2YS-11'1'1lj1)-K (y.y -21)·, 
1 3 Y

2 
2 4 5 Y

5 

.. Z - K (~ • Z - 2Z + t 6 - 1 6 ) - K (Z • Z - 2Z - t, . 1
2
", • !" 

5 5 1, 1 3 5 1 1 1 3 Z2 2 4 5 2 2 "t : 

I .; - J( (. +, -2~ ) -K (, +. -2~ ) 
Xs 5 '1 1 3 S '2 2 4 S 

+ 1 K (Z - Z • 1 9 + 1 e + 21 0 ) • Ii 
3 Z, 1 3 1 1 1 3 3 S 5 

+ 1 K (Y - I + 1
1

•
1 

+ 1 jI + 21 jI ) • 1 It (X - X + 1, + 1 ~ • 21 ". ) • \ 
3 II 3 I 1 3 3 5 4 Xz 2 4 2 2 2 4 4 5 

IIhere: 

I~, Iyt' IZl - Principle axlS inertias of component f 

Xl , Yl ,Zi - Body coordInates 

.1 ,81 "1 - Angular dIsplacements (roll, pItch, and yaw, 
resplICtwely) 

Kl1, KY1' I(Z1 - Spnng constants betwf!eI1 Body 1 and Body 5 
(Body 3 and Body 5) 

'.1' Ke l , 1Gr1 

ICxz' IC.rz' Kzz - Sprfng constants betwe~ Body Z and Body 5 

r...z' ICez' K.rz - (Body 4 and Body 5) 

1"Iz' Fyz ' F22 - Transition forces due to RCS Jets 

Ll ' "1 '"i - Torques due to O1Gs 

The cowplete coupled 3-a~ls equatIons of motIon emphasIze the sl,?llCity 
of the dynamICs model or a Space StatIon that ut,lIzes the soft ccupllng 
approa~h to Isolate superfl"o~s d~grees of freedon These equatIons are 
of the g ... ner" I form 

z'(t) + ICZ (t) " F (t) (B.l ) 

Choosing 

transforms the Space StatIon model into the state space form 

i (t) " A X (t) ... B U (t) 
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where 

X (tl a 60 X 1 state spac~ vector 

U (tl a 30 X 1 control Input vKtor 

A • 60 X 60 constant coeffiCIent Matrix 

a • 60 X 30 constant coefficient matrix 

and the matrIces A and a hav~ the follOWIng form: 

A • 

a • 

o 
, 
• , , , 

-----------------~-----------
Elements of 

It in 
Eq. II 

o 

, , , , , , , , 

Elements of F(t) 
In Eq • .J!..L 

o 

lhe out~~t vecter for the SYSt~ is 

Y (tJ 

where 

Y (t) 

c 

C X (tl 

r X 1 output vector where r is a function of 
the nunber of sensors 

r X 60 constant coeffiCIent matrix 

As In (14). conSIder t~e plant model in physical coordinates, 

x = ,AX + BU. Y a ex 

and a quadratIC cost funct10nal, 

J • It n (XTQX + uTRUI dt. Q. CTQi' 

The well known solution to this optimal control problem is given 
by, 

Control law 

Control Gain 

Ricatti Equ. 

U • GX 

G • _R-lBTS 

S + SA + AT S - SBR-la T S + Q • 0 

This solution results by solVing the Euler-Lagrange equatIons, 

where the relation, 

l. • SX 

is assumed. 

A transformation to "true" MOdal coo'dinates yields, 

Z • AZ + Bu, y. CTZ, X· TZ, 

where 

A a diag {[ ~,2 -2~'WJ.. ... [~~ -~tnWD]} 

o ---- 0 1 
bll bim 

:2:--- :zmj 
o ---- 0 
bn1 bllll 

for a structural dynamic system. 

The cost functional becomes, 

T - T 
J • Is f 0 (ZT(jZ + UTRUI dt • Q • T QT 

and the Euler-Lagrange equations, 

2 

Similarly, the control law Is given by, 

- - - 1 1 T-U • GZ, p. SZ, G. -R- (T- a) S 

Clearly, 

lsI-Fl· Isi-Fl 

where s is the Laplace transform variable. Using the transformation, 
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It is easy to show that 1f only the J th mode is weighted, 

00 

qd = we1ght on modal d1splacement state for 
J the J th mode 

q • weIght modal veloc1ty state for the Jth 
vJ mode 

then, 

r - 1 I s Isl+\ -Q(sl-~'- HI = I 

where hJj EH lS the J th d1agonal term of Hand 

Finally, the character1stic equat10n may be written 

lsI - AllsI + AT - Q (sI _ A>-lHI • 

I ~ . I (S2-2r:iWiS+W/)(S2+2r:iWiS+W12>} 

I I- j 

X {Cs2_ZCJwjs+<..J/)(s2 + 2cJwJs+wl> + qdj hjj - s2qVj hjj}. 0 

Expanding only that part involv1ng h & q yields, 

4 (~ .. 2 Z 2 > Z 4 S + ""j - 4CJ Wj - qVJ hJj s + (Wj + Qdj hjj> 

Equat1ng terms of equal powers 1n sand solv1ng for qd • Qv Y1elds. 
J J 

4 4 
qd J • (wd - Wj > / h Jj 

and 

where 

Wj ,Cj ~ open loop frequency and damping ratio respectively 

A c3d'!;d • desired closed loop frequency and damping ratio respect1Vely 

The gain Is computed by, 

where 

The matrix, A • A + BG, represents the ~ew system matrix The procedure is 

then repeated for the next mode (using A in place of A). The recursive 

natura of this procedure Is clear. 

The total gain matrix results by summing the gain matrices obta1ned at each 
iteration, 

G • G1 + G2 + ••••• + Gi + " Gn• 

The desired character1st1c equation for the jth mode can be written as, 

50 



A DUAL SPIN SPACE STATION DESIGN 
M. A. Paluszek 1 

Charles Stark Draper Laboratory 
Cambridge, MA 02139 

ABSTRACT 

A dual spin space station design is described in this paper. The 
space station has a cylindrical solar array that is spun to provide both 
gyroscopic stiffness to the space station and to stiffen the array struc
ture. The platform is spun at the orbital angular rate. The space station 
is designed to have gravity gradient and aerodynamic restoring torques. An 
active control system is used to stabilize the station and store excess 
angular momentum until it can be removed from the station by magnetic tor
quers. 

I. INTRODUCTION 

Most space station configurations to date have consisted of modular 
cores and large planar solar panels. Active control systems are necessary 
to stabilize such stations, a task made more difficult by the very low 
vibration frequencies of the solar panels. 

An alternative is a dual spin configuration, one of several that have 
gyroscopic stiffness due to stored angular momentum. The proposed dual 
spin configuration developed at Draper is illustrated in Figure 1. 

The var i ous hab i tat, servi ce, command and laboratory modul es are 
sandwiched between two solar arrays. The solar arrays are spun to provide 
gyroscopic stiffness to the station and to increase the vibration frequen
cies of the arrays. An active control system is used to stabilize the 
station and eliminate any attitude offsets due to steady-state torques. 
Excess momentum is removed by magnetic torquers located in the core. 

II. OVERALL DESIGN 

The proposed dual spin space station has two cylindrical solar arrays 
which are spun to provide gyroscopic stiffness. The core platform rotates 
at orbit rate about the spin axis and is earth pointing. The platform con
sists of a hub along the pitch or spin axis and service modules which 
attach to the hub and point radially. Other modules are attached to these 
service modules and to the hub. 

Technical Staff, Charles Stark Draper Laboratory. 
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This particular design has four hangars. Two hangars and fuel storage 
depots for the Orb it Transfer Veh I c I es (OTV) are attached to the hub 
directly. Two Orbit Maneuvering Vehicle (OMV) hangars are attached to the 
service modules. The array hubs have tunnels that connect to the core of 
the station and the outer hub to which the solar arrays are attached. 

The minimum operational station can be orbited in eight shuttle 
fl ights. The first two flights carry the solar arrays which are assembled 
on orbit. The next fl ight brings up the central service module that serves 
as the hub. The remaining fl ights del iver the two service modules, a habi
tat module, a laboratory module and the magnetic torquers. At this time 
the arrays are spun up and the system becomes operational. 

The station is built up from the minimum configuration by connecting 
modules to the twenty-six ports on the service modules. If more modules 
are desired, additional service modules or docking adaptors can be 
attached. The Orbiter docks at docking hatches located at either end of 
the space station along the spin axis. This is done to reduce the disturb
ances produced by an attached Orbiter and to maintain a stabilizing gravi
ty gradient torque. 

The product of array diameter and 1 ength gives the effect i ve area 
receiving solar radiation. The other half will receive the flux from the 
earth's reflected radiance which is ~ 1/3 the solar flux. This increases 
the power available by 33%, somewhat offsetting the disadvantage of the 
addit;ional solar cell area. If more power is needed, additional solar 
arrays can be attached to the ends of the station above or below the 
existing arrays. 

Radii for the solar arrays have been chosen to be 30 m and the height 
16 m. The arrays rotate at 16.43 RPM to provide sufficient stored angular 
momentum. The primary radial supports are 4 trusses. Trusses behind the 
array provide circumferential support. The array was designed to have a 
des pun lowest natural frequency of .11 Hz which is 4 times the nutation 
frequency of the station. The next four modes have frequencies of .14 Hz, 
.14 Hz, .15 Hz and .19 Hz. The first torsional mode has a frequency in 
excess of .31 Hz. The vibration frequencies of the arrays are ~ 10 per
cent higher when the arrays are spinning due to the centrifugal forces on 
the arrays. A solar array is illustrated in Figure 2. 

The spun solar array does not track the sun; therefore it is desirable 
to put the station in an orbit in the ecliptic plane to maximize the 
avai lable power. However, because of the J2 term In the earth's gravita
tional potential, the orbit plane will oscillate about this plane [3] 
causing the incidence angle to vary as a function of time. The power 
avai lable over an orbit, divided by the the solar flux per unit area, wil I 
vary as illustrated in Figure 3. The long term variation is due to the 
orbit precession. The short term is due to the orbit of the earth about 
the sun. The range is from .48 to .63 of the total (unecl ipsed) solar 
flux. 
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II I. THE EQUATIONS OF MOTION FOR THE DUAL SPIN SPACE STATION 

The equations of motion for a dual spin space station under the influ
ence of the gravity gradient and aerodynamic disturbing torques are: 

I' ~ + wxl' w + jJr~r + iwzJrDr - kwxJrDr + wxJ' 0 + J. ~ 
= 3~Rxl' R/R5 + (1/2)pCoV2rxu 

J r (ilr + Wy) = Tr 
J 1 ({11 + wx) = T1 
J2(1l2 + Wy) = T2 
J3(n3 + wz) = T3 

(1) 

i, j and k are unit vectors in the body axis system. J IS along the spin 
axis, which is normal to the orbit plane. k points to the center of the 
earth and i completes the right handed system. I is the total inertia 
matrix of the station, J is a diagonal matrix whose elements are the polar 
moments of inertia of the reaction wheels and 0 is the vector of their 
rates. Tr is the motor torque on the solar array and T1, T2 and T3 are 
the motor torques on the reaction wheels. u is the unit velocity vector 
In body aXIs and r is the vector from the center of mass to the center of 
pressure. The angular momentum stored in the solar array = JrOr , the pro
duct of the array rate and inertia. JrDr is positive if it rotates in the 
same direction as the station platform does in its orbit. The radius and 
angular velocity vectors are: 

R = ~yRi - ~xRj - Rk 

w = ~x - ~~z) i + (~z - i)j + ('z + i~x)k 
(2) 

For small eccentricity: 

dO/dt ~ n[1 + 2ecosnt] 
(3) 

R ~ a[l - ecosnt] 

where t is the time since peri apsis passage, a is the semimajor axis and n 
is the mean orbital rate. 

The equations of motion can be linearized by assuming that only the 
solar array angular velocity is a large quantity. Orbit eccentricity is 
small; therefore: 

e2 ~ 0 
(4) 

The angular momentum stored in the reaction wheels is assumed to be negli
gible. The I inearized equations of motion are: 
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I x (~x -; n~z) + I xy (~y - 0) + I xz (~z + n~l<) + I yz $n2 - 2n~y) 
- (nljlz + n2lj1x) (I z - I y) + I xz (n2lj1z - nljlx) + H (ljIz + nljlx) 
= 3n2 (-l yz + IjIx(l z - Iy) + ljIylxy) + Tx + 2n21xyesinnt 

I xy (~;x - n~z) + I y (~y - ii) + I yz (~z + n~x) 
-I xy (n~z + n2lj1x) - I yz (n2lj1z - n~x) 
= 3n2(-lxz - ljIy(l~ - Iz) + IjIxIXY) + Ty + 2n21yesinnt 

I>.z(~x - n~z),+ Iyz(~y - 0) + Iz(~z + n~~) - Ixy(/)2 - 2n~y) 
+ (n2lj1z - nljlx)(l y - Ix) + Ixz (n2lj1x + nljlz) - H(ljIx - nljlz) 
= - 3n2(ljIxlxz + ljIylyz) + Tz + 2n21yz esinnt 

IV. OPEN LOOP DYNAMICS 

(6) 

(]) 

One of the advantages of a spinning spacecraft is that it is gyroscop
ically stiff. The stored angular momentum will cause the vehicle to osci 1-
late about its initial position when it is disturbed. This stiffness 
applies only to the axes transverse to the spin axis. 

Gravity gradient torques, torques due to the angular rate of the plat
form, aerodynamic torques and energy dissipation must be considered when 
determining the passive stability of the station. All four are dependent 
on the space station configuration and make the arrangement of the masses 
within the station of critical importance. 

The three torque sources produce both steady-state torques and atti
tude dependent torques. The steady state torques are: 

T x = - 4n2 1 yz 
Ty = 3n21xz - ~z 
Tz n21xy + ~y 

(8) 

~ is the aerodynamic torque vector on the station in station body axes. 
These torques, together with the attitude stiffness, will determine what 
the offset angle of the station from Local Vertical Local Horizontal coor
dinates will be. Clearly, it is desirable to have all of the parameters 
in these equations as small as possible. The first and third equations 
have contributions from both the gravity gradient torque and the orbit 
rate. 

The magnitude of the desired angular momentum is based on the maximum 
desired steady state error due to the secular disturbing torques. The 
necessary angular momentum is approximately: 

H = 2T/n~e 

which is found by eliminating the cross product terms in the inertia 
matrix and solving algebraically for the step response. ~o is the maximum 
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allowable attitude error. H IS limited by the requirements of building an 
array to hold the angular momentum as well as the limits on the nutation 
frequency. If H is large relative to the transverse inertias the nutation 
frequency may be close to the structural frequencies of the rotor causing 
undeSIrable InteractIon. 

GravIty gradient and aerodynamic torques also can provide stiffness 
to the station. This is most important about the pitch axis since this 
axis does not have any gyroscopic stiffness. The attitude-dependent tor
ques due to the gravity gradient and aerodynamics are: 

Tx = ~y(lxy - "Yy} - "'z)'z 
Ty = ~y(lz - Ix + "Yx) + ~xlxy 
T z = - q, x I xy - q, y I yz 

(10) 

Terms which are much smaller than the angular momentum terms have been 
ignored. If ~x < 0 it will contribute to pitch stiffness as will the grav
Ity gradient term if Ix > Iz • Module placement is critical in achieving 
both gravIty gradient stiffness and in keeping the cross product terms 
low. The effect of the other terms is not as obvious. For example, the 
first equation has a ~z~z term. As it turns out this term is destabiliz
ing. A simple model will suffice to demonstrate this. Assume that there 
are no cross coupling terms in the inertia matrix and that Ix = Iz • The 
characteristic equation for the roll-yaw axis, with angular momentum h 
stored about the pitch axis is: 

(S2 + nH) (s2 + nH) + sH (sH + Gz) = 0 

H = h/I and Gz = ~z/I. For small values of Gz this can be factored into two 
second order polynomials: 

(S2 + (Gz/H) s + n2) (s2 - (Gz/H) s + H2) .. 0 (12) 

For any value of Gz ¢ 0 the roll-yaw axis motion will be unstable. 

The cross product of inertia terms produce similar effects and lead to 
the slow divergence of the station attitude. Modules should be placed so 
as to keep both the cross product terms in the platform inertia matrix and 
the destabilizing aerodynamics terms as small as possible. 

The inertia matrices of the space station without and with the Orbiter 
are: 

[ 

67.4 -0.065 0.58 1 
-0.065 37.8 0.0 
0.58 0.0 45.7 [

143.4 0.86 
0.86 47.2 
0.57 -0.02 

0.57. 
-0.02 
139·5 

respectively. The center of mass coordinates are: 

[ 0 o o ] [ .077 -9.6 -.003 ] m 
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The eigenvalues of the attitude motion for these configurations will not 
all be in the left half plane. The eigenvalues without and with the Orbi
ter are: 

-1.lxlO-7 
1.lxlO-7 

0.0 

± i .18 
± i .00111 
± i.00159 

-1.OxlO- 7 ± i.0]26 
-1.6xlO- 8 ± i.OOll 
9.0xlO- 8 ± 1.00073 

The first is primarily associated with the nutation mode, the second with 
the orbit mode and the third with the pitch gravity gradient mode. The 
reduction In frequency in the nutation and pitch mode when the Orbiter is 
attached IS due to the much larger transverse Inertias. The real parts are 
very small and will result in a very slow divergence from the Initial 
attitude. This analysis excludes the effects of energy dissipation due to 
spacecraft dynamics. There will be energy dissipation in both the core and 
the solar arrays. The dissipation in the core wi 11 be due to the motion of 
fluids, structural damping and other forms of mechanical motion. DissI
pation in the rotor will be due primarily to structural damping, which is 
very small. Analysis by lorillo [1] indicates that the dissipation in the 
core will have to be greater than .1 of that in the rotor for asymptotic 
stability. If passive stability is desired, and the platform damping is 
Inadequate, passive dampers may be added to the plaform [6]. 

v. THE AUTOMATIC CONTROL SYSTEM 

An automatic control system has been designed to stabilize the space 
station and to compensate for steady-state torques. The system also pro
vides angular momentum storage to temporarily store the angular momentum 
buildup due to secular torques. 

The station has three reaction wheels, one for each axis. The solar 
array motors are also used as actuators for the pitch axis. The pitch con
trol effort IS partitioned between the solar array and reaction wheel by 
means of second order fi lters in the control loop. This is done to prevent 
the solar array from reacting to high frequency excitations. 

Since the number of states is smal I, and the system is multivariable a 
11 near quadrat i c regul ator was des i gned for the system. The system 
equations are augmented with equations for the integrals of the attitude 
angles to permit integral feedback to prevent attitude offsets from stead
y-state torques. The results of the LQ analysis indicate that It is not 
necessary to provide full state feedback to all the actuators. Since the 
cross coupling terms between the spin and transverse axes are small, el im
ination of the gains that feedback the roll/yaw states to the pitch actua
tors and the pitch states to the roll/yaw actuators are not needed, except 
for the roll rate feedback to pitch. Setting these gains, which are small 
relative to the other gains, to zero does not destabilize the closed loop 
system. However, stability margins wi 11 be affected by removing the cross 
coupling gains from the feedback. 
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Anyone of the actuators is sufficient to stabilize the system if all 
of the states are available to each of the actuators. The station can 
have up to three actuator failures and still maintain a stable attitude, 
although It will not be possible to attain all the performance of the com
plete system. For example. only one actuator is needed on the transverse 
axis to achieve roll/yaw stability. However. the integral control action 
on the transverse aXIs without the actuator is very weak. 

Reaction control jets would be used as a backup in case of the failure 
of all the momentum exchange devices and the motors that drive the solar 
arrays. 

A block diagram of the proposed automatic control system is given in 
Figure 4. 

VI. THE MOMENTUM OESATURATION LAW 

Steady state disturbance torques will result in the bUildup of angular 
momentum In the momentum wheels on a space station. It will be necessary 
to periodically desaturate the momentum wheels to prevent excessive 
momentum buildup. The change in angular momentum produced by a magnetic 
torquer is: 

dh/dt = Trn = DrnxBe (13) 

where Be is the earth1s magnetic field vector, Om is the dipole moment of 
the COl Is and Trn is the resulting torque due to the magnetic torquers. One 
method is to use magnetic torquers. The equations for the change in angu
lar momentum are: 

dhx/dt 
dhy/dt 
dhz/dt 

NA(lzBy -
= NA(lzBx -
= NA (I xBy -

I yB z) T x 

IxBz) = Ty 
lyBx) =Tz 

( 14) 

Om has been replaced by NA(i Ix + jly + kl z) where N is the number of turns 
of wire in the coi 1 • I is the current and A is the area of the coi 1. The 
coi Is are each assumed to have the same area. number of turns of wire and 
resistance. The power consumed by the coils is: 

(15) 

At time t = 0 the excess angular momentum is: 

h = ho + ~h ( 16) 

~h is the expected change in angular momentum due to the action of secular 
torques over the period of time tf' The control law is designed to reduce 
h to zero in a fixed time tf' The Hamiltonian for this system is: 
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H = NA(~xTx + ~yTy + ~zTz) 
+ w ( (. x - T x}2 + (. y - T y) 2 + (. z - T z) 2) 
+ R (I x2 + I y2 + I Z2) 

(17) 

The ~IS are the Lagrange multlpl iers, and the 7 1 S are the average torque 
desired. The ,IS are equal to the expected values of the steady-state tor
ques. w IS the weight that is placed on deviations from these values. The 
control laws are found by taking the partial derivatives of the Hamiltoni
an with respect to the controls and setting them equal to zero. The con
trol laws that result are: 

I x = NA(~yBz - ~zBy + 2w(ByTZ - Bz'y»/O 
Iy = NA (~zBx - ~xBz + 2w(Bz7x - Bx'x»/O ( 18) 
Iz = NA(~xBy - AyBx + 2w(B xTy - By7 x» /0 

where 

0 = 2wNAB2 + 2R 

~x' ~y and ~z are constants since the derivative of the Hami ltonian with 
respect to h is zero. The ~IS can be found by substituting the control 
laws into the equations of motion and integrating from t = 0 to t = tf and 
finding ~ such that ~h = he. It is necessary to solve the following three 
equations simultaneously 

~xaxx + ~yaxy + ~zayz 
h = he + ~h = ~xaxy + ~yayy + ~zayz + Z 

~ xaxz + ~yayz + ~zazz 

where, for example: 

and 

tf 
a xy = (NA) 21 BxBydt/O 

a 

tf 
Zx = w(NA)21 [Bz(Bxiz - BZ7x) + By(Bx7y - By7x»)/Odt 

o 

(20) 

(21) 

(22) 

A IS to be calculated based on the previous periodls B. tf is set equal 
to the period of the orbit, which is long enough to include the major var
iations in the earthls magnetic field. ~h can be estimated from Equation 
(8). The magnetic torquer law wraps around the momentum exchange loop. 

I tiS not necessary to store the measured va 1 ues of the magnet i c 
field. The a matrix can be integrated as measurements are taken so that 
only nine numbers need be stored. 

The desaturation torques over one orbit with w = 0 and w = 10000 are 
shown is Figure 5. In the latter case the maximum torques are much nearer 
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the average of -2.2 N-m. The penalty is an average power consumption of 
501 watts as opposed to the power optimal (w = 0) solution of 150 watts. 

VI I. SIMULATION RESULTS 

The simulation described In this paper is for a Space Shuttle Orbiter 
docking with the space station. The simulation starts 1000 seconds before 
the Orbiter docks with the station and ends 4600 seconds after docking. 
The space station IS acted upon by several different types of disturbing 
torques. The aerodynam i c torques have a steady s tate component and an 
oscillatory component at twice the orbital frequency due to atmospheric 
density variations. The gravity gradient torque has a steady state compo
nent due to the cross product terms in the inertia matrix. Both will vary 
linearly as the space station osci llates in attitude. Disturbance torques 
due to crew motion have frequency components that range from a to 5 Hz. 
The magnitude of these torques is much larger than the gravity gradient or 
aerodynamic torques. An action as innocuous as a sneeze can produce a 
force of up to 100 N. Docking of the Orbiter produces torques due to both 
the Impact and the change in inertia of the station. 

The simulation program [2] includes nonlinear gravity gradient and 
aerodynam i cs mode 1 s. The atmospher i c dens i ty model is the 1971 Jacch i a 
model. The space station motion is modeled with nonlinear equations but 
does not Include the effects of flexibility. The crew disturbance model is 
based on Skylab experimental data [4]. It is assumed that there are 6 
crew members on board the station. The model accounts for module place
ment, crew station orientation and crew motion. In this case the astro
nauts are all working at consoles which have been oriented to reduce the 
disturbance torques on the station. Actuator and sensor dynamics are not 
Included In this simulation. 

The control laws operate at first under a set of gains designed for 
the station without the Orbiter. When the Orbiter docks, a second set of 
gains designed for the new mass properties is used. This assumes that the 
new mass properties are known. The system is not stable if the original 
set of gains is used. 

The magnetic torquers were designed to produce a maximum torque of 2.2 
N-m with a maximum power dissipation of 25 watts [5] when the Earth's mag
netic field is .4 gauss. The radii of the coils was set at 5.0 m. Each 
COl I has a mass of 3000 kg. 

The disturbance torques during the simulation are illustrated in Fig
ure 6. The docking torque has been truncated so as not to obscure the oth
er torques. Its value is 46000 N-m. The maximum torques produced by the 
reaction wheels was 9, 18 and 10 N-m for the roll, pitch and yaw axis. The 
maximum torque produced by the solar array motor was 20 N-M. ResultIng 
attitude behavior is illustrated in Figure 7. The angular rates of the 
pitch actuators are illustrated in Figure 8. The steady state buildup of 
momentum due to offset torques IS eliminated by the magnetic torquers on 
the average over one orbit. 
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VI II. SYSTEM IDENTIFICATION 

The control laws in this paper assume knowledge of the mass and aero
dynamic properties of the space station. This may not be the case in prac
tice since the mass properties will vary greatly as fuel is consumed, crew 
members move about and other vehicles are launched and recovered. Errors 
in mass property estimates could lead to instabi litles. 

The mass properties of the station could be determined by keeping 
track of the positions of the crew members and large pieces of moveable 
equipment including vehicles that are docked to the station, monitoring 
propellant consumption and fluid flow. Even with good bookkeeping, a sys
tem Identification algorithm may be needed to check for errors. 

Determining the aerodynamic properties IS far more complicated due to 
the complex nature of the aerodynamic interaction and the time variation 
or the atmospheric density. Determination of the station aerodynamics may 
be simpl ified by flying a satell ite in the same orbit as the station, away 
from the station environment, and measuring the atmospheric density, thus 
el iminating one unknown from the calculations. The aerodynamics wi 11 
still be a complicated function of attitude though less so in designs, 
such as this one, where the aerodynamic surface is dominated by one or two 
simple shapes. 

IX. SUMMARY AND CONCLUSIONS 

A dual spin space station design with an active control system is dem
onstrated in this paper. The space station is designed to take advantage 
of environmental torques and the stored angular momentum to achieve near 
passive stabil ity. Passive stability requires the addition of dampers to 
the platform. The active control system, uses three reaction wheels and 
the solar array motors to control the system. The pitch control effort is 
partitioned by frequency between the rotor and reaction wheel. Magnetic 
torquers are used to reduce steady state disturbing torques and desaturate 
the rotor. Simulation testing demonstrates the validity of this concept. 
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Figure 1. The Dual Spin Space Station with a Docked Orbiter 
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AUTOMATIC ASSEMBLY OF SPACE STATIONS 
P. K. C. Wang* 

University of California 
Los Angeles, CA 90024 

ABSTRACT 

A baslc problem In the dutomatlc assembly of space statlons is the determl
natlon of gUldance laws for the termlnal rendez-vous and docklng of two structur-
al components or modules. ThlS problem lnvolves the feedback control of both 
the relatlve attltude and translatlonal motlon of the modules. Here, a sUltable 
matnematlcal model based on rlgld body dynamlcs is used for thlS study. Flrst, 
the baslc requlrements, physlcal constralnts and dlfflcultles associated wlth the 
control problem are dlscussed. Then, an approach WhlCh bypasses some of the 
dlfflcultles lS proposed. A nonllnear gUldance law satlsfYlng the baslc requlre
ments lS derlved. ThlS lS followed by a dlScusslon of the lmplementatlon re
qUlrements. The performance of the resultlng feedback control system wlth rlgld 
and flexlble structural components lS studied by means of computer slmulatlon. 

I I NTRODUCTI ON 

In the constructlon of large space statlons and platforms such as the pro
po~ed Advanced SClence and Appllcatlons Space Platform (ASASP) [l],geostatlonary 
pl~tforms [2], and the Space Operatlons Center (SOC) [3], the structural compo
nents are plJced lnto an Earth orblt by a sequence of orblter fllghts and then 
J~sembled In a systematlc manner. The assembly could be achleved elther manual
lv,~e~l-automatlcally, or automatlcally. In an actual operatlon, seml-automatlc 
or automatlc assembly lS preferred Slnce It greatly reduces the necessary traln
ln~ and task of the assembly crew. In the automatlc assembly process, the fol
lO\vlng baslc steps may be taken: (1) Inltlatlon Stage: A baslc structural com
ponent or module (eg. the power module) lS placed lnto the deslred orblt. ThlS 
unlt should possess a self-contalned control system for regulatlng ltS attltude 
(2) Orbltal Rendez-vous Stage: A second structural component or module lS placed 
In the Vlclnlty of the flrst module. ThlS module should also contaln a control 
system for regulatlng ltS attltude for maneuverlng ltself toward the lnltlal 
baS1C target module. (3) Termlnal Rendez-vous and Docklng Stage: The flrst and 
second modules approach each other at a small relatlve speed and wlth an appru
prlate"relatlve attltude untll the attachment devlces touch. Then, a rlgld LOIl

nectlon between the two modules lS made. ThlS process may be achleved automJtl-
cally. (4) Steps (2) and (3) are repeated for the remalnlng structural com-

kConsultant, Jet Propulslon Laboratory,Pasadena,Callfornla. 
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ponents of the space statlon. 

The problem of automatlc assembly ln space has been studled by Legostaev and 
Raushenbach. Speclflc schemes for automatlc orbltal rendez-vous and docklng of 
the Russlan satelllte palrs Kosmos-186 and 188, and Kosmos-2l2 and 213 are de
scrlbed ln [4]. Varl0US problems assoclated wlth the rendez-vous and docklng 
of space vehlcles such as the Apollo,Gemlnl,Skylab and space shuttle vehlcles 
have been dlscussed ln references [5]-[9]. 

In thlS paper, our attentlon lS focused on the baslc problem of derlvlng 
gUldance laws for the automatlC termlnal rendezvous and docklng of two modules. 
ThlS problem lnvolves the automatlc control of both the relatlve attltude and 
translatlonal motlon of the modules. The results may also be applled to the 
automatlc rendez-vous and docklng between a space shuttle vehlcle and a space 
statlon. The problem of derlvlng gUldance laws for the automatlc orbltal rendez
vous of two modules (regarded as pOlnt masses) wl11 be discussed elsewhere [10]. 

l~e begln wlth the development of a sUltable mathematlcal model for the ter
mlnal rendez-vous and docklng of two modules. Then the baS1C re~ulrements and 
diffLcultles assoclated wlth the control problem are dlscussed. An approach WhlCh 
bYPdsses some of the dlfflcultles lS proposed and a nonlinear gUldance lau WhlCh 
satlsfles the baslc requlrements lS derlved. ThlS lS followed by a t:lScussl0n 
of the lmplementatlon requlrements. The performance of the resultlng feedback 
control system with both rlgld and flexlble structural components lS studied by 
means of computer simulatlon. 

II MATHEMATICAL MODEL 

Flgure 1 shows the two modules to be assembled. We assume that both modules 
are rigid bodies, each contalning a rlgid docking reference platform. The struc
turdl fleXlb1lity effects of the modules may be lncluded ln the model by regard
lng them as inertial parameter perturbatl0ns. To descrlbe the module motlons, 
\.;e lntroduce Carteslan coordlnate systems (x!'Yl ,Zl) and (x 2 'Yz,zz) wlth orlglns 
at the mass centers of the flrst and second modules respectlvely. Thelr axes 
dre .lIang the respectlve prlnclpal axes of lnertla. The docklng reference plat
forms are descrlbed by the slmplexes ITI and IT2 glven by IT = CO{£ ,£ ,£ }, 1= 

{ 1 11 t2 13 1,2, the convex hull of the reference pOlnt trlplet £ l'~ 2'~13}. he refer-
ence pOlnt £ lS speclfled bv the vector 51 relatlve Eo tfie ex ,y ,z )-coordln
ate svstem, 6t bv the vector ~1 relatlve t~Jthe lnertlal (X,y,ZJ-c60ra1nate 
sy!otem. 

- -J 

Let B ~ {ex,ey,e } and B = {e ,e ,e } denote the orthonormal bas1s for o - - -z 1 -Xl --:V1 --Z1 
the f1xed (X,Y,Z) and mo'nng ex ,y·,z J coordlnate systems respectlvely, and 

111 
[v] denote the representat10n of d vector v w1th respect to bas1s B. Then 

- 1 - 1 

the bas1s vectors 1n BO and BLare related by a linear transformation C def1ned b\' 

e 
~1 c ~X' e 

]1 C ~Y' e 
--Z1 
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whose representation with respect to basis BO is given by the direction cosine 
matrix: 

q2 _q2 _q2 +q~ 
11 12 13 14 2(qilq13-q12q14) 

2(qllq12-qi3qi4) 

2(qi1q12+q13q14) 

2 2 2 2 
-qi1+qi2-qi3+q14 2 (qi2qi3+qilqi4) , (2) 

2 (ql1 q13+q12ql L) 2 (qi2q13-q11 qi4) 

T 
where ~ = (q'1,q'2,q.~,q'4) denotes the Euler quaternlon with q be1ng the 1 1. 1 1 1. 1J Euler symmetrlc parame ers [11]-[14] def1ned by 

q1J = E sln(</> /2), j=1,2,3; 
lJ 1 

(3) 

where </> lS the princ1pa1 angle and the Eij'S are the components of the princlpa1 
vector 6f rotatlon I defined by 

-1 

The Euler symmetrlc parameters q .. satisfy the constraint: 
1J 

4 
~ q~J = 1, i=1,2. 

J=l 

(4) 

(5) 

The tlme 
w e + 

lY)l1. 

derlvative of qlj 1.S related to the angular velocity w. = w. e . + 
~ • 1 X---,c 1 

we. of the moving coordinate system (xi'Yi'Zl.') re1at1ve to the 12-Z1. 
1.nertial frame (X,Y,Z) by 

dq /dt = rG([w.] )~., 1=1,2, 
-1. "-1 1. 1 

(6) 

where [w ] (w ,w ,wi )T and 
"-11. lX 1.y Z 

0 W -w W 
12 iy 1.X 

1 -w. 0 w. wiy 
S"2 ( [w ] ) 

1Z 1.X 
-1. 1. 2 w -w. 0 W 

(7) 

1.y lX 1.Z 
-w. -w -w 0 1.X 1y 1Z 

We note that S1.nce rG([w ] ) is skew-symmetric, system (6) 1.S Euclidean-norm 1.n-
-1 1. T 

vari~nt, l.e. 11.9..1. (t) W= ~ (t) .9..... ~t) = constant for all t. Fer Euler sym-
metnc parameters, the 1.nlt1.a1 comht1.on ~ (0) satlsiles I\~ (0)1\ = 1. 1. 1. 

The angular ve10clt1.eS of the two modules are governed by the follow1.ng 
Euler's moment equations: 
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d 
-d (I, ·W,) + w, x (I,'w ) = T " i=1,2, t 1 -1 -1 1 -1 -Cl (8) 

where I, and T are the tensor of inertia and control torque assoclated with the 
1. -Cl 

l-th mOdule respectlvely, and dlfferentlation lS taken wlth respect to the movlng 
body frame (x"y ,z,). Equation (8) has the followlng representatlon wlth re-

1 B1 1 spect to basls : 
1 

where 

d [:~x] - ly 
dt W 

lZ 

III = (1. -I )/1. , lZ ly lX 

[

I W W 1 [T /1 1 lIlY lZ C1X lX 
- I, W w, + T /1 12 1X lZ C1Y ly , 

I'3W W T i /1, 1 lX ly C Z lZ 

i=1,2, (9) 

1'2 = (I. -I )/1 , 1 lX lZ ly 
(I -I )/1 , 

ly lX lZ 
(10) 

where 1,,1 and I are the prlnclpal moments of lnertla of the l-th module. lX ly lZ 

The equation for Q (relative translatlon of the mass centers) relatlve to 
the movlng coordlnate system (x ,y ,Z ) lS given by 

1 1 1 

d
2
g + df!:lt x + 2w x de + WIX(W1XP) 

dt 2 dt Q -1 dt - -- Kc2/M2 - KCl/Ml + Kg2/M2 - !gl!Ml , 

(11) 

where F , and F are the gravitatlonal and control forces actlng on the l-th 
module-f~spect~~ly, and differentiatlon lS taken with respect to the movlng co
ordlnate system (x 1 'Y1,zl)' Equation (11) has the following representatlon wlth 
respect to basis B

l
: 

r
p 

] [0 
Pzl -P 

] ~t [:~:]+ [P
XI

] [P
XI

] 
d 2 xl yl 

dt 2 lPYl + -Pzl 
0 Pxl 2Bl ([~l]l) ~t Pyl + B2 ([~l] 1) Pyl 

Pzl Pyl -Pxl 0 Pzl Pzl 

(Kg2 /M2 - Kgl/Ml)xl u
xl 

1 ' 
(Fg2 /M2 Fgl/Ml)yl + uyl 

(12) 

(Fg2 /M2 - Fg/Ml)zl uzl 

where p = Pxl~l + Pyl~l + Pzl~l' 
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0 -W 

w

1y 

1 
_W2 _W2 

wlxwly wlxwlz lz ly lz 

Bl([~l]l) w
lz 0 

-:lX ' B2(L~1]1) = WlxWly 
_W 2 _W2 

Wlywlz Ix lz 

-w wlx WlxLUlz wlywlz 
_w 2 _w 2 

ly Ix ly 

(13) 

where (Ig2 /M2 - Igl/Ml)kl (resp. ukl), k=x,y,z, denote the components of 

(Kg2 /M2 - Egl/Ml ) (resp. (Ic2 /M2 - Icl/Ml )) with respect to basis C
1

. Using (9) 

to eliminate the term d[~l]l/dt in (12) gives: 

[(Kg2 /M2 - Kg1/M1)x1 0 Pzl 
-p 1 1 [T 1 III 1 u

xl y c x x 

(!g2/M2 - Igl/Ml)yl -P 0 Pxl Tcly/IlY + uyl ' (14) zl 

(!g/M2 - !gl/Ml ) zl Pyl -Pxl o T 1 /11 uzl c z z 

where 

[ 0 

1. W W 
-1i2

W
ix

w
iz ] 13 ix iy 

B3 ([~i] i) -1.3W. w. 0 Iilw. W. , i=1,2. (15) l. l.X l.y l.y l.Z 

IFwixwiz -l il wiywiz 
0 

Assum1ng a central Newton1an gravitational force field, the gravitational 
force acting on the l.-th module is given by 

-gF i = - ~M R /r3 
l--.I. i' i=l,2, (16) 

where ~ is the geocentrl.c gravitational constant (the product of the gravita
tional constant and the mass of the Earth); R. 1S the vector spec1fying the 
posl.tion of the mass center of the i-th modui~ relative to the 1nertial frame; 
and r

i 
= 11!.111 , the Euclidean length of !.i. Let ~ ~ ~l/rl. We can wnte 

RI = rle = rl(c Ie I+c Ie I+c Ie 1)' !.2 = ~l + Q , - 7 y,x-x y,Y7 y,z-z 
(17) 
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where c denotes the dlrectlon cosine or lnner product between the unlt vectors 
e and ~,a, a=x1,y1,zl. Using the fact that during termlna1 rendez-vous, r

1
/r

2 -y -a 
~1, the components of (Kg2 /M2 - Kg1/M1) in (14) can be written as: 

CEg/M2 Eg1 /M1)x1 w2{r
1c 1-(r1/r2)3(p 1+r 1c I)} ~ 2 

-w P l' o y,x x y,x o x 

(Eg2 /M2 Eg/M1)y1 w2{r c 1-(r1/r2)3(p 1+r 1c I)} ~ 
2 (18) -w p l' 

0 1 y,y y y,y o Y 

(~2/M2 Kg1 /M1)zl w2{r1c 1-(r1/r2)3(p 1+r 1c I)} '" _w2p 
o y,z z y,z o zl, 

where w =/~/rl lS the orblta1 angular speed of the modules about the origln of 
the ine~tlal frame (X,Y,Z). 

Now, we conslder the system output variables corresponding to those quantl
tles which can be directly measured or estimated. Besides the measurable quan
tltles [w.l and ~ , 1=1,2, lt lS also possible to determlne d (the vector di
rected f~6mlthe doEking reference point El to E

2
.) by opticalJmethods. From 

Flg.l, we have the relations: J J 

d = R2 + S2 - Rl - Sl = P + S: - S~, -J - -J - -J - -J -J 
j=1,2,3, (19) 

i 
where P=R

2
-R

l
. The vectors S.,P and d. can be expressed in terms of the basls 

vector~ ~_eX--:_ey ,_ez} and {e e -J e } asJ follows: 
-Xl '--Yl '-Zl 

SjlX~X + SjiY~Y + SjlZ~Z = Sji~i + Sji~l + 

PXeX + Pyey + PZeZ = P ie . + P .e . + P .e ., - - - x -Xl y1--y1 Z1-Z1 

s .. e , 
J12-21 

d. e. + d. e. + d. e , 
JX1-X1 JY1-Y1 JZ1-Z1 

i=1,2; j=1,2,3. 

(20) 

The vector components corresponding to the fixed and moving coordinate systems 
are related by 

(
d

JX
] [d

jXl

] djy = C(~i) djyi ' 

d.
Z 

d. 
J J Z1 

(21) 

i=1,2; J=1,2,3, 

where C(~.) lS given by (2). For each flxed time t, equation (19) has a re
presentatIon with respect to basls BO={~x'~Y'~Z}: 
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dJX(t) 

dJy(t) 

djZ(t) 

s J 2X( t) 

s J 2Y (t) 

Sj2Z(t) 

sJ1X(t) PX(t) 

Sjly(t) + py(t) 

which, ln Vlew of (21), can be rewritten as 

d let) 
l X 

d 1( t) 
JY 

d, l(t) JZ 

(22) 

(23) 

Slnce the docklng reference platforms are assumed to be rigidly attached to the 
modules, the column vectors [S~], = (s .. ,s .. ,s .. )T, i=1,2; j=1,2,3 are known 
flxed quantities, and they are] 1 indep~~deJfY J1Z of t. Thus, [Q(t)]l = 
(p l(t),P l(t),P l(t))T can be determined from the measured quantities [d (t)]l 

x y Z T -J 
=(d l(t),d l(t),d let)) , ~l(t) and ~2(t) by using relation (23). 

JX JY JY 

From (19), we also have 

=d'l +wxd'l '21 2 '11 1 d 1 = (_p 1 + _wlx ()) + (S. 2 + w2 x S ,) - (S. 1 + w1 x S . ) , -J -J 1 - -J ~ -J - -J -J - J 

(24) 

where d and d I. denote the time rates-of-change of d. with respect to the 
J Jl J 

lnertla1 and moving (x.,y"z.)-coordinate systems respectively. From the assump
tlon that the modules lana d6cking reference platforms are rigid bodies, 5212, 
Slll=O. Consequently, -J 
-J -

d I = pi + w x (p - d - Sl) + W xS~ = QO, + (w - w1)xs~. 
J 1 - 1 -1 - -J -] -2 -] 1 -2 - -J 

(25) 

The above equation has the following representation with respect to basis Bl : 

d Jxl 

d 
Jy1 

d, 1 JZ 

(26) 

where [S2]1=([S21 1 '[S:]l '[S:]l )T=C(~1)TC(~2)(s 2 ,s'2 ,s 2 )T. USlng (26), 
-J -J x -J Y -J Z J x ] Y J Z 

[pet)] =(p (t),p (t),p (t))T can be determined from the measured quantltles 
- 1 xl y1 zl 
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Thus, the complete mathematical model for termlnal rendez-vous lS glven by 
dlfferential equatlons (6),(9) and (14) along wlth output equatlons (23) and (26). 
The output vanables are [w 1 , q , l=1,2; [d 11 and [cl.l

l
l

l
,J=1,2,3. 

-l l -l -J -J 

III. BASIC REQUIREMENTS 

Before dlscusslng the problem of derlvlng sUltable gUldance laws for terml
nal rendez-vous, we first conslder a few baslc requirements,physical constralnts 
and dlfflcultles assoclated with the problem. 

(l) Durlng termlnal rendez-vous, the maneuvers of the two modules must be 
colllslon-free. Moreover, they should have a certain margln of safety. Let fl(t) 
denote the closed bounded spatlal domaln in ~3 occupied by the i-th module at 
tlme t. The collis lon-free requirement implles that f

l
(t)nf

2
(t) must be an 

empty set for all t In the termlnal rendez-vous period [O,tTl. In general, 
fl(t) and f 2 (t) are nonconvex. We may lntroduce a margln of safety by imposlng 
a more stnngent requuement that CO(rl(t))nCo(f

2
(t)) be empty for all t E[O,tTl. 

Of course, in thls case, the docklng reference platforms IT should be contalned 
l 

In the boundary of Co(f (t». 
l 

(li) It is eVldent from (14) that the relative translatlonal motlon of the 
mass centers of the two modules referenced wlth respect to the movlng coordinate 
system (x1'Yl,zl) depends on the angular velocity ~1 and the control torque ll. 
From the control vlewpolnt, it lS highly desirable to mlnimlze the effect of 
thls coupllng so that the relatlve translatlonal and rotational motlons of the 
two modules can be controlled almost lndependently. 

(ili) It lS desirable to have the docklng reference platforms ITI and IT2 ap
proaching each other in a smooth non-oscillatory manner during the flnal approach. 
This can be fulfilled by requiring Ilii (.) II to be a smooth strictly monotone de
creasing function of t over some subinterval [t',tTl~[O,tT],and lIi.(t) 11-+0 as 
t -+ t T. Here,we assume that the corresponding docking reference point~ of the two mo
dules can be matched exactly. Thus,it is possible to have d.=0,j=1,2,3 simultaneously. 

-J -
(lV) At the lnltlation of the terminal rendez-vous stage, it lS ces~rable 

to orient the modules so that their docklng reference platforms face each other. 
Moreover, they remaln facing each other throughout the terminal rendez-vous 
period. Thus, the correspondlng docking reference points El and E2 ,J=1,2,3, 
are exposed to each other optlca11y so that d (t) can be measdred at J any time 

-] 
t E [0, tT] . 

(v) The complete gUldance control system for termlnal rendez-vous should be 
on-board the modules so that no ground asslstance lS required. This lmplies 
that the guidance laws should depend only on module-based sensor OLtPUt data,and 
that they should be sufflclently slmple so as to permlt on-board real-tlme im
plementation. 

Evidently, the lnc1usion of the foregolng requlrements and constralnts as
sociated with terminal rendez-vous leads to a formldab1e control problem. A 
baslc difflcu1ty is that the characterlzatlon of the class of controls F =F (t), 

-Cl -Cl 
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1 i . 
T =T (t), 1=1,2, which generate the collision-free maneuvers and monotone ap-c -c 
proach cannot be readlly determined. In contrast to the usual attitude con-
trol problem for a slngle rigid body in which the natural physical quantities 
such as energy and momentum play an important role in the derivation of suitable 
guidance laws, the variables to be controlled here (i.e. d.(t)) are not natural 
physical quantities. In what follows, we propose an appr6ach which bypasses 
some of the above mentioned difficulties. 

IV. PROPOSED APPROACH 

The basic ldea is to decompose the terminal rendez-vous and docking lnto 
three phases: 

(1) Acquis1t1on Phase: At the initiation of terminal rendez-vous,approprlate 
att1tude maneuvers are introduced so that the docking reference platforms of the 
two modules face each other. This permits the determination of the vectors 
d (t) by optlcal methods. The task can be achieved by simple attitude maneuvers 
lrtvolvlng one or both modules using optical or infrared sensors. We shall not 
d1SCUSS this relatively simple automatic acquisition problem here. 

(i1) Reference Platform Alignment Phase: To avoid the possib1lity of colli
Slon between the two modules to be assembled, an attitude maneuver involving one 
or both modules lS introduced when they are sufficlently far apart. The objec
tlve is to al1gn the docking reference platforms so that 

(27) 

at some time tl>O, where ~l denotes the unit normal vector associated with ITI 
d1rected to the exterior of the i-th module. The above condition implies that 
the platforms are parallel to each other and that the corresponding docking reference 
points directly face each other. Moreover, we require that the time rate-of
change of ~j relative to the (x1'Yl,zl)-coordinate system satisfies 

~jll(tl) = Q, j=I,2,3. (28) 

The above condition, in view of (25), implies 

(29) 

(lil) Final Approach Phase: The objective of this phase is to control the 
two modules in such a way that condition (27) is maintained at all times during 
the final approach. Moreover, II~. (t)11 decreases monotonically toward zero and 
at a specified time tT >0, we require . 

(30) 

where EI and E2 are specified nonnegative numbers. 
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V. GUIDANCE LAW 

Assumlng that the docklng reference platforms face each other lnltially,the 
problem lS to derive approprlate feedback controls such that condltlons (27) and 
(28) (resp.(30» are satlsfied for the allgnment phase (resp. the flnal approach 
phase). Here, we assume that module 2 contains a control system for regulatlng 
ltS attltude about a deslred orlentatlon with respect to the lnertlal frame, in
dependent of the motlon of module 1. The attitude of module 2 may vary with 
tlme due to both lnternal and external disturbances and changes In the deslred 
module attitude. This assurlption is also applicable to the termlnal rendez
vous and docking of a space shuttle vehlcle (identlfied wlth module 1) with a 
space statlon (ldentlfled wlth module 2). The problem reduces to findlng 
a terminal gUldance law for module 1 with a moving target corresponding to the 
docklng reference platform IT2 of module 2. Since the future motion of module 2 
lS not known In advance, useful gUldance laws cannot be derived by solvlng an 
optlmal tracklng problem lnvolving an integral cost functional. In what follows, 
we shall derive a terminal guidance law for both the alignment and final approach 
phases which only depends on the lnstantaneous states of both modules. 

A. Attltude Control 

Flrst, we conslder the rotational motion of module 1 described by (6),(7), 
(9) and (10). Let ~~(t) and ~~(t) denote respectively the desired ~l and ~1 at 
tlme t. Evidently, we may set ~~(t) = ~2(t) for t>O. The quantHy ~~(t) lS 
determlned by requlrlng the docklng refe~ence platforms ITl and IT2 to be parallel, 
wlth their respectlve reference pOlnts £~ directly opposiEe each other as shown 
In Flg.2. Thus, we have J 

J=1,2,3. (31) 

For the allgnment phase, we set dd dd, J=1,2,3, where dd lS a vector which lS 
normal to the plane contalnlng IT;~ and ltS length lS sufflciently large for en
surlng collision-free maneuvers. For the final approach phase,we set dd =dd wlth 

-J -
small ,,~d II. Let B1 (t)={e l (t),e 1 (t),i 1 (t)} denote the basis corresponding to the 
desired orientatlon of~ne pr~cipal ~xes of module 1 at tlme t; dd(t)=d~(t)~X+ 
dyd(t)ey+ddz(t)ez,and pd(t)=pdl(t)e l(t)+pdl(t)e l(t)+pd1 (t)e l(t).- Since - - - x --x y --y z-z 
[~~]o=C(~~(t»[~]l' (31) has the following representation: 

d~(t) sJ2x P~l (t) 

~J (t) f.. d~(t) - C(~2(t» Sj2y C(~~(t» P~l (t) 

d~(t) Sj2z P~l (t) 

Setting j=1,2 in (32), we have 

d 
f..~(t) = ~l(t) - ~2(t) = C(~l(t»f..~l' 

where f..w and t..~l are known quantitles glven by 
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Jlx 

s 
Jly 

s'l J z 

j=1,2,3. 

(32) 

(33) 



-

[

S2 °1 [SlOI 

1X 1X 

I1S = s - S 

-1 S21Y SliY 

21Z llZ 

, 1=1,2; (34) 

Note that 11~1 is a con~tant v~ctor representing the edge of ITi ]Oinlng the dock-
lng reference pOlnts £~ and El' The desired quaternion for module 1 at 
tlme t lS a vector ~~(t) wlth unit norm satisfying (33). It has the follow-
lng expllcit form: 

.9..~ = (n l sin(¢/2) , n2 sin(¢/2) , n3 sin(¢/2) , cos (¢/2» T, (35) 

where 

(36) 

sin(¢/2) !lllIwW - (LIS )TlIw }t 
= ± - 2 -;-1 - , (+ if ¢/2 is in the first or 

IllI~11 second quadrant, and - other-

= ± IllIw W + (lIS l ) II w , (+ if ¢/2 is in the first or cos(¢/2) ! T}-! wise); 

Zllll~W fourth quadrant, and - other-
wise). 

To derive an attitude control law for module 1, we introduce a nonlinear 
transformation ~l=~l(.9..l) defined by 

(37) 

The vector ~l(~) corresponds to the so-called Gibbs vector or Cayley
Rodrlguez parameters [14]-[16]. It can be verified that the evolution of ~l 
wlth tlme 1S governed by the following equation: 

where [I] 1S the 3x3 identity matrix, and Bl is given ln (13). 
qt4'~12/q14,q~3/qf4)T. We introduce the deviations: 

These deviations satisfy the following equations: 

where iu 
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o 

W 
lz 

o W
lY

] =[I1X 0] WI II I , X p1 1y 

o 0 I 
1Z 

II = 
1 

i=1,2, (41) 

ddT d T d 
2d(6~1)/dt = {(~1-6~1)(~1-6~1) + [I]}[6~1]1 + {(~1-6~1) [~l]l[I] 

ddT d d d 
+ ~l [~l] 1 - Bl ([~l] 1) }li~l - Bl ([6~1] 1)(~1-6~1) + 2b. , (42) 

where 

(43) 

We shall use (40) and (42) to der1ve an attitude control law T 1 such that 
11([6~1(t)]1,6~1(t))II-+ 0 as t-+oo. -c 

Cons1der the follow1ng pos1tive definite function of ([6~1]1,6~1) def1ned on 

(44) 

where k 1 1S a pos1tive constant. By d1rect computation, the rate-of-change of 
VI w1thPrespect to t along any trajectory of (40) and (42) 1S glven by 

_ T 2 { d -2 ddT I 
dV l/dt - 2 [6~1] 1 IIpl ~-IIl A( r.~!:!.l] 1)[6~1] l+kpllIpl «~l-~~l)(~l-~~l) +[I])6~1 2 

-1 { d T d T d T 
-IIpl [~cl]l}+ kpl 2(b.) 6~1 + (~1-6~1) [~1]1(6~1) 6~1 

T ddT d T 
+ «6~1) [~l]l)«~l) 6~1) - (~l) Bl([~~l]l)6~l}· (45) 

We w1sh to choose a feedback control [~ 1]1 such that dV1(t)/dt is nonpositive 
for a1l t >0. A poss1ble choice is gi~en by 

(46) 

where 
ddT d T d d dT [2b. + (zl-~zJ)[Wl]16Zl + «6z]) [wl]l)zl + B,([6W,]])z,] 6zl 

(47) 
2[(I

lx
6W

lx
)2+ (I

1y
6W

ly
)2+ (I

lz
6W

lz
)2] 
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and Kl 1S a feedback ga1n matr1x with positive d1agonal elements: 

(48) 

With the above control law, dVl/dt reduces to 

and the correspond1ng equatl0ns for ~~l and [~~l]l are given by (42) and 

(50) 

Note that when the attitude of module 2 varies with time, system (42) and (50) 
15 nonautonomous. 

EV1ciently, (49) implies that for the feedback control system, 

max{k ,1 2 ,12 ,12 } 
11([6~1(t)]1,6~1(t»W~ pI Ix ly lz 11([~~1(0)]1'~~1(0»1I2 (51) 

min{kpl,IIx,IIy,Iiz} 

for all t?O. Moreover, dVl/dt = 0 if and only if [L'l~l]l =Q. Since 
(z~-L'l~1)(~1-~~1)T + [I] is positive definite on N3 for all (~f-~~l)' 
when -[L'l~l]l = Q, the right-hand-side of (50) is equal to Q if and only if 
L'l~l= Q. Consequently, the set 8={([~~1]1'~~1)E N 6 

: [~~l]l=Q} contains only 
the orig1n as an equilibrium state. Assuming that Ehe rotational motion 
of module 2 is stable, there exists a positive constant c such that II ([~~(t)]l' 
~~(t) )11 ( c for all t > O. Then, on any compact subset of N 6 

, the right-hand-
51des of (42) and (50) are bounded in norm for all t > O. We can deduce from 
LaSalle's Invariance Principle for nonautonomous systems [17],[18] that all tra
jectories ([~~l(t)]l'~~l(t» of (42) and (50) tend to6"as t+oo. However, we 
cannot conclude thaE ([L'l~1(t)]1,6~I(t»+Q as t+ oo . Now, if we iI11pose the 
stronger assumption that the attiEude control system of module 2 has the property 
that [~2(t)]2+Q and S.2(t)+~; (a constant vector) as t+ oo , the system (42),(50) 
is asymptotic to the following autonomous system: 

{III A([~~1]1)/2 - Kl - kpIYi[I]}[6~1]1 

-2 ddT } 
+ kplIIpl {(~loo-~~l) (~loo-~~l) + [I] ~~1/2, (52) 

ddT d 
{(~loo-~~l)(~loo-~~l) + [I]} [6~1]1 - Bl([6~1]1)(~loo-6~1)' 
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d 00 / 00 00 00 00 / 00 T 
where ~loo=(q21 Q24,Q22/q24,q23 Q24) , and 

yoo 
1 

(~~00)TB1([~~1]1)~~1 
(53) 

It follows from a result of Yosh1zawa [19],[20] that all traJector1es of (42), 
(50) tend to the largest 1nvanant set M of (52) in 11. Slnce M = {Q}, 
([~~l (t)]l'~~l (t)) -+Q as t-+oo. 

-1 
Alternatively, we may add the following term lipl [~c1]1 to the control law 

(46) : 

(54) 

where kpl 1S a pos1t1ve constant. Then, 

Hence, we have 

t ;> 0, (56) 

which imphes that 11([~~l(t)]l'~~l(t))II-+o as t-+oo. However, the form of (54) 
is undes1rab1e, Slnce it 1S slnguIar at the orig1n (~~l'~~l)=Q. 

d d 
F1nally, 1n the special case where ~1 0 and [~l]l=Q, the control law given 

by (46) reduces to 

(57) 

wh1ch 1S essentially the same result as that given in [14], although the above 
express10n has a slmpler form. 

B. Re1at1ve Translat10nal Mot1on Control 

Now, we shall derive a control law for the translational motion of module 1 
relative to module 2. Let Qd(t) (resp. Q(t)) denote the vector or1ginat1ng from 
the desired (resp. actual) position of the mass center of module 1, and p01nt1ng 
to the mass center of module 2 at time t as shown in Fig.3. As 1n F1gure 2, the 
deS1red location for IT1 1S determ1n~d by reQu1ring IT1 and IT2 to be para11e1,w1th 
their respective reference points ~1 directly oppos1Ee each other such that (31) 
1S satisf1ed for d4 = dd, j=1,2,3. J We define 

-J -
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(58) 

where 

(59) 

Using the fact that 

d£ d = d£ d I + w x p d = w x p d 
dt dt 2 -2 - -2 - , 

d~E. = d~QI + ~ x~p, 
dt dt 1 1-

(60) 

where d(.)/dt and [d(.)/dt]l. denote the time rates-of-change with respect to the 
inert1al and moving (x ,y.,z1)-coordinate systems respectively, we can obtain the 
following equat10n for1~Q! 1 

The above equat10n has the following representat10n with respect to bas1s Bl : 

-Bl ([~Q] 1) II~ ~ [l.cl] 1 = C (g-l) TC(~2){ (B 2 (L~2] 2)+B3 ([~2] 2)+ w~ [I]) [Q d] 2 

d -1 } 
- Bl([Q ]2)IIp2 [l.c2]2 - L~]l' 

o -~Pzl 

Bl([~Q]l) = ~Pzl 0 

-6Pyl 6Pxl 

(62) 

The matrlces B.,J=1,2,3, are defined in (13) and (15). We shall use (61) to 
denve a contdl law L~]l for module 1 such that 1I([~Q(t)]1,[6Q(t)]1)11 -+ 0 as 
t -+ 00 

Here, we cons1der the following positive definite function of ([6Q]1,[6Q1 1) 
on JR6 : 
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(64) 

The tlme rate-of-change of V2 along any traJectory of (61) lS glven by 

dV2!dt= 2[~£]~(-{B2([~1]1)+B3([~l]l)-(kpo-1)W~[I]}[~Q]1+C(~1)TC(~2){(~2([~2]2) 
2 d d -1 -1 

+B3([~i2)-wo[I])LQ.]2 - B1([Q ]2)IIp2 [lc2]2}+ B1([~Q]lIIpl [lc1]l-[~]l)· (65) 

If we set 

[~] 1 = -{B 2 ([~1] 1)+B3 ([~1] 1) - (kpO-1)W~ [I J) [~Q] 1 +C
T (~1) C(~2) { (B 2 ([~2] 2)+B3 ([~2] i 

2 d d -I} -1 
+wo[I])[Q ]2-B1([Q ]2)IIp2 [lc2]2 + B1([~Q]l)IIpl [lcl] 1 

(66) 

wlth kpl belng a posltlve constant, then dV2!dt reduces to 

and [DQ]l lS governed by the fo11owlng 11near tlme-lnvariant dlfferentla1 equa
tl0n: 

[~P]l + k l[~P]l + k Ow2[~P]1 = O. - P - po- - ( 68) 

It lS apparent that the above equatlon for [~£]l lS decoupled from the equatl0ns 
for [~~l] and D~l glven by (42) and (50). Furthermore, the control law 
glven by {66) 1nvolves partlal cancel1atl0n of the terms ln (62). Therefore lt 
lS of lmportance to conslder the effect of lmperfect cancellatl0n on the system 
behavl0r. The lmperfect cance11atlon may be caused by lnaccurate knowledge 
of the model parameters and state varlab1es, and actuator saturatlon. He model 
th1S 1mperfect1on by introducing perslstentdlsturbances ~ ln (68) as follows. 

(69) 

He requlre that the zero state of (68) be stable under perslstent dlsturbances 
[21],[22], l.e. glven any E>O, there eXlst two posltlve numbers 6

1
(t:) and °

2
(>::) 

such that lf 

II ([~Q(O)] l' [~Q(O)] 1) U {51 (t:), 

11~(t'[~Q]1,[~£J1)11 ~ 02(E) for all 1I([~Q]l,[eQ]l)II~F.:and t>O, 
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then the corresponding solutions of the perturbed system (69) satisfy 

It can be readily shown that the zero state of (69) is stable under persistent 
dlS turbances for any k 1> O. By taking k sufficlently large so that all the 
poles of system (68) a~e negative real, ea@n component of [~Q(t)]l becomes a 
strlctly monotone decreasing function for t~O and initial conditlon [~Q(O)]l> Q 
and [~£ (0)] 1< Q. 

Finally, we consider the deviation of the output varlable 
slred value dd obtained from (31) and (23): 

-] 

[~ij]l ~ [i~]l-[i]]l = ([I] - C(.9..l)TC(.9.~)}L~_j]l + [~Q]l' 

d. from ltS de
-] 

j=1,2,3. (70) 

Suppose that during the final approach phase, the attitude control law glven by 
(46) malntalns.9. (t) "'.9.t(t). Then [~i.(t)]l '" [~Q(t)]l' J=1,2,3. Thus, the 
monotonlcity of the components of [~Q(t)]l lmplies that the components of 
[~d (t)]l are essentially monotone. 

-] 

It is apparent from control laws (46) and (66) that their implementation re
qUlres the knowledge of [~l(t)]l' ~l(t) (or .9.1(t», [Q(t)]l,[P(t)]l' and the de
slred quantities [~~(t)] , ~1(E) (or .9.1(t», [Qd(t)]l and [£I(t)]l' The quan
tities [~t(t)]i and ~i(tr (or .9.i(t» can be measured or estlmated on-board module 
i. Knowlng [~2(t)]2 and .9.2(t), we can determine .9.~(t) from (35), and [~~(t)]l 
from 

d T 
[~l (t)]l C(.9.l(t» C(.9.2(t»[~2(t)]2· (71) 

d Moreover, [i (t)]Z can be determined from the orientation of IT Z' 
can be calculated from (31) or 

Thus, 

From the measured 
[Q(t)]1 from (23) 
from (25) that 

.d 
[Q (t)]l 

(72) 

quantities [i (t)]l and [~j(t)]l' we can determine [pet)]] and 
and (26) respJctively. Flnally, Slnce i~ll(t)=Q~ we nave 

(73) 

Flgure 4 shows a block dlagram of the proposed automatic termlnal rendez-vous 
control system. 

VI. SIMULATION STUDY 

The main objective of this simulation study is to determlne the performance 
of the proposed feedback control system for automatlc termlnal rendez-vous in the 
presence of actuator saturation and lnertlal parameter varlatlons lnduced by 
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vibrations of the flexible structural components. Here, we assume that module 
2 util~zes the following control law for regulating its attitude about a f~xed 
desired orientation with respect to the inertial frame: 

d 
wlth ~2 ( d / d d / d d / d )T, 

q2l q24,q22 Q24,q23 Q24 ~2 

d T 
(~2) Bl ([~2] 2) b,~2 

(74) 

(75) 

d 
where kp2> 0;K2 is a positive definite diagonal feedback gain matrix, and ~2 

( d d d d)T. d h d d . Q2l,Q22,Q23,Q24 lS a constant vector correspon lng to t e eSlre Quaternlon 
for mOdule 2. The above control law is a special case of (46) wlth [wd ] = 0 

d -2 2 -
and ~2 a constant vector. Table 1 gives the values of varlOUS parameters 
for modules 1 and 2 in the simulation study. These values correspond to those 
of a space shuttle (module 1) and a typical space statlon (module 2). Flgure 5 
shows the motion of module 2 wlth lnltial condltions [~2(0)]2 # [~~]2 = Q and 
~ (0) # ~~. It can be seen that [~2(t)]2 and ~ (t) asymptotlcally approach 
t~elr deslred values as t increases. To determlne the effect of vibratlons 
of the flexlble structural components of the space statlon (module 2), we let 
I

2z 
= I

2zo
(1 + a

f 
Sln wft), where I 2zo corresponds to the nomlnal value of I 2z 

glven ln Table 1. The parameters in control law (74) are fixed at thelr nomlnal 
values g~ven ~n Table 1. Computer s~mulat~on showed that the lnertla1 parameter 
perturbatlons have negligible effect on the dynamic behavior of the attltude con
trol system provlded that the perturbed inertla tensor rema~ns posltive deflnlte. 
Flgure 6 shows a tYPlcal result for a

f 
=0.95 and wf = 0.5 radian/sec. Comparing 

thls result with that shown in Fig.5, lt lS evident that the correspondlng tra
Jectories of the perturbed and unperturbed systems are almost ldentlcal. Ob
vlously, to mlnlmlze the effects of flexible structure vlbratlons, the docklng 
platforms should be attached to the relatively r~gld portlon of the spacestatlon. 
It should be noted that for the large values of I ,I. and I. glven ln Table 1, 

~x ~y lZ 

the term lnvolvlng Y2 in (74) lS small as compared to the remalnlng terws. There
fore lt can be dropped for simpllfying the control law. Computer slPlUlatlon 
showed that dropplng the abovementioned term has negliglble effect on the feed
back control system's dynamical behavlor. 

d T To slmulate the reference platform alignment phase, we set [~ ]2 =(5,0,0) 
(meters). Flgure 7 shows a typical motion of module 1. The corresponding varl
ations of II~. (t) II , [~cl (t)] l' and [~(t)] 1 with time t are shown ln Fif? 8. The 
results showJthat II~' (t) II , J=1,2,3 tena: to their desired value II~dll = 5 as t 
increases. At t=l50 seconds, dd is changed to (O.l,O,O)T for the flnal approach 
phase. The subsequent time-domain variations of II~ (t)11 '[!.cl(t)]l,and [t:(t)]l 
are shown in Fig.9. The feedback gains k 0 and k lJ have been readjusted so 
that each II~. (.) II is a strictly monotone d~creasin~ function of t. It should be 
noted that f~r the purpose of reducing the computatlon tlme ln slmulatlon, the 
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feedback gains k O,k 1 and k 2 have been set at high values. This causes a fast 
system response ~ut p very p high peak values of the control variables. This 
situation can be avoided by relaxing the system response time. 

To determine the effect of actuator saturation on the system behavior, ampli
tude limits are imposed on each component of the feedback controls [~c1]1 and 
[u] in the simulation study. The results show that for the chosen feed-
bac~ gain values, the behavior of the system trajectories does not differ appre
ciably from that without actuator saturation if the saturation time duration is 
within 25% of the transient time duration. A typical result is shown in Fig.lO. 

VII. CONCLUDING REMARKS 

In this work, we used a mathematical model based on rigid body dynamics to 
develop a guidance law for automatic terminal rendez-vous. The resulting atti
tude control system is found to be highly robust with respect to inertial para
meter variations. This suggests that the proposed attitude control law may be 
applicable to modules with flexible structural components. In this development, 
the Lontro1s are assumed to be active at all times. In practical situations 
where thrusters are used, the controls are on-off in nature. We may modify the 
present model for the case with on-off controls by introducing a relay with dead
zone in each control channel. The development of guidance laws for automatic 
terminal rendez-vous based on the modified model is being made at this time. 
The results will be reported in the near future. 

F1nally, in the automatic assembly of space stations, we may utilize the 
developed guidance law in the construction of self-contained control modules 
which can be attached to the structural components to be assembled. These con
trol Modules serve as basic tools in the automatic assembly process. 
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Parameter 

1. (kg.m~ ) 1X 
I 1y 
I. 1Z 

(slix,Sliy,Sliz) (m. ) 

(s2ix,S2iy,S2iz) 

(s3ix,S3iy,S3iz) 

TABLE 1 

Module 1 (i=l) 

1. 164723xl0 6 

2.35767x10 s 

1. 22723xl0 6 

(1O,1~0) 

(10,0,1) 

(10,0,-1) 

-3 
= 0.6747x10 
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rad./sec. 

Module 2 (i=2) 

1.l0472x104 

1.10472X104 

1. 68772Xl0 4 

(-30,1,0) 

(-30,0,1) 

(-30,0,-1) 
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Fig.4 Block diagram of the proposed automatlc termlnal rendez
vous control system. 

89 



o 5t------------------------------------------------J 

rad 
sec- 1 

0t---~~--~~====~~==~----~~ 
~--""T"--10 15 20 25 

t (sec ) 

0.5t--------------------------------------------------J 

o 

k:: 
/q24 

---"'" '" "- - q2-1-q22 

~~ 

o 5 

0 5 -10 - 15 20 25 -
q23 t (sec.) 

-0 5 

4000 

~ 
o 

/fT", 5 10 15 20 25 
t (sec.) 

'c2x 

-4000 

Fig.S Time-domaln traJectories of module 2 wlth attltude control 
law (74) and ~nltia1 conditions: [~2(0)]2 = (O.S,O,-O.S)T 
rad./sec., [~2]2 = Q, 
~2 (0)= (1Q.1, 10.2,10:4,10:3) T, ~~=(l/rz,O,O, 1/12]; 

and feedback galns: k2x=k2y=k2z=1.0 and kp2=sx107. 

90 



o 5r-------------------------------------------------------~ 

rad 

__ --,--10 15 20 
t (sec) 

25 

-0 5r---------------------------------------------------------~ 

o 

,..........Q24 

~ ---- "-
~ --- --- '\ 

~ - Q21 Q22 

0 5 ---r- -10 15 20 2~ -

o 5 

q23 t (sec. ) 

-0.5 

o ~ 
'ft"" 

5 10 15 20 25 

t (sec.) 

Tc2x 

4000 

-4000 

12:::::~s:29s:2j 
o 5 10 15 20 25 

t (sec ) 

Flg.6 Tlme-domain tra]ectorles of module 2 wlth attltude control 
law (74),lnltlal condltions and feedback galns given In 
Flg.7, and wlth perturbed 12 (t)=1.68772 X l0 4 (1+O.95 sln(t/2)) 

2 z 
(kg.m.) 

91 



('\J 

Wl~11 
1 I G_~ 

J 

:' , . I I 

0 25 50 75 100 125 
1I1 

a 

wl y 

~) -...; 
1 

U 

1I1 . 
('\J 

1 ' 25 50 
I 

0 75 100 125 
('\J 

a 

wlz 

c v----.~ 

a 

('\J 

c 
'0 2S 50 75 

I 

100 125 
T I ~lE (SEC. ) 

Time-domain traJectorles of module 1 with lnltia1 
conditions: [~1 (0)]1 = (-0.2,0.0.2l rad./sec.; 

~i(/O.3,~,IO.2,IO.1f and feedback galns k1x=k1y 
k

1z
=1.0, k

p1
=10 11

• 

Flg.7a Tlme-domain trajectorles of [~l(t)]l. 

92 

l:J 

I 

150 

ISO 



o 

-+-------.-------.-------.-------.-------.-----~ 
'a 25 50 75 100 125 !'5J 

q'~L 
Q --------------------------------------~ 

-, 
50 

, I I 
'0 25 75 100 125 152 

q':L 
0, .------

I 
-I , 
'a' 2

1

5 
I I I 

50 75 100 125 152 

o 

-+-------.-------.-------.-------,-------,-----~, 
'a 2~ 58 7S 100 125 15: 

TIME (SEC.) 

Fig.7b Time-domain trajectories of ~l(t). 

93 



...... 
-01 
-

0 

en I 

25 50 75 100 125 I~~ 

~I 

:~:1 ~ ====, I I I en 25 50 75 100 125 I<::~ 
~" 

~I 
• I 

_0_ :::::", 
.... 

M 
-01 

0 

en 25 50 75 100 125 ISO 
TIME (SEC. ) 

Fig. Sa Time-domain behavior of lIE.j (t) II , j=1,2,3 corresponding 

to motions of modules 1 and 2 shown in Figures 7 and 5, 
and initial conditions for relative translation given by 
[Q(O)]l = (50,0,5)T m., Le.(O)]l = (0,-5,0)T m./sec .,and 

feedback gains: kpO = 2.2xl06 and kpl = 40. 

94 



c: 

'J 
[" 

~I , 
k 

, 
sb -\; 

, 
'0 -c 10J 12': ,,- '-
'" 

Fig.8b Tlme-domaln behavior 
0 of [Iel (t) ] 1· -

0 -"-

(u 
Jl 

'" '0 2S SJ 7S lGO lc~ .. ~3 

c 

0 
~ , -.. 

k-
u 

c: 
U"' -
'0 2': 5.:1 75 100 I- c 

,,~ 15J 

c 

"'I 
Jl I( 

0 - I - , I 
0;; 

" 
Cl 

C 

'" '0 2~ =:J -c 
.~ leo 1.25 c-.-'"' 

c 

1'- I Fig.8e Tlme-domain behavior 

I 

of b!.(t)]l· 
c, _ -..I 

" 
>-

I 
~I I , 1 
'0 -c 5J 75 1C~ 1.2= lS~ ,,-

0 

"'I 
C ;:'\J 

'::: 
" 

c -
'0 25 c-

~U 
-c , - 'C~ 12: 'S] 

T:/IE (,,::-,- \ _L.._. 

95 



~.-------------------------------------------------------------~ 

=~-

--"01 

I 1 I I 

25 50 100 125 150 

-('.J 

"'CI 

.+---~~=======r======r======T======T======9 
00 25 50 75 100 125 150 

en 

= ..., -M 
-01 

I 

25 50 75 100 125 
TIME (SEC.) 

F~g.9a T~me-domain behavior of II~J (t)ll, J=1,2,3 for the f~na1 

approach phase of modules 1 and 2 with feedback ga~ns 
kpO = 2.2x10 6

, kpl = 4, and dd = (O.l,O,O)T. 

96 

150 



0" , 

I 

J 
f, 

I , 
'J 

, , 
12~ 2:: ~J 75 1:: l::G 0 

J" Flg.9b Time-domaln behavior 
of [~1 (t)] 1· e 

>. 
u .. 

C 

c.. 2S ~:; . -- 12: l~G ~ ... 
C 

<C 

C 

'" , 
N 
U .. 

C 

~ 25 SJ 75 .C::: J.2: • c -•• 1.. 

e 
U"\ 

Jf 
e .... - , 

-;; 
:> 

C 

~I , I i i i 
'0 -" 5,] 75 IGO 1-" ~ r:;~ ~- "'-

0 -

>. 
~ , Fig.9c Time-domaln behaVl0r 

:> 
of L~(t)]I· 

;:1 , I I 

'0 25 5:J 75 Ie'] 12~ s::; 

c:: 

'" 

97 



Wl~ I - J'--------------------------~ 
o 

=' . 
04---------,----------r---------r---------r---------.--------~ 1

0 25 50 75 100 125 150 
lJ') 

25 75 1~0 
1 
1-~ 
.~'"' 

, 
ISO 

O'h------------------------------------------------------------' 

Wl~ J 
0 ' V 

~0~1---------2'kr'"'---------5'b---------7r~---------lTO-O--------IT~-5--------1~~J 

TIME(SEC.l 

F~g.lO T~me-domain trajectories of module 1 wlth actuator 
saturation: 1Tclkl ~ 10 5 ,k=x,y,z; and with initial 

conditions and feedback gains identical to those 
given ~n F~g.7. 

F~g.lOa Tlme-domain trajector~es of [~l(t)]l. 

98 



'0 2': SO 75 100 lc': 150 
~--------------------------------------------------~ 

'a 25 50 7S 100 150 

-+-------~--------~------~------~--------~------~ 
'a 25 50 75 100 125 150 

o 

'a 50 75 100 125 ISO 
TIME (SEC.) 

Flg.IOb Time-domain trajectories of ~l(t). 

99 



o,-________________________________________________________ ~ 
CD 

eni o...,~ 
....... ' ...., 

::7.~I---------.,---------.,---------.,-------------------::~~:~~~:~~~I~~::~~~~~ 
Co 25 50 75 100 125 15u 

~,---------------------------------------------------------~ 

I 
25 

I 
125 

I 
150 

o,-________________________________________________________ ~ 
to 

25 50 75 100 125 
TIME (SEC.) 

Fig.lOc Time-domain behavior of II~. (t) II , j=1,2,3 corresponding 
to motions of modules 1 J and 2 shown in F1gures lOa 
and lOb. 

100 

150 



N 

I J 
II 
iL~ , 

~:: II J \./ 

I 
" I V Ii 

.... I' 

~ r 
'0 -r: SO 75 1 C J 1-r: ~-c. c. 

N - I Fig.lOd Time-domaln behaVlor 

I~ I of [.:Icl (t) ] 1 . 
1\ 

'I' 

I 

' _J ' 0-

~ -II j 
:::1 
u 

Ii .... 

~r 
'0 -r: 52 7~ 

... 12'0 'SJ c:. .V·.J 

, I 

I 
, 
I 

I 1'--. 
, '=' 

~ 

I ~ I I 
;: I I I .... w

NW I -I I 10 2~ 50 7= 1e- !2: r:-1" _ 

tCl 

J-
l 

' I 

-;; II' 
" , 

~ !U 
0. 

I 
':) -c ~~ 7'0 Ie:] ,-:: 

:" ... c. ,,' . 

~I Fig.lOe Tlme-domaln behavlor 
of L~.(t)]l' I llkll <20, 

" k=x,y,z. ~I\ ::! ; - , 
,,'" I 

I 
I 

U"\ 

"'I I I 
'J 2'0 c- 7::; IC~ 12:- ' :;:' "~ 

~I 

~ c~! ~ 
I' , 

~Il 
'0 -r: 

~" 7" 1 C: 125 c-c. 
.....rM;- rC=-I. ___ • 

101 





SPACE STATION DYNAMIC MODELING, 
DISTURBANCE ACCOMMODATION, AND 

ADAPTIVE CONTROL 
S. J. Wang, C. H. Ih, Y. H. Lin, and E. Mettler 

Jet PropulsIOn Laboratory 
Cahforma InstItute of Technology 

Pasadena, CA 91109 

ABSTRACT 

The space station is a large space structure with a unique operational 
environment. Dynamic disturbances of many orders of magnitude greater than those 
of conventlOnal spacecraft will be routine for the space statl0n. Accurate 
knowledge of innight structural dynamics and disturbances will be lacking. System 
identification will reduce uncertainties. To deal with the remainmg model errors 
and time varymg elements, adaptive control may be reqUlred. Dynamic models for 
two space station configurations are derived. Space shuttle docking dlsturbances 
and their effects on the station and solar panels are quantifled. Simulation results 
reveal that hard shuttle docking can cause solar panel buckling. Soft docking and 
berthmg can substantlally reduce structural loads at the expense of large shuttle and 
station attltude excursions. To achieve safe and routine operatl0ns, it is found that 
pre-dockmg shuttle momentum reductlOn is necessary. A direct model reference 
adaptlve control is synthesized and evaluated with respect to the station model 
parameter errors and plant dynamics truncations. Both the rigid body and the 
flexlble modes are treated. Prel1minary simulation results show that convergence of 
the adaptive algorithm can be achieved in 100 seconds with reasonable performance 
even during shuttle hard docking operations in which station mass and inertia are 
instantaneously changed by more than 100 percent. 
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I. INTRODUCTION 

After the Space Shuttle, the next major space endeavor will be a permanent 
manned space station. The launching of an initial space station is planned for the 
early 1990's. To the control technologists, this will provide new opportunities and 
challenges in the design of a complex space structure. 

By virtue of its mission and function, the space station will be a large space 
structure with a very unique operational environment. Dynamic dlsturbances of 
many orders of magnitude greater than those encountered by the conventional 
spacecraft will be routine for space stations. Disturbance isolation and vibration 
suppression for the large solar panels, radiators, and payloads will be necessary. 
Methodologies for control systems that evolve with the station, from initial build-up 
to its full operation, will be required. Accurate knowledge of infhght structural 
dynamics, disturbances, and interactions between major system components will be 
lacking. System identification and state estimation will be able to reduce 
uncertainties but cannot eliminate them. Robust control designs can desensitize the 
effects of these uncertainties. Adaptive control incorporated with model switching 
will be able to deal with, and minimize the effects of parameter errors, unmodeled 
dynamics, and the time varying elements of the station due to operations including 
vehicle docking and berthing, crew motion, and assembly, etc. Fig. 1 shows the 
space station operational environment and control issues. In a broader context, Ref. 
1, consisting of eleven artlcles, discussed key technologies and problems in all major 
station subsystems. 

This paper deals with some of the issues stated above including the development 
of space station dynamic models; quantitative assessment of shuttle dockmg contact 
dynamics, solar panel interactions, and ways for reducing docking loads; and 
adaptive control techniques for space stations. Slmulations of hard and soft dockmg 
dynamics reveal a critical design parameter. A concept of plant augmentation is 
proposed. Incorporating this augmentation with adaptive control algorithms, our 
initial generic investigation shows promising results. A fast convergence rate has 
been observed for all simulated adaptive control cases. Further investtgation of tms 
approach with more practical hardware implementation considerations is the subject 
of continuing research. 

In Section II of tms report, two space station configurations and their mass 
properties are descnbed. Dynamic models for these configurations are developed in 

Section III. Docking dynamics and adaptive control are treated along wlth numencal 
results in Sections IV and V. Conclusions are summarized in Section VI. 
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RENDEZVOUS/DDCKINGITRAFFIC 
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• OPERATIONAL SAFETY/CONTAMINATION 
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IIANAGEMENT 

SYSTEM IDENTIFICATION AND 
DYNAMIC PARAMETER ESTIMATION 
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• MASS PROPERTIES 
• DISTURBANCES 
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• C-P AND C It OF MAJOR 
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Fig. 1. Space station operational environment and control issues 

II. CONFIGURATIONS AND MASS PROPERTIES 

During the last year, several space station configurations have been developed. 
Two of them are of particular interest, the two-panel and four-panel planar 
configurat1Ons These configurations were developed by the NASA Task Force and 
they are discussed 10 detail in this paper. 

A. Four- Panel Planar Conftguration [2,3] 

Referring to Fig. 2, the four-panel planar configuration is a balanced 
symmetric design. This design consists of four solar panels with split resource 
modules, each one associated with two 100 ft by 50 ft solar panels and two 70 ft by 
20 ft radiators. 

The malO structure of the stat10n measures 280 feet in length and It supports 
two resource modules, several pressurized modules, a 30-foot service truss, and 
payloads. The pressurized modules are sized 22 ft in length by 14 ft 10 diameter and 
are determmed by the space shuttle payload bay size. 

The stat10n has a ground weight of 223,000 lbs, and moments of mertla of I 
xx. 

7 6 7 2 1.49x.10 ,I =: 3 37xl0 , and I =: 1.63xlO slug-ft. The center of mass is nearly yy zz 
at the center of the structure, or X =: -1.235 ft, Y =: Z =: O. 
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The solar panels are hinged to rotate about the roll (X) and pitch (Y) axes for 
solar inertial pointing; the radiators are also hinged for articulation, and the core or 
the bus of the station is pointed to the nadir direction. 

Due to the large size and the flexibility, the solar panels are the dominant 
factor for the flexible body dynamics. 

B. Two-Panel Configuration 

The two-panel configuration shown in Fig. 3 is one of the earlier concepts and 
much attention was focused on it at the earlier stage of this work due to its 
structural simplicity. The system dynamics is dominated by the two very large solar 
panels. The panels are sized to 250 ft by 40 ft each and weigh 4000 lbs each on the 
ground. 

This configuration has only one radiator panel of 50 ft by 10 ft m Slze and a 
main bus structure, several pressurLzed modules, a berthmg truss and payloads. The 

entire station weighs 134,000 lbs. The moments of inertia are I :: 8.75xlOo, I :: 
6 6 2 xx yy 

1.58xlO , and I :: 8.60xlO slug-ft. Due to the asymmetric design, the products 
zz 

of inertia are quite high, I :: -9.57xl04, I :: -4.89xl04, and I :: 5.l8xl04 
2 xy yz xz 

slug-ft. With the selection of the reference coordmates as shown in Fig. 3, the 
center of mass has a high bias of X :: 27, Y :: -2.3, and Z = 5 ft. 

LASORA 

X 

PROJECTED 
SS ORBIT 

SPACE STATIoo NADIR POINTING 
SOLAR PANELS SOLAR INERTIAL 
RADIATORS ARTICULATED Y 

SOLAR 
ARRAY 

Fig. 2 Four-panel planar conflguration 
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= 7 Ixx 1 49 x 10 

SLUG-Fr 
IVY = 3.37 x 10

6 

SLUG-FT2 
I ZZ • 1 63 x 10

7 
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8 250',40' 
4000 LBS 
SOLAR ARRAY PANEL 

-t 

TANKS 

/ 
SIC BUS & RESOURCE 

=--...:-"C{ 35'. 10' DIA 365~0 LBS 

WEIGHT ON GROUND 

134000 LBS 

CENTER OF MA S S 

X=27FT 

Y =-2.3 FT 

Z = 5.0 FT 

MOMENT OF I NERTI A 

I xx = 8.75 X 106 SLUG-FT2 

IVV = 1.58 X 10
6 

SLUG-FT2 

I ZZ = 8.60 X 106 S LUG-FT2 

Ixv =-9.57 X 104 SlUG-FT2 

Ivz =-4.89 X 10
4 

SLUG-FT2 

IXZ = 5.18 X 104 SLUG-FT2 

Fig. 3 Two-panel baseltne configuration 

Note that the lighter weight of this station compared with that of the 
four-panel configuration is due to the fact that fewer modules were considered for 
thiS conflguratlOn rather than the structural differences between the two concepts. 

III. DYNAMIC MODELS 

Three dynamic models have been developed for the two configurations, i.e., a 
distributed parameter model and a finite-element model for the four-panel concept, 
and a low degree-of- freedom (DOF) finite-element model for the two-panel 
concept. 

A. Distributed Parameter Model for the Four-Panel Configuration 

ThiS model is developed for the purpose of in--depth analysts and performance 
evaluation. Dynamics in the full three dtmensional space includmg the elastic body 
motions, interbody coupling, and orbital effects are derived, discretized, and 
truncated to a finite dimensional model. The four solar array panels and the 
radiator panels are modeled as uniformly distributed flexible plates. The panels are 
attached to the main station structure through flexible booms and multl- aXIs 
hmges. The mam structure is treated as a ngid body that supports all the panels and 
modules. 

The detailed derivation of this model is presented in a companion paper, Ref. 4. 
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B. Fmite-Element Model for the Four-Panel Configuration 

The distributed parameter model is mtended for performance evaluatlOn and 
analysis of higher order effects where lower order models will not have enough 
resolution. However, high order models are more costly and time consummg for 
data generation. Models of lower order are valuable for their simplicity and useful 
for first order analysis with fast turnaround time. The flmte-element models were 
developed for this purpose. 

Referring to Fig. 4, the main or backbone structure is modeled as two fleXible 
beams which are rigidly attached to the core body. The solar panels are treated as 
fleXible beams attached to the ends of the main structure. Two payloads, assumed 
ngid for Simplicity, are hinge connected to the core body. To keep the model to a 
tractable size, the beams are assumed torsionally stiff, and hence, only bending 
angles and the associated deflectlOns are modeled. 

Let Zl' ... , Z7 be the out-of-plane linear deformations at the vanous locations 
of the beams; 8

1
, ... , 8 7 be the corresponding bending angles in the pitch or Y-axis 

direction; 4>2' 4>4' and 4>6 be the bending angles in the roll or X-axis direction; and 
I I I • 

Y 8x' Y 8y' Y 9x' Y 9 be the payload mertial attitude angles and Y 8x' Y 8y' Y 9x and Y 9 
be the corresponamg hinge angles. Since the beams are assumed torsionally stif(, 
the following constraints apply, 

MODEL PARAMETERS 

• SOLAR ARRAYS 

(ElISA • 9.48 x 106 LB-Fr 

LSA • 115 FT 

PSA • 0.541 SLUG 1FT 

• MA'N STRUCTURE 

(E/)ES • 9.48 x 107 lB-Fr 

LES • 140 FT 

PES'!. 048 SLUG 1FT 
• COOE STATION 

M4 

'4XX 

'4YY 
• PAYLOADS 

• 4165.35 SLUGS 

= 3.869 x 106 SLUG-Ff 

• 1.343 x 106 SlUG-Fr 

Ma • M9 = 994.72 SLUGS 

L8 = ~ = 18 It 

'8XS • '9XS • 2.437 x 10
4 

SlUG-Fr 

'8YS • '9YS • 5.637 x 10
4 

SLUG-Ff 

Fig. 4 19-DOF fmite-element model for the four-panel 
planar configurations 
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With Eq. (III.!), and the fact that the linear displacements of the payloads are 
functlOns of the hmge angles, etc., the model can be represented with 19 dynamical 
variables. 

The model parameters including mass, inertia, physical dimensions, and flexural 
rigldities are specified m Flg. 4. 

B.l The Stiffness Matnx 

To obtain the stiffness matrix by using finite-element technique [5], one starts 
by dlvlding the structure into a finite number of elements, the properties of each 
element are then determined. The properties of the entire structure are obtained by 
supenmposmg those of the elements at the assoclated nodes. The deflected beam 
shapes can be described by a set of cubic Hermitian polynomials. The stiffness 
coefflcients are obtained by integrating the product of the flexural rigidity and the 
second spatial derivatives of the two related shape functions over the entire length 
of the beam segment. 

Conslder, for instance, the panel -- the uniform beam identified by Zl' 9 1, Z2' 

9
2

, the stiffness matrix wlll be 

Fl 6 3L -6 3L ZI s s 

T 16 2(EI) 3L 2L2 -3L L2 6
1 

(III.2) 
s 5 5 5 

s = 
F2 L3 -6 -3L 6 -3L Z2 s s 5 

Tze 3L L2 -3L 2L2 8
2 s 5 S 5 

The stiffness matrix for the adjoining panel is similarly obtained. By addmg the 
element stiffness at the joimng point, the stiffness matrix for these combined panels 
1S, 

Fl 6 3L -6 3L I 0 0 ZI 5 5 I 
I 

2L2 L2 
I 

T 16 3L -3L 
I 

0 0 I 8
1 5 5 5 5 I 

I 

i-----------~------------
F2 2(EI) -6 -3L : 12 0: -6 3L Z2 s I I 5 

S I 

L3 L2 4L2 
I 

L2 
(III.3) 

Tze 3L 0 I -3L 8
2 I 

5 5 5 5 I 5 5 
I I -----------r------------

F3 0 0 I -6 -3L 6 -3L Z3 I 
I 5 5 
I 
I 

L2 2L2 T.ll 0 0 I 3L -3L 8
3 I 

I S S 5 5 
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The stiffness matrix for the other two adjoinmg solar panels and that for the main 
structure are obtained similarly. Combining these sUffness matnces, m a similar 
manner to CIII.3) and using constramts (lII.D, the followmg relation IS obtained, 

where the force and displacement vectors are defined as follows: 

and 

and the stiffness matrix KS is 

6a 3l,a 

HsQ 2l~a 

60 3lsQ 

Ks= HsQ l~O 

where <1; 

6a 

3LSll 

6a 3lsQ 60 

H,a 2l~a 3L sQ 

60 HsQ 120.613 3l,13 

3l,13 2L~/3 

613 H,/3 

H,o l~a 

H,P l~13 

and 13 = 

2(El)e 

L3 
e 

ll,a 

l~a 

3lsQ 

l~a 

613 ll,l3 

H.13 l~P 

12/3 -op 3l,13 

8l~0 ll,a da 

4l;13 31eP l~/1 

6/1 H,13 lza.6/J 31e/1 6a H,a 

3413 ~13 3l,/1 21~/1 

3l\o 60 6a H,a 

L~a 3l,a 34a 2l~a 

3LsQ 6a 

l;a 3l,a 
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(IU.4) 

(IlLS) 

CIIr.6) 

ll,a 1 .,a (ili.n 

6a ll,a 

60 31,0 

ll,a 2l~a 



B.2 The Consistent-Mass Matrix 

The consistent-mass matnx 1S the mass matrix for the distributed mass of the 
flex1ble structure. The term consistent signifies that this matrix is obtained using 
the same shape functions as those used for deriving the stlffness matrix. 

By following a similar approach for obtaining the stiffness matrix, the following 
relatlOn 1S obtained, 

(III.S) 

where F Sand Zs are defined m (III.S) and (III. 6), and the conslstent-mass matrix 

MSC is, 

156a m,. 54a m,. 

22tSi 4l~a 13lsa lL~' 

156a 22lsa 54a IlL,. 

m,. 4l~a 13lsi l~' ~ 

54a m,' 54a 13lsa liZ. 'l56b m.b 54b m.b 

ZZL.b 4L~b IJLeb lL/b 

54b m.b llZb 54b m.b 

Msc= m,. lL;. IlL,. lL~' 16L~' IlL,. ll~' IJI,. lL;' (III.9) 

llL.b l~b ~ lJL.b lL;b 

54b IJleb l56bdlZa mob 54a IlL,. 54a IlL,. 

IJLeb l~ m.b Q 

Ill,. 54a 156a m,. 

lL~' m,. m,. 4L;' 

m,. 54a 156a m,. 

J~' 13lsa 224' 4l~a 

where a ..:; and b::; 
420 420 
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B.S The Lumped-Mass Matrix 

MSC accounts for the distnbuted mass for the flexible structure but not the 

lumped mass associated with the ngid bodies. Let MSD be the lumped-mass matrix 

for the station excluding the payloads, then 

mI.lO) 

The total mass matrix, excludmg payloads, IS 

(III. I 1) 

The correspondmg dynamic equatlOn due to mass and mertia IS 

(lIL12) 

B.4 Payload Dynamlcs and Hmge Torque Model 

The dynamic model for the payloads, bodles 8 and 9, and the hmge coordmates 
arc shown m Flg. 5. 

To include the payload dynamics and the dynamic interactions between the 
payloads and the station, the followmg expressions are obtained using Lagrangian 
approach: 

.. ..' 
F 4 - (M8 .. M9)Z4 -! (M8L8-M9L9)6 4 .. M 8L8b Y 8y-M9L9b Y 9y (JILlS) 

2 2 •• 
T46 + CM8L8-M9L9)Z4 - (l8ys+M8L8 + 19ys+M9L9)64 

(III. 14) 
2 .. - 2 .. ' 

- (l8ys + M8 L8aL8b + M8L8b)Y8y - (l9ys+M9L9aL9b+M9L9b)Y9y 

.. ' ... 
T -(l +1 )4>-1 Y -I Y 

44> 8xs 9xs 4 8xs 8x 9xs 9x 
(JILIS) 

Equations (!ILlS), (III.14), and (III 15) are used to replace F 4' T.,6' and T44> m (III.12). 

The torques apphed at the payload hinges are, 

. . . .' 
T =1 4> +1 Y 8x 8xs 4 8xs 8x 

(IILI6) 

. . ..-
T =1 4> +1 Y 9x 9xs 4 9xs 9x 

<III. I 7> 

OIl. IS) 

CIILI9) 
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2DOF 
HINGE HINGE 

~ 11' -/7'/77'-7-c 11'--/ 
i '-ab 7;: 4 t,. lvt, / 

/ La / lv 7 
PAYLOAD CONFIGURATION 

'Yax = 'Y8X - 4>4 = HINGE ANGLE FOR "PAYLOAD 8" ABOUT X-AXIS 

'Yay = 'Y8y - 8
4 

= HINGE ANGLE FOR "PAYLOAD 8" ABOUT Y-AXIS 

'Y9X = 'Y9X - 4>4 = HINGE ANGLE FOR "PAYLOAD 9" ABOUT X-AXIS 

'Y9y = 'Y9y - 84 = HINGE ANGLE FOR "PAYLOAD 9" ABOUT Y-AXIS 

Fig. 5 Payload dynamics and hinge coordinates 

B.5 Equations of Motion 

T I I I I T 
Let F = (Ta ' 1'9 ' Ta ' T9 ) and Z = (Ya ' Y9 Ya , Y9 ) be the p x x y y p x x, y y 

payload forcing and displacement vectors, the correspondmg vectors for the system 
can be partitioned as follows, 

F" [-~: - ] and Z" [- ~~ ] (m.201 
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The system mass matrix becomes, 

(III.21 ) 

where 

(III.22) 

and 

(III.23) 

I 

MSC is defined in (III 9) and MSD m CIILI0}, and MSD' M pD' MpSD are, 

°6x6 I °6x3 I °6x6 
- - -1- - - - - - ------- - - - - - - - -I-

I ma+m9 m9 L9-maLa ° I 
I I 
I I 

M' = °3x6 
I 2 2 I 

SD ,m9L9-mSLS msLs+m9L9+ I Sys+I9YS ° , °3x6 (III. 24) 

I I 
I ° ° Iays+I9YS I 
I _1 ___ 

-1- - - - - - - - - -
°6x6 °6x3 

I 
°6x6 I I 

Iaxs 0 ° ° 

° 19X5 ° ° 

MpD = (III.25) 

° ° I 8YS+maL~b 0 

° ° ° 
2 

19Y5+m9L9b 
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0 

0 

MpSD = °4x6 

-mSLSb 

m9L9b 

The system stiffness matrix is 

where K is defmed in mI.?>. 
s 

The equatlOn of motion is 

MZ + KZ = F 

0 

0 

2 
lSYS+mSLSaLSb+mSLSb 

2 
19Y5+m9L9aL9b+m9L9b 

B.6 Modal Coordinates and Modal Properties 

lSXS 

19X5 

°4x6 (HI.26) 
0 

0 

(HI.2?> 

(III.28) 

Let net), A, and <I> be the modal amplitude vector, eigenvalue matrix, and 
eigenvector matnx, respectively. Let Zet) -= <I>n(t), substitute this into (III.28) and 

l' or T 
pre multiply CIII.28) by <I> , then <I> M<I> = I and <I> K<I> = A, one has the following 
dynamical equation in modal form, 

.. T 
n + An = <I> F CIII.29) 

where A = dlag «(,)2, ••• , (,)2 ). Adding damping terms, (HI.29) becomes, 
1 19 

•• • • • 2 2 T 
n + dlag(2( (,) , ... ,2( (,) ) n + dlag «(,) , ... , (,) ) n = <I> F 

1 1 19 19 1 19 
(III.30) 

The corresponding damped dynamical equation in physical coordinates can be 
obtained through transformation. Let D be the damping factor matnx, one has 
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-T D .; ct> d1ag (2( (J , 
1 1 

, 2( 0 )¢-1 
19 19 

and the equat10n of mOllon becomes, 
. 

MZ + DZ + KZ = F 

(III.3!) 

(III.32) 

For the purpose of control, let Band C be the control mfluence matrix and 
measurement d1stnbutlOn matrix, respectively. The system equatlOns m physical 
and model coordmates are, respectively, 

MZ .. DZ .. KZ = BU (III.33a) 

. 
Y = C(aZ .. Z) (lII.33b) 

and 

•• • 2 2 T 
n .. dlag (2( (J , ... ,2( (J ) n .. dlag (0 , ... ,0 ) n = ¢ BU 

1 1 19 19 1 19 
(lII.34a) 

. 
Y = C (a¢n .. ¢n) (III.34b) 

To obtam the modal properties, Le., to determine the eigenvalues and 
eigenvectors, for the open loop system, one can either free the hinges for the 
payloads, or clamp them. For the latter case, a IS-coordinate system is resulted 
with 12 flexible modes and 3 ngid body modes. For the former case, however, a 
19-coordmate system is resulted since the payloads are considered rigid bod1es and 
the hmges are freed, it ends up with 4 additional rigid or zero frequency modes. 
Smce this does not yield additlOnal information, only the clamped-hinge case 1S 
considered in this paper. 

The modal frequencies and mode shapes for the four-panel planar conftguration 
with clamped- hinge case are shown in Fig. 6. These modes are divided into three 
groups. The first bending group consists of 6 modes with frequencies ranging from 
0.115 Hz to 0.302 Hz. These modes are formed with the first symmetric or 
antisymmetric bending of the three major structures, Le., the two solar panel pairs 
and the mam structure The second bending group 1S caused by the second 
symmetnc or the antlsymmetnc bendmg of the three major structures. The 
frequenc1es lor thiS group are much higher than those ot the first group, and range 
from 1067Hz to 2 34 Hz The third group consists 01 three rigid body modes With 
zero frequency 

The structural and mass parameters used for generating these modes are shown 

in Fig. 4. The flexural rigidity (ED '" 9.48xl0
6 

Ib-ft
2 

has been used for the solar s 
panels and a value of an order of magrutude h1gher has been used for the main 
structure. 
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I 
I ________ L _____ _ 

MODE 4 
W 4 - 0.11526 Hz 

MODE 7 
w 7 - 0.21767 Hz 

-----7------

MODE 10 
W 10 • 1.6663 Hz 

MODE 13 
W 13 - 1.7638 Hz 

MODE I 
WI • 0 

MODE 5 
Ws - 0.16961 Hz 

MODE g 
Wg - 0.28061 Hz 

Ca) First bendmg group 

MODEll 
w ll - 1.6714 Hz 

--------r-------

MODE 14 
w 14 - 2.3364 Hz 

(b) Second bending group 

MODE 2 
w

2
-0 

ec) Rigid body modes 

MODE 6 
w6 - 0.17794 Hz 

MODE 9 
w9 - 0.30205 Hz 

MODE 12 
w I2 - 1.7533 Hz 

MODE 15 
wI5 - 2.3389 Hz 

MODE 3 
w

3
-0 

Fig. 6 Four- Panel space statlOn modal properties 

117 



C. Finite-Element Model for the Two-Panel ConfiguratIon 

The finite-element model for the two-panel configuration is a low order 
system. It consists of only 6 dynamical variables, 3 out-of-plane translation 
(Z-direction) and 3 rotatIOns about the X-axis as shown in Fig. 7. Two flexible 
beams of 250 feet long each are used to model the two solar panels. The bus and the 
modules are modeled as a rigid core body located at the joint of the panels as shown 
In Fig. 7. 

Zl 

°l~ 
6 OaF MODEL 

Z3 02i2 
EI EI 03J-
P,l 

~.12 
P,l 

MODEL PARAMETER S 

• SOLAR ARRAYS 

(ED" 9.48 x 106 LB-rt 

L = 250 FT 

P = 0.497 SLUGS/FT 

• CORE STATION 

M2 = 3905.35 SLUGS 

I 2 = 2.89 x 106 SLUG- FT2 

Fig. 7. Fintte-element model for the two-panel configuration 

The equation of motion in both the physical coordinates and modal coordinates 
are the same as (1II.33) and (III.34), respectlvely, except that there are only 6 
coordmates here. For thiS case, 

Z ~ (Zl' 6 1, Z2' 6 2, Z3' 6 3l 
T 

T] -" (Tl l , T]2' T]3' T]4' Tl5 , T]6) 

2 2 2 2 2 2 A = dlag ((,) , (,) , (,) , (,) , (,) , (,) ) 
1 234 5 6 
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The sUffness matrlX K and the consistent-mass matrix M are, respectively, 
C 

K 2E1 
.. L3 

PL 
Me .. 420 

6 3L -6 3L I 0 0 

3L 2L 2 -3L L 2 : 0 0 
r-------L-------

-6 -3L I 12 0 : -6 3L 
2 I I 

3L L I 0 412 I -3L L 2 
- - - - - - -:- - - - ___ .J 
o 0 I -6 -3l 6 -3L 

I 
o 0 I 3L L2 -3L 2L2 

I 

156 22L 54 
I 

0 -13L I 0 
I 

22L 4L2 13L -3L2 : 0 0 r---------r----------
54 13L I 312 0 I 54 -13L I I 

-3L2 I 
8L2 : -3L2 -13L I 0 13L - - - - - - - - , - - - - - - - --~ 

o 0 I 54 13L2 156 -22L 
I 

0 a I 
I 

-13L -3L2 -22L 412 

The lumped-mass matrix is 

The system mass matrix is 

(III.36) 

(III.37> 

(III.38) 

(1lI.39) 

Us 109 the same solar panel structural propertles of the four- panel 

configuration, i.e., (ED ~ 9.48xl06 lb-ft2, and other panel parameters of Flg. 7, 
modal properties of this conflguration are obtained as shown in Fig. 8. Due to the 
very large panel size, the fundamental frequency of this model is 0.04 Hz, much less 
than that of the four-panel model. Of the 6 modes, there are two zero-frequency 
ngld body rotation and translation modes, two first bending modes - symmetnc and 
antisymmetric, and two second bendlOg modes. The largest modal frequency of thls 
model is 0.39 Hz. 
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MODE 1 
RIGID BODY ROTATION 

W ·0 
1 

MODE 2 
RIGID BODY TRANSLATION 

w ·0 
2 

MODE 3 
1ST SYMMETRI C BEND I NG 

w3 ·0.040 Hz 

-

MODE 4 
1ST ANTI SYMMETRIC BENDING 

w
4 

·0.0637 Hz 

MODE 5 
2ND SYMMETRIC BENDING 

w5 • 0.3885 Hz 

MODE 6 
2ND ANTI SYMMETRIC BENDING 

w6 • 0.3947 Hz 

Flg. 8 Modal properties for the two-panel configuration model 

D. Frequency Characterization of Space Station Dynamical Systems 

Wlth the availability of these space station models, the frequency 
characteristtcs of the various dynamical systems in the space statlon enVlronment 
are identtfied as shown in Fig. 9. 

~COREBOOY 
.... ~===~fREQ. 

_ P/L CONTROL BW 

_ fOUR-PANEL STATION 

_ TWO-PANEL STATION 

_ ACS CONTROL BANDWIDTH 

~ SOLAR PANEL LlBRATION RATE IN GRAV. fiELD 

~ SPACE STATION ORBITAL RATE 

SYSTEM fREQUENCY. Hz 

Flg. 9 Frequency charactenstics of space statl0n dynamlcal systems 
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For a nominal orbital altitude of 400 km, the orbital period is 92.61 minutes and 

the orbltal rate is 1.8xlO-
4 

Hz rate. For an altitude close to 400 km, the orbital 
rate will be inside the shaded narrow region in Fig. 9. The solar panel libration 
frequency for quasi-so1ar-inertial pointing [6] will be twice the orbital rate as shown 
in Fig. 9. A low bandwidth attltude control system for the space station wlll have a 
bandwidth in the range of 0.001 Hz to 0.005 Hz. The two-panel low DOF model and 
the four-panel fmite- element model are shown m Fig. 9 with their modeled 
frequencies identified by vertical lines. The dashed regions extending the modeled 
modes represent the modal spectra that are not included in the models. The payload 
attitude control systems for a range of apphcations will have a bandwidth in a range 
centered at 1 Hz. The core body includmg the pressurized modules should have 
structural frequencies above 9 Hz. The flgure indicates that the spectral 
separatlons of the orbital rate, the attitude controllers, and the low frequency 
modes of the statlon structure are reasonable. However, the same cannot be said 
about the structural modes and the payload controls. For instance, the payload 
bandwidth falls between the modes of the first and the second bending groups. This 
result strongly suggests that decoupUng control of the payload is required. 

IV. DYNAMIC INTERACTION AND DISTURBANCE ACCOMMODATION 

Crew motion, reboost, and vehicle docking disturbances are the major 
dlstuIbance sources. These will also cause changes of mass property. Crew motion 
wlll cause a shift of the center of mass, reboost will result in gradual mass 
reduction, and vehlcle docking will spontaneously increase mass and inertia of the 
system. From the point of view of time varying effect and the level of 
d1stuIbances, space shuttle docking is by far the most significant source of 
dlsturbance. In this paper, only the shuttle docking effects are discussed. 

A. Shuttle Reaction Control Subsystem Residual Rates 

The shuttle Reaction Control Subsystem (RCS) conSists of two maJor parts, the 
primary (PRCS) and the vernier (VRCS) subsystems. There are a total of 4~ 

thrusters, 38 of them are associated with the PRCS, each has a nominal thrust level 
of 870 lbs; and the other 6 are associated with the VRCS with a thrust level of 24 lbs 
each. Phase plane control laws are employed to determine when actuations are 
needed and jet select logics are used to determine what thrusters are to turn on. 
The states of the system are estimated by a two-stage state estimator with a dual 
cycle time of 80 ms and 160 ms. Fig. 10 shows the phase plane control law 
switchmg curves and parameters. 

PRCS is normally employed for 6V change, attitude maneuvers, and coarse 
attitude control; and the VR CS 1S for fine attitude control. Since shuttle docking 
reqUlres maneuvers, P R CS must be used. Due to the high thrust level of the P R CS, 
and wlth several lets used at the same time to maintain attitude and approach rate 
whlle maneuvering, large residual rates result. The best achievable (mmlmum) 
re~idual rates, Le., rates obtained under ideal conditions, are 6.V = 0.05 ft/sec and 
6.(;) ~ 0.20 deg/sec. However, these minimum rates are difflcult to reahze under 
nominal operational conditions and much higher rates are expected. These expected 
rates are on the order of /:l.V = 0.50 ft/sec and /:l.(;) = 1.00 deg/sec. 
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Flg. 10 Shuttle Reaction Control Subsystem and residual rates 

The following assumptions are made: 

1) Throughout the docking period, the space station attitude control system will 
maintain operational on attitude hold mode. 

2) Just prior to the contact, the shuttle RCS should be set at passive mode, i.e., no 
thrusters should be allowed to fire. 

3) Once contact is made, latching is assumed, Le., no separation is allowed m the 
analysis. 

B. ShulLle Hard Docking 

Hard docking 1S a rather ideahzed condition. Under thlS condltion, the shuttle 
momentum lS transferred to the space station for a brief penod of time, ~t. At the 
end of ~t, the statl0n and the shuttle are moving together as one mtegrated body. 
The imtlal momentum of the shuttle is determined by the shuttle mass, M " 

s 
7.81xl03 slugs (252xI05Ibs) and inertia, I = 7.54x10

6 
slug-ft

2
, and the shuttle 

s 
residual rate ~V and 6", (see Fig. 10). The fmal velocities are, of course, 
determined by the system mass and inertia. 
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Dynamics for hard shuttle dockmg using the low order finite-element model 
(two-panel configuration) was conducted for the best achievable rates case. Two of 
the plotted time histones are shown in Fig. 11. The results show that the station 
bus attitude will have a 2.72<> excursion along with relative solar panel bending at 10 

and tlP swing of 12.6 feet. The greatest concern is the dynamic loads at the solar 
panels. A relative panel tip acceleration of as much as 0.02 g resulted, and a load 
analysis for a panel design derived from Ref. 7 indicates that the panel longerons 
will buckle. Even before any design margin is applied, this size panel will not stand 
more than 0.006 g of relative acceleration load. 

4 Or---~-'--'-----r---'----,o z 

J 0 
RElATIVE PA~ ACC FISIS 

-0 

LO:'O -----'---;I~OO-----'------;;;';200;;---'--JOO:;;;;!-O-2 -I u!;----'---d;;----'----:b---'---d 

TIME SECONOS 

6. V = 0.05 FT I SEC 
6.w = 0.20 DEG ISEC 

TIME SECot..cS 

SHUTTLE COASTING BEfORE CONTACT 
STATION CONTROL BW • 0.005 Hz 

• LARGE BUS ATTITUDE EXCURSION (2.72°) 
• HIGH PANEL TIP ACC. (0.020 G REl. ) -- PANEL TO BUCKLE 

EVEN WITH BEST ACHIEVABLE SHUTTLE RESIDUAL RATE 

Fig. 11 Shuttle and space station hard docking dynamics for 
best achieveab1e shuttle residual rates 

From these simulated results, one can conclude that hard docking is 
unacceptable even for the best achievable residual rates. 

C. Shuttle Soft Docking 

Since hard dockmg is no longer a viable option, soft dockmg or berthmg 
concepts are the most hkely alternatives. Fig. 12 shows the concept and design of 
soft docking. Consider two body systems that are coupled by a set of angular and 
rectilinear spring and damper devices. Let M and I be the shuttle mass and s s 
inertia, and M2 and 12 be the mass and inertia for the station. The values of the 
spring constants and damping factors can be computed using the equations shown in 
Fig. 12 by specifying the natural frequencies and dampmg ratios for the docking 
devices. 
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Fig. 12 Soft docking design and system parameters 

A number of cases have been considered and simulated. Table 1 shows the 
parameters of 9 design cases. Cases 1 to 4 apply to rotational soft coupling only. 
Our analysis shows that, under the assumptlOns made on the relevant system 
parameters, the major disturbance responses are due to residual angular rate rather 
than linear rate. Table 2 shows that the relative panel tip load has dropped to 
0.0046 g with soft docking design Case 3 from 0.020 g of the hard docking case. 
However, further Improvement from soft angular coupling is no longer possible as 
indicated by Case 4 in Table 2. Additional improvement can be achieved by addmg 
hnear soft couphng. For instance, in Case 6 which has the same angular soft 
couphng of Case 3, the linear soft coupling has further reduced the load to 0.0011 g. 

Table 1. Soft Docking Parameters 

fA TA KA DA J fL TL KL DL flV fl ... 
CASE ~ 

NO - Hz Sec FT-lB/RAO FT-lB/RAO/SEC Hz Sec lB/FT lB/FT/SEC FT/SEC RAO/SEC 

1 .707 1.000 225 8.25xl07 1 86xl07 DO NOT APPLY 05 20 

2 .707 010 22.5 8 25xl03 I 86xl05 (Rotational Soft Compllance 05 .20 

5 57xl04 Only) 
3 .707 .003 75.0 742 05 .20 
4 .707 002 112 6 330 3 7lxl04 05 20 
5 .707 003 75.0 742 5.57xlOQ 

10 2.25 1 028xl0J 2 3IJxlOJ 05 .20 
6 .707 003 75 0 742 5 57xl04 03 7 50 92 49 6 938x102 05 20 
1 707 010 22 5 B 25x103 I B6x105 03 7 50 92 49 6 93Bxl02 05 20 
B 707 .003 75.0 742 5.57x104 .03 7 50 92 49 6 93Bxl02 .50 1 00 
9 707 .010 22.5 B.25x103 1 B6xl05 03 1 50 92 49 6 93Bxl02 50 1 00 
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Table 2. S1mu1ated Dockmg Dynamics 

CRITICAL DYNAMIC PROPERTIES HARD SOFT 
1 2 3 4 5 6 1 7 8 9 

Bus Attitude Excursion Deg 2.72 2 47 2 57 1 46 1 04 1.45 1 45 j 2.54 1 27 2.80 
Habit Module Ace 9 .017 .020 .0007 .0005 .0005 .000138.1x10-5.OOO22 .00051 0012 

Relative Panel 8ending Angle Deg .985 .914 .272 .177 .165 .139 .124 238 .977 1.54 
Relative Panel Tip Swing Feet 12 6 11.5 11.5 6.58 4 74 6.54 6.49 11.4 33 2 580 
Relative Panel TIp Ace. g .020 .020 0053 .0046 .0045 .002 0011 .002 .0086 013 
Shuttle Attitude Excursion Deg 2.72 2 38 4.86 13.53 19.6 13.5 13.5 4 82 67.6 24.2 

Linedr Docking Displacement Inch 0 .44 1.48 1.48 14.76 14 76 - - - -
c~~~lned Disp., 2mD Compl. Inch 8.69 
Ta lp 

9.73 3.42 44.74 24 34 

Fig. 13 shows the time history of dockmg dynamics for Case 6. The core 
station excursion has reduced to 1.460 in addition to the load reduction from hard 
dockmg. The shuttle excursion has increased to 13.50

• 
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!:lw = 0.20 DEG/SEC 

~ = 0.707 

KA = 742 FT -LB I RAD 
DA = 5.57 x 104 FT-LB I RAD ISEC 
fA = 0.003 Hz 

KL = 92.49 LB 1FT 
DL = 693.8 LB 1FT ISEC 
fL = 0.03 Hz 

TA = 75 SEC TL = 7.5 SEC 

• REDUCED BUS ATTITUDE EXCURSION U.46°) 
• REDUCED TIP ACe. TO RELATIVE SAFE LEVEL (0.00119 REL) 
• LARGE SHUTTLE ATTITUDE EXCURSION U3.5°) 

Fig. 13 Dynamic responses of soft docking with best achievable 
residual rates (Case 6) 

The above results were obtained with the best achievable shuttle approach rates 
as was done with the hard dockmg case. The real test is what 1f the expected rates 
are applied. Fig. 14 shows the results of the soft docking Case 8 wh1ch employs the 
same soft couplmg devices of Case 6 but with h1gher approach rates. The bus 
attitude excursion has increased to 7.270 and the shuttle attitude excursion has 
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reached 68°. These excursions are so high that operational safety of the station is 10 
doubt. In addition, the dynamic load has 10creased to 0.0086 g, although this is much 
lower than that of the hard dockmg case with lower residual rates, it still exceeds 
the load capacity of the large panels. 

Now, it has been demonstrated that soft docking or bertrung alone will not be 
sufficient to solve this problem. The excessive momentum of the docking vehicle 
must be removed to a low level before docking occurs. This can be achieved by a 
number of options: 
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Fig. 14 DynamIc responses of soft dockmg with expected approaching rates (Case 8) 

1) Augment the space shuttle w1th add1tional vernier thrusters so that refmed rate 
adjustments can be achieved with higher resolution impulses. 

2) Attach an External Momentum Exchange System to the dockmg veh1cle before 
the dockmg phase starts, the exceSS1ve momentum can be removed before 
docking with the space station occurs. Such an intermedlate system may be 
loosely coupled to the station and contain its own ACS. 
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V. ADAPTIVE CONTROL APPLICATION FOR SPACE STATION 

The space station tS a large flexible space structure. As such, it suffers the 
same drawbacks as other large space structures. Thts has to do with the large Slze, 
the flexiblhty, and the way it 1S bUllt and deployed. The size and flexiblllty prevent 
it from comprehensive ground measurement and test, which implies that preflight 
knowledge of the spacecraft dynamics will be 1mprecise. Inflight system 
identification wtll enhance our knowledge on flight dynamics but it cannot totally 
eliminate the model parameter uncertainties. Structural flexibihty means infmite 
dtmensional dynamics. Model truncatlOn tS mevitable. With current technology, 
only a relatively small number of states can be handled in control design and state 
estimation. Previous studtes, for instance, control of large space antennas, have 
concluded that destabilization can occur when the parameters of a design model 
deviate from those of the actual plant by a significant amount [8]. In addition to 
parameter uncertainties and unmodeled dynam1cs, there are other problems, 
including time varying elements of the system. Shuttle docking can cause an 
instantaneous change of mass of more than 100% accompanied by a high intensity 
shock load. Station assembly, launching and retrieving of satellites, etc., wi11 a11 
contribute to disturbance and model parameter variations. A viable control system 
must be capable of coping with these time varying conditions, and living with 
dynamic uncertainties. 

Robust adaptive control system provides a potential solution for this problem. 
Smce the late 1970's, much progress has been made in adaptive control theory, some 
representative works are descnbed in Refs. 9-15. However, there are still many 
formidable problems that require intense research efforts. One of the problems 
WhlCh is most pertinent to large space structures is the unmodeled dynamics. As 
pointed out in Ref. 16, all of the algorithms tested in that work have failed to 
maintain stability at the presence of unmodeled dynamics. More recently, 
robustness has been a major concern. Improvement in stability has been made for 
some special sltuations [17-20]. Theoretically, flexible space structures are ideal 
for adapttve control applications. However, due to the difficult1es caused by model 
parameter uncertamties and model truncations, some progress has only been made 
more recently [19,21,22}. 

The purpose of this work 1S to develop and evaluate generic adaptive control 
techniques for space stations. The emphasis here is to treat both rigid body modes 
and flexible body dynamics, poorly known and truncated plant, and time varying 
effects. 

A. Problem Formulation 

Let x be the N -dimensional plant states, u and yare the M-dimensional 
p p. p g 

plant inputs and outputs, respect1vely. Let A , B , and C be the state, control 
. fl d d' 'b . .p Pf P . d . Th m uence, an measurement 1stn utlon matnces 0 appropnate lmenSlons. e 
controlled statton can be represented by the following state space model, 

. 
x=Ax+Bu (V.l) 

p p p p p 

y = C x p p p 
(V.2) 
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Consider model reference adaptive control. Let x be the N-dimensional 
m m 

model states, and u , y , A , B , and C are similarly defined. The reference 
m m m m m 

model is, 

x =A x +B u m m m m m 
(V.3) 

y = C x m m m 
(V.4) 

Assume that the system (A , B , C ) 1S controllable and observable, and the 

reference system (A , B , C ) Is as~mptoticallY stable. For large flexible space 
m m m 

systems, 1t is necessary to assume that 

N »N 
p m 

Define the output error, e , as 
y 

e = y - y y m p 

(V.S) 

(V.6) 

The des1gn objective is, without complete knowledge of the plant, to design an 
adaptive mechanism so that an adaptive control input is obtamed such that 

hm e = O. 
Y 

t~OO 

B. Control Architecture 

(v.n 

Refernng to Flg. 7, the most rigid location on the statlOn is itS core on which 
inertial sensors, accelerometers and actuators are located. CMG's (Control Moment 
Gyro) are assumed and are effective only for antlsymmetric modes; their 
controllabthty for the symmetric modes are essentially zero. To gain controllability 
and to compensate for vibratlOns of the large flexible panel structure, reaction 
wheels at the tips of the panels are postulated. Accelerometers and vibration 
sensors for relative attitude and rate measurement are also placed at the panel 
tipS. Although the panel Ups are far from ideal for locating hardware components, 
the choice is nil. For translational control, force actuators are reqUlred at the bus. 

With the above control architectural design, the control mput and output 
vectors are defmed as follows: 

upl 
wheel torque at left panel tip 

up2 
force at central bus 

u = = P u
p3 

wheel torque at central bus (V.8) 

up4 wheel torque at nght panel tip 
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consider the dynamic model for the two-panel configuration. Let TJ be the modal 
p 

amplitude vector, the plant state vector x is defmed as, 
p 

xp = [ ~-] 
The corresponding A , B , and C matrices are, p p p 

°6x6 
- - - - - - - - - - - I - - - - - - - - - - - - - - - -

A 2 
0 -2( C.> 0 = -C.> 

P pl Pl Pl , , , , , , , , 
0 2 

0 ~2(P6C.>p6 -C.> p6 

B = [ ~~~] p 

C = [dNp C~p] p 

T where C = B, and 

0 0 0 0 

I 0 0 0 

0 I 0 0 

B = 0 0 1 0 

0 0 0 0 

0 0 0 I 
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In (V.12 & V.13), <I> p is the mode shape matnx for the plant. (Jpk and 'pk' in (V.ID, 
are the modal frequency and damping ratio, respectively. 

C. Adaptive Algorithm 

The adaptive algonthm that is focused at this time is an extension of that 
developed in Refs. 21-23, in which the problems of large flexible space structures are 
addressed directly. Following the work of Sobel et al. [23], the plant control input 
vector u (t) is a lmear combmation of the output errors e , reference model states 
x ,and ieference model input commands u , y 

m m 

where 

u (t) : K (t)e (t) + K (t)x (t) + K (t)u (t) = K(t)r(t) 
p e y x mum 

r= 

e 
y 

x m 

u 
m 

K (t) 
x 

(V. is) 

(V.16) 

the gam K(t) is a combmation of proportional gam, Kp (t), and integral gam, Kr't), 

where Kpand Kr are, in part, proportional to the quadratic output errors, i.e., 

T -K (t) = e (t)r (t) T 
p Y 

• T 
Kr't) = e/t)r (t) T 

where T and T are gain weighting matrices to be chosen by the designer. 

(V.I?) 

(V.18) 

(V.19) 

Let P be a N x N symmetric positive definite matrix, K an unspecified 

M x (2M~ N ) const~nt gafn matrix, and SaM x M nonsingular matrix. By choosing 
m 

a Lyapunov functlOn as follows, 

(V.20) 

where 

* e (t) : x (t) - x (t) x p p 
(V.21) 
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* and x (t) 1S an Ideal trajectory, then it is found that [23J the system is 
p -

asymptotically stable if T is positive defmite, T IS positive semidefinite, PB :: 
T T """" P 

C (S S) and P 1S chosen such that there exists a K such that PCA -B K C ) + 
p - T e ppep 

(Ap-BpKeCp) P 1S negative defmite. A weaker condition corresponding to requlnng 

that the input-output transfer function C (sI-A +B K C)-loB be positive real 
.... p ppep p_ 

for the existence of a gain matrix Keis also possible by selecting T to satisfy a 
certain condition [22]. 

One of the simplest structures is a flexible beam. In Ref. 22, this adaptive 
algonthm was specialized to the case of a simply supported beam. With the 
measurement type similar to (V.9), it has been shown that if a< (min()..k»1fJ = c.> • 

mm 
and a ~ min (Cc.> • , c.> • 10, then the output error, e , vanishes asymptotically. 

mm mm ":f 
However, for a beam with more general boundary cond1tions, such as a free-free 
beam or a space structure, these conditions can no longer be realized since these 
structures have zero frequency rigid body modes. 

Zero frequency rigid body modes are unstable modes. Our simulation results 
show that this adaptive algorithm has failed to yield stable states or outputs. 

D. Adapt1ve Controller with Plant Augmentation 

To solve this unstable rigid body mode problem, a method termed plant 
augmentation is proposed here. The plant augmentation is accomplished by 
mtroducmg an inner control loop to the plant. 

Cons1der the equation of motion, before the damping term is added, 

MZ + KZ :: Bu - K1LZ p p p p 
(V.22) 

Where KIL IS the inner loop control gain matrix. By rewriting (V.22) as follows, 

MZ + (K + K
IL

) Z = Bu p p p 
(V.23) 

one can see that the modal characteristics of the plant have been altered due to 
KIL By choosmg the values and structure of K

IL
, the rigid body modes w1ll no 

longer have zero frequencies. As a result of this plant characteristic change, a 
stable adaptive control system can be realized. It is important to note that to 
design such an inner loop, one does not require accurate knowledge of the plant 
Th1s 1S because the inner loop controller can be made very robust by choosing the 
loop only at the locatlon where the controllability is the highest for the rig1d body 
modes. Furthermore, the exact values ot the augmented rigid mode frequencies are 
not important; what is important is that they are ditterent from zero. Looking from 
another point of view, the stability of the adaptive system has been improved by the 
highly robust Inner control loop. Fig. 15 shows a block diagram of the system. 

Consider again the two-panel station, the location at which the ngid modes are 
affected is the central bus. KIL is selected as, 
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(V.24) 

the natural frequencles for the rigld modes can be estlmated as follows, 

(V.25) 

(V.26) 

Knowing the values of M7, and I2, the selection of c.>z2 and c.>e2 will determme the 

values of Kz2 and Ke2· 

I 
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up + 
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L 

PLANT 
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CONTROLLER 

--------------------~-

TRANSPOSE 
OPERATOR 

Y'" 

e, 

--------
Fig. 15 Space statlOn adaptive control system block dlagram 

E. SimulatlOn Results 

Consider the plant for the two-panel station. The model has 12 states X , 4 

control actuators u and 4 measured outputs y as defmed m (V.IO), (V.B), and (,,"9), 
p P 

respectively. The correspondmg system matnces A , B , and C are specified by 
p P P 
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(V.ID to (V.14). Plant augmentation has caused changes of modal frequencies from 
those shown in Fig. 8 to: f 1 = 0.01163, f 2 = 0.039, f 3 = 0.0656, f 4 = 0.1684, 
f 5 = 0.3892, and f 6 = 0.3947, all in Hz. Tle modal damEings are assuJed to be.5% 
fEr all modes. ThePmode shape matrix <l> is, 

<l> = p 

p 

-.92IE-l .128 -.922E-l .144E-l .178 .178 

.382E-3 -.704E-3 .705E-3 -.264E-3 -.544E-2 -.549E-2 

.382E-9 .177E-3 .64IE-8 -.158E-I .185E-2 .226E-5 

.332E-3 -.745E-8 -.465E-3 -.959E-9 .135E-6 -.117E-3 

.921E-1 .128 .922E-1 .144E-l .178 -.177 

.382E-3 .704E-3 .705E-3 .264E-3 .546E-2 -.548E-2 

CV.27> 

To evaluate the performance of the controller, the reference model is selected 
to have lower order, significantly different model parameter, and high damping. 
The model consists of 4 modes or 8 states, 4 inputs u , and 4 outputs y with the 

m m 
system matrices defined as follows, 

- - - - - - - - - - - - - - ~ - - - - - - - - - - - - - - - - -
A = m 

2 
-(.) 

ml 
... ... ... ... 

2 
-(.) 

m4 

-2' (.) ml ml. 
... ... ... ... 

(V.28) 

CV.29) 

(V.30) 

where Band C are shown m Section V.B. The natural frequencies are: fm1 = 0.02, 

fm2 = 0.03, fm3 = 0.04, fm4 = 0.06Hz. The modal damping 'mk = 0.707 for all 
modes. The position to rate measurement weighting factor a. .;: 0.2 and the gam 
weighting matrices T = T .;: diag (2.5x109, 2.5xI09, 2.5x10 11 , 2.5xl0

9
, 1000, 1000, 

1000, 1000, 1000, 1000, 1000, 1000, 400, 400, 400, 400) are used. 
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E.l Adaptive Regulator Control with Initial Transient 

The purpose of this simulation is to evaluate the convergence property of the 
adaptive controller for attitude hold and v1bration suppreSSlOn under very large 
imt1al transient cond1tions. The initial conditions for the plant are: 

· Zp1 ::-3.699 ft ZpI :: -0.877 ft/sec 

· Bpl :: 0.860 deg BpI:: 0.336 deg/sec 

· Zp2 :: 0.345 ft Zp2 :: 0.035 ft/sec 

Bp2 :: 0.937 deg Bp2 :: 0.037 deg/sec (V.3l) 

· Zp3 :: 4.071 ft Zp3 :: 1.045 ft/sec 

· Bp3 :: 0.723 deg Bp3 :: 0.387 deg/sec 

The corresponding imtial cond1tions m the modal coordinates are obtamed through 
the following transformatlOn, 

(v.32) 
. -1· 
TJ :: <l> Z p p p 

The imtial conditions for the reference model are, 

TJ :: 0.9 TJ_. 
ml 1'1 

(V.33) n .:: 0.9 ;L. 
ml 1'1 

for 1 :: l, ... , 4. 

The lmtial states given m (V.31) were taken from shuttle hard docking 
slmulatlOn. These data correspond to the space station response at 10 seconds after 
docking contact was made. 

The slInulation results for the plant and model phys1cal states are shown m F1g. 
16. These results show that the plant follows the model closely despite the 
truncation and parameter errors. The results also md1cate that the system 
converges within 100 seconds from the transient start. 
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Fig. 16 Adaptive regulator control simulation with initial transient 
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E.2 AdaptIve Control During Shuttle Docking 

Perhaps the most stressful test to a controller is a dynamlcally sigmficant 
event which happens without warning. This may include major component failures, 
vehicle collisions, etc. Accompanying these events, there may be high dynamic 
disturbances, configuration and mass property changes. Control system stability 
under these conditions is critically important to continued operation and safety of 
the statlOn. 

This simulation is designed to test the controller performance and stability 
under these conditions usmg shuttle hard docking dynamics. Shuttle hard dockmg 
Will cause instant mass property change of more than 100%, and disturbance hlgh 
enough to cause solar panels to buckle. To simulate the unexpected nature of the 
problem, no model SWitching and model disturbance input were employed. 

The dynamic responses for the plant physical variables under the same adaptive 
controller of V.E.l are shown in Fig. 17. Of course, the model states in this case are 
the null states. The results show that the plant states converge to the model states 
well within 100 seconds. 
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(b) Plant and model rotational state responses 

Fig. 17 Adaptive control simulatton during shuttle docking 

F. Discussion 

The generic adaptive control conditions evaluated here reflect key operational 
propcrtles of an initial space station. However, there are many practical issues that 
require further investigation. These problems include external plant disturbances, 
measurement noise, nonlinear effects including actuator saturation or gain limiting, 
and effects of time delays in the control system. Also of particular interest are 
methods of lmproving controller robustness, effects of model switching, parameter 
update, and model excitation. 

VI. CONCLUSIONS 

1. Hard docking dlsturbances can cause solar panels to buckle 

2. Acceptable performance can be obtained with soft docking designs 
provided that shuttle residual rates do not exceed the best achlevable 
values (6V = 0.05 ft/sec, 6(;) = 0.20 deg/sec). 

3. Soft docking with the expected shuttle approach rate (6V = O.SO ftlsec, 
6(;) = 1.0 deg/sec) may threaten safety due to excessive shuttle and 
space station attitude excursion. 

4. Berthmg may not be the solution, the real issue is findmg the means to 
tak!'! out shuttle momentum. 
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5. Fast convergent rate has been observed with the adaptive control system 
m the presence of truncated and poorly known dynamics and instant 
change of system mass property of more than 100%. 

6. The proposed mner-loop plant augmentation method as part of the 
adaptive system has improved the system convergence slgnificantly and 
stablhzed the rigld body modes. 

7. The study results show promising potential applications of adaptive 
control to space statlOns. 
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ABSTRACT 

Four antenna concepts--the box truss, tetrahedral truss, wrap-radial rib, 
and hoop and column antenna are examined for their dynamic performance when 
subjected to an operational environment. Space applications for the concepts 
are numerous; however, the Land Mobile Satellite System (LMSS) was chosen as a 
baseline study and its operational constraints are applied to each concept 
(i.e. surface accuracy requirements, slew rates, settling time, etc.) The 
dynamic response of each concept is examined in terms of structural 
displacement and structural damping effects. From the dynamic responses, the 
necessity of a control system for vibrational displacement reduction is 
examined along with a comparison of the relative merits of each antenna 
concept. 

I. INTRODUCTION 

Large space structures have one common characteristic--flexibility. This 
single characteristic has initiated many man-hours of study and research into 
the effects on mission performance and the controllability of these effects. 
Currently, these large flexible space structures consist primarily of antennas 
ranging from tens to hundreds of meters in diameter, with a wide variety of 
space applications. Consequently, the behavior of these structures, when 
subjected to external forces such as those required for attitude control, 
often significantly impacts the ability to achieve the mission objectives. 

For comparison of the various antenna concepts, the Land Mobile Satellite 
System (LMSS) mission has been examined for baseline technical requirements. 
The structural concepts analyzed have numerous additional applications such as 
microwave radiometer antennas and Earth observation platforms. A LMSS is 
capable of providing mobile communications for commercial and government 
applications in the continental United States and Canada as an augmentation to 
existing and planned land mobile terrestrial systems. The satellite system 
would provide "narrow band" telecommunications services such as mobile radio, 
telephone, dispatch, safety, and special radio services, and thin-route fixed 
telephone and data services in the 806 to 890 MHz band. 
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Four different large antenna structural concepts are examined. The first 
three antenna concepts (55 meters in diameter) include two lattice truss
structures, the box-truss and tetrahedral-truss antenna, and a cantilever-beam 
structure, the wrap-radial rib antenna. All are parabolic offset-fed systems 
with a focal length of 82.5 meters (focal length/diameter (f/d) = 1.5). The 
remaining antenna concept (122 meters in diameter) is a tension-stabilized 
hoop and column structure which forms a center-fed, quad-aperture system with 
an effective aperture of 55 meters and an effective f/d of 1.5. Finite
element models of these structural concepts are shown in Figure 1. 

The antennas are subjected to external forces which could be experienced 
in an operational environment; in this case, the dynamic responses of the 
individual antenna structural configurations are examined to quantify 
structural errors such as decenter, defocus, RMS surface roughness, and 
angular rocking. Performance comparisons of the individual concepts and their 
ability to meet LMSS mission requirements are assessed. From these 
comparisons, the necessity for and extent of active control is determined. In 
the examination of the effects from various external forces, a range of 
material damping ratios from 0.2 percent to 2.0 percent is used parametrically 
to simulate the variability in manufacturing of the structural members. 

II. STRUCTURAL CONCEPTS 

The antenna concepts all vary in the type and number of secondary 
subsystems attached to each system. These subsystems include components such 
as telemetry packages, control jets, reaction wheels, and other components 
necessary to complete an autonomous spacecraft. To determine the dynamic 
characteristics of the basic individual antennas, the subsystems which would 
tend to mask the dynamic characteristics were removed from each concept. 
However, the mass of the communications feed and solar arrays, located at the 
end of the feed mast of each antenna, were included in the analysis to provide 
a better representation of an antenna structure. The same mass (1500 kg) was 
assigned to each concept. This resulted in structural and mass models that 
are directly comparable from concept to concept. 

Summary data for each structural concept are shown in Figure 2. The 
structural mass includes the structural members, joints, and reflective 
mesh. The total spacecraft mass is the structural mass in addition to the 
1500 kg added mass. The design and sizing of the structural members of the 
various concepts for sufficient static-load-carrying capabilities, from such 
sources as gravity gradient, aero~ynamic drag, and thermal-induced loads, were 
analyzed previously for the LMSS. For the tetrahedral truss concept, the 
g2aphite/epoxy dish members were designed with a bending stiffness of 6500 N
m , while the mast, also comprised o~ gra~hite/epoxy members, was designed 
with a bending stiffness of 3.9 x 10 N-m. The feed mast for the radial rib 
antenna was designed with a bending stiffness of 3.6 x 107 N-m2• Each of the 
24 ribs of the radial rib antenna was designed with an approximate bending 
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stiffness of 2.2 x 105 N-m2, based on the varying cross-section. However, the 
thin-ply cantilever rib will not support its own weight under a one-g bending 
load due to its low bending strength. 

The mas1 of ~he hoop column was designed with a large bending stiffness 
of 7.5 x 10 N-m, while the hoop itself will s~ppor~ a 1.5 x 10 N load 
which results in a bending stiffness of 5.5 x 10 N-m. The tension members 
were sized to a 1.25 ratio of maximum allowable member stress to maximum 
experienced tensile stresses. The horizontal fo~ding members of the box truss 
were designed to a bending stiffness of 8200 N-m which would support a 1000 N 
compressive load. The vertical m3mbers are square-finned tubes and were sized 
using data from a previous study. The box truss dish mast used the identical 
graphite/epoxy structural members as those of the dish. 

III. DYNAMIC ANALYSIS METHODOLOGY 

~10dal Analysis 

The dynamic response synthesis and analysis are performed utilizing the 
Interactive Design and Evaluation of Advanced Spacecraft (IDEAS) system. 4 

This system allows the user to create a finite-element model and perform 
numerous types of analyses, including modal analyses, with the use of the 
finite-element Structural Analysis Program (SAP), and dynamic response 
analyses. Another analysis program, Enginsering Analysis Language (EAL), was 
also used for confirmation of the results. The intent of this is to obtain 
independent confirmation of the modal analysis and subsequent dynamic response 
results using more than one program. The modal analysis utilizes the 
eigenvalue/eigenvector determination technique for the extraction of the modal 
frequencies and mode shapes. This method calculates the eigenvalues and 
eigenvectors of the undamped free vibration equation, 

[M]x + [K]x = 0 (1) 

and the resulting eigenvalue/eigenvector equation, 

[K ][.0] = Wn2 [M ][.0] (2 ) 

where [K] and [M] are the global stiffness an~ mass matrices. respectively, 
associated with the finite-element model. Wn and [.0] are the eigenvalues and 
eigenvectors (or modal frequencies and mode shapes), respectively, associated 
with the free vibration of the model. These values were determined using a 
subspace iterative technique. 

Each structural concept was subjected to this type of modal analysis to 
determine the first four modal frequencies and corresponding mode shapes. The 
results of the modal analysis are shown in Figures 3-7. Both the SAP and EAL 
modal analysis of the radial rib antenna are shown (Figs. 5 and 6) to 
demonstrate the modal analysis capabilities, including accuracy, of the 
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simpler SAP model. The results illustrate the flexible nature of all the 
various large antenna concepts. However, one antenna concept, the box truss 
antenna, produced signiFicantly higher modal frequencies than the three 
remaining concepts. This is due to the relatively stiff nature of the mast 
and reflecting dish. The three other configurations all had a lowest natural 
frequency on the order of 0.1 to 0.35 Hz, while the box truss was an order-of
magnitude higher. These low frequencies, which result from low structural 
stiffness, will result in higher vibrational amplitudes. 

The major spacecraft substructures contributing to the low frequencies 
can be determined from the mode shapes For the various frequencies. (The mode 
shapes shown are magnified to better illustrate their relative shapes.) For 
the hoop dnd column, radial rib, and tetrahedral truss antennas, the first 
modes are due to the flexible nature of the communications feed mast. The 
dish movement contributes only to the higher natural frequencies. It is 
apparent that the lower frequencies of the particular structure will dominate 
the dynamic response analysis; therefore, the need and possible control of 
these lower modes must be examined. 

Application Of External Force And Structural Damping 

The dynamic response of the various models depend entirely on the results 
of the modal analysis, the internal damping, and the external forces 
experienced by the structural concepts. The latter two are incorporated in 
the analysis through the use of the following equations which defines the 
dynamic response of the structure: 

[q] + 2pWn[q] + Wn2[q] = [~]T[f] 
[y] = Lfl][q] 

(3) 

(4) 

The [q] and [y] matrices represent the generalized and true nodal 
displacements of the finite-element models at a particular instant in time. 
The external force and internal forces are represented by [f] and p, 
respectively. The external forces are applied at the desired nodal locations 
in the form of a forcing function dependent on the mission slew and slew rate 
requirements. The structural damping ratio, which varies with the natural 
frequency of the structure, currently can only be determined accurately 
through the use of experimentation. Therefore, a range of damping 
coefficients is examined. The solution of the above second-order differential 
equation in terms of the generalized deflection is performed using an 
iterative technique based on the modal displacement and the modal velocity. 

Operational Force Requirements 

The external dynamic forces experienced by the four antenna concepts are 
based upon slew and slew rates somewhat larger than the original mission 
requirements to demonstrate the dynamic merits or disadvantages of each 
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structural concept. Three conditions were examined: two slew rates, 0.1 
deg/sec and 1.0 deg/sec, and a maximum nodal deflection condition, each with a 
20-degree slew. Slewing is accomplished by thrusters located at the LMSS feed 
position to produce large moment arms and operate in a bang-coast-bang firing 
scheme. Two thrusting directions were examined, one parallel and one 
perpendicular to the plane of symmetry of the spacecraft (in the case of the 
hoop column antenna, only one thrust direction was chosen due to the 
symmetrical nature of the antenna). A firing sequence was chosen for each 
thrust direction to produce the maximum nodal deflections, thus establishing 
an upper limit on the possible magnitudes of the modal deflections for each 
antenna concept. The firing duration was chosen to be half of the natural 
period of the dominant mode corresponding to the direction of thrust. The 
coast duration was chosen to be an integer multiple of the natural period to 
produce an approximate 20-degree slew. The various spacecraft moments of 
inertial along with the various moment arms led to the differing firing 
sequences. In the case of the box truss antenna, the firing sequence to 
produce maximum nodal deflections was found to be identical to that used to 
obtain the 1.0-deg/sec slew. All of the firing sequences used to meet the 
slewing requirements are shown in Figure 8. A thruster force of 300 Newtons 
is needed for the higher slew rate and was used for the lower rate to provide 
d worst-case dynamic response. The dynamic response scales linearly with the 
thruster force. 

The internal damping ratio applied parametrically to each antenna concept 
has a range of 0.2 percent to 2.0 percent and was chosen as representative of 
the current values for candidate materials. Due to the lack of other damping 
mechanisms present on Earth, such as air damping, only energy dissipation due 
to material damping is present. The variation of the damping ratios with the 
natural frequencies was not taken into account due to the lack of adequate 
experimental data on the subject. Therefore, the same damping ratio was used 
for all the natural frequencies; however, the range studied appears adequate 
to cover variations due to materials and natural frequencies. 

IV. ANTENNA CONCEPTS DYNAMIC RESPONSES 

Structural Accuracy Requirements 

Each of the antenna concepts was subjected to forces that would be 
experienced during an operational mission. The dynamic response of the 
various structural concepts is examined in terms of antenna structural 
requirements to meet the operational mission needs. These structural 
requirements are based on the electromagnetic performance requirements of the 
mission; decenter, defocus, angular rocking, and RMS surface roughness 
(illustrated in Fig. 9). These mission criteria are then compared to the same 
parameters generated from the dynamic response analysis. Since the antenna 
concepts under examination have a wide variety of space applications, a 
specific mission, the Land Mobile Satellite System (LMSS), was chosen as a 
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baseline study to demonstrate the relative merits and disadvantages of each 
concept. 

The LMSS satellite would be placed in geosynchronous orbit over the 
continental United States and would require a pointing accuracy of ±0.1 
degrees absolute with a peak directivity loss of no more than 0.1 dB. The 
pointing requirement is comprised of two components, angular rocking and 
decenter. Angular rocking refers to the rocking motion of the dish, while 
decenter is the lateral movement of the communications feed with respect to 
the center of the dish. The peak directivity loss requirement is a function 
of the operation wavelength (A) (37.0 cm for the LMSS mission). The 
electromagnetic performance requirements of defocus and RMS surface roughness 
contribute to directivity losses. Defocus is the deviation in position of the 
dish relative to the feed along the focal line. RMS surface roughness is a 
measure of the surface deviation from the idealized parabolic shape. The 
structural accuracy tolerances for RMS surface roughness, defocus, decenter, 
and angular rocking, are on the order of A/16 (2.3 cm), A/2 (18.5 cm), 
12.3 cm, and 6 x 10-4 radians, respectively.6 Each of these quantities is 
determined using the dynamic loads program in IDEAS at various time points 
after the maneuver to obtain the spacecraft's dynamic configuration. At each 
particular time point, the nodal displacements of the dish and the feed are 
calculated. From the dish nodal displacements, a best-fit parabola is formed 
to represent the new dish shape, which in turn, is used for the calculation of 
the RMS surface accuracy, defocus, and angular rocking. 

Dynamic Analysis Results 

The maximum vibrational responses of the different antenna concepts, in 
terms of the structural accuracy tolerances, are listed in Figures 10-13 for 
the different firing sequences. The thrusters were fired in two different 
directions and only nodal deflections occurring after the firing sequence were 
examined. These dynamic responses are all based on a damping ratio of 0.2 
percent, which would provide the worst possible dynamic response of each of 
the cases tested. The settling time shown is based upon the time required for 
the antenna structure to fall within that particular accuracy tolerance set 
forth for the LMSS mission. From the results of this analytical test, the 
relative merits and disadvantages of the individual concepts are readily 
apparent. 

All of the antenna concepts were well within the RMS surface roughness 
requirement of 2.3 cm demonstrating the ability of the four concepts to retain 
a basic parabolic dish surface. In the case of the tetrahedral truss antenna 
(Fig. 10) the structure failed to meet two of the four accuracy requirements, 
decenter and angular rocking. The angular rocking surpassed the LMSS 
requirements in all but one test case, but the subsequent settling time is 
minimal. This is due to a contribution of only the higher modes to the dish 
rocking. However, decenter error far exceeds the requirements and the 
settling time is well beyond a reasonable limit. This large error is due to 
the first two modes of the structural concept, which basically deal with only 
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lateral translation of the dish and the feed. Thrust in the parallel 
direction excited the first mode which is a translational displacement in this 
direction. This resulted in the extreme values for decenter. The second 
mode, excited by the perpendicular thrust direction, dealt primarily with dish 
rotation about the focal line with only minor dish translation. This led to 
lower values for decenter error. The defocus error of the antenna was well 
within the requirements due to the primarily in-plane lateral movement of the 
antenna dish. The dynamic response of the antenna to the two firing sequences 
resulted in a smaller response for the 1.0 deg/sec slew than for the 0.1 
deg/sec slew. This is due to the ratio of the longer thrust duration to 
natural period for the higher slew rate which, near the end of the firing 
sequence, produced a force in the direction opposite to the motion of the 
nodal vibration response. Therefore, the maximum possible nodal deflection 
(which corresponds to an intermediate slew rate between 0.1 deg/sec and 1.0 
deg/sec) was determined to provide an upper limit. Examination of this upper 
limit revealed that the displacements far exceed acceptable values for angular 
rocking and decenter. However, it retained its accuracy in terms of defocus 
and RMS surface roughness. 

The radial rib antenna (Fig. 11) exhibited very different response 
characteristics to those of the tetrahedral truss antenna. The results 
presented were determined using two different programs, IDEAS and EAL. Only 
results pertaining to pointing could be determined from EAL. These results 
are presented as a confirmation of those obtained from IDEAS. The EAL modal 
analysis resulted in a mast truss structure mode (mode 2) that did not appear 
in the SAP analysis due to the simple modeling of the mast as a singular beam 
element with similar properties. However, the absence of this mode in the 
IDEAS analysis did not have a major effect on the results. The EAL modes 
dealing with pure rib movement (modes 4-6) had lower frequencies due to the 
ability to better model the lenticular shape of the ribs. This is a possible 
explanation for the discrepancies in the results between IDEAS and EAL. In 
addition, the simple modeling of the dish-mast connection in the IDEAS finite
element model contributed to the discrepancies. From these results, the 
angular rocking and defocus tolerances were exceeded by the vibrational 
response of the radial rib antenna. The angular rocking of the dish far 
exceeded the LMSS requirements and the settling time is very large due to the 
slight structural damping. The large error due to perpendicular thrust is a 
result of the first vibrational mode of the antenna which is excited by this 
thrust direction. For thrust in the direction parallel to the plane of 
symmetry, the angular rocking is due to excitation of the second and third 
modes. The defocus error, which is based on the movement of the entire dish 
in a direction along its focal line, exceeds the accuracy tolerance only when 
the thrust is applied in this direction. This is due to excitation of the 
second mode which is the only mode of those examined which deals with the out
of-plane translation of the entire dish. The decenter error, which dominated 
the dynamic response of the tetrahedral truss, easily met the requirements. 
As in the case of the tetrahedral truss antenna, a larger dynamic response was 
obtained with the smaller slew rate. This again due to the ratio of the 
longer thrust duration to natural period for the 1.0 deg/sec slew. When this 
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antenna concept 
maximum dynamic 
rocking in both 
direction case. 
within the LMSS 

was subjected to a firing sequence that resulted in the 
response, it was well outside reasonable limits for angular 
thrust directions and defocus for the parallel thrust 
The decenter and RMS surface roughness requirements remained 

tolerance. 

The dynamic response of the hoop column antenna (Fig. 12) met most of the 
mission requirements. (The results were obtained using EAL due to the 
inability to create a working SAP/IDEAS model.) Angular rocking, resulting 
from the first and third modes, was the only parameter to exceed the 
displacement requirements. The subsequent settling time for the 0.1 deg/sec 
slew was within reasonable limits. For the maximum response case, however, 
the angular rocking had a much larger settling time. The slew rate of 1.0 
deg/sec produced smaller angular rocking which is, again, due to the long 
thrust duration and the chosen coast time. In the case of decenter, the 
antenna's mode shapes appear to produce a large error, however, the mode shape 
is only relative and the displacements are severely exaggerated. 
Consequently, the decenter error is sufficiently small to meet the accuracy 
requirements. In terms of defocus, the antenna performed adequately. 

Of all four of the antenna concepts, the box truss (Fig. 13) is the only 
concept to remain well within all the structural accuracy tolerances when 
subjected to the operational environment and a firing scheme that would 
produce maximum nodal deflections. This is due to the relatively high modal 
frequencies inherent in this type of truss structure and the structural 
rigidity of the feed mast. 

Concept Dynamic Response Comparisons 

Each individual antenna concept has its own merits and disadvantages in 
terms of its dynamic performance when subjected to loads incurred during an 
operational mission. Figure 14 is a comparison of the four antenna concepts 
in terms of ability to meet the mission requirements. The rankings are based 
upon the results obtained with 0.2 percent damping which probably best 
represents the actual structural characteristics. The concepts are ranked 
according to how well each met the displacement accuracy requirements or the 
resulting settling time. Each accuracy requirement has equal importance in 
the evaluation of antenna performance and a comparison of antenna concepts in 
terms of differing requirements has not been attempted. The box truss antenna 
far exceeded the other concepts in terms of dynamic response and the ability 
to retain its predesigned shape and, therefore, must be taken into 
consideration for future space missions. 

The next most successful antenna concept was the hoop-column antenna 
which failed to meet only one of the requirements, angular rocking. Due to 
the value of the lowest modal frequency and the relatively small angular 
rocking error, this antenna is an excellent candidate for vibrational control 
through increased structural damping. 
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The tetrahedral truss antenna follows in terms of dynamic performance and 
the ability to meet mission requirements. This concept failed to meet two 
requirements adequately, decenter and angular rocking. The extreme magnitudes 
of the decenter error negates the use of increased damping as a control 
measure. Use of this antenna concept would require either an active control 
systen for structural accuracy control or a redesigning of the feed mast, 
which was the cause of the two lowest modal frequencies which resulted in the 
high response amplitudes. 

For the radial rib antenna, which exhibited the worst response, the 
flexible mast supporting the feed contributed greatly to the low structural 
rigidity observed. This high flexibility must be actively controlled or a 
redesigning of the feed mast structure is required. A redesign of the mast 
structure would probably not result in a major difference due to the ilL" 
shaped nature of the feed mast required for this antenna concept. The ribs 
also have a low modal frequency which cannot be effected greatly by rib 
redesign due to the rib length requirements and mass limitations. 

Structural Damping Eeffects On Dynamic Results 

An alternative to active control of vibrational response is through the 
use of increased structural damping. Structural damping (or internal damping) 
is the only passive mechanism available for internal energy dissipation which 
is responsible for the vibratory action of the structure. To examine the 
effects of structural damping on the maximum nodal deflections and the 
resulting settling time, damping ratios ranging from 0.2 percent and 2.0 
percent were examined. Example results for the feed nodal deflection of each 
concept with damping ratios of 0.2 percent and 2.0 percent are shown in 
Figures 15 and 16. As would be expected, the maximum nodal deflections 
decreased with increased damping ratios as did the resulting settling time. 
The major effect of a structural damping increase is on the settling time, 
which closely obeyed the exponential decay law for a damped oscillatory system 
with the natural frequency being that of the lowest mode that was excited. 

In terms of the structural accuracy tolerances, the errors of the 
individual concepts would all decrease with the increased damping ratio. An 
example of structural damping effects on the accuracy errors and the 
corresponding settling time, for the case of decenter error exhibited by the 
tetrdhedral truss dntenna, is shown in Figure 17. The results are 
representative of the responses of all the concepts to varying structural 
damping. The increase in damping had only minor effects on the deflections; 
however, a marked decrease in the settling times did occur. Therefore, 
manufacturing the concepts for increased structural damping could be 
effectively used in controlling structural accuracy in terms of settling time 
for the accuracy tolerances that were exceeded by a reasonable limit. In the 
case of large errors, an increase in structural damping to 2.0 percent will 
not satisfy the LMSS requirements and other methods for suppression of the 
dynamic response must be examined. 
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CONCLUSIONS 

Large antenna conceptual designs were evaluated in terms of their dynamic 
response to applied forces representative of those encountered during mission 
operation. The LMSS mission was selected for the baseline technical 
requirements. The antenna's vibrational responses were evaluated for 
decenter, RMS surface roughness, defocus, and angular rocking error and then 
ranked accordingly. The effects of increased structural damping were examined 
as a possible means for vibration suppression and reducing settling time. The 
box truss antenna exhibited excellent response characteristics in meeting the 
LMSS mission requirements and far out performed the other three concepts. The 
three remaining concepts, the hoop-column, tetrahedral truss, and radial rib 
antenna, either require increased structural damping or active controls for 
vibrational response suppression. 
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ANTENNA CONCEPTS DYNAMIC RESPONSE PERFORMANCE* 

Decenter Defocus RMS Angular 
Roughness Rocking 

Tetrahedral Truss 0 2 2 1 

Box Truss 2 2 2 2 

Radial Rib 2 0 2 0 

Hoop Column 2 2 2 1 
...... 
a-
0 

Legend: 0 - Does not meet requirements. 

1 - Met requirements within satisfactory settling time. 

2 - r~et requirements with zero settling time. 

*Structural damping is 0.2% 

Figure 14. 
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ANTENNA POINTING OF LARGE FLEXIBLE 
TELECO~CATIONSSPACECRAFT 

B. Govin and A. Bousquet 
MATRA, Space Branch, BP nOt 

78146 Velizy, France 

ABSTRACT 

This paper presents some results obtained dur1ng the investigation of attitude 

control problems for large flexible telecommunications spacecraft. A 

typical SiC conf1guration is described and modeled by modal data derived from a 

finite element analysis. The effect of structural flexibility on radio-frequency 

sensor is analyzed. Model reduction using modal gain considerations is applied. 

Two control concepts are investigated : separate central body and antenna 

pointing control using direct feedback laws, centralized control using 

modal observer and optimal control. 

Performances of each concept are assessed and conclusions about the algorithm 

implementation are drawn. 

1. INTRODUCTION 

The structures that are now proposed for communication satellites include large 

solar arrays and large deployable antennas and masts. Furthermore, 1ncreasing 

antenna S1ze and power, and sometimes political constraints, lead to h1gher 

requirements for the antenna p01nting accuracy (few hundredths of a degree). 

For the achievement of these objectives, the problem of interaction between 

the spacecraft structure and control has a very h1gh s1gn1ficance. 
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D1str1buted attitude control concepts become more and more attractive each 

antenna beam could be p01nted independently through antenna pointing 

mechanisms (APM) and radio-frequency sensors (RFS) , the main body attitude 

or1entation be1ng measured by means of infra-red observation (IRES) [D . 

Th1s paper presents the analysis and des1gn of att1tude control system for a 

large flex1ble telecommunications spacecraft during high level thrust North

South stat10n-keeping (NSSK). The following configuration of sensors and 

actuators is cons1dered 

- Infra-red earth sensor (about roll and pitch), yaw rate integrating gyro 

(RIG) and three-ax1s b1propellant reaction control system on the central 

body 

- RFS and antenna pointing mechanisms for antenna beam control. 

The obJect1ve of the study 1S to determ1ne what level of performance one 

could ach1eve w1th two different classes of control design ; these are : 

- Separate antenna beam p01nt1ng and central body attitude control using 

d1rect output feedback laws. 

- Centra11zed control concept uS1ng state estimation and feedback making 

use of all sensor outputs and control informations. 

Satel11te conf1guration and dynamic rnodel1ng are first dealt with. Interact10ns 

between structural deformat10ns and R.F detection are discussed. Order reduc

t10n methods are applied to get simplified models. The two different classes 

of controller are then studied. PerforMance evaluations and cr1tical 

assessments of 1mplementat10n problems are finally discussed. 
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II. SATELLITE CONFIGURATION AND MODELING 

The satell~te configuration comprises mainly (see figure 1) : 

- a r~gid central body in wh~ch are located the infra-red earth sensor, the 

gyros, the antenna horns and the thrusters, 

- one large flexible antenna (10 m diameter) with typical mode frequencies of 

3 Hz, 

- a flexible antenna support (typical frequency 0.1 Hz) clamped to the central 

body, 

- two long flexible solar arrays (30 m x 1.6 m) with 0.1 Hz bending mode 

frequencies, 

an APM provid~ng a two-axis orientation of the antenna with a range of 

+ 2.0 degrees. 

The typical mass properties are the following 

sIc mass 1800 Kg 

sIc inertiae Ix = 1.4 105 Kg.m2 

Iy 1.5 104 Kg.m2 

Iz = 1.6 105 Kg.m2 

. antenna inertia 250 Kg.m2 

A Full NASTRAN free-free model is derived for the spacecraft, corresponding to 

one or~entation of the solar arrays and antenna. This model is well adapted 

to some distributed control design but a non-linear model with several SIc 
configurations must be used for the performance evaluation. In the NASTRAN 

model, the APM is modeled as a linear stiffness. 

It uses the classical transformation 

x = ~ q (1) 

on the linear system 

tuX + kx = F (2) 
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where m 1S the mass matrix, k the stiffness matrix, F a vector representing 

forces acting on the structure, x the vector of mass-element translations 

and rotations, ~ the modal matrix the columns of which are the mode shapes and 

q the vector of mode amplitude. The equation (2) becomes: 

(3) 

where n2= diag ( W b and Wi 1S the frequency of the i-th mode ; M = diag 

(Mi) and Mi is the generalized weight of the 1-th mode; u is the control 

vector with a dimension equal to the number of actuators ; BA is a matrix 

spec1fying the actuator load on the structure. A sensor measurement vector 

1S defined by : 

(4) 

where the matrices Hp and Hv are determined by the position (Hp) or velocity 

(Hv) sensor location and measurement axes. Defining the state vector x of the 

system by : 

x (q(D T (5) 

Equations 3 and 4 can be represented in state-space notation as 

. 
x 

y 

where 

A 

B 

and 

Ax + Bu 

ex 

r-~2 
0 

~) 

( Wi (f8
A 1 
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(7) 

(8) 

(9) 



( 10) 

1111" <;vstem described by Equations (6}and (7) is in a canonical form and is, ~n 

theory. of infinite dimension. 

rile follO\vlng table g1ves the NASTRAN outputs in termsof mode frequency and 

generalIzed mass. 

Mode Frequency, GM. DescriptIOn 
Hz kg x 10.3 

1·6 0 Rigid Body Modes 

1 0589 0900 Solar array - first sym bending 

8 0619 0256 Large antenna - first lateral trans 

9 1329 0107 Large antenna & solar array - pitch 

10 1346 00885 Large antenna - roll 

11 1361 1843 Solar array - 1st anti-torsion 

12 1368 0614 Large antenna pitch - sol array & 1st sym torsion 

13 1791 1096 Solar array - 1st anti-bending ant roll 

14 2205 0268 Large antenna pitch & lat trans 

15 3528 0899 Solar array - 2nd sym bending 

16 4465 0633 Solar array - 2nd anti bending 

17 5747 0992 Solar array - 2nd anti-torsIOn 

18 5141 0991 Solar array - 2nd sym torsion 

19 7362 1046 Solar array - 1st In plane bending 

20 7668 0361 Astro mast bending - spacecraft roll 

21 9694 0908 Solar array - 3rd sym bend 

22 1.152 0498 Solar array - 3rd anti-bend 

23 1 188 0609 Astro mast bending - spacecraft pitch 

24 1224 0679 Solar array - 3rd anti torsion 

25 1 224 0684 Solar array - 3rd sym torsion 

26 1 375 0320 Astro mast bending - spacecraft roll 

TABLE 1 - EIGENFREQUENCIES OF THE sic MODEL 
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III. ACTUATOR AND SENSOR MODELS 

Only APM and RFS models are briefly described here. The selected APM motor is a 

stepp1ng motor commanded in a continuous or quasi-continuous (microstepping) 

way. The following model has been used: 

_Tot, - T,. 
STEPPING 

~,T,. 
CENTRAL BODY ANTENNA 

Dt"f!t. MOTOR oc.a, y..a 

Commanded angles occ. pc 
Figure 2 APM motor model. 

w1th 

{ 

T", = To .5111 ~ (DC .. - tIC.l. - "'c) 
.tAB (11) 

T" = ~ ~." ~ (~f - ~~ - ~c ) 
.2~9 

where -r:c ,TF» are the applied torques, ~ the holding torque, il9 the step 

ampl1tude, ()(" , oC.l , P .. ' p~ the actual rotations at stator and rotor modes 

and oC, and Pc. the commanded positions. 

The RFS considered here is of the amplitude compar1son monopulse type. The 

measurement of the Earth beacon direction is given by the mismatching of the 

4 horns placed 1n the focal plane of the diffraction spot. The effects pro

ducing RFS outputs are : 

i) the relative translations between horns and reflector 

ii) the rotation of the reflector 

iii) the rotations of the horns (negligible) 

iv) the reflector flexible modes. 

As an approximat10n, the reflector flexible modes are not taken into account 

here. 
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Figure 3 REFLECTOR/HORN LOCATION IN sic REFERENCES 

The figure 3 gives the references and notations for computing the effect 

and (ii) 

X, Y, Z is the satellite reference set 

x, y, z is the RFS reference set 

· R is the vertex of the reflector 

H 1S the horn location 

• 90 18 the rotation around y axis (parallel to Y axis) which defines the 

RFS reference 

• f is the focal length. 
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W~th these notations, the RFS outputs ( ~ RFS,PRFS) with respect to rigid 

body rotations (oeo , ~o ), relative horn/reflector translations ( AX ,AY ) 

and reflector rotations (6x , 6z ) are 

-~ ~ -l .1 f ""N = <'<0 cas eo. e", - ~I" ~eo ez f 

~~rs = ~ + (llX ~ llZ .s," J.eo ) Ir cosl. eo + .2.9y 
(12) 

,o~ eo -
...... -. 

rig~d body flexibility effects 

assuming the beam deviation factor equal to one. The distributed nature of 

the RFS is well described by equations (12). 

IV. CONTROL REQUIREMENTS AND MODEL REDUCTION 

The control system must be designed using the antenna beam angles with 

respect to the earth reference system as performance measurements (allocated 

pointing error 0.05 deg,3u). For the central body, the allocated pointing 

error is 0.1 deg (3a). The disturbance models are derived from the thruster 

configuration used for station-keeping maneuver. 

x 
• 

Figure 4 THRUSTER CONFIGURATION DURING STATION KEEPING 

(Using off-modulation). 
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Plume effect, thrust uncertainty and misalignment, and center-of-mass shift 

produce unbalance torques of about 1 Nm (x,z). Uncertainty is assumed to be 

20 % of this value. 

The selected model reduction principle is then the following : 

- from the expected disturbances and control requirements the control bandwidth 

is determined on simplified models. 

- the model is truncated to include all frequencies up to some multiple of the 

control bandwidth (max. frequency : 3 Hz) 

modal gain considerations are then used modes which contribute little in 

all the input/output transfer functions are neglected. 

By the way, modes which are not excitable or which are not observable are 

discarded. 

- however, modes which may be unstable are not discarded even though they 

have low modal gains (modes 22,26). 

It is clear that this procedure must be tested after controller design on a 

complete validation model. From the modal gain considerations, the mode clas

sification is shown in table 2 for the RFS/APM loops (roll and pitch transfer 

functions). Finally modes 7, 11, 17, 18, 21, 24 have been discarded. 

17 modes are retained for the control analysis. Furthermore control about pitch 

ax~s can be decoupled and a further reduction is done for state feedback 

(section 5) 

• 4 modes are retained inside the control bandwidth using pitch measurements 

and torques on central body and antenna (5,9,12,14). 

5 modes are retained for roll/yaw control (4,6,8,10,13). 
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RANK FLEXIBLE MODE FREQUENCY WI MODAL GAIN NUMBER (Hz) 

10 0.13 7.73 10-6 
2 13 0.18 7.77 • 10-7 
3 8 0.062 9.99 • 10-8 

H 
H 4 16 0.45 6.76 10-8 0 
p:: 5 20 0.77 10-8 3.10 • 

6 26 1.37 -2.14 • 10-8 
7 22 1. 15 -1.63 • 10-9 

1 9 0.13 7.98 10-6 
2 12 0.14 9.83 10-7 
3 14 0.22 8.32 10-7 

::r:: 4 23 1. 19 10-7 u 1.66 E-t 
H 5 25 1.22 1. 13 10-9 
P-. 

6 15 0.35 3.33 10-10 
7 18 0.57 2.12 • 10-10 

TABLE 2 DOMINANT MODES IN RFS/APM LOOPS 

(Using modal gain considerations) 

v. SEPARATE LOOPS USING DIRECT OUTPUT FEEDBACK 

A simple approach using independent mono-variable control loops has been first 

tested (see figure 5). A minimum mode excitation fro~ central body control is 

achieved by CAUER filtering (see figure 6). On the contrary, because of the 

high accuracy required on the antenna beam pointing, this loop needs a large 

bandwidth. However it can be seen on the root locus for RFS/APM roll loop, 

(figure 7) that the loop bandwidth is limited by the presence of flexible mode 

26 (astromast bending) which may become unstable. Furthermore, weakly damped 

oscIllations appear in the closed loop response (as a classical drawback of the 

direct output feedback technique). 
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Consequently, poor antenna pointing performances are obtained (see figure 8). 

It is clear that the use of additional actuators and sensors would ~mprove 

antenna pointing performances but this is beyond the scope of this paper. 

VI. CENTRALIZED APPROACH USING STATE ESTIMATION AND FEEDBACK 

The objective ~s now, using the same set of actuators and sensors, to develop 

modal control algorithm to assess the performances which could be achieved. 

Basically, a LQG control is selected by minimizing a quadratic performance 

index : 
T ; I (XTFX + UTGU) dt (13) 

o 
• 

for the system evolution X = AX + BU, where F and G are state and control 

weighting matrices. The control U is given by 

A 

U -KX (14) 

where K G-l BTp (IS) 

0 PA + ATp + F - PBG- 1 BTp (16) 

A 

X ~s the estimate of the controlled state through the observer : 
;... "" A 

X AX + BU + L (Y -CX) (17) 

Y CX (18) 

where L SCTR- 1 (I9) 

0 AS + SAT-SCTR- 1 CS + Q (20) 

Rand Q are measurement and process noise covariance matrices. 

However extension of standard LQG design using frequency-shaped cost func

tionals (ref. (2J) enables spillover and disturbances reduct~on (see figure 9). 
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As an illustration, let us consider a high control weighting at high 

frequencies to reduce spillover 

~ .a 
W + (a)o 

4>: G ( JW ) G 

we now define a new vector U by 

the performance index can be written ~n the form 

T 
J lim .i!(XTFX-rirBO) dt 

T- DIJ T o 
the feedback control law will be 

and therefore 

U + "'0 ( 1 - e 2) U = "'0 e 1 X 

U "'0 [ s I + "'0 ( 1 - e 2) ] - 1 e I X 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

In the same way, consider that we want to attenuate modes higher 

than ~o ~n the sensor measurement Y. Let Y be the filtered measu-

rement 

Y Y (27) 

Equation (27) makes us consider an additional state equation 

z = _ 6)oZ + c..>oex 

The orig~nal measurement equation Y 

augmented state representation 

AX + BU 

= -£doZ + "'0 ex 
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ex has become Y = Z for the 

(29) 



the corresponding asymptotic observer will have the form 

{ 
~ = 
Z = 

'" AX + BU + Ll 

" '" - lIJoZ + "'0 CX + 

_ A 

(Y - Z) (30) 
_ A 

L2 (Y-Z) 

VII. NUMERICAL RESULTS AND CONCLUSION 

A 10 order observer including spillover filtering has been deve

loped using 2 inputs and 2 outputs for central body and antenna 

beam control around pitch axis. Simulation test runs gave a 

number of interesting results (see typical output in figure 10) 

. due to the optimal control, the stability margins are very good, 

robustness is good for the controlled modes and no performances 

degradation is observed when the frequency of the modes is 

changed by 20 %, 

in the nominal case (with a microstepping motor for the APM) 

the performances are : 

- for central body pointing 

- for antenna pointing 

roll = 0.048 deg 
pitch = 0.050 deg 
yaw 0.155 deg 

roll 0.040 deg 
pitch = 0.045 deg 

as concerns equipment, it appears that the use of gyros for roll 

and pitch measurement would give significantly better results 

the continuous feature of the APM is very ~nterest~ng since ~t 

does not constitute a mode excitation source. 

Implementation on a microprocessor (TI SBP 9989) has been analyzed 

Briefly, for control algorithm involving 4 modes for each axis, 

total computation time of 50 msec has been found (us~ng fix 
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double-word arithmetic). This allows sampling frequency up to 

12 Hz which is compatible with the control bandwidth used in vali

dation examples. 

In conclusion, state feedback techniques associated with frequency 

shaping filters have been tested for the antenna beam control 

(through RFS and APM) and central body attitude control. These 

techniques enable performance improvement of typically 0.05 deg 

at antenna level. Computation load is reasonable. Further works 

will be necessary to fully validate this concept with a complete 

non-linear model taking into account modal parameter dispersions 

and sic configuration changes. For that, there is a need of 

further development of modeling and model reduction techniques 

and of ground and flight test methods. 

Acknowlegments 

This paper is based on work performed under the sponsorship and 

technical direction of the International Telecommunications 

Satellite Organization (INTELSAT). Any views expressed are not 

necessarily those of INTELSAT. 

References 

[IJ A. BOUSQUET, JC. AMIEUX, B. GOVIN, R. HAVAS, G. MULLER 

"Integrated Attitude Detection and Estimation System" 

Final Report, INTEL SAT Contract nO INTEL-129, Oct. 1983 

[2) N.K. GUPTA 

"Frequency-Shaped Cost Functionals : Extensions of Linear 

Quadratic Gaussian Design Methods" 

AlAA Journal of Guidance, Control and Dynamics, 

Nov. IDe c. 1 980 - p p 529 - 535 . 

178 



t-' ...... 
\,C) 

SMALL 
ANTENNA 

~ 

Y·IPITCHI 

.. ASTROMASr' 
BEAMS 1----23' ---

DEPLOYED 
ANTENNA 

3 if\. /'\~~. 
/1\' 'Y" 1\ J.\ /t \ i \ , ,Y - 10°.- :: 

~~,LL~ 

DEPLOYED 

~-$"~~ 
~.~ 

x 
IROLL» 

Figure I SPACECRAFT CONFIGURATION 

10m 

',6 m 



Figure 5 

Tor~ boa. 

sic 
ANTENNA 

tlYNAl1lt!l 

1st CONTROL CONCEPT: SEPARATE BODY ATTITUDE AND 

ANTENNA BEAM CONTROL LOOPS 

~r--------------------r--------------~~--r-------------------~ 

C 
D 

ci ... 
I 

C> 
C> 

Figure 6 

--I 
t , 

·i-· I - t ..... t 

: : 

J -I J 0 

CENTRAL BODY TRANSFER FUNCTION USING P.D NETWORK 

AND CAUER FILTERING (1 st control concept) 

180 



c c 

k = 0,100,200, ••• ,1000 

· ~:-r-----------.-----------.-----------.~--------~.-----------!r-----------r-------~--~-----------.r.----. : 
: : : • : I • : 

c ................ r················r················r ;;'-~;;;:U ..... ·T·· ... -..:.:.;,;; ..... :: .............. ~........ ... . .... : .. ; ............ r····· 
o : : : : : : i : 

• ............ -_ ...... - .. -- -~ ........ - .................... -.: .... -- ............ -- ........ ~ -_ .... ---- ...... Oo ......... ~ ........ -_ .. -_ ....... - ...... ~- .. -_ .. -- ................ -1- ............ ---.. .. -- .... r -- ................ _ .......... i- ........ .. 
CD : : i : ~: : : : 

: : : U_: : : : 
.... -- ........ -- -- ........ ~ ................ -- ...... _ ... -~ .......... --- -- ---- .... i .......... --- ..... -_ ........ i .... -_ ........ --_ .. -- .... -i .......... -- .... --- ...... -~- ............... -_.. .. ... --~ ................... -- .......... ~.- .. -oo .. 

i i : : ~ iii g i : : : : : : : 
• .................. ____ ........ t ................................ _~ __ ........ __ .................. t __ .. _ .. _ .. _ .. ____ ...... .! __ ............. - .... - .... - -~ .... _ .... -- ........ - ....... -~- .......... --...... .. -_ .... ~ .......... -- ................... ~- ...... --

CD : i ~ i : : : : 
: I • I I • I • 

········ .. ······~················~·--··· .. · .. ··~·i9--·i!i"···ei--··i!i··--·i!i····~·:zij···· .. ····i······· .. ·· · .. ··~············· .. ·i·--··· 
o :: ::::: 
o : : : i : : : : 
:;;. .................. -_ .. e - e - -~ - e. e - - - - - - -. - - -- i .. -e - -- ... - -- - - .. - ~ -- -- - --- - •• -- -- -i-------------- e .. -r ---" ----------- -1- --.. -- ----. • -_ .. -r ------. -------- "1- -- ---

: i : i : : : : 
: • • I : : : : 

················t········ .. ·····-1--····· .. ·· .. m·t····· nn.<~iiim·i!i·O\!I······~e·· .. ·f3-,fi:···--·mn ·····~········· .. ·····i······ 
o : : i : : : : : 
o : : : : : : : : 

• ____ • _____ .. ______ ~ .... _____________ .1 .. _____ .. _ .. _____ " ....... ____ .. _ .. ___ • _.Ie _____ ..... ------ .. -:- .. ----- .. ---- ----"":- - --------- .. -- ... : -- - - ... - -- --- ..... -"":- ___ A. 
N : : i i : : : : 

i i : : i ~_AS: : 

g .............. i·· ............. j _. ··········r·············T········ ... 1 ~ -~: ~···r·············T···· 

0-0.10 -h.09 -0.07 -h.os -h. 011 -h.03 -0.01 0.00 0'.02 

Figure 7 ROOT LOCUS FOR RFS/APM ROLL LOOP BY CHANGING 

LOOP STIFFNESS (1 st control concept) 

a -0 

,....l-
,....lC)c ow-p=:c· 

<t! 
Z 
Z 
~ 

it H 

~ • 
'0.00 

Figure 8 SIMULATION RESULTS OF 1st CONTROL CONCEPT 

ANTENNA ROLL DEPOINTING 

181 



Figure 9 

::r: 
U 
Eo-< 
H 
p., 

< 
Z 
Z 
~ 
Eo-< 
Z 
< 

::r: 
u 
Eo-< 
H 
p., 

>< 
0 
0 
j:Q 

I!l 
D 

\I 

,---- ------, 
I B I 
I I 
I I 
I 

I 
I 
I 
I 

I I 
_-'-- 1--.(}(\.oo-+--+----1 C I L ____________ J 

S~(lte tshmalor 

I-t--------()c'\--~ -~----I----+-- U 

2nd CONTROL CONCEPT : STATE ESTIMATION AND FEEDBACK USING 

FREQUENCY-SHAPED TECHNIQUES 

~--,.- -- --. f -- - --
! . .; ...... . 
I 

. : 

'0 on II nn 110 '''' 

Figure 10: 2nd CONTROL CONCEPT SIMULATION RESULTS : ANTENNA AND 

CENTRAL BODY PITCH ATTITUDE. 

182 



DESIGN AND EVALUATION OF CONTROL SYSTEMS 
FOR 

LARGE COMMUNICATIONS SATELLITES 
M. E. Steiber 

CommUnIcations Research Centre 
Ottawa, Canada 

ABSTRACT 

Control tethniques for future large ftexible spacecraft are being developed in a Joint indus
try, university and government research project. Control design and analysis are supported by 
a comprehensive CAD system. The proposed Operational Mobile Communications Satellite 
(OMSAT) featuring a U m offset fed antenna is used as target application. A reduced version 
of a high fidelity dynamics model of the satellite serves as a benchmark system. Requirements 
for satellite attitude control and communications beam pointing are deftned. The following 
control methods are applied to the system: standard linear optimal regulator (LOR) with 
Luenberger observer, LOR/observer with selective spm-over suppression, frequency shaped 
LOR, LOR with dosed-loop order reduction by cost decoupling, and Robust Servomechanism. 
The design results are compared. 

1. Introduction 

Several spacecraft missions under consideration in Canada will require the application of large 
space structure technology Of particular interest to the Department of Communications (DOC) is 
the Operational Mobue Communications Satellite (OMSAT), proposed for the mid 1990's 111. This 
geostatIOnary satelhte, origInally planned as a joint U.S.-Canada project, would provide mobile com
munications service in the 800 MHz band throughout Canada and the 50 United States. The mission 
requires 106 communication beams and a large reflector to generate beam patterns small enough for 
reasonable beam separation and frequency reuse 12). The beams of 0 5 degrees width require pointing 
accurate to 005 degrees. In a configuration tradeoff study 131, the spacecraft configuration shown in 
Fig 1 was selected from 3i candidates as the baseline for the OMSAT mission. It features an offset-fed 
antenna configuration with a ii m diameter reflector, a 70 m anglt'd support tower and a 38 m solar 
array dehvering 8.2 kW of power. The 'spacecraft mass is in the order of 3500 kg, with the center of 
mass located outSide the phYSical structure. 

The engineering challenges to design, build and test such a spacecraft are quite significant and 
dynamiCs and control has been identified as a critical area 141. A joint industry, university and gov
ernment research project led by the Communications Research Centre (CRC - a DOC lab) undertakes 
to develop the attitude and orbit control tech DIques required for this class of spacecraft 15). This 
paper summarizes some aspects of thiS joint effort. A Computer-Aided Design (CAD) system, used 
for development, evaluation and verification of control techniques, is described in Section 2. A bench
mark spacecraft dynamics model and benchmark control design requirements are defined in Section 3. 
A prelimInary comparison of several control methods applied to the benchmark case is presented in 
Section 4 

z. Computer-Aided Control Design System 

A comprehenSive Computer-Aided Control Design System has been Implemented at CRC 1D Ot
tawa in collaboration with Ruhr University, Bochum, F R.G. ThIS system essentJally IS the KEDDC 
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package developed under coordination of Schmid 161 at Lehrstuhl ESR (Prof. Unbehauen) of Ruhr 
Umverslty. It serves not only as an efficIent tool for control system analysis conducted at CRC but is 
mtended to also playa role as an mterface and stimulus for the communication between the various 
research groups within mdustry, universities and CRC. 

FIg 2 provides a block diagram of the main components of the CAD system and their Interfaces wIth 
the applications enVIronment specific to large space structures projects. The major components are a set 
of interactive non real-time programs for system and signal analysIS, a database, an extensive program 
library and, to be implemented in the near future, real-time programs mterfacing wIth experimental 
hardware. 

The package supports a wide variety of operations for system manipulation and analysis, control 
system synthesIS, simulation and SIgnal processing. The methods are essentially limited to finite 
dImensIOnal linear systems. Systems may be represented in any of the 10 different forms shown in Fig.3 
and transformed with ease between time domain, state space and frequency domain. The choice of 
system descrlptions includes deterministic and stochastic input/output sIgnals, continuous and discrete 
time transfer matrices, continuous and discrete state space representations, as well as matrIX fraction 
descrIptions. 

The users interact with KEDDC through a command driven dIalog and can perform operations 
m arbitrary sequence, accessing the implemented methods and algorithms like tools in a toolbox. 
Menu and help facilities normally enable even casual users to master the system without reference to 
manuals A KEDDC session does not require any pre-planning or programming as forgotten steps 
can be mterlaced in the dialog at any time, such that a "hang-up" cannot occur. The solution of 
common subtasks is usually supported by a number of numerical options in order to ensure efficient 
and accurate solution of high order problems (e.g. 13 numerical options for the solution of stationary 
Rlccati equations). 

Access to a common database improves the communication between research groups workmg on a 
common proJect and ensures that individual developments are based on common grounds In particular, 
access by all users to hIgh order models, system order reduction and control design procedures can 
help to Improve the interfac10g between dynamic analysis and control design (Fig. 2) KEDDC also 
forms a common software base reducing the duplication of program development. Methods developed 
durmg thIS proJect are also being applied to studies on flexible manipulators and the Space StatIOn. 
However, the idea of using KEDDC as a common forum for the exchange of data and software is only 
slowly gaining acceptance in industry and at universities participating in the project, mainly because 
remote users face the inconvenience of limIted data transmIssion rates, and the necessIty to famlliarlze 
With another computer system. 

KEDDC IS organized as an open system, parts of which may be added, updated or removed at any 
time This unlimIted extendabillty is of particular importance in an appbed R&D enVIronment WIth 
on-gomg development of new programs and methods The development of non real-time programs 
presently focusses on methods for the reductIOn of the order of open- and closed-loop systems. As 
mdicated 10 FIg 2, program development is supported by the program library which contains about 1000 
routines for baSIC mathematical functions (LINPACK, EISPACK, polynomial operations etc ), control 
engmeermg, database management and graphics. Program development may take place on other than 
the target machine as the numerical lIbrary programs are portable. ImplementatIOn of existing real
time programs on state-of-the-art hardware will allow ImmedIate implementatIOn of control algorithms, 
on-line system identification and adaptive control (SchmId 171) of ground based hardware experlments, 
whIch are 10 preparatIOn (Hughes 181). 
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s. Benthmark Dynamies Model and Control Requirements 

One objective of the control studies is to explore the interaction between control systems and space 
structures with uncertain and un modelled dynamics. A second objective is to develop robust control 
techniques for this class of systems. The 'strawman' chosen for this study is the OMSAT of Fig.l, 
because the spacecraft design has progressed to a level of detail which permitted the development of a 
realistic and coherent dynamics model With much attention to detail. 

FigA shows the various stages of the modelling and model order reduction process. Finite element 
dynamic models of the three flexible substructures (solar array, tower and reflector) were developed 
separately (Hughes 191, Brouillette 1101). Data for the reflector was interpolated from data provided 
by JPL on 15m and SSm wrap-rib designs. After eliminating some flexible modes from the array 
and reflector models on the basIS of a combined modal momentum and frequency criterion, the flexible 
substructure models and the rigid spacecraft bus model were combined into an overall spacecraft model 
with 65 flexible vehicle modes and 8 rigid body modes (Hughes 191). 

The equations descrlbmg small motions of the spacecraft can be represented in the following form: 

z =Az+Bu+Hw (1) 

where u denotes the control inputs and w denotes disturbance inputs. When the motion of the system 
(1) IS desCflbed In undamped modal coordinates, the state vector z contains the amplitude and velocity 
associated With each mode and A assumes the form 

With 
1 : identity matrix 
n = diag (w,), w, = frequency of jth mode 
D : damping matrix (non diagonal) 
G : gyroscopic matrix (non diagonal) 

(2) 

The control objective is accurate attitude and communications beam pointing. Analysis of the ray 
geometry etc. leads to the definition of a performance output vector 

z =pz (3) 

where P is a performance distribution matrix describing how much the excitation of each state con
tributes to the elements of the beam pointing error. The control objective is expressed by the cost 
functIOnal 

v = 100 

zTQzdt (4) 

where Q IS a pOSitive definite weighting matrix for the error components (e.g., roll, pitch and yaw 
error). This cost functional is used in the further reduction of the model order by Modal Cost Analysis, 
(Skelton, Hughes. Hablani 1111, 1121. 1131). The total cost VJ for all flexible modes is the sum of the 
cost V. of the individual flexible modes: 

VJ = E V. (5) 
Jle% model 
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If the structure is bghtly damped (D assumed diagonal) and If there IS no stored momentum 
(G = 0), the cost V, of mode i depends only on its own characteristics. For unity impulSive type 
mputs, the cost of each fleXible mode is: 

with 
p, = ,Ih column of P 

b, = ,Ih row of B 

m = total number of modes 

1 
~, = 2w, D" 

(6) 

In a relatively Simple expression, (6) states to what degree the following modal characteristics influence 
the modal cost: modal frequency w" modal damping ratio ~" the importance of each mode in the 
performance output (p,) and the degree to which each flexible mode is excited (b,). Modal cost ofrigid 
body modes IS not defined ("00") in this sense 

The 11 most slgmficant modes account for 97 percent of the total cost of all 65 flexible modes of 
this model Fig 5 shows their frequencies and respective cost. A reduced model containing (besides 
rigid body modes) only these 11 fleXible modes was chosen as benchmark model for control studies. 

For the control benchmark case, the spacecraft is assumed to be in a conventional N-S stationkeep
ing maneuver. Attitude control during stationkeeping has been identified as a critical operation durmg 
recent analysis of the Demonstration MSAT misSIOn, due to large unknown torques caused by thrust 
level uncertainties The control objective is to maintain attitude control and beam pomting during the 
statlOnkeepmg maneuver Stationkeeping itself is assumed to be controlled by a strategy independent 
of attitude control and hence the three translational spacecraft rigid body modes, descrlbmg the orbital 
kinematics, are deleted frOID the model. Fig 6 shows the baseline actuator configuration With three 
reaction wheels and four thrusters located at the spacecraft bus, four thrusters at the tower tip and 
two reflector gimbal torquers. During stationkeeping a thruster based control system is assumed with 
the reactIOn wheels locked at zero speed. For the control studies, 22 N bipropellant thrusters were 
basehned In order to explore the implicatIOns of relatively high thrust levels on the structure, although 
electric propulsion IS considered a more viable option, especially for stationkeeping. 

For control design, the followmg simpbfying assumptions are made: the 8 nonlmear (one way) 
thrusters are combmed to form 5 equivalent mdependent, linear actuators. (An approximately linear 
thruster characteristic may be obtained by Pulse Width Modulation or Pulse Frequency Modulation 
although some excitation of high frequency modes will be concomitant with thIS technique) Further, 
sensors with Ideal characteristics are assumed to prOVide the follOWing measurements. spacecraft bus 
attitude and angular rate about three axes, two reflector gimbal angles, and the relative displacement 
between spacecraft bus and tower tip In two directions. The sensor output y is described by 

y=Cz (7) 

The 10 outputs were chosen from a larger set, consldermg the feasibility of the sensor implementatIOn 
and the spectral condition of the system output matrix C 

Thus, the benchmark control model described by eq (1) and (6), has 7 control inputs, 10 measured 
outputs, 5 rIgid body modes, and 11 fleXible modes and IS completely controllable and observable 
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Sensors and actuators located at the spacecraft bus and reflector hub, respectively, are mechanically 
connected by rigId mounts. However, sensors and actuators are not dual (B ¢ CT;CB > 0). 

The requirements for the control system are: 

1) stabilization of attitude and communications beam in presence of uncertain and unmodelled 
plant dynamics, 

2) regulation of attitude and beam against environmental disturbances and thruster inbalances, 
and 

3) spacecraft rigid body response time constants in the order of magnitude of the lowest space
craft flexible mode. (The absolute value of the closed-loop eigenvalues associated with one or 
more rigid vehicle modes shall be larger than the frequency Irad/sl of the lowest frequency 
elastic mode.) 

Although it has not been shown yet that the last requirement is a necessity for the OMSAT mission 
it is considered important for this study in order to ensure that interaction between control system 
and structure occurs. 

4. Preliminary Comparison or Control Techniques 

A number of methods have been suggested in the literature to solve the generic space struc
ture controls problem and most current methods were summarized by Balas 1141. Kosut, Salzwedel 
and Emami-Naeini 1151 present a comparison of five control techniques applied to a tetrahedral truss 
structure. Under this project, so far the following control techniques were applied to the OMSAT 
benchmark: 

1) standard linear optimal regulator (LOR) with Luenberger observer, 

2) LOR/observer with selective spill-over suppression, 

3) LOR/observer with frequency shaping, 

4) LOR with closed-loop system reduction by cost decoupling, 

5) Robust Servomechanism (optimal dynamic output feedback). 

Work on a comparison of these techniques only has started, and the results presented here are 
preliminary. All methods with the exception of 5 initially are applied without consideration of the 
requirement 2) for disturbance rejection. The undisturbed spacecraft model (w = 0) is decomposed 
into a controlled subsystem, a secondary subsystem and a residual subsystem as shown in (8), with 
the subscripts c,s,r denoting controlled, secondary and residual respectively: 

(8) 

(9) 

(10) 
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For all methods except 4), this decomposition is just a rearrangement of the modes of the modal rep
resentation (1) The dimenslOns of the sub-state vectors Ze, Z,' Zr and the order of the subsystems are 
denoted ne , nIl and nr respectively. The control systems are designed on the basis of the controlled 
subsystem, and in some cases with additional information about the secondary subsystem. The reSId
ual subsystem comprises all known plant dynamics not used for control system design. The mmimum 
numbers of controlled and secondary states required to design a control system which fulfils the re
quirements 1) and 3) are used as criteria for comparison of the control methods. For all design cases, 
the mimmum ne and n, are summarized in Table 1, together with the following additional criteria· the 
mmimum number of flexible modes reqUlred to be included in the controlled subsystem, me, order and 
stablhty of the feedback compensator system and the maximum relative perturbation A of the plant 
modal frequencies tolerated by the control system (as implicitly deflned by !lperturbed = (1 - A)!l). 

With 

LO R and Luenberger observer 

ThlS design method yields a feedback compensator of the form 

u(,,) = -F(,,[ - Ae + ECe + BeF)-l Ey(,,) 

E : observer gain matrix 
F : controller gain matrix 
, : Laplace variable 

(11) 

No secondary system is considered in this method. With well known procedures (e.g. see (161), 
E is designed such that Ae - ECe has desirable eigenvalues and F is determined such that the control 
law u = -Fze minimizes the cost functional 

(12) 

With 
p : scalar relative cost factor 
a : exponential weightmg factor 

The location of closed-loop eigenvalues is controlled by p and a and chosen to fulfll requirement 3) 
For deSign case 1a the controlled fleXible modes are selected according to their modal cost (Fig.5) and 
inclusion of 10 fleXible modes into the controlled subsystem is required to obtrun a satisfactory control 
system With thiS design procedure (ne = 30, me = 10). In design case 1b the flexible modes to 
be included in the controlled subsystem are selected by ascending frequency. Only the nine lowest 
frequency modes need to be conSidered to obtrun a satisfactory result. This indicates that modes with 
low open-loop modal cost may still be important for control design, as in thiS case the mode at 1.02 
raJJ./s (Fig.5) Other observations are that, for this particular design, the compensator system (11) 
IS unstable (Johnson (17]) and that the closed-loop system is very susceptible to perturbations of the 
plant dynamics A change of less than one percent in the modal frequencies is suffiCient to cause 
mstablhty. 

LOR/observer with selective spill-over suppression 

The spill-over suppression techniques applied here was suggested by Yuan (181 and an essentially 
similar method 18 described by Kissel and Lin (191. It yields a compensator of the form (11) with E 
alld F havmg particular properties. For observatlOn splll-over suppresslOn (deSign case 2a in Table 1), 
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F IS determined on the basis of (12) as described above while the observer gain matrix E is chosen 
such that C. is in Its null space: 

E=EoTo (13) 

with 

ToC. = 0 (14) 

By this choice of E, the observation spill-over term is nulled for the secondary subsystem, which 
may only contain a limited number of flexible modes for a nontrivial transformation To to exist 
(n, < dimen6ion(y)). Accurate knowledge of the mode shape of these few selected modes is required 
in order to compute To, while the modal frequencies do not need to be known. Application of this 
method in conjunction with full order Luenberger observer design is appealmg, because it makes use 
of the avrulable deSign freedom without restricting free pole placement. 

However, two difficulties are encountered in the benchmark case: although one would expect to 
be able to suppress spill-over from .{ secondary modes because there are 10 measured outputs, the 
pall {ToCc,Acc} becomes unobservable when attempting to suppress more than two modes. The 
compensator with spill-over suppression for two modes fails to stabilize the system even in absence 
of any residual plant dynamics (n, = 0), because the controlled and secondary (suppressed) modes 
of the system are lightly coupled through the off-diagonal elements of the damping matrix D. This 
problem possibly could be overcome by transformation of the system to damped gyroscopic natural 
modal coordinates (Vigneron 1201, Meirovitch 1211). The problem indicates however, that the suppres
sIOn techmque is not very robust because the coupling through damping is extremely light. Stored 
momentum aboard the spacecraft would significantly increase the coupling between flexible modes in 
non-gyroscopic coordinates. 

In a dual manner, the method may also be applied to suppress control spill-over (design case 2b). 
The control feedback gain matrix F of the compensator (11) is chosen to be of the form 

F=TeFe (15) 

With 

B.Te = 0 (16) 

In the apphcation of this method to the benchmark similar problems as for observation spill-over 
suppressIOn become apparent. The pair {BeTe,Acc} becomes uncontrollable when trying to suppress 
spill-over from more than one mode. The closed-loop system is unstable in presence of the suppressed 
mode, without any reSidual modes. The combination of control and observation spill-over suppression 
for one mode (case 2c) Yields a compensator which stabilizes the closed-loop system in presence of 
the suppressed mode, but fails to stabilize the system when residual modes are included in the plant 
dynamiCs. 

LOR/observer with rrequency shaping 

The extensIOn of the LQG method to include frequency-shaped weighting matrices in the cost 
functional IS described by Gupta 1221. In the application to the OMSAT benchmark problem, the 
following cost functional is used to optimize the controller: 

(17) 
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where * denotes conjugate transpose, w is frequency and G(jw) is a ne by ne frequency shaping matrix 
of the followmg form: 

G = dlag(o.) 

Vi = L.y (18) 

Vi = T + 1 .ne 

This diagonal form is chosen, because relative and combined weighting of the states according to 
the control objective is already performed by p'[ QPe• The zero elements correspond to beam pointing 
rate terms which have zero weight. The resulting compensator is of the form of (11) but with addltional 
dynamics lU the state-feedback controller. 

(19) 

where FF is a constant state-feedback matrix computed for an appended system with state vector 

[~e] and q(6) = GF(6)Ze(6). Smce the beam error rate has no weight lU the performance mdex, 

the order of the compensator is ~ne. The order increases significantly when higher order frequency 
shaping functions are used. In the particular benchmark deslgn case (#3 in Table 1), this method did 
not Yleld any improvements over the standard LOR/observer design and the compensator obtained 
was open-loop unstable. 

Closed· Loop System Reduction by Cost Decoupling 

ThlS method is a duect extension of Skelton's 1191 concept of cost decoupled coordinates to closed
loop systems. To the author's knowledge this extension was presented for the first time by West
Vukovich and Hughes in 1241. 

For a system of the form (1) the loop is closed by optimal state feedback. The closed-loop 
system then is transformed to so-called cost decoupled coordinates. In this coordinate system, the 
cost, as defined by the cost functional of the optlmal regulator problem, for regulation upon mihal 
condltlons or impulsive dlSturbances, IS the sum of independent cost elements which are a function of 
the characteristics of each particular state only. The transformation to cost decoupled coordmates is 
found from the solution to the attendant Riccatl equation and the expected value of initial conditions 
or impulSive disturbances. The closed-loop cost for each state of the transformed system is evaluated 
and the states with high cost are combined to the controlled subsystem of (8) while the states with 
low cost form the secondary subsystem. No residual system is considered (nr = 0). Optimal state 
feedback for the controlled subsystem forms the final controller and may be obtained by truncation of 
the state feedback gain matrix for the transformed full order system: 

(20) 

With 
FD . state-feedback matrix of controlled SUbsystem in cost decoupled coord mates 
TD . orthogonal transformation from cost decoupled coordmates to orlgmal coord mates. 

This approach is still under investigation and, so far, no observer was included in the design 
The ideal state-feedback control system, however, suffers from control and observatIOn spill-over in the 
presence of the secondary subsystem The results given in Table 1 (case 4) were obtamed for a case 
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similar, but not Identical to the benchmark. Spill-over effects lead to closed-loop instabilIty when the 
number of controlled states ne is less than 15. 

Robust Servomechanism 

This approach developed by DavISon [251,[261 optimizes a general dynamical compensator system 
m order to synthesize a control law. The application of this method to the OMSAT problem is described 
by DavISon 1271 and results in a generalized PID type controller and servocompensator of the following 
form: 

with 
K. : constant gain matrices 

IIref : (filtered) reference input 

(21) 

The compensator gain matrices K. are determined without reference to any secondary subsystem 
(n. = 0) However, the measured output required for implementation of this compensator is different 
than the sensor complement provided in the benchmark model and may include elastic deformation 
rate signals. The results listed in Table 1 (case 5) were obtained in a design not aimed at the benchmark 
requirements and violatmg requirement 3) by an order of magnitude. This design, however, achieves 
rejection of low frequency disturbances and is robust in the sense of 1251. 

Table 1 

Preliminary Comparison of 5 Control Design Methods applied to the OMSAT Benchmark 

Case Method ne me n. Compo Compo d 
Order Stable4 

la LOR - Modes by Modal Cost 30 10 0 30 no 
Ib LOR - Modes by Frequency 28 9 0 28 no .009 
2a,2b,2c Spill-over Suppression /a.iZ, to .ta.bilize 'Jldem 
3 
4 
5 

Frequency Shaping 28 9 0 42 no .007 
Closed-Loop Reductionb 15 - 17 15e 

Robust Servomechanism4 18 4e 0 f)f yes 

Remarks. 

a.: Compensator open· loop stabili~ 
b: The case comidered here is nJJUlar but not identical to the benchmark; the design only appronmately 

fulfils the rigid·body response time requhement. . 

C: Assumes full·order observer which was not included in this particular design. 

d: This design requires other measurements than provided in the benchmark model and violates the rigid. 
body response time requhement by an order of magnitude. 

e: Actual (i e not mmimum) number of flexible modes included for design; other remIts mdicate that only 
as few as one mode may be required to obtain stable design WIth this method. 

/: Assumes aVllllabllity of rate output Signals. 
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6. Observations, Condusions and Diredion of Further Work 
The CAD system KEDDC has been found a very efficient and versatile, almost indispensable tool 

for the rehable analysis of high-order systems. Its architecture and user interface are particularly well 
sUited for an applIed R&D environment. 

Durmg the application of several control techniques to a large space structure benchmark problem, 
it was observed that LQ type methods may require (unrealistically) accurate plant modelling approxi
mately two frequency decades beyond the closed-loop system bandwidth. Modal cost was found not to 
be a relIable indicator for the Importance of fleXlble modes for control design. The spill-over suppression 
techmque applied failed m presence of weak couplIng between fleXlble modes, e g. due to damping. In 
the benchmark case, frequency shaping of the cost functional does not result in any improvement over 
standard LQ methods. Observer based compensators frequently were open-loop unstable. Closed-loop 
order reduction and the Robust Servomechanism appear promising but have to be investigated more 
thoroughly before a conclusive comparison can be made. 

The criteria used here for comparison are related to the model order required for a given control 
design method and system performance requirements. However, they appear insufficient to draw strong 
conclusIOns, in particular in presence of very small design and model error margins Other criteria have 
to be consulted (e.g. those suggested by Kosut et al. 115J, Yuan 128J and Davison 129]). A basic problem 
m comparmg control methods on a benchmark case is, however, that the methods are not being directly 
compared, but rather only particular designs obtained with those methods. 
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CONTROL OF LARGE ANTENNAS BASED ON 
ELECTROMAGNETIC PERFORMANCE CRITERIA 

Y. H. Lin, M. Hamidi, and M. Manshadi 
Jet PropUlsion Laboratory 

CalIfornia Institute of Technology 
Pasadena, CA 91109 

I. INTRODUCTION 

Large space antenna missions that have been studied recently at the 

Jet Propulsion Laboratory include Land Mobile Satellite System (LMSS) for 

communications, Surveillance Satellite System (SSS) for aircraft position 

determination, Very Long Baseline Interferometer (VLBI) for radio 

astronomy, and Large Deployable Reflector (LDR) for infrared through sub-

millimeter astronomy. 

LMSS is a multiple-beam communications mission, intended to provide 

telephone service to mobile users across the continental U.S. (Figure 1). 

Its operating frequency is between 806 and 890 MHz. The mission calls for 

a single shuttle launch in mid-90's. After the launch, the antenna will be 

transferred to and operated in a geostationary orbit. 

One candidate for LMSS is the wrap-rib antenna shown in Figure 2. It 

consists of a 55-meter reflector dish and a spacecraft bus mounted with the 

antenna feed. The antenna dish and the spacecraft bus are connected by an 

L-shaped boom. The long leg of the boom is approximately 80 meters long and 

the short one 33 meters. The total system mass is 9695 lbs. 

The same configuration has also been considered for the SSS mission 

which calls for a constellation of 4 or more large antennas to provide 

surveillance and data communication for 50,000 simultaneously airborne air-

craft (Figure 3). To achieve desired position determination accuracy, a 
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highly inclined and highly eccentric 24 hours orbit is considered. The 

operating frequency for this system is in the range of 1030-1090 MHz. 

The VLBI mission is mainly concerned with the astrophysical investiga

tion of the nuclei of radiogalaxies and quasars. The concept has been 

demonstrated at centimeter wavelengths exploiting the longest baselines 

available on the surface of the Earth. Even at centimeter wavelengths, 

compact radio sources are found, requiring yet longer baselines to investi

gate their structure. To place an antenna in space will allow the smaller 

spatial structural details of the compact source to be explored (Figure 4). 

The orbiting antennas considered have sizes from 15 meters to 40 meters and 

observing frequencies of 1.7, 5, and 22 GHz. The orbiting antenna will be 

placed in an elliptical orbit with inclination of about 600 • 

LDR is to be a dedicated astronomical observatory in space operating 

in the far infrared and submillimeter region of the spectrum where the 

Earth's atmosphere is nearly opaque. This is generally between 30J.lm and 

1mm wavelength. Unique LDR observational capabilities include studies of 

star formation and planetary systems in our own and nearby galaxies and 

cosmological studies of the structure and evolution of the universe. The 

major elements of LDR (Figure 5) are the 20 meter segmented primary mirror, 

a 20-30 meter thermal shroud, the spacecraft bus, and two solar arrays. The 

total mass of the system is approximately 27,000 Kg, the orbit altitude 

about 750 Km, and the orbit inclination 280 • 

The antenna control requirements for missions described above and 

other selected missions are summarized in Figure 6 for comparison. For 

communications and surveillance missions such as LMSS and SSS, the typical 

poin ting accuracy required is about 0.1 0 and the surface RMS (root-mean

square) accuracy a few (5) mm. For VLBI, the surface accuracy requirement 
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is slightly more stringent. and the pointing accuracy tighter by an order 

of magnitude. For LDR. the pointing accuracy is about 10-5 degree (0.04 arc 

second). similar to the one required for the Space Telescope. The RMS 

surface error. however. is in the sub-micron regio~ 

The control of these large antennas has been studied and a hierarchy 

of control designs with increasing sophistication has been developed. The 

relative performance of the various control designs has also been 

eval ua ted3 • 

Traditionally. control designs have been developed based on antenna 

dynamic models only and the antenna's electromagnetic (EM) information has 

not been used. Therefore. the control designs were aimed at the minimiza

tion of a performance index involving antenna vibration errors which were 

weighted in a heuristic manner. 

However. antenna dynamic errors in the performance index can be 

weighted according to their relative importance to the electromagnetic (EM) 

performance as will be illustrated in this paper. The potential benefit of 

utilizing additional antenna electromagnetic information is that either a 

better EM performance will be achieved with the same amount of control 

effort. or the same EM performance will be achieved with less control 

effort. or both. 

202 



II. ANTENNA ELECTROMAGNETIC FIELD IlODEL 

Consider the reflector antenna shown in Figure 7. The reflector 

surface I is constructed by intersecting a circular cylinder with an 

arbi trary curved surface. The cyl inder axis is taken as the z axis; the 

x-y plane is perpendicular to the z axis. The projection of I on the x-y 

plane is the circular region 0 with radius a. The feed is assumed to be 

located at some arbitrary point. 

The far-field approximations for the scattered electric and magnetic 

fields of the offset-fed antenna are readily evaluated using a technique 

developed by Y. Rahmat-Samii and V. Galindo-Israol. l A brief summary of 

this technique is presentod in tho following paragraphs. 

X()(' ) -r 

ZIZ'I 

SOURCE 

Fig. 7. Offset Shapod Roflector Antonna 

The electromagnetic fields E and H aro given by 

I
H = 

E= 

v x A 

1 

jlll8 
v x H 

A is the vector potential expressed as: 

-jklr-r'l 
A = f~ J e ds' 

~ 471' Ir-r' I 
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where J is the induced current on the reflector surface due to the magnetic 

field Hs radiated by the source. It is given by2 

where'D. is the uni t vector normal to the reflectors surface and directed 

towards the positive direction of the z axis. 

Introducing the far-field approximations in the expressions for E and 

H, one obtains! 

e-jkr 
E = - j k11 ":"-'-47T-r-

where 11 = ~~, the parameters (r,8,~) are the coordinates of the 
A A 

observa tion point, 8 and ~ the uni t vectors corresponding to 8 and ~, and T 

the radiation integral given by 

A 

T = f J(r') ejkr'.r ds' 
~ 

It has been found that the radiation integral provides a very accurate 

solution for predicting the far-field radiations of reflector antennas. 

The necessity of having an efficient technique for the evaluation of this 

integral stems from the fact that it has to be computed accurately each 

time the observation angles change. Moreover, the integrand of the 

radiation integral oscillates rapidly and thus makes the integration more 

strenuous, for large reflectors. 

To circumvent the difficulties in the integration, the radiation 

integral is first expressed in terms of a summation of Fourier Transforms 
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of an neffective" aperture distribution 

p+cD 1211' l a 
T = L Gp (8) ~(p' .</)')ejkp'Bcos(~</)')p'dp'~' 

. p=O 0 0 

where Band </) are functions of the observation angles 8 and </). 

The Fourier Transform integrals are then expanded in terms of Iacobi-

Bessel series by writing that 

where Fmn (.) are the modified Iacobi polynomials defined by 

and the coefficients pCnm and pDnm are given by 

I
PCnml = an (211'5 1 

J, Q (as' .</)') 
C 211' 0 0 p 

pnm 

a =(1 n=O 
n 2 n~O 

cosnlf" I 
Fm n(s')s' ds' ~' 

ainnlf" 

Finally. the radiation integral is expressed as 

I
COs~! 1 (kaB) 

~2(n+2m+1) • n+2fii 
sinnlf' 

whore I n (.) indicatos the Bessel function of order n, and j =vr.=i • 
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This method has several important features which may be summarized as 

follows: 

1) Higher order coefficients pCnm and pDnm can be calculated from 

zero order coefficients OCnm and ODnm by use of recursion relations. 

2) Once pCnm and pDnm are determined they can be used for all 

observation angles. 

3) The numerical integrations involved in the computation of OCnm and 

oDnm do not contain the highly oscillatory Fourier Transform kernel of the 

original expression. 

To illustrate the variation of the RF pattern of a reflector antenna 

as a function of its feed location, the far fields of a SS-m parabolic 

reflector antenna are plotted for four different feed locations: (1) Feed 

at focal point. (2) Feed displaced in the x direction with y and z 

constant. (3) Feed displaced in the y direction with x and z constant. 

(4) Feed displaced in the z direction with x and y constant. (Figures 8 

through 11.) 
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As can be noticod. displaceaents along the x and y axos produce 

significant variations in tho gain while displacolllonts along the z axis 

have almost nogligible effects. It can thus be obsorvod that. to optimize 

tho gain most of tho effort should be concentrated on controlling the feed 

displacements along the x and y directions and that the control along the z 

direction can be rolatively loose. 
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III. ANTENNA CONlROL MODEL 

Let P be an EM performance parameter to be optimized (e.g., gain, 

bandwidth, magnitude of the electric or magnetic field). Let xl' x2' ••• 

xn be the independent variables whose variations affect P: P = P(xl' x2' 

•.• Xn)j and let X ;: (Xl x2 ••• xn)T. Suppose p assumes its optimal value 

T at Xo = (xlO x20 xnO)· Around this point P can be expressed as 

P(x) = P(x ) + WI A_ + 1.. AxT HI A + o xo· ~ 2 IXo aX ••• 

where P and H denote the gradient vector and the Hessian matrix of P with 

respect to X and Ax = x - xo. 

Since P is optimum at x 
o 

and Hlx is positive definite or negative definite depending on whether P 
o 

is minimum or maximum at x • 
o 

Hence, around the given point, 

P(x) = P(x ) +...!. AxT HI Ax + ••• 
o 2 x o 

and we can approach the optimum value of P by minimizing I~ AxT HAxl. Note 

that if this minimum reduces to zero we actually attain the optimum value 

of P. Note also that if H > 0, 

and if H < 0, 

and that in both cases, 
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where A is a positive definite matrix. 

The antenna is modeled by an equation of the form3 

Ify + ICy = Bu 

It is always possible to relate Ax to y by an equation of the form Ax 

= Ty. Hence. min~izing 

...! AxT A Ax 
2 

and reducing it to zero is equivalent to minimizing 

We can thus formulate a linear quadratio optimal oontrol problem by 

writing: Min~ize 

subject to 

Ify + ICy Bu 

The term 

where R is a positive definite matrix. is added to account for the 

restrictions in energy consumption for the control. 

The rest of the procedure is classical. A damping term Dy is added to 

the equation. and the system is augmented by considering tho stato vector 

W = (y y)T. This leads to tho system 
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~1 ) w + ( ~1 ) 
-M D M B 

u !:.. FW + Gu 
= 

associated with the cost functional 

where 

The optimal control is given by 

u(t) = -CW(t) 

with 

where K is the positive definite solution of the Riccati equation 

FTK + K F + Q - K GTR-1G K :: 0 

IV. FEED-DISH MOTION COMPENSATION FOR A 55-M. 
WRAP-RIB. OFFSET-FED ANTENNA 

To illustrate the application of the method, in the following we 

describe the design of an EM optimal controller for the 55-m. offset-fed. 

wrap-rib antenna considered in the LMSS study. The controller is designed 

to minimize the relative feed-dish motion of the antenna. 

A schematic diagram of the antenna is given in Figure 12. It is 

composed of a 5S-m diameter reflector dish, a massive feed array. and a 

long L-shaped boom connecting the dish and the feed. The antenna's 

operation frequency is 871 MHz which leads to the values of 1159.68A for 

the dish's diameter and 239.6A for its focal length (A is the wavelength at 

871 MHz). 
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Construction of the State Cost Matrix 

Let rO be the vector from the center of gravity of the spacecraft's 

bus to the boom's elbow and r 1 the vector from the elbow to the center of 

gravity of the reflector's dish. The position of the feed is characterized 

by the vector. IN:RTIALFRAME 
z x 

FEED 
ISPACECRAFT'S IUSI 

Figure 12. Schematic Diagram of the Antenna 

S = (x Y z)T = - (rO + r 1 ) 

Let So = (xo Yo zo)T be the position for which the electric field is 

maximized. For the neighborhood of this point 

since 
v EI = o. s s 

o 

The value of the electric field was evaluated using the algorithm 

described in the first section of this paper for different feed positions. 

The following Hessian matrix H(so) was obtained throug~ numerical differ

entiation of the electric field (as a function of feed position): 

(

-26.0966 

H(So) = -.00344 

-.0076 6.396 

-.0076 ) 

6.396 

-1.96 

-.00344 

-24.231 
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To evaluate AS, we interpret the feed-dish motion by considering the 

feed and the lower boom, r o' fixed and the dish, hence rl' rotating about 

the coordinate axes. Thus, 

As = -Ar1 

The antenna's distortions are supposed to be small. This leads to 

where 

designates the rotation of r 1 about the x, y and z axes of the inertial 

frame. Writing Ar1 in a matrix form, we obtain 

As = -D r 

with 

where a, band c are the components of the vector rl: r1 

Thus, 

E has a maximum at S. H is therefore negative definite and so is H'. o 

Consequently, the state cost is given by 

Antenna Model 

The antenna is modeled by the linear system3 

lrj + ICy = Bu 

where the state vector y has 12 components as follows: Y1 to Y3 represent 
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the attitude 8x ' 8y , and 8z of the spacecraft; Y4 to Y6 the rotations 11' 

12' and 13; and Y7 to Y12 the six most important modes of the reflector 

dish. 

The state cost weighting matrix takes the form 

Qij = -H' (i-3) (j-3) 

Qij = 0 

4 iii 6, 

elsewhere 

4 < j < 6 

Optimal Feedback Computation and Simulation 

The OPTSYS4 program package was used to determine the optimal gain for 

tho case where a three-dimensional control is applied at the spacecraft's 

bus. The choice of the control cost weighting matrix is explained in the 

following section. 

V. OON'lROLLER PERFORMANCE 

The EM optimal controller described in the previous section was used 

to derive the antenna and extensive simulations were performed to analyze 

the antenna's structural and electromagnetic behavior. These results were 

also compared with their counterparts obtained through the use of an opti-

- 3 mal controller whose design is based solely on geometrical consideratons. 

Since geometrical considerations for the control of antennas are 

needlessly stringent, an EM optimal controller must be able to achieve the 

same EM performance as a geometrically based controll,er, with much less 

control effort involved. The simulation results show that the EM 

controller did indeed achieve the same performance as the geometric 

controller using only 37~ as much energy. 

Figures 13-15 summarize the simulation results. All simulation runs 
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I 

characterize the response of the system to an initial disturbance of 10 in 

11• Figure 13 shows the time behavior of the feed-dish distance variation 

and the control effort E = f t u2 (a)da when the system is driven by a c 0 

geometrically based optimal controller. The choice of the state and 

control cost weighting aatrices is described in Ref. 3. 

1.00 

0.80 

.0 0.60 c -M 

(.) ... 
0.40 

0.20 

-0.4O-t-----r--_-.-__ --.-__ --.-__ --. 0.00 &..-__ ...L-__ ....L.-__ ""'--__ -L-__ -I 

0.00 1.00 2.00 3.00 4.00 5.00 0.00 1.00 2.00 3.00 

T x 102 T x l(f 
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(Geometric Controller). 

4.00 

Figure 14 shows the same two variables when the system is driven by an 

EM based optimal controller. The choice of the state cost weighting matrix 

was previously described. The control cost weighting matrix is chosen such 

as to result in the same RF performance as in the previous case. It should 

be noted that the control effort is only 37~ of the value of the preceding 

case. 

Figure 15 gives a comparison of the time history of the til tangle 

(pointing angle) and the magnitude of the peak electric field of the 

antenna for the two controllers. As it can be noted. the RF controller 
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achieves the same performance as the geometric controller with only 37' as 

much energy. 
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VI. GENERALIZED ANTENNA OON'lROL DESIGN BASED ON EM PERFORMANCE MODEL 

" 
To generalize the design of optimal controllers to take dish surface 

control under consideration, it is needed to compute the sensitivity of 

some EM characteristics such as gain, tilt angle (pointing), sidelobe 

level. etc. to the dish modal distortion. 

Mathematical Model Relating the EM Pattern to Modal Distortion 

In developing this model, both the structural model and the EM model 

of the reflector antenna are use~ Generally for large space reflectors, 

the structural dynamics of the dish is modeled by equations of the form: 

Mx + Kx = u(t) (1) 

Where M is the mass matrix (Positive definite), K the stiffness matrix 

(Posi tive), and u(t) the control. x(t) describes the dish surface distor

tion. This system can be transformed into the canonical form: 

y + 02y = q(t) 

with y and q defined by 

:z: = cfJy 

q = cfJTu 

where cfJ is the matrix of modal shapes such that 

cfJTMcfJ = I (The identity matrix) 

and 

(2) 

(3) 

(4) 

(5) 

02 is a diagonal matrix whose elements are the squares of the natural 

frequencies of the structure. The surface distortion of the dish is given by: 
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Y1 
(6) 

x = (1/>111/>21 --- II/>N) Y2 

YN 

or 

N 
x = L 

i=l 
Yi(t) I/>i(r) (7) 

where the mode shapes I/>i(r) are known over the entire surface of the 

reflector and Yi (t) are the modal amplitudes obtained from Eq. (2). When 

the dish surface is given by the finite element model, the modal shaped I/>i 

are known a t a finite number of nodes of a mesh. Thus for node j the 

distortion is given by: 

N 

L Yi(t) I/>i (rj) 
i=l 

(8) 

If the nominal surface is shown byx the instantaneous surface shape at 

node j is given by: , 

N 

= %j + L Yi(t)l/>i (rj) 
i=1 

j = 1,m 

where m is the number of nodes of the finite element mesh. 

(9) 

To relate the reflector surface to the EM pattern, we should consider 

the EM model discussed in section II. If the surface ~ is described as 

z' = f(x',y') (10) 

the unit vector normal to ~ is given by 
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where 

and 

n = 
N 

INI 

+ af A af A A 

N = ----x---y + z 
ax' ay' 

INI = 

A A A 

(11) 

(12) 

(13) 

where x, y and z denote the unit vectors along the x, y and z axes, respec-

tively. Therefore, to be able to compute the electric and magnetic fields 

of the reflector, we must have the value of the surface z' = f(x',y') and 

its derivatives with respect to x' and y' at points necessary for the 

compution of the integral yielding the potential vector A: 

When the surface is known only at SOme finite number of nodes (Eq. 9), 

it can be interpolated at any desired location (xo' yo) by fitting a 

bicubic spline function 

4 
z = L: (14) 

i=l 

to a number of nodal coordinates (minimum 16 points) in the vicinity of 

this point. The values of the surface and its derivatives are thus approx-

imated over the entire reflector dish. The polynomial coefficients Cij of 

Eq. (14) are computed by a least square fit method. The surface and its 
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derivatives at (xo'Yo) are simply given by 

z' (xo'Yo) = Cl1 

aZ'(xo'Yo)/ax' = C21 

az'(xo'Yo)/ay' = Cl2 

Numerical Application 

(15) 

The 55 meter wrap-rib antenna was used again for numerical analysis. 

The feed is assumed to be at the focal point with an edge taper equal to 

-15 DB. The RF pattern of the non-distorted antenna is shown in Fig. (16). 

For this geometry the pattern is symmetric and its peak is normalized to 

zero DB. To show the effect of surface distortion on the RF pattern, modes 

1, 2, and 15 of the dish were considered one at a time. Mode I is the so 

called skirt mode and causes the dish to rotate about the hub axis. The RF 

distortion for smal1 amplitudes for this mode is insignificant, but for 

large amplitudes such as 100, the RF pattern is distorted as shown in Fig. 

(17). Mode 15 is the umbrella mode and even for an amplitude equal to 1, 

it causes the RF pattern to be distorted as shown in Fig. (18). Mode 2 

represents a mostly nonsymmetric displacement of the reflector nodes and 

some rotation. Figure 19 shows t"o cuts of the RF pattern at 4> = 00 and I{l = 

900 • The cuts were evaluated for a mode 2 amplitude equal to 10. 
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VII. CONTROLLER DESIGN FOR SHAPE COMPENSATION 

OF mE SS METER WRAP-RIB ANTENNA 

The sensitivity matrix is formed by computing the second derivatives 

of the peak electric field with respect to the amplitudes of the most 

significant modes. If the modal amplitudes considered are shown by ~1' ~2 

••.• ~6' and the Peak Electric field by P, then the sensitivity matrix 

is defined as follows: 

rl TRANSPOSED 
a~2 

1 OF LOWER HALF 

a2p ~ 
a~l a~2 a~2 (16) 

sP 2 . 
~ 

Each element of the sensitivity matrix is computed by tabulating the 

values of the peak electric field as a function of the corresponding modal 

amp! i tude s a bout ~1 = ~2 = ••• = ~6 = 0 and then us ing the bi-cubic spl ine 

function to interpolate P. The second derivatives are then obtained from 

the spline coefficients. 

EM Sensitivity Matrix 

The Sensitivity Matrix is defined as the matrix of the second 

derivative of the peak electric field (P) with respect to the amplitude of 

221 



the distortion modes of the reflector ('II' '12' ••• '16) c.f. Eq.(16). The 

peak electric field of the antenna is computed using the finite element 

model of the reflector. For the numerical differentiation of P and for the 

computation of the elements Sij of the corresponding sensitivity matrix, P 

was computed over a S % S mesh corresponding to values of 'Ii and'lj about 

'Ii ='Ij = O. This result was then used to interpolate P about 'Ii =l)j = 0 by 

bi-cubic spline functions according to the formula: 

4 4 
P('Ii''Ij) = ~ ~ 

(i-I) (j-1) 
Cij 'Ii 'Ij (17) 

n=l m=l 

The coefficients Cij of the bi-cubic splines are computed by using the 

25 values of P( 'Ii' 'Ij) and its corresponding 'Ii and 'Ij in equation (17) 

and solving the system of 2S equations with 16 unknowns by a least square 

fit algorithm. The value of P( 'Ii' 'Ij) and its first and second deriva

tives with respect to 'Ii and 'Ij are obtained as follows: 

a2p 
= C 

a'lia'lj 22 

~ = C 
a'li 21 ~ = 2 C (18) 

a'li 31 

...QL = C 
a'lj 12 

a2p 
= 2 C 

a'l/ 13 

It was experienced that the off-diagonal terms of the sensitivity 

matrix are much smaller than the diagonal terms, therefore to reduce compu-

tational cost, only the diagonal terms were evaluated. The resulting 

sensitivity matrix is shown below: 
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-.243x10-3 

-.341:dO-3 o 

-.489:dO-3 
p = 

-.24.23 

o -40.21 

-42.75 

Controller Design and Stmulation for the Wrap-Rib Antenna 

The performance of the control design based on the above sensitivity 

matrix was assessed through extensive simulations. The following simulation 

resul ts illustrate the control performance. For the illustrative runs. the 

initial conditions for all state variables were set to zero except for the 

amplitude of Mode 15 which was set to 1. In Figure 20. the time history of 

the upper boom rotation angles (Y4' Ys. Y6)' the amplitudes of modes. 1. 2. 

3. 15. 16. and 17 (Y7 thru Y12)' the dish surface RMS error (RMS). the 

change in feed dish distance (DRMAG) and the control energy (Ee) are show~ 
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VIII. CONCLUSION 

The EM performance of large flexible antennas is traditionally 

achieved by imposing stringent geometric restrictions on the structural 

distortions from a nominal optimum configuration. In this paper. we have 

presented an approach to alleviate the stringency of the geometrical 

criteria of satisfactory performance. The approach consists of generating 

a linear optimal control problem with quadratic cost functional where the 

cost functional is obtained from the EM characteristics of the antenna and 

the dynamic system constraint is given by the structural model of the 

antenna. 

The me thod was appl ied to the feed-dish motion and shape vibra tion 

compensation for a 55-m wrap-rib. offset-fed antenna. From the time simula

tions. it was established that the EM based optimal controller is consider

ably more efficient than the traditional geometrical based controllers. in 

the sense that the same EM performance can be achieved with a much reduced 

control effor t. 
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VIBRATION CONTROL EXPERIMENT DESIGN FOR 
THE 15-m HOOP/COLUMN ANTENNA 

F. M. Ham and D. C. Hyland 
Hams Government Aerospace Systems DIvISIon 

Melbourne, FL 32902 

ABSTRACT 

A test program is designed for a ground-based vibration control 
experiment utilizing as the test article the 15-M Hoop/Column Antenna. 
Overall objectives of the designed ground-based test program include: 
the validation of Large Space Structure (LSS) control system techniques, 
the validation of LSS parameter identification techniques, the 
evaluation of actuator and sensor placement methodology and the 
validation of LSS computer models. Critical concerns in LSS Controls 
and Dynamics are: low frequency vibrational modes, close modal spacing, 
parameter uncertainties, controller software limitations, non1inearities 
and coupling of modes through damping. Analytical results are presented 
which include compensator designs for varying compensator order. 

I. INTRODUCTION 

In the near future NASA plans to conduct a Large Space Antenna 
Flight Experiment. Preliminary efforts on shuttle attached experiments 
have been performed [1]. This endeavor represents an attempt to advance 
the design, development, test and evaluation of large, actively 
controlled space structures to a sufficient level for an effective 
transfer of resulting technology to mission programs. The goals of the 
program are (1) validate technologies necessary to implement active 
control of large structures, (2) to provide feedback to the mission 
community concerning risks, limitations, and related problems, and (3) 
to help guide future technological endeavors. 

With the preceeding goals in mind, a logical first step is to 
consider a ground-based experiment, and the lS-M Hoop/Column Antenna is 
a very good choice for the test article. A prototype is currently being 
built under a contract by Harris Corporation. This structure is a 
deployable mesh reflector design for space communication applications. 
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The deployed configuration is shown in Figure 1. Flgure 2 shows the 
actual configuration for ground testing of the antenna. The structure 
consists of a cable stiffened nesh reflective surface which is suspended 
from the deployable hoop and is controlled by cables which attach to the 
cpntral mast. In addition to attitude (precision pointing) and slewing 
control via lOultiple reaction control jets and momentum exchange 
devices, it is possible to control the reflector surface by changing 
tension in the control cords. 

Configurations of the Hoop/Column antenna which are well in excess 
of 100 meters have been studied for possible communications and science 
missions. It is possible to package them in the Shuttle Bay, and the 
associated structural weight will be a small fraction of the Shuttle 
payload capacity. 

NO GRAVITY COUNTERBALANCE SYSTEM IS 
REQUIRED ONCE DEPLOYMENT IS COMPLETE 

r COUNTER 
BALANCE 
SYSTEM 

FIXTURE 

Figure 1. 15-Meter H/e r,1odel Deployed 

An initial design concept has been developed and specific 
objectives set forth [2J. The objectives of the ground-based experiMent 
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L---~~------- SUPPORT CABLE 

VOICE COIL ACTUATORS (X Y) 

~ __ - RATE GYROS (X Y) 

SAMS CCD 
ARRAY 

TARGETS FOR SAMS MEASUREMENT 
SYSTEM (1 TARGET EVERY 4TH GORE) 

STRAIN GAUGES 
(1 EVERY 2ND GORE) 

PIEZOelECTRIC 
TENSIONERS EVERY 
2ND GORE (ALL CORDS ON 
A GORE) 

JACK SCREW POSITIONERS 
EVERY 4TH GORE (MIDDLE 
AND OUTER CORDS) 

2 DISTURBANCE I!:::=-------tt----- TORQUES ALONG THE 'El X AND Y AXES AT SIC BUS 

Flgure 2. 15-Meter H/C Model Cable Suspended Configuration for 
Ground Testing 

include (1) verification of actuators and sensors used for attitude and shape 
control, (2) establish traceability of ground testing to space testing, (3) 
establish limitations imposed by processors, (4) establish adequacy of the 
controller to control low frequency and closely spaced modes, (5) define a 
complexity/performance tradeoff and (6) verification (and possible refinement) of 
the analytical structural model of the antenna through parameter identification 
(this would reduce risk in the flight experiment). 

The ground-based experiment results should provide information which can be 
utilized for an STS-attached flight experiment. Actuator and sensor placement 
(and number) is a critical issue in performing the experiment. The ground-based 
experiment confi gurati on provi des a logical fi rst-cut at actuator/sensor pl acement 
and number. Resulting data can be subsequently analyzed to refine the vdrious 
locations and number of devices on the structure to increase system performance, 
and also provide input for an analysis of the tradeoffs between closed-loop 
performance and controller complexity. In order to perform the flight experiment, 
flight-qualified hardware must be developed. This includes actuators, sensors, 
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and all controller processing hardware. The ground-based experiment 
again can provide a baseline for that hardware. Performance of the 
prototypes can be assessed and refinements made prior to the flight 
experiment, providing low cost/low risk hardware. Verification and 
refinement of the analytical finite-element model for the structure can 
be accomplished through parameter identification. This can provide a 
more refined model of the structure for the flight experiment, possibly 
resulting in better performance. 

II. EXPERIMENT DESIGN 

A. Control Methodology 

The control of large flexible space structures offers a number of 
challenging problems to be overcome. First of all, one must design a 
controller in the face of incomplete information, namely uncertainty in 
plant modeling. Secondly, since models of large flexible structures, 
such as large antennas, will be extremely large the order of the 
controller can not be the same as the plant order. In other words, it 
is necessary to design a dynamic controller whose order is prespecified 
in accordance with onboard software limitations and is, at the same 
time, robust in the face of modeling uncertainties. The answer to both 
of these problems can be found in the Maximum Entropy [3,4,5] and 
Optimal Projection [6,7] theories. 

where 

Given the dynamic system of equations 

~(t) = Ax{t) + Bu{t) + wl{t) 
x{t) = xl (t) 

X2{t) 

(n 

(2) 

is the state of the plant (in the antenna control problem this will be 
modal displacements and velocities) the output of the sensors is given 
by: 

yet) = Cx{t) + w2{t) (3) 

\'Ihere y{ t) is a vector of i sensor outputs with measurement noi se 
w2{t). Now, the optimal control problem consists of minimizing the 
quadratic functional of x{t) and 
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<Xl 

E[J] = E [[(xTt) R1x(t) + uTt) R2u(t»dt 1 (4) 

u(t) subject to the constraint equations given by Equatlon 1. 

The standard theory works well if A, Band C are known preclsely, 
but this will never be the case in an application such as the antenna 
control problem. One is always faced wi th residual Tllodell ng errors and 
actual physical changes in structural parameters. The Maximum Entropy 
approach to system modeling allows parameter uncertainties to be 
directly included in the overall design process by use of a 
stochastically parametpred system model which incorporates the minimum 
of avallable parameter statistical information. The approach provides a 
Mechanlsm whereby Modeling uncertainties can be uniquely quantlfied and 
the controller design can be made robust. 

Since implementation constralnts are ever present 1 n any systerol, 
the order of the controller (Nc ) is fixed at the maximum order Wc« 

In allowable, \"hich lS dictated by system software constraints. In 
order to arrive at an optlmal control forrllUl atlon under these conditions 
the Optimal Projection theory can be utilized. The optimal projection 
approach to reduced - order controller design involves direct solution 
of the optimality conditions for the problem of quadratically optimal 
fixed-fo~ dynamic compensation. The basic design equations termed the 
lIoptimal projection equations ll are first order necessary conditions of 
the optimization probleM rendered in a highly simplified form. The 
design equation also incorporates parameter uncertainties as modeled 
under the maximum entropy approach. Convergent techniques for numerical 
solution of the design equations allows the acceptance of a large-order 
plant model and yet provides the quadratically optimal controller having 
a fixed dimension which is dictated by on-line computing capacity. 

Therefore, the control design approach utilized consists of Maximum 
Entropy Modeling, and Optimal Projection. The Maximum Entropy modeling 
approach addresses the consequent need to acknowledge inescapable errors 
in the parameters of the structural model and to accept such 
uncertainties at their a priori levels. Optimal Projection addresses 
and resolves the following problem: given the plant model (structure, 
actuators, sensors) including modeling uncertainties as treated under 
the Maximum Entropy formulation, design the optimal dynamic controller 
whose order (number of dynamic degrees of freedom) is preassigned in 
accordance with on-line computing capacity. This approach produces a 
strictly optimal, flxed-order compensator and supersedes all ad hoc 
suboptimal reduction and/or controller order reduction procedures. 

Due to the amount of cOMputer tlme required for solution of the 
optimal projectlon equations, for large order systems, an approximate 
galn selection algorithm has been formulated. The method assumes 
diagonal-dominance of the matrices in the system equations, thus 
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yielding an algorithm \lhich converges relatlvely fast. The analytical 
results presented later are a result of utilizing the approximate gain 
selection software. 

B. Experiment Configuration 

Two configurations were considered for a lb-meter model dynamic 
experiment, the based-fixed and pendulum. Both were reviewed for 
application in a dynamic controls test and it was decided that the 
pendulum (or cable suspended) configuratlon was superior for the reasons 
llsted below: 

• The cable suspended configuration possesses quasi rigid-body 
modes and thus allows the inclusion of pointing and retargeting 
in the experiMent (limited to small angular motion). 

• Better isolation from ground disturbances. 

• Better definition of the system boundary condition. The 
support structure in the based-flxed configuration will 
interact with a nur'1ber of structural modes. Thi s wi 11 add 
uncertainty to the model. 

A finite element model of the cable suspended configuration was 
developed to aid in the experiment design, and Table 1 gives the element 
description. Several simplifications were made for convenience in 
developing the finite element model. The surface is modeled by a slngle 
layer of membrane elements without details of the cord structure, and 
the finite element model conta1ns twelve (12) gores, whereas the 
structure contains twenty-four (24) gores. Both simplifications have 
been correlated with detailed models 1n other investigations. Lower 
frequency modes will be represented accurately and high frequency modes 
w11l have similar characteristic shapes and frequency ranges. These 
approximations are reasonable at this stage in the exper1mental design. 
Detailed finite element models will be needed for correlation and final 
design of the control system. 

One hundred (100) modes were computed uS1ng the finite element 
model. t~odal density versus frequency is plotted in Figure 3. Mode 
shapes which illustrate the regimes shown in Figure 3 are plotted in 
Figures 4 through 6. The number of modes below a given frequency is 
plotted versus frequency in F1gure 3. The mode at 2.4 Hz is a tors1onal 
kinematic mode where the mast rotation is balanced by the hoop. 

The low quasi-rigid body modes place several restrictions on the 
experimental configuration. 
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Table 1. Finite Element Model Description 

ANTENNA CONPONENT 

Hoop Segment 

Mast Segment Bays 

Mast/Cord Interface 

Cords 

• upper and lower hoop control 
• surface backup structure 

Bungy (antenna suspension) 

TYPE ELEr.jENT 

beam 

beam 

beam 

stringer 

stringer 

NO. OF ELH1ENTS 

12 

7 

48 

348 

4 

419 

N(w) 6 NUMBER OF MODAL FREQUENCIES BELOW w 

90 

80 

70 

60 

50 

N(w) 40 

30 

20 

I 

ASYMPTOTIC ~ 
MODAL DENSITY / 
"" 20 MODES/Hz 

10 I=-- 6 QUASI·RIGID BODY' MODES 

o 2 3 4 5 6 7 8 9 10 11 12 13 14 

w(Hz) ---

Fl gure 3. 15-M ~10del Cround Test Confi gurati on Node - Count Versus Frequency 
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Figure 4. Mode 4: ~uasi-Rigid Rotation (f = 0.163 Hz) 

Figure 5. Mode 6: First Hoop Bending (f = 7.493 Hz) 
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Figure 6. Mode 10: Higher-Order Hoop Bending (f = 8.029 Hz) 

• Both inertial (absolute) and displacement (relative) sensors 
and actuators must be contained within the structure. 

• Small external forces can produce large quasi-rigid 
displacement. 

The first restriction is actually an advantage because the problems 
of ground disturbances and compliance can be avoided. The second 
indicates that significant efforts to control environmental disturbances 
near the experiment will be required. 

c. Di sturbance Spectrum and Perfonnance ~letric 

There are a number of requisites which a Large Space Structure 
experiment must have to satisfy the objective given in the introduction 
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and ensure that it is meaningful to the LSS controls community. Review 
of literature from ACOSS [8,9,10] and other efforts on structural 
control indicates several pathologies typical of LSS control. 

These are: 

1. Controller Tasks: Retargeting, precision pointing, surface 
shaping, and vibration suppression. 

2. Large number of closely spaced modes, i.e., a restriction in 
terms of damping bandwidth such as !Jw/2TJw< 1.0 is desired. 

3. Disturbance spectrum should cover 100 modes. 

4. Performance requirements which demand control of 20 to 30 modes. 

The structural test configuration guarantees that item 1 above is 
satisfied. A disturbance spectrum which satisfied item 3 is shown in 
F1gure 7. The spectrum is based on the same logic as the VCOSS I 
disturbance spectrum [11,12]. The 15 Hz half-power band covers more 
than 100 modes. As shown in Figure 2 the disturbance will be applied at 
the antenna base. The disturbance torques will be applied independently 
along the X and Y axes. 

It is desirable to develop a performance index which will be 
indicative of the intended use of the structure. In this case the 
appropriate index should account for RF beam mispointing (Line of Sight, 
LOS error), wavefront error, and defocus error at the same time. This 
index must weight sufficient modes to satisfy item 4 above. r~ispointing 
and defocus are linear functions of feed displacement. The effects of 
the surface distortion on wavefront error and beam dispersion are 
obtained by rather complex surface current integrals and can sometimes 
be simplified to generate optical expressions. Even a simplistic 
approach, using a best-fit parabola to fit the distortions, results in a 
non-linear relationship between reflector distortions and mispointing 
and defocus. In the small displacement limit, this relation can be 
linearized to form a linear transformation between the distortions and 
the mispointing and defocus. Also, the residual roughness can be 
separated from mispointing and defocus contributions by a linear 
transformation. Development of a performance metric, which exhibits 
several distinct parts, can be constructed as shown in Equation 5. 
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THE DASHED LINES FOLLOW THE MODAL DENSITY 
CURVE IN FIGURE 3 

150 

/ 

S(w) 
100 

t t 
S(w) N(w) 
5(0) 

/ 
/ 50 

/ 

10 -----
0 5 10 15 20 25 

w(Hz) --

Figure 7. Suggested Broad-Band Disturbance Spectrum for l5-M 
Ground Test (Applied Independently Along X and Y axes) 

where: 

aX = Angular Pointing Error About X 
a y = Angular Pointing Error About Y 

(5 = Fractional Defocus 
r = Surface Roughness 

u(t) = System Control Vector 

and 

Wl, W2, W3, W4, and p are the respective weighting 
factors. 
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D. Actuator/Sensor Issues and Initial Design t~ethodo1ogy 

Shown in Figure 8 are some guidelines for the determination of the 
number of actuators and sensors for the antenna system. Figure 2 shows 
the relative locations of the devices for the initial selection process, 
and Figure 9 details the actual types and bandwidths for the control 
problem. Again, this is a preliminary selection for types of devices 
and locations on the structure. 

Figure 10 shows the initial design methodology, which includes 
assess~ent of the effects of actuator and sensor dynamics. Items 1-4 in 
Figure 10 deals with the basic problem of "how to get started" in the 
design. The problem faced in designing a control system is the 
following: Choice of an actuator/sensor configuration to optimize 
performance actually demands evaluation of closed-loop system 
performance, yet the control system design requires a complete model of 
the system including the actuator and sensor dynamics and placement. 
The complexity of the problem is increased due to the large number of 
possible hardware configurations and the difficulty, for large order 
structural models, of designing an acceptable control law for anyone 
such hardware configuration. Figure 10 depicts an iterative method to 
establish an initial controller design. 

E. Hardware Configuration 

Figure 11 shows an overall hardware concept for the ground-based 
experiment utilizing the 15-M H/C Antenna in the pendulum configuration 
as the test article. This suggested control hardware configuration is 
the result of the preliminary steps of the design process depicted in 
Figure 10. The HP-6942A Mu1tiprogrammer can be utilized to perform all 
A/D and D/A conversions as well as performing data handling. The 
control algorithm would be implemented on the HP 9836A Desktop 
Computer. This is a Motorola MC68000 microprocessor-based (16-bit) 
machine. The purpose of the external CPU is to assist in data handling 
and route data to off-line storage devices. After the completion of the 
experiment, stored data can be analyzed; performing parameter 
identification tests and correlating results with analytical predictions. 

F. Suggested Test Sequence 

In order to establish the validity of actuator and sensor modeling 
an initial open-loop test must be performed. This will verify transfer 
functions and noise models of the devices chosen for structural 
control. Before any additional testing is conducted a calibration 
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TOO FEW 

• POOR CONTROL 
REDUNDANCY 

• PRECLUDES GRACEFUL 
FAILURE MODES (EACH 
CONTROL TASK,. It 
REQUIRES SOME \.. ) 
REDUNDANCYJ NO. OF SENSORS 

• DOES NOT AND ACTUATORS 
ACCOMODATE 
REASONABLE VARIETY 
OF CONTROL 
APPROACHES. 

TOO MANY 

• EXCESSIVE COST. 
• HIGH NET FAILURE 

RATE, EXCESSIVE 
REPLACEMENT 
FREOUENCY. 

• PHYSICAL 
INTERFERENCE 
WITH PAYLOAD 
OPERATION 
(CROWDING). 

• MASSIVE 
ELECTRICAL CABLE 
BUNDLES 

Figure 8. Number of Sensors and Actuators (Some Guidelines) 
5 

I 
FREQUENCV. Hz 

! ! 

IS 

I~ 
10 

I 
SPACECRAFT MODES r VIBRATION SUPPRESSION 

.....-:--. SHAPE CONTROL 

I • 
ANTENNA MODES 

JACK SCREW POSITIONERS 
(BW 0 10 Hz) (SHAPE CONTROL CORDS) 

VOICE COIL ACTUATORS (BW 5 - I 03 Hz)-(FEED LOCATION) 

SAMS (!30 em RANGE.!O 2 mm -RESOLUTION) (BW 0-30 Hz) 

RATE GYROS (BW 0 100 Hz) (FEED LOCATION) 

PIEZOELECTRIC TENS lONERS (BW 0-100 Hz) (CONTROL CORDS) 

STRAIN GAUGES (BW 0 103 Hz) (CONTROL CORDS) 

Figure 9. Selection of Actuators and ~ensors F~r Vibration 
Suppression and Shape Control (Wlth Bandwldths). 
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INITIAL MOOELUNG 
PROGRAM GOAlS 
AND SYSTEMIC 
CONSTRAINTS 

• STRUCTURAL DYNAMICS. PARAM UNCERT 

• POSSIBLE TYPES OF -{ LINEAR MODELS ) 1------1----.1 SUSORS AND ACTUATORS -- FORCE/OISPL LIMITS 

BASIC SYSTEM 
INFORMATION • DISTURBANCES 

UNEAR RANGE. ETC 

• PERFORMANCE GOALS-CONTROLLED VARIABLES 

QUALITATIVE CONSIDERATIONS 
RELATING TO CHOICE OF 

• TYPES AND LOCATIONS OF 
SENSORS 

• TYPES AND LOCATIONS OF 
ACTUATORS 

• CONTROLLER ARCHITECTURE 
IINCLUOING ORDER OF 
DYNAMIC COMPENSATORI 

• CONTROLLER IMPLEMENTATION 
(ANALOG/OIGITALI 

( 

... 
• BASELINE MOOH OF STRUCTURE. 

DISTURBANCE AND PERFORMANCE 
CRITERIA 

• LIMITED SET OF SENSOR AND 
ACTUATOR DEVICES TOGETHER WITH 
THEIR LINEAR MODELS AND 
RANCE LIMITATIONS 

NEAR OPTIMAl SELECTION OF ACTUATORS AND 
SEISORS AND THEIR LOCATIONS 

- USING APPROXIMATE SOLUTION OF THE 
CONTROLLER OPTIMALITY CONDITIONS 

II 

LINEAR SYSTEM MODEL 

• STRUCTURE (WITH UNCERTI 
• SENSORS AND ACTUATORS 
• PERFORMANCE GOAlS 

FIRST APPROXIMATE TO 
OPTIMAL CONTROLLER 

DESIGN 

Figure 10. Initial Design Methodology: Closed-Loop Modeling 
and Sensor/Actuator/Control Logic Selection 

procedure must be performed in order to compensate for the supporting 
cable (see Figure 2) transmitted noise and acoustic disturbance. Listed 
in Table 2 are the additional tests which should be performed to yield a 
meaningful ground-based experiment. There are a number of parameter 
identification algorithms which can be utilized, namely, (1) recursive 
estimation (ARMA), (2) least-squares frequency domain methods (FFT), and 
(3) the Ibrahim time domain method. 
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NOTE 
COULD ALSO USE A TV 
PHDTDGRAMMETRIC 
SYSTEM TO MEASURE 
POSITION OF GROUNO 
TARGETS 

HP9836A 
OESKTOP 

COMPUTER 

VCA (X·Y AXES) 

RG (X·Y AXES) 

SAMS 

PZT 

SG 

JSP 

CONDITIONING 
ELECTRONICS 

VCA-VOICE COIL ACTUATOR 
RG-RATE GYRO 

PZT -PIEZOELECTRIC TENSIONER 
SG-STRAIN GAUGE 

JSP-JACK·SCREW POSITIONER 

Figure 11. Overall Experiment Hardware Concept 
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Table 2. Suggested Test Sequences 

OPEN-LOOP~PARAMETER IDENTIFICATION 
(TEST INPUTS) 

OPEN-LOOP PERFORMANCE 
(SELECTED RANDOM DISTURBANCE) 

CLOSED-LOOP~-----SMALL ANGLE MANU EVERS (PERIODIC 

PERFORMANCE 
ROBUSTNESS 

• 
• 

cor4r-1ANDED ANGLES) 

TRANSIENT RESPONSE (PULSE 
EXCITATION) 

STEADY-STATE PERFORMANCE 
(STATIONARY RANDor~ DISTURBANCE) 

PERFORMANCE UNDER COMBINATION 
OF ABOVE DISTURBANCES 

VARY TENSION IN CONTROL CORDS 

CHANGE f~ASS PROPERTIES BY ADDING 
OR CHANGING LOCATION OF BALLAST 
WEIGHTS 
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III. Analytical Results 

Preliminary analytical results are shown in Figures 12 and 
13. The analysis includes twenty (20) modes of the system. The type of 
devices used and their placement on the structure are as follows: 

Actuators 

Piezoelectric Tensioners 

Jackscrew Positioners 

Voice Coil Actuators 

Sensors 

Strain Gauges 

Inertial Acce1erometers* 

SAl~S 1'1easurement System 

Di sturbance 

2 Disturbance Torques 

Every Second Gore 
(All Cords on a Gore) 

Every fourth Gore 
(Middle and Outer Cords) 

Two At Tip of Antenna 
(X-y Axes) 

Every Second Gore 
(All Cords on a Gore) 

Two at Tip of Antenna 
(X-Y Axes) 

Receiver at Node 51 in Model 
Reflectors Every Fourth Gore at Tip 
and Middle of Gore 

Applied Independently Along the 
X and Y Axes at SIC Bus (1 1b RMS) 

Figure 12 essentially depicts the results obtained by use of 
Optimal Projection. The system cost is plotted as a function of the 
number of modes compensated. The dashed line at the top of the figure 
shows the open-loop cost, and the remaining curves were obtained by 
changing the control penalty (lower control penalty results in higher 
control authority). 

For a control penalty of 106 the curve becomes flat at a point 
for compensation of only four modes. Therefore, a dynamic compensator 
design whose order is greater than Nc = 8 is not necessary, since this 
would not gain anything in the system in terms of system cost. Figure 
13 shows a plot of the open and closed-loop poles for a control penalty 
of 106 and 5 modes compensated. The XiS are the open-loops and the 
diamonds are the closed-loop poles. 

*The inertial accelerometers are being used in lieu of the Rate Gyros. 
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OPEN LOOP COST = 4.23 X 10-4 
- - - - - - - - - - - - - - - -- - --- ----- - ----

SYSTEM 10-4 

COST 

\... CONTROL PENALTY = 107 

CONTROL PENALTY = 106 
--------------------------------------

o 5 10 15 20 

NUMBER OF COMPENSATED MODES 

Figure 12. Preliminary Analytical Results 
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Figure 13. Open and Closed Loop Poles 
(Forp=106, and 5 t40des Compensated) 
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IV. Concluding Comments 

The design of a ground-based vibration control experiment for a 
large space antenna (utilizing the 15-M Hoop/Column Model) has been 
outlined. This is a continuing effort and only preliminary results have 
been presented. Current activities include generating compensator 
designs of varying order for all of the system modes utilizing Optimal 
Projection. Sensor and actuator dynamics are included in the overall 
structural model with appropriate noise levels for the devices. 

After finalization of the ground-based experiment, the next major 
step is to utilize the design to devise a flight experiment, which will 
be an STS-attached configuration. The deployment sequence for the 15-M 
Hoop/Column Antenna is shown in Figure 14. 
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Figure 14. Flight Experiment Deployment Sequence 
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A HARDWARE DEMONSTRATION OF DISTRIBUTED 
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PI fully 1 n~;t:f"I_lmented hilr-d~AJa.re mode] of a f ] E?:n b] e of f set - f E?E?d 
n1rl?F.' 1~ .. :\tE! 

set of ten 
dl~tr Lbut~d acc~Le~om~t~rs ar~ us~d to ~~const~uct the anl~nna 

si.o~tt'~. Thr-e9 c:cmtr-o] filament gyr"os <~n? u~;;ed to ~;l mu] tanec)l\~;l y 
orl~nt th~ ant~nna. and to maIntaIn 0 stabL@ Lln~ of SIght. ThlS 
paper c:ontalns a descrJptJon of the dJstrlbuled antenna c:ontrol 

ant~nn~ has b~~n ~onstru~t~d for laboratory 
g yr o~;. f ollr .,m 9 ul .:\r- p os J t J on 1 a ser ~;;E?n ~;or-~;. 

t I~><:, t ':, • 
and a 

I I'J TfiODUC T I ON 

In recent years. there has been JnCreaslng lnterest In large 
!E,p':\l:I~' ,:.lr l.tC t l.trf?'5 t h ,:\ t I' 1~>i:ILll rF.' pr ~I: I ':,1:> ,:I ttL t l.tell:> C cmt rCll • PCll n t 1 n9 
control, and f J gttr"e control II J. The· Cldv€mt of the NABA Bpac:e 
Shutt l~ has op~n~d lh~ way to Launchlng d~pLoyabL~ or ~r~ctablE! 

SC"it.€?]] J t~?S ~"h] eh c~re an OrdE?r- o"f ma~1nl tlldE? ] ar~~er and mOrE? c:omp] E?:: 

than p~~VlOUS sat~LLlt~S. Thls capabLllty m~1 es possLbLe new 
app) 1 cat 1 on~; 1 n E:.:\rth ~;(?n~H n~~, c:ommun 1 cat 1 ons. astrophysl c~;, c~nd 

d~l~cllon 0nd r~nglng of fLLght v~hLcl~s. 

These spacecraft WJl] requJre new technlques for vlbratlon 
l:ontl·"(:Jl. It l>HLL nc) Lcu-l<;JF.'I' bl~ ':.uFf1(:l<;'nt tCI df?':>l(;Jn ,:\ <5llff 
st_ruc:turE? and contro] II as a rl gl d bc,dy. Large antennas and 
mLrrors r~qu\r~ that th~ damplng and stlffness of the structurE! be 
allgmE?nted. t.h~t t:he d ynamJ c d J ~;turbanc:e 1 nput~; be ml n 1 ml:: ed by 
~ar~fuL deslgn. that sp~~lfl~ d~V1C~S be applL~d to malntaLn 
SUrfi\Ce f 1 gLlr"e aec:tlr-ac:y. ~ .. nd t:hat: c:ontr"l fCJrc:~?~; dL!r-l ng s] ~?Wl ng b~? 

taIlored to mLnlmL::~ ~lastLc responses. ThLS results In a growIng 
n~ed fer tesllng of emergJng c:ontrol tec:hnoloqles en hardware 
,;, L ITlU L ,:\ t l <:In'5 Cl f (:CHTlP L ~:,:( ';;pi;'\!:~' vI:>hl 1:1 I:>';;. 

Fo:ec:entl y, HeY~?I~al t1<u-dwc"u-e e::perl m€?nt~:; have l::leen assembl ~?d. 
Th E":)I~' F.':< p (~'I~ l ml~'n t '5 L 11 c: l uc! e ,:\ h ,:111 I;) I nC;J f L I~':! I b L E' b I~',:\fll ,:\ t t h I~' ,J i? t 
F-'I'-OpU]Hlcm Laboratm-y [:~J. <~ fle):JblE? beam at NA~3A Langley 
R~search Cent~~. a larg~ ~antl1~v~~ b~am at Lo~~hp~d. pLates ~t 
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TRW and Lockheed~ a two-dimensional truss structure at General 
Dyn,t\mic:!,;, !",\ tcw'!;i:Lcll"l,,,l pE!nclulLt!n <:Iilc! ,::i ·flE!)-:::i.bl(,! 1:)(,!,:lIll "d: S't: <:In+ cn"'c! 
University, a beam-like structure at Hughes, a three-dimensional 
truss at Lockheed, and the Lockheed TOYSAT structure control 
experiment [3J. The most ambitious experiment constructed thus 
far is the hardware simulation of the offset-feed antenna 
dl! .. ::~;;c!'''ib~?d in [if], It is kno'i~n a~; tr',0:! F'r·oo+-·o+·· .. Conc''i:,·pt (POe) 
experiment, and is designed to validate the applicability of 
modern control theory to the control of fleXible structures 
involving realistic space hardware. This paper will present an 
extension of the material documented in [4], 

FIG. 1. Hardware Setup for POC Experiment. 

254 



The hardware test bed shown In Figs. 1 and: lS a verSlon of 
an offset-i~ed antenna communIcatIons vehIcle approxlmately thIrty 
fast long, and welghlng alomost 600 Ibs. A three-axIs air bearing 
LS u~ed to provlde support whlle allowlng unrestrlcted attItude 
mctlon. Prlnclpal control actuatlon ]S provided by a cllister of 
thr~~ control-moment gyros (CNGs), each capable of as much as 100 
fl-]bs of torque. Senslng]S provlded by three rate-gyros 
colocat~d wLth the CMGs. l~n dIstrIbuted acc~lerometers. and two 
l~ser attltude sensing devices. The control algorithms are 
carrl~d out by a PDP-1145 dIgItal computer augmented WIth a CSPI 
array processor. 

AN TENNI:) l-lUDEL 

DISH 
ANTENNA 

........ 
. .... 

MAIN BOOM 

THREE-AXIS 
AIR BEARING 

.. ... . ... ...... 
LOS /4 
LASER~ I 

TRANSVERSE 
LASER 

FIG. 2 Schematic of POC Test Specimen 

A modal model of the poe attitude and flexlble body dynamiCs 
was derlv~d from a flnlt~ el~ment model of the structure. The POC 
PCH;(~~;He~; fle::lble modes ln adchtlCm to the three rlgld body 
rotat,on mod~s. A general d~scrLptl0n of these mod~s IS contaIned 
In Table 1. In all of the experlments to date, the controller has 
contaln~d th~ three rlgLd body modes as w~ll as the fIve low~st 

frequency structural bendlng modes. 
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TABLE 1. Modal CharacterIstics of POC Specimen 

Expenmental Results 
Percent 

Analyllcal Difference. 
Mode Resonant Dampmg General Resondnt Analytical vs 

Number Frequency (Hz) (% VISCOUS) DescnptlOn Frequency (Hz) Expenmental 

I 150 027 1st Y bending 167 II 3 

2 I 58 047 I st X bending 172 90 

3 301 028 2nd X bending 328 89 

4 507 018 Torsion 450 112 

5 691 021 2nd Y bending 623 99 

6 II 49 040 Combined X-Y bendmg 1009 122 

1072 67 

7 13 02 130 X-boom bendmg and 1211 70 
reflector rotatIOn 

8 1424 058 X-boom bendmg, reflec- 1495 50 
tor Z bendmg 

9 1533 065 Boom and reflector Y 1544 07 
bendmg 

10 1690 020 Reflector Z bendmg 1636 32 

II 1698 032 Y-boom bendmg and 1729 19 
ES tomon 

12 1761 032 Y-boom bendmg and 
ES bending 

I3 1910 010 Z Reflector bendmg 1949 20 

14 1997 073 ES Y bending 

ESTIMATION AND CONTROL 

Standard optlmal estlmatlon and optlmal control technlques 
w~r~ flrst u~~d to obtaIn controller. for the POC [4.5J. OptImal 
estlmatlon lS used to reconstruct estimates of the modal states 
from th. avaIlable sen.or. on the POC, and the optimal controller 
uses the estlmated states to alter the open loop dynamlcs. The 
thr~e rat.-gyro., the vertIcal and hori=ontal component. of the 
Ilne-of-slght and transverse lasers. and the ten accelerometers 
prov1d. a total of .ev.nt~en measurement. to the .tat •• stlmator. 

The dual to the state estlmatlon problem lS the control 
problem. Th. control ob~ectlve ,. to trade the clo.ed loop 
control performance agalnst the amount of control WhlCh must be 
exerted by th. thre. CMGs. The tt.rat,v. control .y.t.m de.tgn 
process proceeds as follows. First, an optlmal estlmator IS 
1mplemented on the POCo The measure of how well the esl1mator lS 
performlng lS the amount of the dlfference between the actual 
~~n.or output. and the pred1ct~d .en.or output~. The pr~dlcted 
SEm~;or C)utput~; are based upon what 1 deal ~;ensor~; woul d measure 1 f 
the e.tlmated ~tate were th. tru. .tate. A small dlff.rence 
lndlcat~~~; that the estlmator lS wor!"lng well. 
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rhE' nE':~l ':,tE'P 1':, tCI lntn:)(:h.lc·(-~ cl 1'1(:,.,,1--- fF.'l?db.,,<:I· contn:ll sY'st!?m 
lrlto the FOC. As greater confidence ln the correctness of the 
cLos!?d loop dynamlcs lS I?stabllshed, a gradual tlghll?nlng of the 
control loop ]S made. [4] conta1ns deta1led results of the open 
loop and thl? closl?d loop tl?sts pl?rform!?d on the poe w1thout the 
USe of the accelerometers. and several of the anomalIes that were 
I?ncountl?rl?d In thl?sl? stud1!?s. 

ACCELEROMETER MEASUREMENTS 

The purpose of th1s current work 1S to develop and Implement 
dlstrlbutl?d I?Sl1matton tl?chn1ques for structural control. A 
d] ~;tr 1 butE?d ~;et of t.en accel erc,meters I ~5 mountE?d on the POC. 
SlnC!? lhl? bandwtdth of thl? accell?rom!?ters ()50 Hz) 1S much greater 
that the bandw1dth of the rate gyros (10 Hz), the ]nClUSIon of 
acc~Ll?roml?tl?r 1nformatlon 1n lh!? stat!? I?stlmator wlll lmprOV!? the 
reconstruct1on of the h1gh frequency modes of the structure. 
Furthl?rmorl?, Slnce the accell?roml?ters are .pat1ally dlstrlbued 
across the structure, the numer1cal condlt1onlng of the problem to 
" lI1VE'rt" th(~ ml?,,'sLlrF.'ment,s tCI (Jbliall1 the statl~ !?'Sllm."tl?·s 15 
Improved. Aga1n, ]mproved state est1mates w]ll result. 

rh~ procl?ss by whlch accell?ratl0n measLlrements arl? Included 
In the state est1mat1on process 1S discussed below. First, the 
dl?slgn bl?glns wtth a contlnLloLls tIme system In state varlabLe 
format: 

x = 

z = 

F x + G w 
c 

v 
c 

The contlnuous whlte nOlse sources Wc and 
have zero means, and spectral densities Qc 
The measurement vector has now been 
measurements of the state and measurements 
of the state. (1) may be rewritten as: 

x = F x + G w 
c 

z = H x + H G w + v c c 

(1) 

Vc are uncorrelated, 
and Rc respectively. 

expanded to include 
of the time derivatlve 

(2) 

where H Hl + H2 F. The discrete tlme equlvalent of (2) is glven 
by: 

x 
n+l <P x + fWd (3) 

n 

z H x + H
2

G w + v 
n n c c 

257 



where the covarlance of the process and measurement nOlses are 
glven by: 

Q / T 
c 

where T is the sample tlme. An ex~mlnatl0n of 
th{~ "rll--OI:E""'"'' .:Ind "mp',!\"'.l.u--p.ment" nen';;e':; are no", 
st~nd~rd ~pproach for h~nd]lng correlated nOlse 
";:"P.I--{:!" tCI thl:! flrc:.l equ,3tlon In (3) 1n 
"lIncorrelate" these sources. The result 15: 

x (¢ - L H) x - L z + process 
n+l n n 

(:;) reveal s 
correlated. 

sources is to 
specIal way 

noise 

that 
One 
add 
to 

(4) 

z H x + measurement noise 
n n 

II',her{~ Q~ rQ rT - T
Z 

¢GQ-l GTHTR*-l H GQ GT¢T 
d Z d Z d 

(5) 
u 

R* T T 
d HZGQd G HZ + Rd 

L T¢GQ GTHTR*-l 
d Z d 

The transformed system ln 
~stlmator desLgn. 

(4 ) and (5) may now be used for 

SIMULATION 

Slmulat10n of the behavlor of the open 
performed by evaluatIng the flltp.r performance 
mode evalllatlon model. lh1S evaluatlon model 
eLght controlled modes and th!? other structural 
The state tran~ntlon equatlon wa~; augmented 
p.quatLon t~ YLeld the reCUrS1V!? equatlon: 

o 

¢-K 

loop system was 
wIth a seventeen 
conslsts of the 

mod!?s of the POCo 
wlth the fllter 

d 
n 

wlth inltial conditions x(O)=x(O)=O. dn is the amplitude of the 
disturbance force (chlrp input) applied to the poe during the 
lnterval zero to four seconds. rd is the disturbance distribution 
vector that represents the orientation and location of the 
dlsturbance force. ¢F and HF are the transition and measurement 
matrices of the evaluation model. Dimensions of x and x are 34 by 
1 and 16 by 1, respectively. The correspondlng matrices, 
accordingly, take on the appropriate dimensions. 

The initlal simulation showed that the frequencies of two of 
the modes were slightly different from those observed In the real 
test. These values were subsequently adjusted by changlng the 
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correspondlng elements of the system matrix FFt the continuous 
tlme verSlon of ~F' Due to uncertainties In the orientation of 
the dlsturbance force, some of the elements of rd were also scaled 
such that modal displacements and velocities obtained from the 
slmulatlon agreed wlth the experimental results. 

A comparIson of the estimator outputs obtaIned ln the 
Laboratory. and the computer slmuLat10n outputs 1S shown 1n FIgs. 

:.:;. and 4. Gener~l 1 y ~:.peakl ng, the 51 mul at 1 on Y-eHul ts; agree qL\l te 
well wllh the test resuLts. The beat frequency appear1ng In the 
5.07 H::. mOdE? 15 a result of plottlng every fourth pOlnt of 
slmuLated data. When all the p01nt~ are plotted. thls feature 
dls~ppears. It should also be noted that the dlsturbance force 
was appLled lo the poe and t=1.5 seconds In the laboratory. 
whE?r-e~s In the ~;lmulatlcm. the dlsturbanc:e was; applIed C\t t=O 
':,I?(:(Jncl':, • 

EXPERMIM~NTAL RESULTS 

As wlth prev10us tests [4J the crIterIon used to guage the 
performanc~ of the ~stlmator 1S the closeness between the 
pr-edlcted sensor outputs based on the estlmC\ted states. and the 
tru~ sensor outputs. The we1ghts on the accelerometer error 
covarlances 1n the optlmal estImator performance lndex were 
seLected so the conlrIbutl0n In the state ~stlmator of the rate 
gyros and the accelerometers C\t the frequency of seven Hz were 
rQughly equlvaLent. In thIS way. rate gyro 1nformat1on would be 
used prlm~rlly to reconstruct states C\ssoc1ated WIth modes below 
seven H~. and lhe accelerometers would produce maJor effect~ above 
seven H::. The value of seven H:: was selected In p~rt by 
conslderatLon of the ten H~ bandw1dlh Ilm1l of the rate gyros, and 
In p<u-t by prev1 ou~; te~;t~; [4J Wh1 ch resul ted 1n pc)orer than 
e): pE'r: bo'd cl (J!:,F.'d 1 CIClP r(?':.pClI1':,e (J f the '"even H.::: mode. 

F1g. 5 conta1ns the est1mates of the full slxteenth order 
state v~ctor composed of the modal rates and the correspondIng 
mod~l ~mp]ltudes when accelerometer lnform~t1on lS used. Th1S 
Sl):teen second durall0n test wa~ 1n1tlated by the 1ntroductl0n of 
a four sec:ond c:hlrp e::ternal dls;turbance thC\t WC\S appl1ecj at t=O 
to (OJ):e L tE' th(:' ,,,tn_Ic·tun? The '!lE't I:lf f(JI_Ir lac:,!-::!r mea<:..,urement's. 
tlll~€~E? Y-ate gyros;. and ten acc:el erometers were samp 1 ed and the 
,:,t,:ltE' VI:'C lew ~'j,B':; LII:J(ji:lted ,:\t ':l1):ty-f(:JLII~ H;:. G1nce thE' c(:Jntrlbutl(:Jn 
cf the accelerometer me~surements beglns at seven H::, the tlme 
hIstorIes prov1d~ onLy a vIsual comparlson that the state 
es;t_l mates ar-e roughl y the s~me aH they ~-.jere when no C\c:c€~] erc)met€~rs 

were used. The true test of the performance of the esllmator lS 
contalned In F1gS. 6-10 where the est1m~ted C\nd actuC\] sensor 
outpus are compared. The comparl~QnS of the t1m. hlstorles of the 
l,,~s;er~; "md gyros. and of the frequency transforms. of the 
accelerometer~ lndlcat~ that the f1lt.r lS perform1ng w.ll. 

261 



N 
0\ 
N 

STHTE VECTOR VELOCITY DISPLACEptENT 

~_IIII II t I l"lol' II II I'll II t 111.l'"111Cl. I'I' III-I' I'l'kt I· 1'1'1'1' t 

Yaw Rate Yaw Pitch Rate 
~ I. I , • '=>'- I-I -. ' • , :;r;t 

r 1.5 Hz Mode 

( 

Fig. 5 Estimated State Vector-(Timespan is 16 sec, chirp applied at t=2 sec) 



N 
0-
W 

i~SER los VERT. ACTUAL US PREDICTED 

9.10 

Inches 

o ~ n ~ feU I I I II ItUI I I In I Wi Jill h I I I i I Hff tot 1M I II if I 

-e .111 

-'.20 

Fig. 6 Actual VS. Predicted Laser Line-at-Sight 

01 Sec 



N 
0-.,. 

YAU'CVRO ACTUAL VS PREDICTED 
"r~i~l~i~l~i-TI-r-r~~~~~r-~~~~~~-r-r~~~~~~r-~i-,-

rad/sec 

o I I I hAIIIIIIIIIIIUR"llllhll.1I1 

-68. 

Fig.7 Actual VS. Predicted Yaw Gyro Output 

1.1 
sec 



N 
0\ 
VI 

ACC~ijQ~ER-'l -ACTUAL-US"PREDICTED" 
"' +180 p '" " "," i7 Ii • { , 

H 

Al tn \h N Y\l 'A lh ~ t \\ \1\\ h\\U\LA~ INNI ~ .~ 1. \ r. W.\~\~ 
s 

-180E~1O 'I 1\'l')l~!!!1 1/1\" ,0'(,1\'1\\, , I V'O'~" ry'"IJIIII~ i I I I I I I i I I f 1 i 
... 00 

In/sec2 
3.00 

2.ee 

1." 

e I.etxle' e ... ex,e l I.Slxll' •• 11x,,1 ,.Mxl" 
Fig.8 Transform of actual and predicted accelerometer outputs 

Hz 



N 
0\ 
0\ 

ACCELfRQ~ETER-i2 -ACtuAL-US PREDICTED 

2 
In/sec 

, . 

5.00 

~.ee 

3.09 

2.ee 

1.ee 

e 

Fig. 9 

1.2bl.! ..... d.1 ,.Ad'! ,.Bexl,1 l .• hlll 

Transform of actual and predicted accelerometer outputs 

Hz. 



N 
0'\ 
--.J 

HCCELEROM~TER a~ ACTUAL US PREDICTED 

2 
In/sec 

. ' 
,+180 P 

H 

f t "' Iilalfr t.iI , i 

AliA \\ ,:\:[U I'tI L
' rA/l~ II I ~ IIIA' II S ,., \1 \ I \ i \ N a V nih \I \l ~ • 11ft I hYd WI \\i"nlfl 

- 180E V "I II' I u,n.nl\bn'l' 111/"\1' II' ')' ~'!II1"OL \(\'\101 " "11 JII~ iii I iii iii i 

... 06 

3.00 

2.08 

1.11 

8 8.2Ixl. l 0 ... txtl l •• &ld.l •••• d.l 1.'1x,,1 Hz . 

Fig.LO Transform of actual and predicted accelerometer outputs 



CONCLUSIONS 

The second testlng phase of structur~l control algorlthms on 
th~ poe t~st speclm~n has b~en succ~ssful1y complet~d. Dlscr~te 

tlme st~te est1mators w1th accelerometer measurements have been 
d~rlv~d. Wlth a dLstrlbuted s~t of sensors, the ~tate v~ctor 
assoclated wlth an e1ght mode model of the poe can be estlmated 
accurat~ly Ln r~al tlm~. D1gltal sImulatIon of thls process has 
produced results that agree qUIte well w1th the experlmental 
r~sults. Th~ ~stlmator d~slgn step serv~s as the fLrst stag~ 1n 
thE? two stage ccmtrelll er de~H gn proc:e~;s. The ne::t step 15 tel 
clcs~ th~ control loop around th~ poe WIth th~ ~stlmat~d state 
vGctor. ThIS second stage wlil employ dlstr]buted actuatlon 1n 
th~ form of pLvot~d proof-mass (PPM) actuators 1n conJunctLon wlth 
thE? chstr] buted est] matlon. 

Th] E; wor~' was supported by the Lockheed Independent Res€-?arch 
and D~v~lopm~nt Program. The author~ thanl the many peopl~ who 
helped make the poe exper1ment posslble~ Including Ron Bauldry, 
John 8r~al w~ll. JIm Chambers, Gen~ Hannan. Kal Johansen, MIl e 
Mc:tylahcm. Chuck Pac:e, (:,ene Pelka. Bob Penny, I"larty Ratn£-?r. Stan 
I:<us,! • .:Ind ~~r~ t vJ!:)(Jds. 
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CONTROL OF FLEXmLE STRUCTURES 
R. A. Russell 

NASA Headquarters 
Washmgton, DC 20546 

RECOSNITIDN OF Tt£ NEED 

Th. requlr ... nts for future space .isslons indIcate that .any of these 
spacecraft wIll be large, flexible, and in saee applicatIons, require precIsion 
gaa.etrles. A technology progra. that address .. the issues associated wIth the 
structure/control interactions for these classes of spacecraft is required. The 
Ad Hoc SubcomMIttee on Controls/Structures Interaction of the Space Systems 
Technology AdvI sory ea..l ttee (SSTAC) reca-nded that NASA take an aggressl ve 
lead In defInIng and developing thIS technology to a .tate of flight readIness. 
ThIS plan IS the proposed NASA/OAST (Office of Aeronautics and Space Technology) 
response to that rec~dation. A specIal thanks goes to Drs. J.F. Garlbattl 
and K. Soosaar of the SSTAC Katerlals and Structures Subca..lttee for theIr 
revlew and support durIng the develop.ant of thIS plan. 

CONTROL OF FLEXIBLE STRUCTURES 

RECOGNlnON OF THE NEED 

FEBRUARY 1&, 1983 
MILITARY SPACE SYSTEMS TECHNOLOGY MODEL 

CONCEPTS: 

"IN ONE·HALF OF THE TOP TEN PRIORITY (MMSTM MISSIONS) -
STRUCTURES/CONTROLS INTERACTION REQUIRES ENABLING 
TECHNOLOGIES" 

CONTROLS: 

"AN ON·ORBIT PROOF·OF·CONCEPT DEMONSTRATION/FLIGHT EXPERIMENT 
IS PROBABLY THE MOST IMPORTANT PROGRAM NEEDED IN LARGE SPACE 
STRUCTURES CONTROL TECHNOLOGY DEVELOPMENT" 

JUNE 9,1983 
SSTAC AD HOC SUBCOMMITTEE ON CONTROLSJSTRUCTURE INTERACTION 

(CSI) 

"FLlGHT·READINESS FOR THIS TECHNOLOGY (CSI) WILL REQUIRE A 
COORDINATED OVERALL DEVELOPMENT PROGRAM INCLUDING ANALYSIS 
AND DESIGN. GROUND TESTING. AND ON·ORBIT TESTING" 

JUNE 30, 1983 
ASEB WORKSHOP ON NASA'S SPACE RESEARCH AND TECHNOLOGY 

PROGRAM 

"THE TESTING OF CONTROL SYSTEMS FOR LARGE, FLEXIBLE STRUCTURES 
WILL REQUIRE EMPHASIS IN THE COMING YEARS. BOTH GROUND AND 
TESTING IN·SPACE ARE NEEDED TO VERIFY THEORY AND ESTABLISH 
PERFORMANCE LIMITS" 

NI\SI\ 
r"\ATT NASA HQ RTI412&811) 
\",1"1 ..) I 3-27 .... 
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OBJECTIVE 

The control of flexIble structures technology progra. wIll address analysis and 
desIgn, ground t .. tlno, iapleaentation (sensors, actuators, processors, etc.) 
and on-orblt testIng to achIeve a valid flight ready technology. The products 
of thIS progr.. WIll be valIdated tools and approach .. so that a practical 
laplementation of thIS technology can be achieved. 
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CONTROL OF FLEXIBLE STRUCTURES 

OBJECTIVE 

• DEFINE A CONTROL OF FLEXIBLE STRUCTURES 
TECHNOLOGY PLAN THAT INCLUDES: 

- ANALYTICAL DEVELOPMENT 

- GROUND TESTING 

IMPLEMENTATION (SENSORS, ACTUATORS, 
PROCESSORS, ETC.) 

- ON-ORBIT TESTING 

I"'\ATT NASA HO RTU 348111 
\.I'1.J1 11-883 
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DEFINITION 

Dne of the .are slQn1f1cant des1gn prObl .. s for all spacecraft is the need to 
stabll1ze the vehicle and to point it, or its sensors, Mith so.e prescribed 
accuracy. This is acca.plished by a syst_ of sensors, actuators, and 
associated electronics Mhich ca.bine to constitute the spacecraft control 
system. If the spacecraft can be treated a. a riQid body, structural .ades 
outs1de the bandM1dth of the actuator, the desiQn prObl .. i. Qreatly .i~lified. 
In the case of larQe flexible vehicles, Mhere the bandwidth of the actuator aay 
Include .any flex1ble .ades, the assuaption of riQidity lS not valid. In 
addItion to attitude and pointing contrQl, flexible spacecraft Mill require 
several orders of aagn1tude of vibrat10n suppression beyond Mhat can be obtained 
through natural dampIng or viscoelast1c techniques. It lS clear that the 
technologIes represented by fleXible spacecraft are aany ti ... .are ca.plex than 
1n prevIous generations of rlQid spacecraft. 

I\U\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

DEFINITION 

THE ACTIVE SUPPRESSION OF FLEXIBLE BODY 

RESPONSES AS DISTINCT FROM PRESENT 

PRACTICE OF CONTROL OF RIGID BODY MOTIONS 

AND AVOIDANCE OF FLEXIBLE STRUCTURE AND 

CONTROL INTERACTION 

I""\ATT NASA HQ RT14 355111 
\.11 JI " ... 13 
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ThlS chart lilustrates the relatlve i~ortance of the controller 
bandwldth used ln today's spacecraft versus the structural/controls lnteractlon 
that wlll eXlst ln controillng future large flexIble spacecraft. 

TRANSFER 
FUNCTION 

MAGNITUDE 

CONTROL OF FLEXIBLE STRUCTURES 

TODAV'S SPACECRAFT 
STRUCTURAL MODES 

(FLEXIBILITY EFFECTS, ETC.) 
1--\ 

I 

I 
I 
I 
I 

~------------~~------~------~~f 

CONTROLLER BANDWIDTH 
(POINTING, SHAPE REQUIREMENTS, ETC.) 

TRANSFER 
FUNCTION 

MAGNITUDE 

I\U\SI\ 

FUTURE FLEXIBLE SPACECRAFT 
STRUCTURAL MODES 

I~--------'-------~\ 
I 
I 
I 
I 
I 
I 
I 
I 

L-------------~~--~~--~~~c-----.f 
\~---------------~---------------~ 

CONTROLLER BANDWIDTH 
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PRD6RAI1 GOAL 

The goal of the NASA control of flexible structure. technology progra. 15 to 
generate a technology data base that Nill provIde the designer Nlth options and 
approaches to achieve spacecraft perfor.ance such as .alntalnlng geo~etry 
and/or suppressing undeSired .pacecraft dynamiCs. ThiS technology program Nlll 
define the approprIate coablnatlon of analYSIS, ground testing, and flIght 
testing required to validate the structural/control. analysis and deSign tools. 
ThiS program Mill provide the deSigner Nlth the necessary validated tools and 
approaches so that practical Implementation of thiS technology can be achieved. 
Thls plan does not Include a definition of all the supportIng on-golng 
technologies (I.e., structural concepts, structural da.plng,. joint behaVior, 
etc); however, they Will be an l~ortant part of the successful develop.ent of 
the necessary tools for the control of flexible structures. 

NJ\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

PROGRAM GOAL 

GENERATE A TECHNOLOGY DATA BASE THAT WILL PROVIDE "OPTION/ 
APPROACHES" TO ACHIEVE PERFORMANCE GOALS SUCH AS ACCURATE 
CONFIGURATION OR DESIRED DYNAMIC BEHAVIOR. THESE "OPTIONS/ 
APPROACHES" WILL INCLUDE: 

• STRUCTURAL ANALYSES AND DESIGN TOOLS 

- ACCURATE ANALYTICAL MODELING 

- IMPROVED DAMPING AND NON·LlNEARITY REPRESENTATION 

- ANALYTICAL MODEL SIZE REDUCTION 

• CONTROLS ANALYSES AND DESIGN TOOLS 

- ADVANCED ALGORITHMS 

- HARDWARE MODELING/EFFECTS 

-IMPLEMENTATION APPROACHES (SENSOR/ACTUATOR 
LOCATIONS & NUMBERS) 

• STRUCTURAL/CONTROL ANALYSES AND DESIGN TOOLS 

- INTERACTIVE/INTEGRATED ANALYSES 

- SYSTEM IDENTIFICATION METHODS 

- CLOSED LOOP SYSTEM MODELING/MODEL SIZE REDUCTION 

- HIERARCHIAL LEVELS OF PASSIVE/ACTIVE CONTROL 

- VALID GROUND TESTS METHODS FOR DESIGN VERIFICATION 
r'\ Arr NASA HQ RTM-730 111 
\..I1.l1 1016084 
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TECHNCL06V THRUSTS 

The _jor techn1cal thrusts that have been def1ned for th1S progr_ ar. tmOMn. 
ThIs past decade has "Itn .. sed a large a~nt ~ thaaretlcal Nark In the area o~ 
control ~ large fl.,Clbl. space structures. Th1S _k _s .,t1vatMi by a 
recogn1t1on that large .ln1.u. welght space structures "111 b. requ1rMl for .. ny 
future .1IOSOlonS. The tools necessary to support such designs lncludes; u.proved 
structural analysls, MOdern control theory, advanced .,deling techn1ques, system 
identlflcatlon, and the integratlon ~ structures and controls. PractIcal 
i~lementatlon ~ these deslgns has, to date, been l~eded by the need for 
space-qualIfIed hardware 1n the area of sensors, actuators, and dlgltlal 
processors. In addlt1on, confldence ln the integr1ty of these new deSIgn 
technIques has not been supported by ground and on-orblt testIng. The .aJor 
focus of thlS plan lS dlrected towards ground and fllght test valldatlon. 

f\U\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

TECHNOLOGY THRUSTS 

• ANALYTIC MODELING AND MODEL REDUCTION 

• SYSTEM IDENTIFICATION 

• INTEGRATED STRUCTURE/CONTROL 
DESIGN METHODOLOGY 

• SENSOR AND ACTUATOR DEVELOPMENT 

• GROUND TESTING 

• ON-ORBIT TESTING 
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ANAL VT IC HODEL INS AND HODEL REDUCT I ON 

The size of future large apace svste.s dictates that ~lt-input, .ultl-output 
distributed control syate.s be given serious attention. eo.plicatlng the design 
and analysIs of such a systea IS the fact that the infinite degr..-of-freedom 
structure IS replaced by a finite el..ent .adel which is used to generate .adal 
data. The resulting equations of ~tion, which .ay contain hundreds of .ades, 
become extre_Iy large and ti_ con_ing to solve. l10del reductlon 
is required to reduce the size of the control deSign proble. while retaining 
the baSIC characteristics of the dyna.lc syst... This process IS extremely 
critical since the .ades that can be ell.lnated are not always obvious to 
the deSigner. It IS not unusual for an Instability to be .Issed entirely by 
analytical _thods but to be present in flight. 

The quallty of the structural .adel requires close attention. "any higher 
frequency modes, that lie Within the bandWidth of the actuator, need to be 
determlned With the proper fldelty. eo.pllcatlng the problea IS that many 
control system deSign approaches require that the da.plng properties be known 
With some preCISion. Since jOints are one of the primary sources of 
structural damping, Improvements In the characterization of the JOints Will be 
reqUired. 

Separate .athematlcal models of varYing levels of compleXity Will be reqUired 
for deSign purposes. Low order .adels Will be required for quick turnaround to 
establIsh, for example, the effect of structural changes or actuator placement 
on control deSign. The size of the matheaatlcal ~el Will playa Significant 
role In the number of deSign Iterations that can be accomplished. 

NJ\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

WBS SUBSET TASKS 

ANALYTIC MODELING AND MODEL REDUCTION 

A. JOINT DOMINATED/MULn-eONNECTED STRUCTURE 

• LARGE PROBLEMS METHOD EVALUATION 

B. LARGE AMPUTUDE, TIME VARYING STRUCTURES 

• SIMPLIFIED NONLINEAR METHODS OF CHARACTIZATION 

• EVALUATE ARTICULATED LARGE AMPLITUDE STRUCTURAL MOTION 

• DEPLOYMENT DYNAMICS 

C. OPEN AND CLOSED LOOP MODEL REDUCTION 

• EVALUATE REDUCED·ORDER DYNAMIC MODELING TECHNIQUES 
• CLOSED·LOOP TRUNCATION METHODS 

• OPTIMIZED TRUNCATION 

D. CONTROL DRIVEN STRUCTURAL MODEUNG 

• CONTROL·DRIVEN FINITE ELEMENT MODELING 

r'\ATT NASA HQ RTM 1271111 
\.I1.l1 32784 
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SYSTEM IDENTIFICATION 

To achIeve the perfor.ance levels rRqu1red for controIl1ng flex1ble structures, 
the controller "plant" model needs to be very accurate. Th1S puts great demand 
on current eIgenvalue analyzer technIques sInce It .ay be necessary to deter.lne 
hIgh frequency modes w1th slgn1flc~nt accur~cy. It 1S expected, further, that 
the phYSIcal parameters of the system wIll change WIth orbItal pOSItIon and 
pOSSIbly WIth tIme (such as an evolutIonary sp~ce statlon). Non-l1near 
phenomena and 1deallzed dampIng characterlstlcs further compl1cate .0dellng the 
"plant". Due to the large Slze of these structures (whlCh precludes perforllllng 
ground vlbratlon tests of the ca.plete spacecraft), Identlflcatlon of the 
dynamIC characterlstlcs by observlng the response to known dlsturbances w1ll be 
necessary to establ1sh the f1nal on-orblt ·plant" character1st1cs. The control 
system can be a part of the system to be character1zed, and 1t 15 11kely that 
the control sensors, actuators ~nd processors MIll be used for the 
1dent1f1cat1on process. 

CONTROL OF FLEXIBLE STRUCTURES 

WBS SUBSET TASKS (CONTINUED) 

SYSTEM IDENTIFICATION 

A. COMPLEX MODAL METHODS 

• CLOSED·LOOP IDENTIFICATION METHODS 
• COMPLEX MODAL IDENTIFICATION 
• ACCURATE DAMPING IDENTIFICATION 

B. PHYSICAUPDE PARAMETER METHODS 

• EVALUATE POE APPROACHES 

• EVALUATE NON·MODAL APPROACHES (MASS, STIFFNESS, DAMPING) 
• ACCURATE DAMPING IDENTIFICATION 

C. NONLINEARmME VARYING SYSTEMS 

• EVALUATE METHODS FOR NONLINEARITIME VARYING SYSTEMS 

D. INPUT/OUTPUT OPTIMIZATION 

• ON·L1NE MAXIMUM LIKELIHOOD TECHNIQUES 
• ESTIMATOR DESIGN 
• HIGH RELIABILITY OFF·L1NE 
• OPTIMIZED INPUT/OUTPUT LOCATION DESIGNS 

I\U\SI\ '" ATT NASA HQ RT84 12nl1l 
'-"'1,)1 3 27 84 
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INTEGRATED STRUCTURE/a»ITROL DESISN t£THDDDL.06V 

The develop~t of intevrated structure/control desiQn .. thodology offers the 
desIgner the opportunIty to achieve perforaance requir..-nts throuQh the opti.u • 
• IX of controls and structures. "Inl.lzinQ the deviation of the structure fro. 
scae deSIred shape or a reductIon in the dyna.lc response of the structure can 
be controlled by varYIng control law par ... ters or by varyinQ structural 
parameters. OptImIzatIon Studl.S, which 'ca.pare control syst .. ca.plexity to 
structural desIgns whIch result in stiffer structures, .ust be evaluated. 

CONTROL OF FLEXIBLE STRUCTURES 

WBS SUBSET TASKS (CON11NUED) 

INTEGRATED STRUCTURE/CONTROL DESIGN METHODOLOGY 

A. MULnDlSClPUNARY METHODS AND TOOL DEVELOPMENT 

• STRUCTURAL DESIGN FOR DYNAMICS 

• MULTIDISCIPUNARY OPTIMIZATION 

• SIMULTANEOUS CONTROL OF STRUCTURES AND CONTROL 

f\U\SI\ 

• ADVANCED TECHNOLOGY INTEGRATED DESIGN 

• ACTIVE VIBRATION CONTROL 

B. STRUCTURE/CONTROL TRADEOFF STUDIES 

• FLEXIBLE CONTROLLED STRUCTURES VS. STIFF STRUCTURE 

• PARAMETRIC TRADE STUDIES 

• SET POINT BElWEEN STRUCTURAL KNOWLEDGE AND CONTROL SYSTEM 
COMPLEXITY 
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SENSOR AND ACTUATOR DEVELOPI1ENT 

It IS generally accepted that the control of flexIble structures Nl11 requIre 
new types of control sensors and actuators. The actuator Nl11 have to provIde 
precIse Input at very low force levels and Nll1 need to be compact and lIght 
weIght. The Increased bandwIdth and strIngent performance requlre.ents wIll 
requIre new types of structural response sensors. LIsted are the mInImum types 
of sensors and actuators requIred to InItIate thIS plan. AddItIonal 
sensor/actuator developments HIll be necessary to fully achIeve the performance 
capabIlItIes expected from applYIng thIS technology. 

CONTROL OF FLEXIBLE STRUCTURES 

WBS SUBSET TASKS (CONTINUED) 

SENSOR AND ACTUATOR DEVELOPMENT 

A. OPTICAL SENSOR CAPABILITY ENHANCEMENT 

B. IMBEDDED ACTUATORS 

C. "SMART" SENSORS 

D. PASSIVE DAMPERS AND STIFFENERS 

E. VIBRATION ISOLATORS 

I\U\SI\ r'\ ATT NASA HQ AT1I4 1273(11 
~JI 3-27-84 
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TESTINS PHILOSOPHY 

ThR ground and flight ~ •• ting philosophy i. ~D gr.du.lly incr .... in ~ •• t .adRI 
.nd r..earch ca.pl.xity. Thi. will .llow unc.r~.inti .. ~D b •• ddr .. a.d in • 
structured, organ1zed aann.rc that is, und.rstanding of the t .. t result ••• thR 
.ad.l char.ct.rlstic. are aadR .ar. ca.plex. ~el. that will be t .. ted in the 
fl1ght validat1Dn .ctiv1tles will USR flight hardware .s • part of th.ir ground 
te.tinQ prograa. 

CONTROL OF FLEXIBLE STRUCTURES 

TEmNG PHILOSOPHY 

• MATHEMATICALLY TRACTABLE MODELS 

• GRADUAL INCREASE IN TEST MODEL AND RESEARCH 
COMPLEXITY 

1 • SIMPLE TESTS ON LARGE MODELS VS. COMPLEX 
() TESTS ON SMALL MODELS 

• PHENOMENA MODELS USING FLIGHT TYPE HARDWARE 

NI\SI\ 

• ADDRESS UNCERTAINITIES INDEPENDENTLY USING 
COMMON HARDWARE 

1""\ AtT NASA HQ 1I'RoIo732 111 
\",I1.l1 ,., .... 
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TEST DEFINITIDN APPROACH 

The approach is one of de-fining the tests ,.equlrltd to validate the technology 
thrusts presented earlier. The uncertainties associated Mlth each thrust are 
Identified and the necessary test features/characteristics that MOUld be 
required to address those uncertainties are deter.lned. Fro. these features and 
characteristics the test .adels are Identified. 

I\U\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

TEST DEFINmON APPROACH 

• DEFINE UNCERTAINTIES ASSOCIATED WITH 
TECHNOLOGY THRUSTS 

• IDENTIFY TEST FEATURES/CHARACTERISTICS 

TO ADDRESS UNCERTAINTIES 

• IDENTIFY TEST MODELS 
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UNCERTAINTIES 

Ll5ted Are the .AJar uncertAlntle5 thAt will be Addre55ed during the ground and 
flight test Actlvltle5 detAIled in thl5 plAn. 

CONTROL OF FLEXIBLE STRUCTURES 

UNCERTAINTIES 

• STRUCTURAL MODELING 
- JOINTS/NONLINEAR BEHAVIOR 

- MODEL FIDELITY INCLUDING COUPLING/LOCAL EFFECTS 

- DAMPING CHARACTERISTICS/FORMULATIONS 

- ANALYTICAL MODEL SIZE REDUCTION 

• SENSORS AND ACTUATORS 
- SENSOR ACTUATOR DEADBAND, NOISE 

- ACTUATOR SATURATION, HYSLERISIS EFFECTS 

- PASSIVE/ACTIVE DEVICE MODELING 

- ADVANCED DEVICES WITH INTEGRATED ELECTRONICS 

• CONTROL METHODOLOGIES 
- ACTIVE/PASSIVE CONTROL DEVICE LOCATIONS AND NUMBERS 

- ERROR ESTIMATION/EFFECTS/COMPENSATION 

- FAILURE EFFECTS 

- DESIGN FOR EVOLVING SYSTEMS 
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281 

NASA HO RTl40731 III 
,., ... 4 



UNCERTAINTIES 

LIsted are the .aJar uncertaIntIes that will be addressed during the ground and 
flIght test actIvItIes detaIled In thIs plan. 

I\U\SI\ 

CONTROL OF FLEXIBLE STRUCTURES 

UNCERTANTIES (CONTINUED) 

• INTEGRATED MODELING/DESIGN 
- ACTIVE/PASSIVE TRADEOFFS 

• MODEL FIDELITY REQUIREMENTS/LIMITS 

• ANALYTICAL APPROACHES 

• SYSTEM IDENTIFICATION ACCURACY/SPEED REQUIREMENTS 

• TEST METHODS 
• ZERO "G" TESTING 

• SCALE MODEL METHODS, ACCURACY 

• COMPONENTITEST APPROACHES 

· LARGE MOTION TEST SUSPENSIONS (ACTIVE OR PASSIVE) 

• HYBRID HARDWARE/SOFTWARE SIMULATION 

• ON·ORBIT TESTING 
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UNCERTAINTIES 

The .odel fe~tures that WIll addr ••• the .. jar unc.rtalntl •• are identifi.d by 
an ·X". Also .hown are those _odel f.atur •• that would r.quir. flight t •• ts to 
COMplete the technology validatIon proc .... 

CONTROL OF FLEXIBLE STRUCTURES 

=~~ES 11<ifli/Jtl,! I Ijlilt IJitf,/;,#" Z ~ / l 
UNCERTAINTIES I / //t!i'll,lJl ;//1 Z 1.t I Q~~ 
STRUCTURAL MODELING X X X X X X X X X 

CONTROL METHODS X X X X X X 

INTEGRATED MODELINGI 
X X X X X X X DESIGN 

SENSORS AND ACTUATORS X X X 

TEST METHODS X X X X X X X X 

FLIGHT TESTING REQUIRED • • • • • • 
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..:JOEL FEA~E5 

Three test .ooels hAve been Ident1fied in th1s plan. Those feAtures Addressed 
by the test eodels Are 1dentlfled by An -X-. FeAtures that Are only pArtially 
Addressed Are Ind1cAted by A -7-. 

CONTROL OF FLEXIBLE STRUCTURES 

MODELS 

BEAM DYNAMICS MODEL x X X 1 1 1 1 X X X X X 

MULTI·BODY 
DYNAMICS MODEL 

3D DYNAMICS MODEL 

FLIGHT TESTING REQUIRED 

NI\SI\ 

X 1 X X X X 1 X 1 

X X X X 1 X X X X X X X 

• • • • • • 
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TEST I10DEL DESCRIPTIONS 

These are the three aaJor test .ad.Is included In thIs plan. The beam dyna.ics 
model WIll focus on Dtructural issues for whIch it is necessary to test In 
a space envIronment. The .ultl-body dynaalcs ~d.l WIll focus on the 
modelIng and controllability of .ultl-body configuratIons with fleXible 
appendages. The 3-D dynamICs ~el will address the ~e ca.plex three 
dImenSIonal problem whIch IS ~e characteristIC of large space structures. 

CONTROL OF FLEXIBLE STRUCTURES 

TEST MODEL DESCRIPTIONS 

BEAM DYNAMICS MODEL 

T .... 

1.1 ... 

f---.u ... --j 
In PAYLOAD lAY UNOTH 
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SEA" DVNAt1 I C5 I10DEL 

SCHEDULE 

Shown is the BeAIII Dyna.lcs I10del overall schedule. Included are several Qround 
test actIvItIes and three flIght tests. These actIvItIes MIll be discussed In 
subsequent pages. A key actlvltlY shown 15 the partICIpatIon of Quest 
InvestIgators Nhlch MIll give the research ca-aun1ty an opportunIty to evaluate 
dIfferent technIques and apprOAches. 

CONTROL OF FLEXIBLE STRUCTURES 

MAJOR TASKS 

LABORATORY BEAM DESIGN, 
FABRICATION AND TEST 

SCALED MODEL DESIGN. 
FABRICATION AND TEST 

EXPERIMENT MODELING, 
SIMULATION AND 
SOFTWARE DEVELOPMENT 

EXPERIMENT DESIGN 
AND FABRICATION 

EXPERIMENT GROUND TEST 

GUEST INVESTIGATORS 

FUGHTTEST 

91 
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DEPLOYABLE BEAtt EXPERUENT TEST ARTICLES 

The f1gur. avervi..... th. prDQrc..s1on of t_t articl_ to b. used in the 
deployable b .... xperi ... ,t prDQr_. Th. pri-.ry t_t structur. is a 60 _ter
n , ght arb cl. shOW! in th. center of the fi gure. It; is expected to be about 
1.2 - 2.0 _ters in di_ter, of light_ight ca.posit. construction, and be 
sequent1ally deployabl./r.tractabl. fro. a ... 11 packag. Mh11. "lntaining a 
canb l.vered end condition. To deter.ine its staUc, dyn .. 1C, and ther .. l 
perfor.anc., it Nill be t_ted both on the ground and in orbit (extend.d fro. 
the shuttle .s shOW! in th. next figur.). The b ••• Nill include a capability 
for ch.ng1ng 1ts physical properti.s, by tilting on. end, in order to chang. the 
fr.quency sp.C1ng .nd cross-.xis couplng b.tNWen ~.s. 

~ TESTS 

Because of the coabln.tlon of large SlZ., light ... ight construction, and expected 
low natural frequencles (beglnn1ng Nell b.laN one Hz), the val1dlty of ground 
test data on the 00. be .. is questionable. This SltU.tlon ... 5 dellber.tely 
created to sl.ulate the probl .. s of developlng future l.rge sp.c. structure. 
such as the space statlon or l.rge .ntenn.s. The r ... lnder of the test articles 
shONn are lntended to dev.lop .ccur.te .nalyses for the large bea. using .. aller 
articles on Mhlch valld ground t.st d.t ... y b. obt.lned. They include. 20-
laboratory ·prototype· test be.. Mhlch has Sl.11.r (but not exact) physlcal 
characteristics to the flight article. The purpose of this ~el is to develop 
test and analys1. ..thads .ppllc.ble to the flight be .. ln advance of lts 
construction. s.g .. nts, JOints, and structural ...oers identical to tho.e of 
the flight article Nlll be tested to deter.ln. stlffness, hyster •• ls, deploy-.nt 
characterlstlcs, and ther.al behavlor for .v.luating and c.libr.ting the 
analytical predlctlonS. 

A flnal research obJectlve IS represented by the l/B and 1/4 scaled ~el. 
shown. These wlll be tested on the ground to develop accurat •• nalyt1c.l ~els 
once a fllght deSign 15 avallable. The .nalytlc.l ~.ls Nill then be used to 
predlct full-scale ground .nd fllght behavior. The degr .. to Mh1ch sub-scale 
aodels can be used for developing an.lyses .ppllcabl. to large, joint-do.1nated 
space structures can thus be deter.lned .nd, hopefully, incr •••• d. 

CONTROL OF FLEXIBLE STRUCTURES 

20M LABORATORY 
PROTOTYPE 

GROUND TESTS 

1/8 SCALE 
MODEL 

JOINTS 
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OBJECTIVES 

• DEVELOP GROUND 
TEST METHODS AND 
CAPABILITY 

• VALIDATE ANALYSES 

• EVALUATE SCALING 
METHODS 

• EVALUATE JOINTSI 
DAMPING EFFORTS 



FLIGHT TEST 

This fiQure illustrAtes the fliQht test _quence plAnned for the be_ dyn_lcs 
.odel tlt&ts. The abJectiv_ of the fliQht tests Are AS follOMS: 

Structures 

• Develop And Qround test the next QenerAt10n prec1s1on deployAble truss. 
• Evaluate structural .adel1ng techn1ques through "Asur..-nt of f1Qure 

f1dehty. 
• Evaluate ther_l d1stort1on trifects. 
• Val1date truss deploy.ent. 

• Determine the capabll1ty of theory And ground test1ng to pred1ct fl1ght 
.. asure.ents of low-frequency structures. 

• Evaluate system 1dent1f1cat10n procedures. 
• Evaluate deploy .. nt dynamiCS. 
• Evaluate JOint damping 1n zero-g. 

Controls 

• PrOVide a dynamically characterized test bed for controls research. 
• Evaluate d1str1buted sensor/actuator control techniques. 
• Evaluate control techn1ques Mlth real t1me system 1dentlf1catlon. 

¢> 

CONTROL OF FLEXIBLE STRUCTURES 

BEAM DYNAMICS MODEL 

FLIGHT TEST 

*~ 
L::=> 

%L 

EXCITE/DAMP AT 
EACH POSITION 

~ 

L 

~ 
~{j 

L 

OBJECTIVES 
• EVALUATE GROUND TEST 

ANALYSES 

• STATIC AND DYNAMIC 
STRUCTURAL 
CHARACTERIZATION 

• EVALUATE DAMPING WITI 
SINGLE ACTUATOR 

• EVALUATE DAMPING WITI 
DISTRIBUTED SENSORS 
AND ACTUATORS 

• EVALUATE DAMPING WiTt 
REAL TIME SYSTEM 
IDENTIFICATION 

STAR~ 
~-
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I'tlIL TJ-BODY DYNAt'llCS NJDELS 

Thl. 1. the ov ..... ll schedule far the -.alU-bady dyn_ic .ad.l.. Th •• ctiviti_ 
•• socl.ted wIth th ••• .ad.l. are discussed in sub .. quent p.V.s. 

CONTROL OF FLEXIBLE STRUCTURES 

MAJOR TASKS 

GENERIC MODEL DESIGN, 
FABRICATION AND TEST 

GENERIC MODEL CONTROLS
CONFIGII~ED FABRICATION 
AND TEST 

ADVANCED MODEL DESIGN, 
FABRICATION AND TEST 

E>CPERIMENT MODEUNG, 
SIMULATION AND 
SOFlWARE DEVELOPMENT 

EVOLVED MODEL DESIGN, 
FABRICATION AND TEST 

f\U\SI\ 
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I'tUL Tl-BODY DYNAI'1ICS I'tODELS 

The .ultl-body dynamIc .adels Nlll address the dyn .. 1C charact.rlstics and 
.adellng sensItIvItIes for thIs class of structural conflQuration. The generIc 
.adel Nlll focus on .adellng and controllIng fleXIble appendages Nlth rigld-body 
control technIques. The advanced .adel NIll be configured to address 
evolutIonary space statIon Issues (thIS .odel can be utIlized to evaluate early 
concerns that.ay be aSSOCIated Nlth the inItIal space statIon confIguratIons). 
The evolved .adel NIll focus on the evolutIonary space statIon conflQuratlon. 
These .adels are not Intended to be scaled or replIca .adels of the space 
statIon, but are to be generIc laboratory .adels deSIgned to develop the 
technology data base. 

CONTROL OF FLEXIBLE STRUCTURES 

GENERIC 
MODEL 

NI\SI\ 

MULTI-BODY DYNAMIC MODELS 

GROUND TESJ 
ADVANCED 

MODEL 
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EVOLVED 
MODEL 

OBJECTives 

• EVALUATE DYNAMIC 
CHARACTERISTICS 

• DETERMINE MODELING 
8ENSITIVITIES 

• EVALUATE VIBRATION 
SUPPRESSION TECHNIQUES 
ON SOLAR ARRAY 
RESPONSE 

• EVALUATE GROUND TEST 
METHODS AND CAPABILITY 



3D DVNAI1ICS ttDDEL 

ThIs is the overall schedule for 3D dyna.lc • .adel. Th. actlvltl.S are 
dIscussed 1n subsequent pages. A key actIvIty shDMn 15 th. part1c1pat1on of 
Quest InvestIgators whIch MIll allOM the r.search ca..unlty to be involved In 
the program. 

CONTROL OF FLEXIBLE STRUCTURES 

3D DYNAMICS MODEL 

MAJOR TASKS FY 

GRilLAGE DESIGN, 
FABRICATION AND TEST 

SCOlE DESIGN, FABRICATION 
AND TEST 

DEFINITION OF SCALED AND 
EXPERIMENT MODELS 

SCALED MODEL DESIGN, 
FABRICATION AND TEST 

EXPERIMENT MODELING, 
SIMULATION AND SOFTWARE 
DEVELOPMENT 

EXPERIMENT DESIGN AND 
FABRICATION 

EXPERIMENT GROUND TEST 

GUEST INVESTIGATORS 

FLIGHT TEST 

'\II\SI\ 
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ACTUATOR PLACEt1ENT ON A TWO-DII'ENSIONAL GRILLAGE 

The objectIve of thIs research IS to develop a technIque for deter.1n1ng opt1.u~ 
actuator locat1ons and opt11kl. actuator ga1ns for controllIng v1brat1ons of 
flex1ble structures. The flex1ble gr11lage shDNn In the fIgure has BB nodes 
Mh1ch are conS1dered as potent1al da_per locatIons by an opt1.1zatlon algorIthm. 
The f1nal desIgns are shDNn to the rIght of the grIllage .odel. The upper 
fIgure shows the opt11kl1ll nu.tler of force actuators, the optllkl. locatIons, and 
the optImum gaIns In a bar graph to the rIght. 51mllar results are shONn for 
the same performance crIterIon but WIth torque actuators. 
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SPACECRAFT CONTROL LABORATORY EXPERIP'lENT (SCOLE) 

The overilll obJective of the Spacecraft Control LAboratory Exper,-.nt (SCOLE), 
is to cOlllpare different Appr04lch .. to control, state .. t, .. tlon, And syatea 
Identification. The control objective is to rApidly sl_ or chAnge the 
llne-of-slght of an Antenna attached to the space shuttle And to da.p the 
Induced structural dynaalcs to the degree required for precise pOinting of the 
antenna. The .. asure of syst .. perforaance will be the tl" required to slew, 
settle And .alntaln lln~-slght Within a specified angle. 

The program has two prinCipal parts. The first part of the prograa uses a 
.athematlcal aDdel of the fihuttle/antenna configuration to address the follOWing 
problem: What control poliCY alnlalzes the tlae to slew to a target And to 
stabilize so that the llne-of-slght error,s held Mlthln a specified angle. The 
.aXlmum moment and force generating capability Mill be llalted but can be lu.ped 
or distributed about the configuration as required. Random broadband 
disturbances Mill be applied to the configuration. A complete set of 
gUidelines and pertinent lnfor.atlon Mill be supplIed to Interested parties. 
The second part of the program IS to validate In the laboratory the system 
performance of the designs which have been developed earlier. The experlaental 
aodel Mill consist of a dynamlc aDdel of the space shuttle Mlth an antenna 
reflector attached by aeans of a fleXible beaa. The aDdel Mill be extenSively 
Instrumented and MIll have force and aoeent generating deVices for both control 
and dIsturbance generation. A sl~le fleXible tether which allows complete 
angular freedom In yaM, and limited freedom In pitch and roll Mill be used for 
suspending the .adel. 

CONTROL OF FLEXIBLE STRUCTURES 

SPACECRAFT CONTROL LABORATORY EXPERIMENT (SCOLE) 

CONTROL OBJECTIVE: 
TO SLEW. POINT. AND STABIUZE THE RF 
UNE-OF-SIGHT OF A FLEXIBLE. SHUTTLE 
ATTACHED ANTENNA. IN MINIMUM TIME 

SYSTEMS IDENTIFICATION: 
TO CREATE CONTROL INPUTS. THEN MODEL 
THE DYNAMIC SYSTEM FROM RESPONSE 
MEASUREMENTS 

PITCH C 
6 DEGREES 

YAW () OF FREEDOM 

ROLL J 
NI\SI\ 

r 
TETHER .......... 

#---TARGET 

I 
I 
I 
I 
1_ RF UNE.()F-SIGHT 

J 
I CONTROL MOMENTS 

SHUTTLE I / AND FORCES 
MODEL I 
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3D DYNAI'IICS t10DEL 

ThlS chart 11lustrates the potentlal 3-D dynamlcs .adel conflgurAtlons. 
As a precursor to a full scale development program, such AS an antenna or space 
statlon, a .ore complex .odel wl11 be needed to valldate the necessary 
technology. At thls tlme lt lS recommended that the program proceed wlth those 
actlvltles ldentlfled for the next two years And In FV 86/87 conduct a 
deflnltlon study that would determlne whlCh conflguratl0n IS approprIate and 
what level of complexIty wl11 be requlred. 

f\U\SI\ 
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GROUND/FLIGHT TESTS 
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OBJECTIVES 

• EVALUATE SCALING 
METHODS 

• EVALUATE GROUND TEST 
METHODS AND 
CAPABILITIES 

• EVALUATE MULTI·AXIS 
CONTROL (COUPLED) 
TECHNIQUES 

• VALIDATE ANALYSES AND 
CONTROL LAWS 
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TECHNOLOGY PLAN 

SCHEDULE 

ThIS IS the overall schedule for the technology plan. As .."tloned prevIously, 
It represents an Increase of .odel .nd r .... rch cDapleKlty Mlth ti.e. 

CONTROL OF FLEXIBLE STRUCTURES 

SCHEDULE 
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BEAM DYNAMICS MODEL LAB I SCALED I 1:C~te 

MULTI-BODY 
DYNAMICS MODEL 
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COflROl. OF FLEXIBLE STRUCTURES 

ThIs chart Illustrates the relatIonships and int.ractlDn of the .. jar actIvitIes 
required to achIeve the goals of thIS technology plan. It should be .-phaslzed 
that the progra. goals can only be acca.pllshed If all the "Jar thrusts and 
theIr actIVItIes are addressed In an Integrated progra •• 

CONTROL OF FLEXIBLE STRUCTURES 

THRUSTS 

ANALYTICAL 
MODELING AND 

MODEL 
REDUCTION 

INTEGRATED 
STRUCTURAU 

CONTROL DESIGN 
METHODOLOGY 

SENSORS 
AND 

ACTUATORS 

SYSTEM 
IDENTIFICATION 

GROUND 
TESTING 

ON-ORBIT 
TESTING 
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ThIs chArt su ... rlZe& the expected pAyoffs/goals of thl& technology plan. 

CONTROL OF FLEXIBLE STRUCTURES 

PROGRAM THRUSTS 

• ANALYTIC MODELING AND 
MODEL REDUCTION 

• SYSTEM IDENTIFICATION 

• CONTROL LAW DESIGN 
METHODOLOGY 

• INTEGRATED STRUCTUREI 
CONTROL DESIGN 
METHODOLOGY 

• SENSOR AND ACTUATOR 
DEVELOPMENT 

• GROUND AND IN-SPACE 
TESTING 

I\U\SI\ 

SUMMARY 
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PAYOFFS 

• VALIDATED ANALTYICAL 
TOOLS AND ALGORITHMS 

• NEW METHODOLOGY FOR 
INTEGRATED STRUCTUREI 
CONTROL DESIGN 

• NEW METHODOLOGY FOR 
CONTROL LAW DESIGN 

• DESIGN/PERFORMANCE 
DATA AND DATA BASES 

• RELIABLE. EFFICIENT 
CONTROL SENSORS 
AND ACTUATORS 

• GROUND AND IN-SPACE 
VALIDATION OF FLEXIBLE 
SPACE SYSTEM TESTING 
TECHNIQUES 
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SPACE STATION CONFIGURATION AND 
FLIGHT DYNAMICS ID 

E. Mettler and M. H. Milman 
Jet PropulsIOn Laboratory 

CalIfornia Institute of Technology 
Pasadena, CA 91109 

ABSTRACT 

The Space Station will be assembled in low earth orbit by a 

combination of deployable and space erectable modules that are 

progressively integrated during successive flights of the 

Shuttle. The crew assisted space construction will result in a 

configuration which is a large scale composite of structural 

elements having connectivity with a wide range of possible end 

conditions and imprecisely known dynamic characteristics. The 

large scale static and dynamic behavior of such a system is not 

practical to ground test and calibrate -- this must be done in

s itu during ini tial build-up. periodically in various mi asion 

modes, and over its lifetime as the configuration evolves. This 

paper describes the generic applications of Flight Dynamics 

Identification to the candidate Space Station configurations 

currently under consideration by NASA. Identification functions 

are categorized. and the various methods for extracting parameter 

estimates are correlated with the sensing of specific 

characteristics of interest to both engineering subsystems and 

users of the Station's commercial and scientific facilities. On

board implementation architecture and constraints are discussed 

from the viewpoint of maximizing integration of the Identifica

tion process with the flight subsystem's data and signal flow. 

Finally, the important and rapidly developing application of 

remote sensing by electro-optic instruments of extended space 

structures is assessed and sensor equipment capabilities are 

detailed. 
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IN'IRODUcrION 

NASA's Space Station initiative will be entering the formal 

Concept Definition phase in the near future. During the past 

year-and-a-half Space Station Task force studies have explored 

configuration concepts and requirements for missions. systems. 

and payloads. Support of these studies at JPL in the area of 

guidance/control has emphasized the flight dynamics of gereric 

configurations and control/structures interactions with the 

station and its payloads. 

The large scale dynamical behavior of the station's 

composite structure can only be predicted. not ground tested. on 

the basis of models limited by parameter uncertainties and 

simplifying assumptions. Recognition of this has motivated the 

general application of Systems Identification technology to 

enable the on-orbit station's validation during initial assembly 

and expansion, and performance verification/calibration during 

flight opera tions. 

The relationship of the Identification (ID) process to the 

other on-board functions is that of an in-situ data-base 

generator which serves engineering subsystems and applications 

payloads. This user group is expected to include scientific. 

commercial. and technology experiments in addition to the flight 

subsystem. In this context. the ID processing is a concurrent 

utility providing maintenance of performance and user health via 

determination of actual parameter values and refined models of 

the system. User functions which would be supported by Flight 

Dynamics ID include Momentum Management. Attitude Determination. 

Disturbance Characterization, Anomaly Diagnostics and Fault 

Detection. Payload Stabilization/Pointing and Micro-g isolation. 

Dynamic Decoupling Controllers for Flex-Appendages. and 

calibration/modification of prediction models. 
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This paper is intended to provide a broad perspective for 

the application of Systems ID methods and technology to the 

diverse operational needs of the Space Station, with special 

emphasis on the generic issuos involved with large space 

structures in-orbit construction, configuration ovolution, and 

user accommodation. 
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SPACE STATION CONFIGURATIONS 

The five major classes of Space Station configurations that have been 

under consideration by NASA are shown conceptually in Figures 1 through S. 

They are called the PLANAR Station, the POWER TOWER (or Gravity Gradient 

Sta tion), the BIG T, the DELTA, and the SPINNER (actually a Dual Spin 

Station) • 

Some of the key differentia tors among the configurations are as 

follows: The PLANAR concept has both inertial and earth-fixed orientation 

capability; all others have only one or the other orientation capability. 

The two basic solar array concepts are deployable articulated arrays, and 

fixed space erectable panels that are installed on large area support 

structures. Deployable arrays do not require orbital assembly, are 

efficient in that cell area is a minimum due to sun pointing articulation, 

and have inherently low natural frequencies. Fixed panels have higher 

natural frequencies and must compensate for a non-optimum sun aspect by 

oversized cell areas. 

The choice of a solar array concept will affect controllability 

constraints. Configurations with fixed appendages (arrays and radiators) 

must maintain the station geometric axes oriented close to the required 

attitude with respect to the sun and shadow zones, or else the power and 

thermal control systems will suffer significant losses/degradation. 

Maintaining geometric axes aligned under changing configuration and mass 

property conditions over the mission life may be a severe problem for most 

configurations which have fixed arrays and radiators. However, concepts 

which have articulated appendages can permit the control system to operate 

under the most favorable conditions by controlling the principal axes 

(instead of the geometric axes) with no penalties, since the arrays and 

radiators can be oriented separately as require~ 

Two basic support schemes for the pressurized modules are used in the 

concepts. In one scheme, the modules are supported only by their direct 
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docking connections to each other. In the other scheme large truss 

structures 3re used to support each module separately from the linkage 

between modules. These two methods will have somewhat different module 

replacement impacts from the standpoint of support to be provided by the 

Shuttle during such an exchange or expansion of modules. 

More recently. NASA has narrowed its Space Station concepts to three 

reference configurations. each with five pressurized modules and framework 

structu:e~ from 300 - 400 feet long. The solar array electrical power 

generahon capaci ty illustrated in all three concepts is from 75 120 

Kw. and compares to the Skylab maximum capability of 23 Kw. Brief 

descriptions of the three reference configurations are given in the 

following paragraphs. 

POWER TOWER Station - The Power Tower concept gets its name from its 

over 300 ft. tall mast on whIch are mounted four pairs of articulated solar 

arrays across a 200 ft. span. At the opposite end is a cluster of five 

pressurized modules each from about 22 - 35 feet long. This configuration 

would orbit with the module end always pointed at the Earth to allow Earth 

observation payloads to have a clear field-of-view. Celestial viewing 

instruments would be mounted at the top of the tower, where they would have 

an unobstructed view of deep space. The Power Tower could be enlarged 

asymmetrically as a result of its control mode that would try to balance 

torques due to aerodynamics against the station's gravity gradient torque. 
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POWER TOWER 

Figure 1 
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PLANAR Station - The Planar station configuration would be flown more 

horizontally in relation to the Eart~ The entire station could be pOinted 

ei ther towards the Earth or deep space depending on Ililsion needs. The 

five pressurized modules would be mounted in the center of a 300 ft. long 

strong-back truss structure. Two pairs of large solar arrays would be 

mounted on each end of the structure. A large 'A' frame eztending some 80 

ft. above the modules would support scientific and applications payloads. 

The control concept is to keep aerodynamic drag and gravity-gradient 

torques as close to zero as practical. and would require the atation to fly 

with its arrays edge-on to the velocity vector and to ezpand in a 

symmetrical patte~ 

DELTA Station - The Delta station derives ita name from the triangular 

shape of its structure. The top of this station would be a 175 by 125 ft. 

area of find solar cells. Eztending down from this roof would be a rigid 

V-shaped truss structure that supports a cluster of five modules at the 

bottom. The advantage of this concept ia that it provides large areas for 

mounting ezternal payloads. The large solar array roof would always be 

pointed at the sun. A possible control mode would cOllbine OlG's (Control 

Moment Gyros) with a giant magnetic torquing system. Wiring to form 

torquing coils would be placed around the outer periphery of the Delta 

structure. and when energized. would interact with the Earth's magnetic 

field. 

Controllability and dynamics are major drivers to concept evaluation 

and must be considered for each stage of initial build-up and evolution 

over the system life. including with and without the shuttle attached and 

for changing payloads and mission tasks. Figures 6 and 7 illustrate the 

large incremental changes that will be involved in the build-up of the 

Power Tower Station. This is generic to all the conoepts and is truly 

construction in apace. As to basic rigid body controllability. all three 

reference configurations are controllable in all mission modes using some 

form and combination of CHG's. magnetic torquers. and RCS (reaction control 

system) • 

307 



POWER TOWER AT BEGINNING OF SECOND FLIGHT 

Figure 6 

308 



POWER TOWER AFTER SECON D FLIGHT 

Figure 7 
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The CMG controllers would operate with an overall closed-loop 

bandwidth of 3-6 millihertz (0.003-0.006 Hz), and the lowest flex-body 

natural frequencies are at least a decade higher as ahown in Figure 8. 

Thus it appears there is adequate frequency separation between the core 

station attitude controller and the structural modes dominated by the 

large solar arrays. The real issue is that the payloads requiring 

precision stabilization do not have that advantage - their controllers and 

structures will be totally enveloped by the vibration spectra of the 

station flex-body modes which will extend well into the several hertz 

range. As this paper will suggest, the payload accommodation requirements 

can be satisfied using Flight Dynamics ID in conjunction with techniques of 

active disturbance control/suppressio~ 
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FLIGHT DYNAMICS m FUNcrIONS 

The Space Station Flight Dynamics Identification capability will be 

embodied in on-board software tha twill moni tor performance, determine 

actual mass properties, characterize and identify disturbances and flexible 

body dynamics. The m software is likely to incorporate fast algorithas 

for large scale modal parameter ID, allow optimal input selection, employ 

parallel processing techniques, and contain strategies for sensor options 

and collection of spatially distributed dat~ It will enable measurement 

and evaluation of critical structural and control parameters in open-loop 

and closed-loop modes, and establish a database for reduction of 

uncertainties in control/structure dynamic interaction and compatability. 

The physical system to be identified will include the Space Station solar 

panels and flex appendages, multi-payload disturbance interactions, and 

core structure disturbances from machinery, fluid slosh, crew IVA/EVA, 

venting, propulsion, and remote manipulator activity. The overall 

functional form of the ID process is illustrated below (Figure 9). 

ANALYTICAL MODEL PARAMETER DETERMINATION PROCESS 

INPUT 

ION-LlNEIINPUT/OUTPUT SIGNALS OF THE SYSTEM DURING 
OPERATION USED TO IDENTIFY A MODEL IN REAL-TIME 

IOFF-LlNEloPERATING SIGNALS RECORDED FOR LATER ANALYSIS 

EXTERNAL 
DISTURBANCES 

:6- REAL 
SYSTEM 

ADJUSTMENT 
SCHEME 

0 
0 
0 
V 

SYSTEM 
MOOEL 

Figure 9 
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lfajor Flight Dynamic ID functions and specific task examples for the 

space station are categorized below along wi th a brief discussion of the 

associated justifications: 

(A) Verification/Calibration of predicted global static and dynamic 

behavior of the system in-situ. 

Detailed physical models of integral elements and small scale 

interconnected elements will be generated in the design and ground 

test/validation phases. However. the integrated in-situ configuration 

will be a large scale composite of elements using deployable and/or 

space erectable technologies having connectivity with a wide range of 

possible end-conditions and imprecisely known characteristics. e.g., 

damping, hysteresis, deadband, non-linear stiffness. The large scale 

static and dynamic behavior of such systems is not practical to ground 

test and must be calibrated in all operational modes and as part of 

assembly staging/checkout in orbit. Final data processing is assumed 

to be by ground support. but significant sensor signal processing is 

expected to be done onboard as part of data acquisition and telemetry. 

M and ID (Measure and Identify) structural geometry and mass 

properties of the integrated configuration during assembly and 

build-up phases. servicing of free-flyers and deployment/berthing 

of OMV, OTV, and resupply mass redistribution, including Shuttle 

berthing. 

M and ID rigid body system dynamics in all mission phases 

including rota tional sta tes (posi tion, ra te, accelera tion) 

translational states (position, rate, acceleration) relative 

alignment between core modules. and between attached bodies and 

core, quasi-steady state forces and torques (solar, aero gravity 

gradient), and center of mass, center of pressure, barycenter of 

gravity gradient. 
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(B) Pre ci se de f ini tion/loca tion of local structural resonance sand 

associated damping, transmissibility, frequency (s) and stability over the 

range of environmental conditions, e.g., thermal, aero, gravity gradient. 

The Space Station will be a large flexible structure with low natural 

frequencies that are closely spaced, joint dominated, non-linear, and 

which will be within the bandwidth of articulated appendages and 

payload controllers (Figure 10). ContrOl/Structures interaction 

design methodologies can include basic frequency separation, gain 

shaping (low, high, passband, and notch filters), passive damping and 

active mode suppression. All methods are dependent on predeterm ined 

phYSical models and the derived controller parameters. Re

programmability of control filters and active dampers should be 

assumed. Hence, the need for local dynamics IDon-orbit to provide 

the data for calibration/update of compensation filters and active 

dampers. Sensor signal processing and essential data processing are 

performed onboard. 

M and ID dynamic coupling between attached bodies and the core 

structure in all mission phases. These appendages include the 

solar panels, radiators, antennas, payloads, berthing/servicing 

hangers and trusses, and especially the berthed vehicles -

Shuttle, OMV, OTV, an~ free-flyers (FF). 

!f and ID 1nteractions of system structural modes with the ACS in 

all operational phases, i.e., initial deployment, assembly, 

build-up, normal cruise, including IVA and EVA, re-orientations 

(LV and inertia!), reboost, resupply by Shuttle (logistiCS and 

payloads), and servicing FF, OMV, OTV, activities. 
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(C) Real/near-real time tracking of time-varying dynamic parameters 

required for self-tuning controllers. 

It can be assumed that some performance critical controllers for local 

disturbance suppression, global stabilization, payload articulation, 

etc., will need parameter identifers and state observers as part of 

the real-time closed loop control function, Figure 11. In this 

context, it is more realistic to consider the problem as one of 

tracking perturbations about an expected value rather than the 

determination of absolute values in real time. It can also be viewed 

as parameter-error tracking vs determinatio~ This approach can apply 

to mass properties changes, disturbance frequency drift, axis cross 

coupling variations, jump-resonances, mode-coupling changes, etc. 

Signal and data processing are done on-boar~ 

M and ID all external dynamic disturbance sources, including 

assembly activities and RMS operation, space erectable 

construction tool use, EVA, berthing/soft docking, flex-body 

behavior of attached structures, payload 

articulation/translation, solar panels, radiators and antennae 

articulation, and slosh oscillations of fuels, cryogens, life 

support liquids. 

M and ID all internal dynamic disturbance sources, including 

machinery vibration, IVA, venting, propulsion and ACS effectors, 

fluid transfer and mass redistributions, and experiment 

activi ties. 
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FLIGHT DYNAMICS m ME'lHODOLOOY 

The User-friendly Space Station operates in a relatively 'dirty' 

dynamic environment. and yet demands micro-g conditions for scientific and 

commercial payloads and sub-arcsecond pointing stability for astrophysics 

experiments. Regardless of which particular system design is finally 

chosen for the station. achieving these objectives will require 

identifying. by various sensing and processing methods. a number of 

parameters that contribute to the dynamics of the station. These 

parameters characterize the gross system mass properties. flex-body 

interactions, disturbance environment, and control system response and 

stability. Table 1 provides a correlation of application categories with 

parameters, sensing, and ID processing methods. 

A simplified overview of the end-to-end Flight Dynamics ID process is 

shown by Figure 12. The diagram maps the general flow of information, the 

major blocks of system interaction and some of the elements within those 

blocks, from the input signals that disturb and deliberately excite the 

system to the various users of highly processed ID dat~ 

One of the maj or control system design challenges the Space Sta tion 

presents is the estimation of these parameters as they undergo dramatic 

variations during configuration change in build-up and later in evolution 

during the multi-decade life of the system. Closed-loop estimation and ID 

can provide independent verification of the predicted behavior of the 

Station and its elements, and also refine the ground modeling 

approximations to enable anomaly/fault detection monitoring and diagnostics 

which are vital to the safe operations of the system. 

The most fundamental mass properties to estimate are those associated 

with the major system control functions such as attitude control, momentum 

management, and reboost maneuvers. The parameters of interest here are the 

entire system mass, the mass center, and inertia tensor. Obviously, each 

of these parameters changes significantly with any major configuration 
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w ...... 
1.0 

SPACE STATION FLIGHT DYNAMICS ID METHODOLOGY 

APPLICATION CATEGORY MODEL PARAMETERS SENSORS ID METHOD* 

RIGID BODY CENTER OF MASS, GYROS, ACCELERO- KALMAN FILTER, 
CENTER OF PRESSURE, METERS, STAR LEAST SQUARES, 
BARYC ENTER, TRACKERS, MAX. LIKELIHOOD 
INERTIA TENSOR NAVIGATION 

QUASI-STATIC SOLAR PRESSURE, ATTITUDE CONTROL KALMAN FILTERS, 
01 STUBANC ES AERO-DRAG, GRAVITY AND DETERMINATION, LEAST SQUARES, 

GRADIENT, MAGNETIC NAVIGATION, E-O MAX. LIKELIHOOD 
FIELDS, THERMAL INSTRUMENTS, 
DISTORTION MAG NETOMETERS 

-
DYNAMIC MASS TRANSFER, GYROS, ACCELERO- FAST FOURIER TRANSFORM, 
DI STURBANC ES CREW MOTION, METERS, GIMBAL SIGNA TURE CORRELATION, 

FLUID SLOSH, ANGLES, VIBRATION MAX. ENTROPY 
MACHINERY VIB, PICK-UPS ARTICULATIONS, 
VENTING 

flEXIBLE BODY FREQUENCIES, GYROS ACCELERO- MAX. ENTROPY, 
INTERACTIONS DAMPING, MODE METERS, REMOTE MAX. LIKELIHOOD, 
WITH CONTROL SHAPES, COUPLING E-O SENSORS, EIGENVALUE/ 
SUBSYSTEMS FACTORS ACS MOMENTUM EIGENVECTOR 

EXCHANGES 

CONNECTED BODY ALIGNMENT REMOTE E-O SENSORS LEAST SQUARES, 
RELATIVE ALIGNMENT TRANSFORMATIONS PASSIVE MODE ONLY 

CALIBRATION OF GYRO DRIFT, ACCEL- STAR TRACKERS, KALMAN FILTERS, 
SENSORS AND EROMETER BIAS, CMG NAVIGATION, LEAST SQUARES, 
EFFECTORS RESPONSE, THRUST PROFILE, MAG NETOMETERS 

MAGNETIC TORQUER FIELD 
-- -

*UNLESS INDICATED, ALL METHODS MAY EMPLOY BOTH PASSIVE AND ACTIVE MODES OF 
DELIBERATE DYNAMIC EXCITATION, INCLUDING VEHICLE ORIENTATION CHANGES. 

Table 1 
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alteration such as shuttle berthing, assembly, deployments, etc. It is 

equally obvious that these parameters will require updates to adjust con

trol gains, fil ter constants, and momentum exchange strategy. It is 

however, important to note that nontrivial parameter variations can occur 

during relatively 'quiet' operations. For example, sun pointing of the 

large solar arrays can produce variations of inertia per quarter orbit on 

the order of 15~, and aerodynamic drag torques will also fluctuate over 

minimum to maximum values as the arrays rotate with respect to the velocity 

vector. Therefore, updating of the rigid-body properties is not a static 

activity, and is more appropriately viewed as determining a time-varying 

profile which may require a multi-orbit process to identify and refine each 

time it is performed. 

It is most desirable to be able to perform an ID procedure without any 

impact on normal Space Sta tion opera tions. For instance, the kinema ti c 

relation given by 

A ac 
• 

= Acm + W x p + W x (W x p) + accelerometer error 

can be used to estimate the center of mass in a completely passive manner. 

Here, Aac is accelerometer data, Acm is the true center of mass 

acceleration, W is the instantaneous Station angular velocity vector, and p 

is the vector from the center-of-mass to the accelerometeL A recursive 

Gauss-Markov estimator can be constructed for determination of p. The 

factors contributing to how well this vector can be estimated include 

observability (non-zero angular rates along the body axes), the accuracy of 
• the measurement and inference of Wand W respectively, and the validity of 

assumptions regarding the unknown and unmeasured Acm (very small 

accelerations since net forces on the system are quite small). 

The above estimation scheme contrasts with that required for inertia 

or mass parameters, in that these require a change in the system angular 

and linear momentum in order to obtain any information; hence a known 

torque or force input must be created. Treating the Station as a rigid 
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body for the moment. i.e •• lumpinS flexibility effects. orew motion. fuel 

slosh. etc •• tosether as small disturbances. the pertinent equations of 

motion involvins the inertia are simply 

where Tc and Td represent control and disturbance torques. respectively. 

Given a nominal estimate 10 of I. it is not difficult to develop schemes to 

estimate the difference AI - I - 1
0

• assumins the availability of angular 

rate data (measured or inferred). But in order for AI to be observable it 

is necessary that known torques be applied in three independent directions. 

To give an idea of how this factor and some others enter into the 

estimation problem. assume that IAll«IIol. then the dynamics have the 

approximate form 

where the symmetric matrix AI is characterized by the six parameters. 

i1 .... i 6. that are assumed to be constant or slowly varying. Appending 

these to the dynamical state vector W. leads to a system of the form 

(ignoring second order terms) 

and 

with ' (prime) = transpose. 
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0 0 0 Tl T2 T3 0 0 0 

0 0 0 0 Tl 0 T2 T3 0 

0 0 0 0 0 Tl 0 T2 T3 A = 
0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 

and [Tl T2 T3]' = I~1 Tc' Gyro data yields the observations 

withH:: [I-I 
o 0]. With all these assumptions it is not difficult to 

show that the state (hence, i1 ... i6) can be made observable by aUowing Tl' 

T2 , and T3 to be time varying. 

Constructing an observer for the system above is certainly one way of 

obtaining an updated inertia estimate and the analysis indicates that the 

first-order problem can at least be made observable. However, in order for 

such an observer to be viable it is necessary to return to the previous 

assumptions and systematically assess their impact on the estimation 

process. Although it is not our intent to perform such analysis here, two 

of the more important factors to consider are the magnitude and frequency 

content of the unmodeled disturbances with respect to the known control 

torques, and the assumption that the inertia is constant (which it is not). 

The se are the two maj or contributing factors in making the speed of the 

estimator versus signal-to-noise ratio tradeoff. Because of the 

operational realities that the system identification processes must contend 

with, the implementation issues involved in the extraction of signals 

embedded in noise and clutter will figure significantly in most 

appl ica tions. 
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Another generic area where system identification can offer a signifi

cant Space Station service is in the cataloging and characterization of 

disturbance forces and torques. Already we have seen that disturbance 

characteristics can enter nontrivially into the estimation procedures for 

mass properties. More importantly they can impact other processes as welL 

For example, momentum management strategies are based on knowledge of quasi

static disturbances (gravity gradient torques and aerodynamic drag most 

notably), while the more transient disturbances such as those due to crew 

motion. mass transfers. articulations. etc •• can impact payload control 

systems and experiment packages. In addition to providing inputs to speci

fic users, there is also a global need for creating and maintaining a 

'dynamic log' to record and learn the dynamic behavior of the Space Station 

over the course of the mission. Such a system would probably consist of a 

data compression and integration service utilizing all the inertial 

measurements available on the station. This data could also be useful for 

diagnostics or fault protection by detecting events or behavior not 

conforming to established statistical trends. 

From the brief discussion above of Space Station disturbances, and 

users that may have interest or concern for its characterization and 

content, a variety of filtering, identification and signal processing 

methodologies emerge as potentially applicable. For example, the dominant 

quasi-static disturbance torques due to gravity gradient and aerodynamic 

drag appear as input disturbances to the Space Station ACS. Exploiting the 

fact that these disturbances are configuration and orientation dependent, 

ACS data collected over several orbits could be partitioned into segments 

of similar space station orientation and configuration. Within each of 

these segments the torques can be presumed constant, and a simple observer 

of the previously outlined type could be defined for their estimation. 

Assembling the estimated torques obtained from the data segment would yield 

an orbital torque profile. The correlation between these disturbances and 

the Station orientation and configuration can again be exploited by 

utilizing a priori disturbance frequency information in spectral estimator 

designs. Another alternative for determining the input disturbance torques 
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uses the fact that the disturbance manifests itself as a bias to the 

(computed from data) innovations process of a Kalman filter tracking the 

station rotational dynamics using gyro data as measurement. This is 

suggestive of a Maximum-Likelihood formulation of the problem. As before. 

a number of pertinent issues naturally accompany any of these proposed 

methods. 

To obtain measurements and identify the general background noise 

resulting from the many ongoing simultaneous activities on the Station, 

spectral estimators operating on the available inertial sensor signals 

could be used. This would be a basic data processing service. perhaps as 

simple as an FFT. to obtain the power spectral density of the onboard 

disturbances at the various locations of inertial sensors. In addition to 

the time-calculation of this data. spatial correlation should also be 

possible since most disturbance signals will be received by all of the 

sensors. It may then be possible to do some simple spatial extrapolation 

to Space Station areas not directly serviced by an inertial senso~ 

This general signal processing function can be sharpened and upgraded 

as the need arises. High resolution spectral estimators such as the 

maximum entropy method or eigenvalue/eigenvector analysis would be 

especially useful in determining disturbance spectra characteristics in 

frequency ranges that impact payload control devices. These methods can 

also be used to help characterize dynamic properties of controlled flexible 

appendages. where precise frequency know ledge is necessary for stabiliza

tion and dynamic control. Relatively small inaccuracies in frequency 

information have been demonstrated in the laboratory [6] to produce control 

lnstabilities in flexible structures even in the case of collocated 

actuation and sensing. For Space Station this problem becomes more acute 

since the lUXUry of collocation of sensors and actuators is unlikely. 

The spectral methods alluded to above are all based on different 

model assumptions. Consequently some methods are better suited for some 

purposes than others. Hybrid approaches and aeneralizations of these 

325 



methods can also be developed [4]. [13]. 

The maximum entropy method [1] is a high resolution spectral estimator 

that has enjoyed considerable success in several areas including geophysics 

and radar applications. The method assumes an autoregression model of the 

signal driven by white noise. 

x(k) = r 
£= 1 

where the coefficients lap } are to be determined. Given the intensity of 

the ak process and estimate of the autocorrelation function ret) = 
E(x (k+t)x· (k». the autoregres sion coef ficients are solved for and an 

estima te of the power spectral density of the x(k) process is obtained. A 

nice feature of this method is that coefficients corresponding to larger 

order autoregressive models can be generated recursively. Also the method 

has been shown to be consistent even in instances where the process is not 

autoregressive [3]. 

The eigenvalue/eigenvector method [12] assumes a model consisting of a 

finite sum of sinusoids of varying frequencies. phases and amplitudes in 

noise. The method determines the frequencies of these sinusoids based 

again on the autocorrelation function of the process and the noise 

covariance. 

Both of these methods are well suited to resolve closely spaced 

spectral peaks. Thus they may have particula~ application to estimating 

modal frequencies of flexible structures that possess many packed modes. 

The maximum entropy method was used in [13] to obtain frequency estimates of 

the Space Shuttle's flexible remote manipulator system from flight data. 

The disadvantage of these methods is that they are sensitive to incorrect 

noise statistic assumptions. The high resolution maximum likelihood method 
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[9] is more conservative than the other two and gives better sidelobe 

performance, but at the price of less resolution [1). Although each method 

relies on a different model, all of the resulting algorithms are based on 

assumptions concerning the autocorrelation function rem) of the process. 

In practice this function can be approximated by the sampled lagged 

product operating on the data xes) 

or ensemble methods that are commonly used in the direct methods of spectral 

estimation such as FFT. For most of the Space Station applications it can 

probably be assumed that enough data will be available .0 that rem) 

represents a reasonable estimate of rem). If this is not the ca.e then 

extrapolation methods can be employed (7). or in some instances these 

calculations can be be circumvented altogether (5). [11). 

For many phenomena of interest on the Space Station a priori dynamical 

models wlII be developed, and only a tuning of certain parameters may be 

requlred. This sltuation would probably be encountered in the estimation 

of flexible appendage dynamics, for example. Here an alternative or com

plement to the 'black box' approaches of the previously discussed spectral 

estlmators would be the (state space) maximum likelihood method [2], [10]. 

Thls maximum likellhood formulation could be employed to improve nominal 

frequency and damping estimates as well as to update disturbance models. 

Thls method could also be used to directly estimate the system mass and 

stlffness matrices. There are, in addition, several other scenarios in 

whlch the maximum likellhood model formulation 

;(t) = F(e)x + G(e) w 

z(t i ) = H(e) x(t i ) + l(e)~(ti) 

is useful. Here e repre.ents the unknown (vector) parameter to be 

identified. and CI) and ~ represent the proce.s and observation noise, 
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re.pectively. A seneral .cenario ari.es when this model is interpreted as 

a linearization about an equilibrium position. It then provides stability 

informa tion via determ ina tion of the parame ter e. Specific application. 

could involve updatinl dockinl or retrieval dynamical model~ The need for 

the latter was Iraphically illu.trated in a recent Shuttle f11lht where 

some difficulty was encountered stabilizinl the Solar Xax .atellite. 

DlPLFJlENTATION ARalITECTURE AND CONS'11L\INTS 

Implementation of the Flilht Dynamic. ID .y.tem aboard the Space 

Station carries with it the need to be a. practical and .ynerli.tic as 

possible. In the complex environment of .ta tion operation. the ID 

architecture and functioninl .hould accommodate implementation con.traints 

that tend to more clolely inte,rate the ID IYltem into the oore Itation 

software and hardware element.. For Flilht ~namics ID these constraint. 

are summarized below: 

(a) Xaximize the use of core .tation subsystems a. real-time data 

bases. The functions such as Attitude Determination, Flilht 

Control, Navilation, and Xomentum Xanalement act as pre

processors to provide smoothed and interpreted data already 

separated into the di.tinot bandwidth relimes associated with 

each function. 

(b) Utilize the Attitude Determination/Control and Navilation sensor • 

• uch as IYros, accelerometers, and star trackers, in addition to 

relative motion electro-optical sensors that may be part of an 

on-board alilJlaent transfer and monitorinl sy.tem. 

(c) Employ fli,ht system actuators and effector. luch as CKG'., 

thrusters, RXS, limbal torque motors, articulation anIle and rate 

encoders, etc., as ID excitation lenerators. Special purpose or 

dedicated excitation drivers should be impo.ed only for critical 
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items or as part of experiments. 

(d) Allocate ID computational resources on the basis of time 

dependency. Real-time tasks IIlUst have on-board signal and data 

processing. Those tasks of a non-real-time nature or need should 

have their signal processing done on-board to serve as a data 

compression relief for the ground link which will also carry the 

data processing return from the ID ground support facility. 

(e) Payloads and technology experiments also need to be considered 

under the constraint guidelines: Payloads will need to provide 

engineering data to the Station core ID system and should 

emphasize the use of remote electro-optical sensors that are a 

part of the flight system. There will most likely be experiment

unique ID processing that will have both real and non-real-time 

demands on computational resources. This will necessitate 

careful interfacing wi th the station Da ta Hanagement subsystem 

for ground support and on-board processing needs. 
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The table below (Table 2) provides the leneral scale for consideration 

of sensinl requirements in the ID process. 

RANGE AND SmSITIVITmS OF PAR.UIE'l'ER M and ID FOR mE SPACE STATION 

ParlJlleter or 

Size/Dhtance 

Maas (w/Shuttle) 

Inertia 

AlilDJllents 

Rotation Rate 

Rota tion Accol. 

Translation Rate 

Translation Accel. 

Frequency 

System 

Scale 1Kul. 

500 ft. 

5%105 lbs. 

107 s/-ft2 

2 del. 

1. del/s 

0.1 del/s2 

1. ft/s 

10-2 I 

DC-l.0 Hz 

1.0 - 20. Hz 

Table 2 
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Measurement 

Sensitivity 

10-4 

10-5 

10-6 

10-3 

10-3 

10-3 

10-3 

10-4 

Measurement 

Ruo htion 

0.01-.05 ft. 

5. lbs 

10. 2 s/-ft 

0.002 del. 

0.001 del/s 

0.0001 del/S2 

0.001 ft/. 

10-6 I 

0.01 Hz 

0.10 Hz 



An important integrative factor in the design and implementation of 

flight dynamics ID will be the automation of M and ID methods/activities to 

minimize ground and crew workload. This should take the form of 

supervisory control by crew/ground. i.e •• initiate and monitor, terminate 

or override, and includes pre-programmed diagnostics for anomaly 

investigations with emphasis on rapid detection of local faults for 

caution/alarm. This capability will require full access to the sensing 

da ta network for integration of ACS, structures and payload informa tion. 

To illustrate the on-board implementation of Flight Dynamics ID 

functions an example architecture using the subsystems of attitude control, 

precision pointing control, navigation and manipulator control in a space 

stat ion enVironment is constructed (see Figure 13). In this architecture 

the functions of the subsystems are partitioned into levels reflecting 

considerations of control and data transmission bandwidt~ At the highest 

level (Level 0) this architecture applies a hybrid architectural concept: 

The SEC (Station Executive Controller) communicates with the four 

subsystems through subordinate executive controllers designed in part to 

support the command and data handling required at the station command and 

control level. Low bandwidth data transmission in support of control 

functions is a characteristic of this level of the architecture. Such 

transm ission rates are consistent with the faul t tolerance required for 

reliable, autonomous operations of the station system. At lower levels of 

the architecture. higher bandwidth data rates required for real-time 

control can be provided through computing and transmission networks more 

tightly coupled than the hybrid computing architecture at the station 

command and control level. The following paragraphs discuss implementation 

concepts for the functions in this example system. beginning at Level 4. 

'Smart Devices.' At the lowest level of the architecture (Level 4) 

reside 'amart' devices. These devices consist of actuators and sensors. 

integrated with microprocessors, which decode digital data commands and 

which encode analog outputs. Depending on the device. the digital output 

data, processed by these devices, can be tailored into a variety of outputs 
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for spe cif ic use at the next higher level of control. For exampl e. time 

sequences of encoded star position data may be processed into two axes of 

rate and position input for a station attitude control law. Alternately, 

an average of the position values can be input direotly into an ID process 

which derives data types for subsequent input into an orbit determination 

computation. Hore extensive prooessing may be necessary at this level if. 

for example. an optioal sensor outputs images at a video rate which must 

undergo Fourier transformation before the resultant frequency spectrum is 

input to a systems identification algorithm. This sensor can be mounted at 

the end of a manipulator and may also be used as part of an automated 

moni toring task of space sta tion structural dynam ics. Thus the output 

would require a different type of processing, consistent with a potential 

tracking and feature extraction function. Commands input into these 

devices can be in the form of data decoded by the integrated electronics 

into cal ibra tion parameters or a conf igura tion se t-up. 

Subsystem Local Device Pre-Processing (Level ~ To satisfy the need 

for additional data processing of input signals and output commands. 

dedicated subfunctions can be implemented which connect a set of smart 

devices at the preprocessing level (Level 3) in the subsystem hierarchy. 

Such subfunctions. for example. accept the conditioned signals from several 

sensing devices and develop from these inputs parameter error statistics. 

Alternatively. other subfunctions may collect sensor data from several 

sources and edit such inputs for use in an attitude determination process. 

Also, as an intermediate level in the architecture. these subfunctions 

perform input and output validation and interpretation consistent with a 

hierarchical approach to fault protection beginning at the local device 

level. Lastly. selected sensor and actuator engineering data can be 

prepared at this level of the architecture for transmission to the 

communications and tracking subsystem on the Space Station. As a result. 

data generated by the devices at the lowest level can be collected and 

further processed or packetized depending on the choice made by the ground 
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crew for the output of this data. Interference with other subsystem 

functions making use of the data from these devices is then avoide~ 

Subsystem Functions (Level ~ Data prepared at the local device 

preprocessing level of the architecture is transmitted to the next higher 

level (Level 2). where subsystem functions are performed. At this level 

complex computations associated with subsystem specific tasks such as 

Flight Dynamics ID. attitude determination. momentum management and payload 

pointing control can be eas ily performed given tha t the burden of input 

processing and output command generation has been done at the lower levels 

of the architecture. Con se q uen t ly. the compu ta tional throughput 

requirements of the functions at Level 2 can be met by machines tailored 

for specific processing tasks. For example. a 32-bit microprocessor may be 

chosen to implement the precision processing needed for an estimation and 

model update function. This microprocessor need not also have the 

capability of processing high-rate raw sensor data used in the computatio~ 

The required input has been preprocessed by separate microprocessors. 

designed to accept the sensor da ta. and this input has been transm itted at 

a lower rate for the estimation computations. This illustrates one more 

benefit of the hierarchial subsystem architecture: the capability for the 

use of specialized software and hardware is designed into the system. As a 

resul t. new technology in (for exampl e) spectral estimation can be 

introduced at a specific level of the subsystem. perhaps slaved to an 

existing subfunction processor for an initial check-out. ihe design can be 

validated at this level in an operational environment and eventually 

replace a process at this level. transparent to the functional performance 

of the system. 

Subsystem Executives (Level!..h At the next level (Levell) of the 

architecture. subsystem functions are controlled by local executives for 

each of the representative station subsystems: attitude control. precision 

pointing control. navigation and manipulator control. An executive here 

utilizes the results of several subsystem functions performed at the lower 

levels of the architecture. These results can be checked for 
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reasonableness by the executive utilizing the System ID data-base before 

further action is take~ The executive can then issue high level commands 

to subsystem level functions initiating major control activities. Specific 

station system-level functions are also supported at this level. For 

example, an attitude control executive can carry-out space station attitude 

changes prior to terminal rendezvous and docking with the Shuttle. A 

navigation executive can implement a correction in orbit inclinatio~ A 

payload pointing executive can slew a telescope to perform an observation 

ordered by a mission specialist or ground-based scientist. A manipulator 

executive can respond to a crew command to move a manipulator arm to engage 

a piece of equipment outside of a pressurized station module. These types 

of global system functions can be directed either through an autonomous SEC 

or by the flight crew. At this level of the architecture the manned and 

autonomously controlled actions 'look' alike, in that the subsystem 

executives form a structured interface for the initiation of subsystem 

functions. As such, both the crew inputs and autonomously directed control 

actions will require reasonableness validation performed by subsystem 

executives. Appropriate warnings, which also become part of the crew 

displays, are issued by the subsystem executives in the presence of 

unacceptable or improperly directed actions, or in the case of 

anomalies/faults detected via ID processing. 

Station Co~~and and Control (Level ~ Further protection and 

validation of activities at this level of the architecture is achieved 

through the supervisory executive control of the SEC. This executive 

control resides at the highest level (Level 0) of the example architecture 

where the communication takes place between this executive and the station 

subsystems. Those actions to be taken by the subsystems with station-wide 

impact receive high level 'go/no go' sanctions from this executive. The 

SEC can issue cautions and warnings based on System ID anomaly reports and 

may override inputs deemed unacceptable or improper in terms of overall 

station system safety. Since the crew retains the final capability of 

direct intervention, and changeout or deactivation of devices and 

components, such SEC control does not represent a significant departure 
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from the spirit of past caveats on manned space system operations. 

ELEC1lt<rOPI'IC SENSORS FOR FLIGHT DYNAMICS IDENTIFICATION 

The concepts currently being considered for a Space Station call for 

large. complex structures comprised of subassemblies of quite different 

structural properties. As the station is assembled and is visited by the 

Shuttle. carries on operations such as fuol transfer. and undergoes 

subsequent growth. its configuration will change radically. Consequently. 

system identification will have to be carried out at intervals and 

appropriate system identification sensors must be provide~ 

The chief problem in sensing the relative position and attitude of the 

rigid modules is the question of sensor and retro-reflector target 

placement. and the obscuration of modules by other modules or structural 

elements located between them and the sensor. To minimize the number of 

sensors required. it will probably be necessary to arrange the target 

cluster to fold out from the side of the module to ge t it into the line of 

sight. The deployment and locking mechanism will have to be carefully 

designed to insure sufficient rigidity for the target cluster to follow the 

motion of the module accurately. In order for the sensor to accommodate 

modules at different ranges it may be necessary to provide more than one 

size of target cluster and more than one size of target on a module. If 

necessary these can be coded by their wavelength response and interrogated 

by different wavelength lasers to avoid confusion in identifying targets in 

the focal plane. 

For the sensing of non-rigid structural members a sufficient number of 

targets must be distributed over the structure to determine the important 

bending and torsional modes. The number and distribution of targets will 

be very dependent upon the type of structural elements. These can have the 

form of space frames (planar arrays of three-dimensional trusses) and 

linear clements in the form of long booms. 
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The problem of sensing appendages divides into two classes depending 

on whether the elements are articulated or not with respect to the main 

structure. There are configurations proposed using articulated solar 

panels and radiators, and there are some designs which fly sun pointing 

with fixed solar panels and radiators. These sun pointing configurations 

support the solar panels with three-dimensional trusses which are quite 

rlgid, and with the close proximity of panel and truss should enable both 

to be sensed by the same sensor. When appendages are articulated the 

sensor problem becomes more complex because of two interrelated problems. 

(1) There may be no place to put the sensor that gives a good view of the 

element and (2) the element presents a changing aspect to the sensor as it 

is articulate~ The approaches to these problems fall into two categories: 

(a) use multiple sensors and switch to the one with the beet view of the 

element and (b) mount the sensor on the articulated element. The first 

approach most likely requires a greater number or more complex sensors than 

the secon~ There is a trade-off in this regard between a larger number of 

simpler sensors, and a smaller number in a more complex arrangement. 

Whatever the hardware tradeoff the software is more complex because of the 

changing aspect of the target with respect to the sensor. 

On the other hand if the sensor is mounted on the articulated element, 

both the hardware and software are simpler because the element presents an 

unchanging aspect to the sensor. If the articulation jOint is well 

determined in its degrees of freedom and very rigid otherwise, encoders on 

the joint w ill allow the transforma tion of measurements from the sensor 

frame of reference to that of the station. If this joint is not well 

determined the sensors which monitor the main structure must also monitor 

the location of the sensors on the articulated elements. Although the 

choice is dependent on the overall Space Station configuration, the 

mounting of the sensor on the articulated portion would seem to be 

advantageous. 

A distinction is made in the identification of space station non-rigid 

elements on the basis of their lowest natural frequencies. The presumption 
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is that these frequencies correlate with size and that the lower 

frequencies imply larger structures. The impUca tion for lensing is that 

the smaller elements will require fewer targets and higher framing ratel 

for adequate monitoring of their behavior, while the larger elements will 

require more targets, but lower fram ing rates. 

Table 3 provides a listing of electro-optic lensors currently under 

development and their characteristics. These sensors all lense more than 

one point and all require targets attached to the lurface or body of 

in t ere st. All sen s or s can be con fig u red tom e as ur e d i I pi ace m en t 

approximately perpendicular to a surface but may require different sensor 

loca tions. 
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FINAL COMMENTS 

The integration of System Identification nethods and technology into 

the Space Station signal and data processing architecture is seen as a key 

ingredient in achieving primary operational capabilities. On-orbit Flight 

Dynamics ID information can enable the Station core subsystems, experiments 

and payloads, and deployment, assembly and resupply operations to function 

with minimal ground dependency and intervention. In this context, the ID 

functions can playa vital role in the overall autonomous operations of the 

Station and contribute to major cost savings by its impact on ground and 

crew workloads, safety, and machine efficiency. 

The theoretical and experimental basis for ID technology has been well 

established for some time, and has found wide application in diverse fields 

such as geophysics, aerodynam ics, sonar de tection, radar, etc. ID 

techniques continue to mature and are more easily implemented as the 

computational hardware and software resources available become more 

powerful. It has been the goal of this paper to focus attention on the 

future needs of the Space Station and the importance of applying ID methods 

and designs in the coming phase of System Definition and concurrent 

advanced development. 
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ABSTRACT 

The primary purpose of this work 1S to provide a first order feasibility analysis of a 
large space structure flight experiment. The feasibility issues are addressed from the 
control technologist's point of view. In this paper, control and system identification 
techniques and algorithms are evaluated with a selected experiment antenna structure 
through analysis and computer simulation. The required sensor and actuator hardware 
is assessed and its requirements examined with respect to the current 
state-of-the-art. The results of this study show that a shuttle attached flight 
expenment is feasible with moderate advancement of current control technology. The 
control and identification algorithms are well understood and can be adapted to the 
fhght computers with additional dedicated processors. Although it is necessary to 
select a focused flight configuration to produce quantitative results, it is believed that, 
in general, performance requirements and capabilities, timelines, hardware, and 
algonthms are sufficiently generic in nature and can be applied to other configurations. 
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I. INTRODUCTION 

Future large space structures such as large space deployable antennas and manned 
space stations present significant control problems due to their large Slze, structural 
flexibility, and changing flight configurations. Uncertainties of flight dynamics and 
disturbances will be orders of magnitude larger than those associated with spacecraft 
that are in orbit today. To deal with these uncertainties and structural flexibility, 
advanced control techniques such as inflight system identification, distributed control, 
adaptive control, etc., will be required. All of these advanced techniques are being 
developed but none of them have been applied to flight missions. Extensive ground and 
flight experiments and tests will be necessary to assure good performance and mission 
safety. 

Several experiment articles and configurations have been identified in recent 
years. Fig. 1 shows four potential antenna flight experiment configurations including 
three free flyers and one hub-attached shuttle mounted configuration. Fig. 2 shows a 
feed-attached configuration. The system is a shuttle captive, gimballed, offset feed, 
shuttle-mounted system, consisting of a 55 mD wrap-rib reflector, an 85m vertical 
mast, and the STS <Space Transportation System) operational base. Since a detailed 
6624-node structural model for the reflector was available through Jet Propulsion 
Laboratory, and substantial analysis of this feed-attached system for the zero-DOF 
(degree-of-freedom) gimbal base had already been completed at Jet Propulsion 
Laboratory [1], the configuration of Fig. 2 was selected for this analysis. 

Although the quantitative information was generated with the selected 
configuration, the results and conclusions are largely generic and insensitive to the 
particular conflguration since: 

a) All reflectors considered are in the 50 to 100m class. The lowest modal 
frequency can be expected to vary much less than an order of magnitude 
among the reflectors. 

b) The required reflector surface accuracy depends upon RF <radio frequency) 
wave length. Hence, surface quality requirement is not governed by the 
particular hardware selected for the configuration. 

c) All configurations employ one or two masts of approximately 100m. The low 
system frequencies are dominated by the mast. 

d) The inertia characteristics of the various systems should not vary by more 
than a factor of four. Hence, actuator sizing requirements will have the 
same approximate values for all configurations. 

The results of this study show that the control hardware and algorithms required 
for the experiment are reasonable and the experiments are technically feasible. 

In Section II the designs for several major experiments are described; the system 
architecture, sensor, actuator, and processing capability requirements are discussed in 
Section ill; in Section IV, a higher dimensional controlled attachment configuration is 
analyzed; and the conclusions are summarized in Section V. 
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HOOP COLUMN FREE FLYER 

CUP-UP SHUTTLE MOUNTED 
WRAP RIB 

TRUSS FREE FLYER 

WRAP RIB FREE FLYER 

Fig. 1 Potential large space antenna flight 
experiment configuratlons. 

Fig. 2. Feed-attached fhght expenment configuration. 

347 



n. BXPBRIMBNTS DBSIGN 

The experiments recommended for the flight are discussed in this section. The 
primary experiments are divided into three major areas: identification, control, and 
maneuver. 

A. Geometry Identification 

The purpose of the geometry identification experiment is to estimate the 
shape, orientation, and surface quality of the experimental antenna. This experiment is 
further divided into three parts, the boom geometry 10 (identification), the reflector 
hub 10, and the reflector surface 10. 

This experiment employs 48 retroreflectors symmetrically distributed along 8 
of the ribs of the reflector surface, 4 placed on the lower* surface of the hub, and 3 on 
each of the long and short booms. The positional information of the retroreflectors are 
picked up by a laser measurement device. A Kalman filter is employed to estimate the 
reflector surface and the boom orientation. Fig. 3 shows the coordinates of the 
retroreflectors on the antenna dish in a local body frame. It is assumed that the laser 
device measures the positions of retroreflector targets simultaneously and provides 
range, azimuth, and elevation data for each target. With the projected JPL SHAPBS 
sensor, the entire target set can be sampled in approximately 0.1 second. This 
experiment is assumed to be static for which residual antenna and boom dynamics are 
neglected within the estimation process. Structural ringing is considered, however, in 
the performance evaluation and time line definition. 

~----------------s~ 

y 

J 

Fig. 3 Retroreflector targets layout on antenna reflector 

* lower here refers to the feed or the shuttle side. 
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Flg. 4 shows a functional block diagram of the experiment. The estimation 
process assumes that the antenna surface can be described as a paraboloid of 
revolution, the hub as a planar surface, and the booms as straight lines. The reflector 
surface shape 10 expenment uses a nine-state extended Kalman filter; the hub 10 uses 
a three-state Kalman filter; and the boom 10 uses a six-state Kalman filter. The 
estimated parameters defme a spatial model of the reflector surface, hub, and boom, 
and an estimate of the quality of the surface. 

LMD MEASUREMENTS 

ESTIMATED 

• QUIESCENT EXPERIMENTAL 
ENVIRONMENT 

• NO MANEUVERS OR DIS
TURBANCE INPUT REQUIRED 

• NINE PARAMETER KALMAN 
FILTER 

• 78 SEC REQUIRED FOR 
EXPERIMENT COMPLETION 

f--r--i RETROREFLECTOR 1----.-/ 
POSITIONS 
FOR DISH 

Fig. 4. Functional diagram of geometry identification experiment. 

The 10 experiment has two performance requirements, i.e., surface quality 
requirement, and tilt and defocus requirement; each one leads to a requirement on RMS 
dlstance between the fit of a true parabola and an estimated parabola. 

The system performance index is a preflight assessment carried out using a 
detalled Simulation truth model. The goal of this assessment is to specify the accuracy 
to which the fundamental parabola of the deployed reflector, the fundamental plane of 
the hub, and the fundamental lines of the booms can be identified. 

Fig. 5 shows a fundamental parabola which is the parabola that fits the actual 
deployed reflector surface best. Similar constructions can be made for the hub and 
booms. Define E. to be the difference between the Z coordinates of the estimated 
target locations, ~1 ' and the target locations represented by the truth model, P., i.e., 

J J 

(1) 

The RMS (root-mean-square) value of E. should be on the order of 10% of 10' surface 
J 

roughness speCification. Note that E. is a preflight assessment. The RMS value of the 
differences between the flight data' target measurements, P ., and the estimated 

A mJ 
target measurements, P 2 ' provide a measure of the degree to which the actual surface 

• J 
1S nonparabohc. Dehne 
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{\ 

o. = z . - Z2' 
m} } 

(2) 

where, O. is the surface roughness at the jth target location, determined upon 
1 

processing of the flight data. The experiment performance index is used to determine 
the nonparabolic nature of the dish. Accurate shape determination can only be 
achieved when O. » E .. 

1 1 

ACTUAL DEPLOYED 
REFLECTOR SHAPE 

REFLECTOR 
FUNDAMENT AL 
PARABOLA 

Fig. 5. Reflector fundamental parabola and the actual deployed reflector shape. 

B. Mass Properties Identification 

The mass properties identification experiment is designed to test the 
capability of providing estimates of the mass, center of mass, and moment of inertia of 
the flight experiment test article. All of the quantities of interest appear in the 
two-body equations of motion describing the coupled Space Shuttle and the experiment 
dynamics and kinematics. An extended Kalman filter has been formulated with both 
the dynamic states (angles and rates) and the mass property parameters of interest 
appearing in the state vector. By commanding large relative angular motion between 
the bodies, all of the mass properties are rendered observable. 

Bxperiment performance evaluation is conducted by simulation of a 
simplified planar two-body case. The gimbal angles used are then generalized to the 
three dimensional case to establish an experiment timeline. These results have also 
been used for developing the detailed mathematical models and filter algorithms, the 
associated software and data processing requirements, and the experiment hardware 
requirements. Fig. 6 shows a block diagram of how a detailed mathematical model is 
used with an implementation of the filter algorithms to determine performance. 

The area inside the box above the dotted area in Fig. 6 represents the truth 
model, with control torques and environmental torques different from those supplied to 
the filter implementation. The "true" mass properties are available only to the truth 
model, and truth model dynamic and kinematic integrations are more precise than those 
required for an on-board algorithm. The filter implementation processes commanded 
torques to estimate the mass property parameters of interest. The commanded torques 
can include deterministic errors and the measured difference between "true" and 
estimated angles and rates. 
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TRUE 
PARAMETERS 

ENVI RONMENTAL 
TORQUES 

MEASUREMENT 

ESTIMATEO 
PARAMETERS 

EULER ANGLES 

GIMBAL ANGLES 

PARAMETER 

ERROR 

W a:u Wz 
t;;::!: 
::;:a: 
« 
a:> 
<0 
"-u -- --, 

I 
~..J,.......L._-.,.I 

I 
I 
I 

COVARIANCE I 
I PROPAGATION I 
L ___________ -.J 

FILTER IMPLEMENTATION 

Fig. 6. Performance evaluation block diagram for mass properties identification. 

Two related measures of performance are indicated in Fig. 6. The filter 
state covanances provide one estimate of the parameter uncertainty, while the 
difference between estimates and "true" mass property parameters provides another. 
This second performance measure is more accurate in the sense that deterministic 
errors are not well represented by a covariance. Because of uncertainties in the way 
the effects of vanous deterministic error sources combine, a large number of samples 
of this second "estimate error" performance measure are required to provide a measure 
of filter performance with lugh confidence. 

C. System Mode Identification 

This experiment is to identify the natural frequencies, damping ratios, and 
mode shapes of the deployed experimental antenna system. 

The approach for this experiment requires ground computer support. A 
mathematical model of the shuttle and the antenna system will be required for the 
ground computer. The motion and vibration of the shuttle and the antenna system, and 
the control or actuation inputs are measured and recorded for ground processing. Since 
the number of parameters to be estimated is large, any of the well-known identification 
approaches includlng maximum likehhood, extended Kalman filter, etc., will likely be 
ill-conditioned, and require substantial amounts of off-line data processing. Therefore, 
techniques to improve the conditioning of the identification problem are applied first, 
followed by a relatively few iterations of the identification algorithm. 

The identification starts with deploying the antenna and performing a series 
of tests. These tests consist of both wide-band and narrow-band excitations of the 
system. The data obtained are recorded, transmitted to the ground, and processed using 
the algorithms to be discussed in this section. 
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In the first phase of this experiment, the two-body structure is excited by 
applying torques at the shuttle, the bus, and the hub to provide a broad-band response 
of the frequency spectrum. The disturbance is applied for one second, followed by 
measurements taken for 100 seconds. 

Fast Fourier transform methods are then applied via ground computer to 
compute prominent frequencies. Then begins the narrow band excitation. In this phase, 
each frequency determined from the first phase is excited by applying torques in 
increasmg frequency, beginning at a frequency slightly less than the frequency of 
interest and extending to a frequency slightly higher. 

The time required for this second phase depends upon the number and value 
of the frequencies to be estimated. The major frequencies are expected to exist 
between .1 Hz and 2 Hz, with higher densities at the lower frequencies. For a 
conservative estimate, 50 frequencies all at .1 Hz are used resulting in a 24-hour 
expenment. 

The process of extracting a large number of parameter estimates forms a 
high-order nonlinear minimization problem. As stated in the preceding paragraph, this 
minimization procedure can be numerically ill-conditioned, and its convergence can be 
quite sensitive to initial parameter estimates. As such, it is prudent to use any method 
available to improve upon initial parameter estimates, especially if this improvement 
can be obtained at virtually no extra expense. To this end, the following algorithms are 
used: 

1) Fast Fourier transforms (FFT) to obtain improved modal frequency 
information. 

2) Eigenvalue-eigenvector perturbation (EEP) techniques to obtain first order 
corrections to mode frequency and mode shape data. 

3) Narrow-band excitation of the antenna system near the predicted modal 
frequencies, to maximize the information content of the sensed signal, and to 
improve upon the a priori damping ratio estimates. 

After improved initial parameter estimates are obtained, the least square 
estimation (LSE) procedure is invoked. This procedure makes use of all the sensor data 
and a mathematical model of the structure to iteratively improve the modal parameter 
estimates. The LSE procedure begins with initial estimates of system parameter 
values. ThiS set of parameters consists of natural frequencies, damping ratios, mode 
shapes, masses, inertias, stiffnesses, etc. LSE is the process by which a performance 
measure, J, is minimized with respect to the parameters while maintaining the dynamic 
constraint of the system. Analytically this process may be written as 

I
T 

T -1 T -1 Min J = (z - Hx) R (z - Hx) + w Q w) dt 
a 0 

(3a) 

subJect to x = Fea) x f Gea) u +r(a) w e3b) 

z = H(a) x + v 
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where wand v are process and measurement noises with power spectral densities Q and 
R, respectively. 

A block diagram of the entire procedure used to obtain parameter values is shown in 
Fig. 7. 

LSE 

STRUCTURAL 
MODEL 

Fig. 7 Modal identification flow chart 

A typical LSE case is summarized below. The unknown parameter vector consists of 
three modal frequencies, two damping ratios, two mode shapes associated with 
actuation, and two mode shapes associated with sensing. Fig. 8 provides a graphic 
description of the expenment and the parameters to be identified. The highlighted 
quantities in the table are the parameters that are identified. Modal frequencies and 
damping ratios are easily understood. The mode shape parameters are highlighted again 
on the schematic for better physical interpretation of these parameters. The iterative 
values of the parameters are shown in Table 1. 
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This identification procedure begins with a 1 sec step applied to all the actuators. 
During this one second and for an additional nine seconds, all of the sensors are sampled 
at a 10 Hz rate. The total of 100 samples of data from each of 18 sensors is processed 
off-line to yield the results tabulated in Table 1. The "START" column contains the 
starting 

MODE FREQ DAMPINC MODE DESCRIP 
NO (RAD/SEC) RATIO SHAPE TION 

o 0 o 0 

o 0 o 0 

o 0 o 0 

o 0 o 0 

a; o 0 o 0 

o 0 o 0 

o 592 o 01 ~ 
x 

"5 

o 942 o 01 

1 236 o 01 

10 1 247 o 01 

11 1 328 o 01 

12 1 421 o 01 

13 1 773 o 01 o ~642! T~, 0: 
~ 

11 !...ill o 01 

15 ~ !..!!. 
1& !...!.!1 !..!!. :!!!...!?l! T

X 
5 

Fig. 8 Modal identification 

Table 1. Typical system ID performance 

START 
ITERATION ITERATION ITERATION ITERATION ITERATION ITERATION 

PARAMETERS 
NO 1 

TRUE 
NO 2 NO 3 NO 4 NO 5 NO 6 

MODAL 20 19416 19200 19164 19205 19186 19160 1940 

FREQUENCIES 
60 60 60 60 60001 60001 60002 60530 

100 99981 99971 99940 99741 99655 99362 97620 

DAMPING 00 00 00 -00001 -00001 -00001 -00001 -00050 
RATIOS 00 -00022 -00031 -00038 -00071 -00083 -00101 -00050 

MODE 
00600 00692 00789 00764 00793 00787 00776 00826 

SHAPES 
00600 00685 00576 00551 00405 00359 00285 00642 

-2400 -2400001 -2400001 -2400003 -2400013 -2400017 -2400062 -2434728 

estimates of the parameter value. Bach successive column is obtained by passing 
through the same set of sensor data while iteratively updating the dynamic model. 
After several iterations, there is little change in the parameter value. In the last 
column, the true parameter values are given. 

It should be pointed out that for this simulation, all the mode shape values in the 
model have been perturbed by 5%, but that only a few selected mode shape parameters 
are allowed to be varied. The estimation procedure does its best to account for these 
unmodeled parameter errors by adjusting the relatively few parameters that have been 
freed. This explanation accounts for the convergence of the parameter vector to a 
value that is biased from the true value. 
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D. Control Experiment 

The objective of the control experiment is to conduct on-orbit demonstration 
of distributed control for large space structures. This experiment will also study the 
control capability of currently available actuators for damping augmentation control, 
hub/feed orientation control, and line-of-sight pointing control of the 55mD antenna 
structure with the following control configurations: 

1) Control effort provided only by torques at the bus; 
2) Control effort provided by torques at the bus and the hub; 
3) Control effort provided by torques at the bus and the hub; and by force 

actuators at the hub. 

The control experiments are performed with the gimbals unlocked. Nine 
different controllers are designed and evaluated on the ground and to be verified during 
this experiment. A sufficient period of time should be included for recaUbration of the 
equipment, transferring data onto tape,. and loading control software for the next 
testing. A typical control experiment timeUne is shown in Fig. 9. 

.... 
o 
"' .... 
z 
o 
u 
z 
u 
"' '" 

INITIALIZE EXPERIMENT (75 MIN) 
DISTURBANCE INPUT (I SEC) 

DATA ACQUISITION AND CONTROL 
(50 SEC) CONFIGURATION I 

CONTROLLER RECONFIGURATION (5 MIN) 
OISTURBANCE INPUT (I SEC) 

r
OATA ACQUISITION AND CONTROL 
(50 SEC) CONFIGURATION 2 

CONTROLLER RECONFIGURATION (5 MIN) 
DISTURBANCE INPUT (1 SEC) 

DATA ACQUISITION AND CONTROL 
(50 SEC) CONFIGURATION 3 

174 

t-------TOTAL TIME 174 MIN ---------l 

Fig. 9 Control experiment timeUne 

LQG (Linear Quadratic Gaussian) control laws have been used for the various 
control experiment designs. Fig. 10 shows the basic LQG control process. The control 
system consists of a steady-state Kalman filter, which is used to construct the system 
states, and an optimal state feedback controller which utilizes the estimated system 
states to provide an optimal feedback path to the system. 

Consider a stochastic system of the form 

x(k+1) = <J) x(k) + w(k) 

y(k) = Hx(k) + v(k) 

T Qd = E[w w] 

T 
Rd = E [v v] 
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~ ACTUATORS PLANT SENSORS -

~ 
OPTIMAL SS KALMAN 
CONTROL FILTER 

Fig. 10 LQG control system block diagram 

Where the system state x(·) and the output measurement y(.) are of appropriate 
dimensions and where w(·) and v(·) are random sequences of zero mean and covariances 
Q

d 
and R

d
, respectively. The filter equation is, 

A A A 
X (k+ 1) = <l> x(k) + K [y(k) - H x(k)) 

where the constant (steady-state) filter gain matrix K is 

and P is found from the steady-state solution to the following equations 
e 

P(k+1) = M(k+1) - M(k+l) HT[Rd + H M(k+l) HTrl H M(k+1) 

T M(k+ 1) = <l> P(k) <l> + Q
d 

the steady-state is achieved when 

and 

P(k+l) = P(k) = P 
e 

M(k+ 1) = M(k) 

(5) 

(6) 

(7a) 

(7b) 

Note that P(k) is the covariance matrix of the estimation error after measurements. 

For the control law, consider the dynamical system, ignoring the disturbances and 
noises for the time being since they do not affect the control law design, 

x (k+1) = <l> x(k) + r u (k) 
(8) 

y (k) = H x(k) 
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the control input uCk) is selected such that the following quadratic performance index is 
minimized, 

S~] [XCk)] 

Bd uCk) 
(9) 

The control law is of the form 

It. 
uCk) = C x Ck) UO) 

In order to formulate it as a standard optimal control problem, a system equivalent to 
eq. (9) but without cross terms Ci.e., Sd = 0) is obtained as follows: 

- - -1 T Let xCk) = xCk) and uCk) = B d S d xCk) + uCk), then 

where 

x(k+ 1) = <t> x(k) + r u(k) 

yCk) = H xCk) 

u(k) = CxCk) 

- -1 T 
Ad = Ad - SdBd Sd 

Bd = Bd 

- -1 T 
<t> = <t> - r Bd Sd 

r=r 

from eq. (15e), steady-state control gain matrix C is 

where 

and P is obtained as follows: setting up the Hamiltonian matrix 
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(11) 

(12) 

(3) 

(14) 

USa) 

(lSb) 

USc) 

(lSd) 

USe) 

(16) 

(17) 



.Yi' = (18) 

;j;-T 

if M is defined as 

[

MM11 M~ [M M ] ~ 
1 2 

21 

(19) 

where Ml , M2 consist of the eigenvectors of .Yt' associated with the stable eigenvalues 

Z. and the unstable eigenvalues zl . of .Yt' , respectively, 
1 1 

then 
(20) 

The steady-state filter and control gains are computed prior to the flight time and 
stored in the flight computer. For a system of 22 states, 15 inputs, and 9 outputs at a 
sample rate of 64 Hz, 98560 multiplications and 96576 additions will have to be 
performed per second. 

To predict performance, a five-body dynamical system model is formulated which 
consists of the shuttle, the bus, the long boom, the short boom, and the SS mD dish. 
Fig. 11 shows the bodies and their body coordinate system. The reference coordinate 
frame is defined as the body 1 frame. 

A full-order finite-element model is obtained first and controllability and 
observability are checked. A number of states, control inputs, and ouputs are then 
deleted from the full-order model using model reduction techniques to yield a 
reduced-order model. The reduced model has the form, 

x = Fx + Gu + w 
(21 ) 

y=Hx+v 

where 

u= (22) 

y= (23) 

x= (24) 

where 

358 



F .. and T .. are the j-component of external force and external torque applied to body i. 
1} 1} 

e .. and e .. are the angular rate and amplitude of body i about its j-axis. 
1} I} 

% and ~, i = 1,2,3 are modal rate and amplitude of bus roll, pitch and yaw modes, 
respectively. 

qi and ~, i=4, ... ,11 are modal rate and amplitude of modes 4 through 11. 

PS' is the translational displacement of the upper end of body S (the elbow) along its . } . 
}-axlS. 

BODY 4 SHORT BOOM 
-----"-~-:'---"-.;;.-. PI TC H BEN DIN G 

BODY 5 

SHORT BOOM F 4x 
ROLL BENDING 

LONG BOOM 

F 3z 

LOr.G BOOM TWISTING 

SHUTTLE "\ 

YAW ..-/ 

F
2x 

~"--BUS ROLL 

LONG BOOM 
ROLL BENDING 

BODY 2 BUS 

Fig. 11 A five-body system for the flight experiment 
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The discrete-time version of the reduced-order model is of the form 

x(k+ I) = cI> x(k) + r u(k) + w(k) 
(25) 

y(k) = H x(k) + v(k) 

where 

[ ]=axp [: :] ~T b.T = 1/64 second (26) 

The filter gain matrix K is selected by balancing the fast convergence time associated 
with a high gain against the small initial transient errors associated with a low gain. 
Table 2 shows the open-loop model poles and the poles of the steady-state filter. 

Table 2. Model and filter poles 

MODE OPEN-LOOP MODEL POLES FILTER POLES 

NO. REAL IMAG MODAL DAMPING 
REAL IMAG MODAL DAMPING 

PART PART FREQ (Hz) PART PART FREQ (Hz) RATIO 

1 0 0 0 0.01 -0.08 0 0.012 1.0 

2 0 0 0 0.01 -0.08 0 0.013 1.0 

3 0 0 0 0.01 -0.08 0 0.013 1.0 

4 -0.0059 0.59 0.09 0.01 -0.2 0.59 0.1 0.33 

5 -0.0094 0.94 0.15 0.01 -0.2 0.94 0.15 0.21 

6 -0. 012~ 1. 24 0.20 0.01 -0.2 1.24 0.20 O. 16 

7 -0.0125 1.25 0.20 0.01 -0.2 1.25 0.20 0.16 

8 -0.0133 1.33 0.21 0.01 -0.2 1.33 0.21 0.15 

9 -0.0142 1.42 0.23 0.01 -0.2 1.42 0.23 O. 14 

10 -0.0177 1.77 0.28 0.01 -0.2 1.77 0.28 0.11 

11 -0.0194 1.94 0.31 0.01 -0.2 1.94 0.31 0.10 

0.1 Damping Augmentation Control 

The objective of this experiment is to design a controller to actively suppress 
vibration of the flight system and to predict performance of the controller through 
evaluation with the full-order model. Following the control gain C

12 
design, the 

closed-loop poles are yielded as shown in Table 3 for the case of controller 
conflguration 2. Nearly 100% damping for the rigid modes and above 50% for the 
flexible modes are observed in Table 3. 
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Table 3. Closed-loop poles for system with damping-augmentation 
controller configuration 2 

REAL PART IMAGINARY MODAL DAMPING 
(RAD ISEC) PART FREQUENCY 

RATIO (Hz) 

-0.5 0 0.08 1.0 

-0.5 0.001 0.08 0.99 

-0.5 0.003 0.08 0.99 

-1.2 0.59 0.21 0.90 

-1.2 0.93 0.24 0.79 

-1.2 1. 17 0.27 0.71 

-1.2 1. 22 0.27 0.70 

-1.2 1.28 0.29 0.68 

-1.2 1.39 0.29 0.65 

-1.2 1.75 0.34 0.57 

-1.2 1. 92 0.36 0.53 

The performance of the system is evaluated by using the following equation, 

[ ~ :::: ] · [::p ~ _ ::c:~cJ [:J t:,J = [ :0] (27) 

where the subscript F refers to the full-order system. The full system state x (.) has a 
dimension of 30 and the estimator state ~ (.) has a dimension of 22. Since for 
controller configuration 2 there are 6 torque actuator components, C

12 
has a dimension 

of 6 x 22. The estimator gain K has a dimension of 22 x 15 reflecting the 15 outputs. 
The initial conditions used for simulations are: (1) zero for both the modal amplitude 
and rate of rigid body modes, (2) zero for modal amplitude, 0.0023 for modal rate of 
flexible modes. Fig. 12 shows the closed-loop responses for the actual system state and 
the corresponding estimated state for mode 5. The closeness of these results indicates 
good filter performance. Fig. 13 shows the bus and hub angular displacements and the 
elbow translational displacements. These simulated time histories show high 
closed-loop damping. For instance, the settling time (time required for the transient to 
damp to 5% of its peak value) is less than 30 seconds for the closed-loop system while 
the open-loop settling time is approximately 10 minutes. 

The maximum angular rate of the bus and hub observed are 0.12 deg/sec and 0.007 
deg/sec, respectively; the maximum displacements are less than 0.1 deg for both the 
bus and the hub, and 0.3 feet for the elbow. Table 4 shows the maximum force and 
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torque amplitudes required and the settling time for this experiment. For controller 
configuration 1, the maximum torque is 34 ft-1bs and a settling time of 50 seconds. For 
controller 2, by adding actuator T5 at the hub, the required maximum torque has 
dropped to 16 ft-lbs, whereas by the addition of force actuators F 5 at the hub, the 
required peak torque level has dropped to 2.6 ft-1bs. The required peak force amplitude 
is 0.6 lb. 
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Fig. 12 Closed-loop state responses for mode 5 

D.2 Hub and Feed Orientation Control 

The purpose of this experiment is to evaluate performance of a controller 
that is designed to maintain the orientation of the hub with respect to the feed. The 
emphasis here is to control those modes which strongly affect the hub and feed 
orientation. Let P

HF 
and 9

HF 
be the linear and angular displacement vectors of the 

hub relative to the feed, the output model is, 

(28) 
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where the measurement matrix HHF is of dimension 6 x 22 and has zero odd columns. 
The control gain matrix C

22 
is designed to minimize 
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Fig. 13 System response for damping augmentation experiment 
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or 

Table 4. Required peak force and torque amplitudes 
and the system settling time for damping augmentation control 

MAXIMUM 
FORCE/TORQUE 
AMPLITUDES 
(LB/FT-LB) 

RESULTING 
FORCE/TORQUE 
SETTLING TIME 
(SEC) 

J = lim 
t~ 

CONTROLLER 
CONFIGURATION 

1 

T 2 = 34.0 

50.0 

CONTROLLER 
CONFIGURATION 

2 

T -2 - 16.0 

T = 5 12.0 

30.0 

{ 
T T T J = lim E x (k) HHF HHF x(k) + a.u (k)u(k) 

t~ 

CONTROLLER 
CONFIGURATION 

3 

F5 = 0.6 

T 2 = 0.4 

T 5 = 2.6 

30.0 

(29) 

(30) 

where a is chosen to "be 10-10 and aRB = 10-4. Since the rigid body modes (x
RB

) have 

no effects on the relative motion of the hub and feed, their weight aRB is chosen to be 
small. The resulting closed-loop poles for controller configuration 2 are shown in Table 
5. 

Fig. 14 shows the simulated time histories for the hub-to-feed translatlOn and 
rotation with controller configuration 2 in place. These plots show that the transients 
are damped out in approximately 40 seconds. In Table 6, the resulting maximum control 
torques and forces for the three controller configurations are tabulated along with the 
corresponding settling time. Again, as in the case of vibration damping control, by 
adding actuators at the hub the actuation requirement at the feed was drastically 
reduced due to the fact that the controllability at the hub is greater than that at the 
feed. The torque levels for the hub actuators can also be significantly reduced by 
employing a force actuator at the hub (controller configuration 3). 
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Table 5 Closed-loop poles for system with hub and feed controller configuration 2 
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-0.02 

-0.04 
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Fig. 14 Hub-to-feed linear and angular displacements with 
hub and feed controller configuration 2 
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Table 6. Maximum torque and force amplitudes and settling times 
for three hub and feed controller configurations. 

CONTROLLER CONTROLLER CONTROLLER 
CONFIGURATION CONFIGURATION CONFIGURATION 

1 2 3 

MAXIMUM 
T2 = 0.4 FS = 0.15 

FORCE/TORQUE 
T2 = 30.0 T 2 = 0.45 AMPLITUDES TS = 11.0 

(LB/FT-LB) TS=1.1S 

RESULTING 
FORCE/TORQUE 50.0 40.0 35.0 SETTLING TIME 
(SEC) 

D.3 Lme-of-Sight (LOS) Pointing Control 

The LOS errors are defined as the lateral components of the projections of 
the hub unit normal vector onto a reference, in this case, body 1 frame at time zero. 
The hub attitude angles 9S

x
' 9 Sy' 9 Sz with respect to the reference frame can be 

modeled as follows, 

the LOS pointing errors are then 

[

LOS 1 x 
LOS 

LOS~ 

,; 

sin9
Sx 

sin9
Sz 

- cos9Sx sin9Sy cos9Sz 

sin9
Sx 

cos9Sz + cos9Sx sin9Sy sin9Sz 

cos9Sx cos9Sy 

(3D 

(32) 

The steady-state control gain matrix C32 is selected to minimize the following 

performance index J: 

, = ~:B {XT(k) HEos HLOS x(k) + a uT(k)u(k) } (33) 
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where a. = 10-15. Some of the modes are lightly damped, a smft algorithm is used to 
modify the control design wmch yields higher damping to the closed-loop system 
modes. The closed-loop poles correspondmg to LOS controller configuration 2 are 
shown in Table 7. The time mstories for LOS pomting errors are shown in Fig. 15. The 
maximum LOS pointing error is 140 micro-radians and settling time is approximately 35 
seconds. The maximum torque level is 14 ft-lbs as shown in Table 8 along with that for 
other controller configurations. 

140r---~ •. ------------------------------------------------_ 
t '. . , 

105 f- ~ \ 
: ~ , . . , 

70 f- : ~ , . , , 
35 f- : -\ , , 

:A. '. .,.- ... .. 
( ~ rad) a ~. \. ~ \..../.\ ....... ;'-,,::::~ .... ,. 

~ '1 ~: 
:'35 ~ : ~: 

~ : I. : . . , . 
-701- 1,,'4: .... 

LOS x 

LOS 
Y 

Fig. IS Line-of-sight pointing errors with LOS controller configuration 2 

Table 7. Closed-loop poles for system with LOS pointing 
controller configuration 2 

REAL PART IMAGINARY MODAL 
DAMPING 

(RAD/SEC) PART FREQUENCY RATIO 
(Hz) 

-0.90 1.35 0.26 0.55 

-0.91 0 0.14 1.0 

-0.96 1.72 0.31 0.49 

-0.99 1. 13 0.24 0.66 

-1.07 1. 34 0.27 0.62 

- 1.08 0.57 0.19 0.88 

- 1. 09 1. 00 0.24 0.73 

- 1. 19 1.17 0.26 0.71 

- 1. 19 0 0.19 1.00 

-1.99 1. 83 0.43 0.73 

-6.79 6.24 1.47 0.74 

-6.85 6.30 1.48 0.74 
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Table 8. Maximum torque and force amplitudes and settling times 
for three LOS pointing controller configurations 

CONTROLLER CONTROLLER CONTROLLER 
CONFIGURATION CONFIGURATION CONFIGURATION 

1 2 3 

MAXIMUM 
T2 

F5 = 0.6 
FORCE/TORQUE = 14.0 

AMPLITUDES T2 = 100.0 

T5 T2 = 2.7 
(LB/FT-LB) = 14.0 

T5 = 6.0 

RESULTING 
FORCEITORQUE 

40.0 30.0 30.0 SETTLING TIME 
(SEC) 

D.4 Summary and Conclusions 

Nme multi-input multi-output controllers were designed and evaluated with 
the full-order model. The results show that all the controllers have yielded desirable 
performance with actuator torques and forces well within the range of state-of-art 
hardware. The settling time is relatively fast considering the large size of the flight 
experiment structure. The spillover problems are minimal with nominal parameter 
values. Control system robustness and design options have been investigated and will be 
presented in a forthcoming paper. 

E. Slew Experiment 

The objectives of this experiment are to (1) investigate command techniques 
for maneuvering the antenna structure while minimizing flexible body vibrations, (2) 
measure and compare antenna jitter induced by several different command generators, 
and (3) venfy analytical prediction of such antenna jitter. 

In this experiment, the performance capabilities and operational constraints 
of three command generators -- Versine, Guass Filter, and Optimal -- will be 
compared. However, only the most widely known of the three, the Versine slew, is 
focused in this work. It is expected that the Versine slew will exerClse the command 
and sensmg systems with this experiment to a degree representative of all three. 

The Vcrsine slew experiment consists of two basic steps -- applying a slew 
command to the antenna structure, and measuring the vibration. Antenna rib and LOS 
vibration are used to measure the slew performance. A functional block diagram of this 
experiment is shown in Fig. 16. The command consists of two torque pulses separated 
by a constant velocity coast. This is computed by an on-board computer according to 
parameters either loaded before the flight, or input during flight. A CMG (Control 
Moment Gyro) cluster is mounted on the equipment section to supply torque and 
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momentum consistent with a maximum rate of 1 deg/min and a maximum acceleration 

of 4 deg/mm?'. The 1 deg/min rate is the driver for CMG sizmg. The dish 
retroreflector target measurements along with other measurements are stored and 
telemetered to the ground for processing. 

VERSINE 
COMMAND 

SIGNAL 

e c T STRUCTURAL CMG 
DYNAMICS 

YAW 

~P'TCH 
ROLL 

EQUIPMENT SECTION 

p~6 
PROCESSING 

RAW 
DATA 

A.u 
PERFORMA NCE 

S MEASURE 

Pig. 16 Punctional block diagram of slew experiment 

The LOS vibration can be measured by measuring a unit vector of the hub 
normal, relative to the equipment section to isolate rigid body motion. The coordinates 
of this vector can be extracted from the hub retroreflector target positions. The LOS 
urnt vector jitter represents primarily the effects of the long boom bending in response 
to the bus movement. Analysis has shown that the short boom and dish vibrations are 
neghgible compared with long boom motions. Since it is of interest to know the dish 
de flectlOns , one of the deflections is measured. Prom analysis, position 42 (see Fig. 3) 
shows consistently the largest deflection for both pitch and roll motions, and hence, the 
deflection of this point relative to the hub is measured and forms part of the index. 

The VCIsine command is a sequence of four pulses, each described by 

e = ± M [l-cose.> (t-T
i
)] 

v p 
(34) 

T. 1 < t < T. 
1- 1 

i = 1, 2, 3, 4 

where e is the jerk command signal, M, the command amplitude (one-half the peak 
v 

amphtude), e.> , the angular rate asssociated with the jerk pulse, and T., the delay time 
to the curren~ pulse. It is not the e profile which the experiment :naneuver torque v·· .. 
follows, instead, 1t is the first integral of e ,e ,that it follows. e is, v c c 

e = ± M [t - (l/e.> ) sine.> (t-T.)] + constant 
c p p 1 

(35) 

369 



WhCIC thc constant is the maximum acceleration attained and is added only during the 
pu1:;c1c:,:; portion of the first and third intervals and the active portion of the second and 
fourth intervals. e will be sent to the CMG package via a D/ A converter to produce a 

c 
torque about one or more of the axes. Table 9 tabulates the experimental slew 
parameters. 

Table 9. Summary of experimental slew parameters 

NO. 
TMAX JERK RATE ACCELERATION 

(FT-LB) (O/SEC3) (0 IMI N, (0 IMI N2) 

1 54.6 7.24-05 1.0 3.95 

2 48.9 7.32-05 0.98 3.6 

3 49.2 (ROLL) 7.24- 05 1.0 3.95 
11. 4 (YAW) 

4 44.8 (ROLL) 7.32-05 0.98 3.6 
10.4 (YAW) 

III. SYSTEM ARCHITECTURE AND HARDWARE REQUIREMENTS 

To aclueve the experiments as described in Section n, a fully equipped control 
system is required. Fig. 17 shows the flight experiment hardware configuration. At the 
bus, a 3-axis torque capability is prov1ded by a complex of four 1300 ft-lb-sec control 
moment gyros. Gimbal torquers, one along each gimbal, provide capability to 
desaturate the CMG's. Two star sensors provide bus attitude reference mformation. 
Bus angular velocity is measured via a 3-axis gyro package. A laser optical sensor, 
SHAPES, 1S also included in the bus hardware. Digital encoders, at the gimbals, provide 
orientation information between the shuttle and the experiment. 

The hub equipment is similar to that of the bus. Four 225 ft-lb-sec CMGs provide 
torque actuation. Force actuation is made available by a 3-axis reaction control 
system. Two star sensors and a gyro package are also mounted at the hub to measure 
hub attitude and angular rate, respectively. Table 10 shows a complete list of required 
control hardware. 

A. Actuator Requirements and Selection 

The requirements of actuators are obtained through analysis and simulation 
of control, mass properties 10, mode 10, geometry 10, and slew maneuver experiments. 
Table 11 tabulates the actuation requirement by location and experiment functions and 
Table 12 shows the combined reqUlrements for actuators. 

Candidate hub force actuators, i.e., thrusters, are not off-the-shelf ltems. 
The pressure pulses from reaction thrusters have their own characteristic shape, which 
is unlikely to be the same as that of the desired force. The pulse-wldth, which may be 
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as low as 15-18 msecs, can be controlled in order to approximate the shape of the 
desired force; however, considerable analysis will be required to determine how to 
achieve best results. These thrusters will require development. 

~------------~ 

• 3-AXIS CMG PKG 

• 3-AXIS REACTION 

• 2 STAR TRACKERS 

• 3-AXIS IRU 

EQUIPMENT SECTION 

• 2 STAR SENSORS 

• l-AXIS IRU 

• l-AXIS CMG PKG 

• l-AXIS GIMBAL TORQUER, 
ENCODERS 

• SHAPES 

• FLIGHT COMPUTER 
ASSEMBLY 

ELBOW 

• 85 METERS 

• RETRORE
FLECTORS 

(3) 

HREE AXIS GIMBALS 

Fig. 17 Flight experiment hardware configuration 

Table 10. Flight experiment control hardware 

NO UNIT UNIT AVG UNIT 
ITEM VENDOR LOCATION WEIGHT VOLUME POWER COMMENTS REQUIRED (LB) (IN 3) (WATTS) 

CONTROL MOMENT SPERRY EQUIPMENT 3 260 U, 33 U 1300 FPS, PEAK 
GYRO ASSEMBLY SECTION 70 POWER ~ 700 W 

STAR SENSOR BALL EQUIPMENT 2 20 3 6 5 8 2 23 1 
SECTION 12 

INERTIAL REF PKG BENDIX EQUIPMENT 1 12 6, 8, 5 1 111 
SECTION CHANNEL 

SHAPES - EQUIPMENT 1 33 20 IN DEVELOPMENT 
SECTION AT JPL 

EXP COMPUTER ROCKWELL EQUIPMENT 1 110 18, 19, 100 24 BIT WORD 
ASSEMBLY SECTION 13 

FLIGHT RECORDER 

CONTROL MOMENT SPERRY HUB 3 115 35 23 q8 225 FPS PEAK 
GYRO ASSEMBLY POWER 250 W 

STAR SENSOR BALL HUB 2 20 3 6 5 8 2 231 
12 

INERTIAL REF PKG BENDIX HUB 1 12 6 8 5 1 111 
CHANNEL 

THRUSTER COMPLEX - HUB 6 2 7 7, 5 2 10 

TORQUE MOTOR LMSC GIMBAL 3 200 2' x 20<1 - 280 W PEAK POWER 

ASSEMBLY 

TORQUE MOTOR LMSC GIMBAL 1 20 5 9 12 

~T 
DIGITAL ENCORDER BEC GIMBAL 3 
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Table 11. Actuation requirement by location 

LOCATION EXPERIMENT TORQUE/FORCE TIME/MOMENTUM BANDWIDTH ACCUR/RESOL 

BUS SLEW 70 FT-LB 820 FT-LB SEC 2 Hz 2 IN LB 

BUS MASS PROP 10 FT-LB 100 SEC 2-10% 

BUS MASS PROP 100 FT-LB 1000 FT-LB SEC 2-10% 

BUS CONTROL 100 FT-LB 4 Hz 

BUS MODE 10 21 FT-LB 15 Hz 

HUB CONTROL 0.6 LB 3.5 Hz 

HUB MODE ID 21 FT-LB 15 Hz 

HUB CONTROL 14 FT-LB 35Hz 

SHUTTLE MODE ID 21 FT-LB 15 Hz 

Table 12. Combined actuator requirements 

DEVICE LOCATION FORCE /TORQUE MOMENTUM BANDWIDTH ACCURACY 

FORCE HUB 0.6 LB 3.5 Hz 
ACTUATOR 

GIMBAL BUS 21 FT-LB 15 Hz 2-10% 
TORQUER 

CMG BUS 100 FT-LB 1000 FT-LB 15 Hz 2-10% 
SEC 

CMG HUB 21 FT-LB 15 Hz 

The torque motor likewise cannot be specified off-the-shelf. It is comprised of the 
torque motor assembly (TMA) and torque motor electronics (TME). The TMA requITes 
two torque motors, bearings, a housing, encoders, transflex cables and a temperature 
control unit. The TME is the more expensive unit, requiring significant new 
development. 

Gimbal torquers are required to provide means for CMG de saturation, and to 
provide relative torque, rather than inertial torque, for the mass properties 
experiment. The gimbal torquers also apply torque to the shuttle for the mode 1D 
experiment. 

A control moment gyro which meets both torque and momentum requirements at 
the equipment section is the Sperry M1300. Its relevant specifications are: 

Angular Momentum: 
Torque: 
Bandwidth: 

1300 ft-Ib-secs 
2200 ft-Ibs 
20 Hz closed-loop 

This CMG will also meet the 2% accuracy requirement at most values of applied 
torque, though it may require some modification to meet that requirement for low 
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value::: of applied torque. There is also a trade-off between bandwidth and accuracy_ 
The enclosed-loop response is more accurate than the open-loop response, but has a 
lower bandwidth. 

The Sperry M225 CMG meets the requirements for the torque applied at the hub, 
except for the bandwidth. Relevant specifications are: 

Angular Momentum: 
Torque: 
Bandwidth: 

225 ft-lb-secs 
225 ft-lbs 
12 Hz closed-loop 

As with the M1300, three of these CMGs are required in order to apply 3-axis 
torque. Angular momentum capacity and the torque capabllity considerably exceed 
requirements. 

B. Sensor Requirements and Selection 

The requirements are summarized in Table 13. These requirements are also 
arrived through analysis and simulation of the experiments. Table 14 shows the overall 
requirements for sensors. 

Table 13. Sensor requirements by location 

LOCATION PHYS QTY EXPERIMENT ACCURACY MAX VALUE BANDWIDTH 

BUS ATTITUDE MODE 10 0.01° 15 Hz 

BUS ATTITUDE CONTROL 0.8° 3.5 Hz 

BUS ATTITUDE MASS PROP 21 SEC 90.0° 

HUB ATTITUDE MODE 10 0.1° 15 Hz 

HUB ATTITUDE CONTROL 0.025° 18 Hz -HUB ATTITUDE MASS PROP 42 SEC 90.0° 

SHUTTLE ATTITUDE MODE 10 0.01° 0.01° 15 Hz 

SHUTTLE ATTITUDE MASS PROP 21 SEC 90.0° 

BUS ATTITUDE RATE MODE 10 O.Ol°/HR 15 Hz 

BUS ATTITUDE RATE CONTROL 1.5° 3.5 Hz 

HUB ATTITUDE RATE MODE 10 O.Ol°/HR 15 Hz 

HUB ATTITUDE RATE CONTROL 0.035° 18 Hz 

SHUTTLE ATTITUDE RATE MODE ID O.Ol°IHR 15 Hz 

BUS TO ELBOW VECTOR CONTROL 

BUS TO HUB VECTOR MODE 10 0.39 IN. 10 Hz 

The Bendix 64 RIG, versions of which have been used on the Space Telescope 
and are to be used on Talon Gold, is a candidate to meet the accuracy requirements for 
IRU. The random drift is 0.001 deg/hr (10). For Talon Gold, which has two 7-day 
missions, 4 gyros per box are used for reliability. The Ball Aerospace NASA Standard 
Star Tracker is an appropriate choice for star tracker. The stated accuracy is 10 sec 
(10) calibrated. Two units at each location Chub and bus) are desirable for redundancy 
and improved accuracy. 
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Table 14. Combined sensor requirements 

DEVICE LOCATION PRECISION BANDWIDTH RANGE DATA SET 

IRU HUB 0.01° /HR 18 Hz 

IRU BUS 0.01° /HR 15 Hz 

STAR SENSOR HUB 0.01° 18 Hz 

GIMBAL ENC TMA 30 SEC 15 Hz 90° 

SHAPES BUS ±0.0012 IN. 2 Hz ±39.4 IN. 50-150 

±O.l SEC ±3 MIN RETRO-
FLECTORS 

The bus star tracker could encounter field of view blockage by the antenna. Should 
this problem arise, the estimators could be configured to use the bus to hub coordinate 
transformation to translate star tracker updated measurements from the hub to the bus 
with the information from the laser optical measurement (SHAPES). 

The required shuttle attitude and attitude rate can be measured with the shuttle 
hardware or with the gimbal encoders. The gimbal encoders presently considered are 
l6-bit space-rated absolute encoders made by BEl for the Galileo project. The encoder 
has an accuracy of approximately 10 arcsec. 

The SHAPES sensor is important to the geometry ID and slew experiments. It also 
measures bus to hub vector for mode ID and bus to elbow vector for the damping 
expenments. The SHAPES sensor involves a single sensor at the bus and retroreflectors 
at the ribs, hub, and booms. Depending on the data rate and the number of targets 
required, two sensors may be required. 

c. Data Processing Requirements 

Table 15 summanzes the data processing requirements for each experiment. 
The throughput and storage requirements are stated in million operations per second 
(MOPS) and mega bytes (M-bytes), respectively. Throughput requirements are 
dominated by control experiments which require real-time processing in the amount of 
109,000 additions and 110,000 multiplications per second. For the case of three 
machine operations per addition and four per multiplication, a total of 0.767 MOPS of 
throughput is required. This estimate is conservative since the sparse nature of the 
system matnces has not been exploited. Storage requirements are dominated by the 
slew experiment. Assuming 24-bit per word, 74.7 M-bytes will be required. 

D. Fhght Experiment Tlmeline 

The time expenditure requirements for each of the proposed experiments are 
summarized in Table 16. The overall experiment time line with margins for 
contingencies is shown in Fig. 18(a) and that with margins set to zero is shown in Fig. 
18Cb). 
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1. 

2. 

3. 

II. 

5. 

Table. 15. Data processing requirements 

EXPERIMENT THROUGHPUT STORAGE 
(MOPS) (M-BYTES) 

GEOMETRY 10 <0.01 0.03 

MODE 10 <0.01 2.4 

MASS PROPERTIES 10 <0 01 5.5 

CONTROL o 767 0.15 

SLEW <0.01 74.1 

Table 16. Experiment time requirements 

EXPERIMENT SINCLE NO. OF TOTAL PROC CONTINGENCY TOTAL SUBEXP CUMULATIVE 
ITERATION ITERATIONS TIME TIME ON-ORBIT TIME 

STATIC CEOM 

MODE 10 

CONTROLS 

SLEW 

MASS PROP 10 

TOTAL 

15 SEC 3 115 SEC 30 MIN 

211 HR 1 211 HR 18 HR 

3.5 HR 1 3.5 HR 7 HR 

8 HR 1 8 HR II HR 

73 HR 1 73 HR 211 HR 

108.5 HR - 108.5 HR 53.5 HR 

/ ON-OR~IT PREPARATION 
/ AND DEPLOYMENT (24 HR) 

/ STATIC GEOMETRY 10 (0 5 HR) 

CONTROLS (10 5 HR) 

SLEW (12 HR) 

MASS PROPERTIES 
10 (97 HR) 

31 MIN 

112 HR 

10.5 HR 

12 HR 

97 HR 

162 HR 

RETRACT, STOW, 
RETURN (2q HR) I 

SYSTEM MODE ID (42 HR) 

Gr-~--ir--~-----r~~~~~~~~----~----~~-'~~---'r-----r 
3~----~--~-r~-L~~~~~~~~--~'~'~'"·~----'~,~~b_'~~--__ ~~ ____ ~ 

211 5 

66.5 

77.0 

89.0 

186.0 

186 0 

« 
...J 

24 48 72 96 120 144 168 192 216 240 (HOURS) 

DAY 1 I DAY 2 I DAY 3 I DAY q I DAY 5 I DAY 6 I DAY 7 I DAY 8 I DAY 9 I DAY 10 I 

Fig. 18(a) Flight experiment time line with contingencies included 
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Fig. 18(b) "Nominal performance" flight experiment timeline Wlth 
contingency times set to zero. Nine day flight plan 
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IV. Higher Dimensional Controlled Attachment Configuration 

The method of attachment of the antenna structure to the shuttle ultimately 
determines the extent to which experiments can be performed and the quality of such 
experiments. In Ref. 1, the simplest form of attachment-zero DOF attachment was 
considered. Such attachment has the advantage of simplicity and low cost. For certain 
types of experiments, this is quite desirable since its dynamical properties are quite 
close to those of a free flier antenna. Fig. 19 shows the modal frequency spectra of a 
shuttle-rigid1y-attached system and two free flier antennas. As indicated in Fig. 19, 
most of the modal frequencies of these systems only shifted very slightly. The free 
fher antennas in the figure are lighter at the feed locations compared with those 
studied in References 2 and 9. The frequency spectrum of the Land Mobile Satellite 
System [9, 5] 1S even closer to the shuttle attached case. 

MODE 
00. 

SHUnt.E-ATTACHED EXPERIMENT 
CONFIGURATION 

10 11 12 

1.1 1.2 1.3 1.4 1.5 1. 

4 567 8 9 10 11 12 
mI.,., 

.II , ,I, , I I, ,I. , . , . ,I,. 
0.1 020.30.4 0.50.6 0.70.80.9 1.0 1.11.2 1.3 1.4 1.5 1.6 

FREQUENCY (Hz) 
500 Ibs FEED 

MODE~l' 2, 3 
00. 4 567 8 9 10 

1.11 ,I, , .1 , I, . I. , , , , ,I .• 
11 12 

0.1 0.2 0.3 0.4 0.5 0.6 0.70.80.910 1.1 1.2 1.31.4 1.5 1.6 
FREQUENCY (Hz) 

1000 Ibs FEED 

Fig. 19 Modal frequencies of a shuttle-attached system and 
two free flier antennas 

Thls conf1guratlOn also has its drawbacks due to lacking of capability of slew and 
disturbance isolation. The method, a 3-DOF gimballed attachment, that has been the 
base for the experiment design of Section III has removed some of the shortcomings of 
the rigidly attached case at additional cost. 

The dynamic disturbances from the shuttle may be decomposed into rotational and 
translational ones. The former can be decoupled through a 3-DOF gimbal system such 
as the one employed in Section III. The translational motions or disturbances, however, 
require a more complex interface system. Since the translational motions of the 
shuttle relative to the antenna can have the most detnmental effect to the experiment 
structure, and the capability of conducting certain experiments in a disturbance free 
environment is desired, we are prompted to look into the concept of a 6-DOF controlled 
attachment interface system. 
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A conceptual model of this system is illustrated in Fig. 20. This interface system 
is mounted in the shuttle payload bay near the c.m. The system has its own sensing and 
control mechanisms for tracking the antenna boom tip motion without touching the 
boom structure durmg free-flier experiment periods. This mode of operation starts by 
uncagmg the boom tip and the tiP section motion is tracked by the interface system 
inside a one-meter sphere. Between the boom tip and the inner axis assembly of the 
interface system, there is a six-OOF sensing system providing the intelligence for the 
interface controller to track the boom position. Atter the system reaches the 
one-meter sphere trackmg boundary, the sensing system will provide positional 
information to derive antenna station keeping data needed to reposition the antenna and 
hence the interface to their starting position. Once repositioned, the free drift mode of 
operation can be initiated. In this mode of operation the antenna and the shuttle are 
separate inertial entities in which the antenna is a free structure flying in tight 
formation with the shuttle, with one centimeter separation from the inner structure of 
the six-OOF tracker controller. 

In order to obtain long free drift periods, one has to place the antenna c.m. 
co-orbital with the shuttle c.m. For this purpose, it is necessary for the shuttle to fly 
in the nosedown nadir attitude. 

A realizable flight experiment architecture is illustrated in Fig. 21. This 
configuration is reduced to the rigidly attached or the 3-00F gimballed configurations 
if one freezes all or the three translational axes, respectively. 

The c.m. compatibility in maintaining co-orbital flight is not the only factor that 
determines the free drift period, the aerodynamic eftect is also important. For a 
hub-attached antenna, using the predicted atmospheric densities for 1986 and 1990, the 
antenna aerodynamic drag forces are computed as plotted in Fig. 22, at 300 km and 400 
km altitude. The corresponding shuttle and antenna separation distances and rates for a 
5 minute drift period are plotted in Fig. 23. From these estimates, for a 400 km or 
higher orbit, a 5 minute free drift period is achievable. For many experiments, 5 
minutes is suffiCient. 

BOOM 
DEPLOYMENT 
CANISTER 

(a) Concept illustration 

Fig. 20 Six-OOF controlled attachment interface system 
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(b) System assembly -- conceptual design 

Fig. 20 SlX-DOF controlled attachment interface system 
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Fig.21 Flight experiment architecture with 6-DOF controlled 
attachment mterface 
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V. CONCLUSIONS 

Based on the results of this study, it is concluded that a shuttle attached antenna 
flight experiment is feasible. The control and identificatlOn algorithms are reasonably 
well understood and can be adapted to current flight computers. The required control 
and ldentiflcation hardware are available with the exception of the SHAPES sensor. 
The latter is still under development at JPL. The following is a list of specific 
conclusions: 

1. Flexible body dynamics will no longer be a second order effect, instead, they 
wlll be the major parameters in future spacecraft designs. 

2. The point of attachment of a three degree-of-freedom gimbal can be 
optimized as a function of expected disturbances. Vernier thruster firings 
during active experimental periods Wlll not dlSrupt performance for 1 GHz 
RF (radio frequency) level. 

3. A flight expenment to verify performance of a 10 GHz system is likely to 
require a six degree-of-freedom gimbal or a free flier antenna. Most of the 
expenments conceived to date can be accomplished during the free-drift 
period Wlth a six degree-of-freedom decoupling system. 

4. The proposed geometry identification is feasible and within the bounds of 
current state-of-the-art technology assuming SHAPES sensor performance at 
current design specification levels. Under quiescent conditions, it should 
provlde surface roughness information adequate for 10 GHz reflector quality 
verification. Performance for 1 GHz reflector will have one order of 
magnitude margin. 

5. Results of mass property identification experiments indicate that some of the 
parameters are only weakly observable. Estimator performance obtained to 
date has not met the baselme requirements. The probabllity of estimating all 
significant parameters is low and maneuvers are very time consuming. More 
studies in the optimization of the identification strategy will be required. 

6. The system mode identification experiment is feasible. The system can be 
conflgured to operate within the time constraints of a shuttle captive mission 
and is expected to provide parameter data to the required 1 % accuracy. This 
expenment should meet all key objectives. 

7. The control experiment is feasible. Hardware requirements are within bounds 
of current technology. The required control torques and forces are well 
within the dynamic ranges of the state-of-the-art actuators. The settling 
time is relatively fast considering the large size of the flight experiment 
structure. 

8. The slew experiment is feasible and within the limits of current actuator 
state-of-the-arts. 

9. The complete experiment can be accomplished during a nine-day shuttle 
mission. 

10. A substantial ground test and development program is required and must 
precede the fl1ght expenment. 
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ABSTRACT 

This paper addresses (I) an application of the well-known time-optimal bang-bang control theory to the 
design of minimal-time limited-torque single-axis slew maneuvers for the rigidized configuration of NASA Lang
ley Research Centerls Spacecraft Control laboratory Experiment (SCOLE) and (ii) the associated generic 
side effects due to spillover of slew motions and applied torques. Numerical experiments that helped pinpoint 
the specific causes of performance degradation are discussed. Analytical as well as scientifically interesting 
numerical research results are given. 

I. INTRODUCTION 

New space systems Including various configurations of space antennas and platforms, which are to be dep
loyed or erected in space by the Space Shuttle in the near future, have large-scale, lightweight, extremely 
flexible but lightly damped support structures. Computer-aided or computerized active control of their structural 
vibrations is generally considered necessary for such large space structures (lSSs) to meet stringent stability and 
pointing requirements. Standard applications of modem control and estimation theory with various state-of
the-art multi variable design techniques, however, have encountered several technological challenges of generic 
nature. For example, many numerical examples and laboratory experiments already demonstrated that control 
and observation spillover can even introduce closed-loop instability, in addition to severely degrading the opti
mally designed (reduced-order) modem control systems. 

Various approaches to designing vibration control systems for LSSs have been proposed, and separate labora
tory experiments conducted to demonstrate specifically some of the proposed approaches. Under the cognizance 
of the Spacecraft Control Branch at the NASA Langley Research Center, a new NASA program was initiated 
last year to promote direct comparison of different design techniques against a common laboratory experiment 
that IS to be specifically resembling a large space antenna attached to the Space Shuttle by a flexible mast. 

The primary control objective of the Spacecraft Control Laboratory Experiment (SCOlE) includes the task 
of directing the RF line of sight (lOS) of the antenna-like configuration (see Figs. 1, 2) towards a fixed 
target, under the conditions of minimum time and limited control efforts [1 I. An intuitively appealing common
sense approach to reorienting a fleXible space structure is to slew it like a rigid body in a minimum time 
first. and to damp out the excited vibrations afterwards. Such a two-stage approach Will undoubtedly be 
very deSIrable and practical, if the excited VIbrations can be suppressed to satisfaction in a reasonable time. 
First, the design of attitude control for such a structure then Will not have to be complicated by including the 
presence and interactions of structural modes. Secondly, the current Space Shuttle is under the Single-aXIS 
rigid-body time-minimal bang-bang control of the Digital Auto-Pilot (DAP) when it is in the orbit. 

In this paper, we shall focus on the first part of the two-stage approach, namely, the design of time-mini
mal single-aXIS open-loop slew maneuvers under the assumption that the whole SCOLE IS a rigid body. We 

* Adjunct Professor and Visiting Senior Research AsSOCiate, Department of Electrical and Computer Engineermg. 
** Branch Head. 
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applied the standard theory of time-optimal control to each of the Shuttle body axes separately, but made an 
extension to encompass various bang-pause-bang control. 

The single-axIs slew maneuvers designed were then evaluated against simulations of SCOLE's 3-axls rigid 
dynamics. Through such numerical results, the reader will see that even in the context of rigid-body dynamics, 
spillover can cause slgmficant dynamic interactions and thereby induce sizable undesirable motions. A theoreti
cal analysis of SCOlE's 3-axis rigid-body dynamic equations followed by the interesting results of three numeri
cal experiments will be presented to provide the reader with insights on the causes of the dynamic interactions 
and the remedies suggested in thiS paper. 

II. ROTATIONAL DYNAMICS OF RIGIDIZED SCOlE 

The equation of rotational motion of the rigidlzed SCOlE configuration,· referrred to as RSCOlE 
throughout this paper, is given by the following nonlinear matrix-vector differential equation: 

where 

I W + [wX] I W = 1" 

[ 

Ixx 
-Ixy 1-

- -Ixz 

-I
XZ

] 
-Iyz 

Izz 

Ixx=1,132,508j lyy=7,007,447j Izz=7,113,962; Ixy = -7,SSSj Ixz=l1S,202; lyz=S2,293 

(1 ) 

The RSCOlE's Inertial (earth) angular velocity W is expressed in the Shuttle's "roll-pitch-yaw" body axes 
which are respectively denoted by x, y, z. So are the applied torque 1". The following two kinds of torque are 
available for controlling RSCOlE. 

(a). Control moments can be applied to both the Shuttle and reflector bodies of 100,000 each axiS. The 
moment commanded for each axis is limited to 100,000. In other words, the applied torque can be expressed as 
a weighted sum of three independent vectors of limited magnitude as the following: 

T = m Mxlm Ux + m Mylm Uy + m Mzlm Uz (2a) 

where Mxlm = Mylm = Mzlm = 100,000; ux' uy, and Uz denote three Independent scalar control variables, 
each haVing absolute value limited to 1. 

(b). Control forces can also be applied at the center of the reflector In the x and y directions only. The 
force commanded In the particular directions IS limited to 8,000. In other words, the resulting torque can be 

• Presented in this paper are preliminary research results which were Originally based on a "hypothetical" rlgl
dized configuration that does not represent all aspects of the latest version [1] of SCOlE, which was presented 
earlier during this Workshop. We thought these "older" numerical results and technical problems were sCien
tifically interesting and still worth sharing with coworkers elsewhere. In order to avoid any confusion or miSin
terpretation that may arise, all the numbers are therefore presented as dimensionless quantities. New results 
corresponding to the speCific latest version will be made available or presented elsewhere as soon as they are 
written up. 
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expressed as a weighted sum of two indenpendent vectors as follows: 

-130 0 
[ 

0 ] [ 130] 
L = 32.S Fxlm Vx + 18.7S Fylm Vy (2b) 

where F xlm = F ylm = F zlm = 8,000; v x and Vy are two magnitude-limited independent control variables, 

I Vx I ~ 1, I Vy I ~ 1 • 

Notice that in the second kind, when a force is applied on the reflector, say, In the x-direction, it also spills 
over the z-axIs With fairly large torque. Of course, such a direct spillover clearly is not desirable for truly 
single-axis slew maneuvers. One will see later in this paper that, even the pure moments of the first kind alre
ady can Induce significant undesired motions about the other axes due to some indirect spillover. The induced 
motions will then become more severe If direct torque spillover is permitted. Here, we shall concentrate on the 
torque of the first kind, though interesting results were also obtained for the second kind. 

III. TIME-OPTIMAL SINGLE-AXIS SLEW MANEUVERS 

Single-axis slew maneuvers usually assume that torques can be applied to any indiVidual axis separately, that 

the nonlinear portion [wX]1 w In the dynamics is negligible, and that the Inertia matrix I is diagonal, having only 
pnnclpal moments of Inertia. Consequently, when a torque is applied to only a single aXIS, a separate equation 
of motion results: 

when Ly = LZ = 0, Ixx Wx = LX; (3a) 

when LX = LZ = 0, Iyy Wy = Ly; gb) 

when LX = Ly = 0, Izz Wz = LZ • (3c) 

It IS not difficult to see that under these simplifying assumptions, perfect Independent single-axIs slew man
euvers are pOSSible for all the three axes. In the reality of the SCOlE article, however, such Ideal conditions 
do not eXist. Since all the bUilt-in navigation and control systems for the Space Shuttle are Instrumented with 
respect to the Shuttle's body axes, we cannot enJoy the convenience of selecting the principal axes of the whole 
RSCOlE. The technically convenient, but unrealistiC, third assumption is not really needed, anyway, though the 
other two are. 

There are two common approaches to making the nonlinear terms sufficiently small. The first is to reduce, 
if not eliminate, all products of inertia (say, by uSing RSCOlE's principal axes) and also to make RSCOlE sym
metric (say, by redeSigning Its configuratIOn) so that all the moments of inertia are Identical. It is Impractical 
to take such an approach, though. The second approach is to limit the angular velocity wX' Wy' and Wzo 
The Digital Auto-Pilot (DAP) In the Space Shuttle has been designed for operation under such a limited condi
tion and also for maintaining such a condition. Following the approach taken for the DAP, we impose a slew 
rate limit on the design of various single-axIs slew maneuvers. 

Using the second assumptIOn, we can reduce the equation of motion (1) to the follOWing simpler form: 

IW=L (4) 

Expanding and rewriting it in the component form, we have 

d Wx = (49.8S07x10 12 - lyz 2) LX + (Ixz Iyz + 7.1140x106 IXV) Ly + (IXV Iyz + 7.oo74x106 Ixz) LZ (Sa) 

d wy = (Ixz Iyz + 7.1140x106 Ixv) LX + (8.0S66x10 12 - Ixz 2 ) Ly + (1.132Sx10 6 Iyz + IXV Ixz) LZ (Sb) 
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d Wz = (Ixy Iyz + 7.0074x10 6 IXZ) TX + (1.1325x10 6 Iyz + Ixy IXZ) Ty + (7.9360x10 12 - Ixy 2) TZ (5c) 

where d = 56.4563x1018 - 7.1140x10 6 Ixy
2 - 7.0074x10 6 Ixz

2 -1.1325x10 6 Iyz
2 - 21xy Ixz Iyz (5d) 

Notice that all the products of inertia were kept as parameters. The parametrization IS very useful in develop
Ing various single-axIs slew maneuvers for both the lIactual ll and the lIideahzed" simulation cases, respectively , 
and In conducting In-depth analysis of the numerical results obtained. 

ApplYing the first assumption, we then get the follOWing IIdecoupled ll set of equations: 

when Ty = TZ = 0, d Wx = (49. 8507x10 12 - Iyz 2) TX ; 

when TX = TZ = 0, d i:y = (8.0566x10 12 - Ixz 2) Ty ; 

when TX = Ty = 0, d Zuz = (7.9360x10 12 - Ixy 2) Tz • 

(6a) 

(6b) 

(6c) 

Therefore, under the weaker and more practical set of assumptions, we have arrived at a set of Independent 
equations, similar to the ideal (3a)-(3c), required for developing Individual Single-axis slew maneuvers for each 
aXIs without h.ning to assume the absence of the products of inertia. 

Now that each aXIs has a separate equation of motion, of the same generic form, we shall focus our discus
sions on the x-axIs, I.e. roll axis, throughout the remainder of thiS section. All the following discussions and 
formulas are directly applicable to the other two axes. 

Since the torque TX IS bounded In magnitude, we rewlte It explicitly as 

(7) 

With Txlm denoting the magnitude limit, and Ux the magnitude-limited scalar variable, as in (2a). Substituting 
(7) In (6a) Yields a standard equation commonly seen In the theory of time-optimal bang-bang control: 

(8) 

where bx = (46.8507x10 1 2 - Iyz 2) Txlm / d , 

Now, let Ox denote the angular displacement about x-axIs at time t; 0Xi and oxf, Its initial and final values, 
respectively, and oxd the deSired slew angle about x-axIs. Then, the slew error at time t is given by 

(9) 

Since the main objective of the slew maneuver is to achieve the desired slew angle, i.e., zero final slew error, 
at the final time, It follows from (9) that 

0xf = OXI + oxd • 

Thus, we have the follOWing expliCit expression for the initial slew error 

eXI = - oxd • 

Differentiating both Sides of (9) tWice Yields 

ex = Wx 

d ex /dt = Wx = bx Ux 

Putting (12) Into a standard state-space form, we have 

! [::] = [~ ~] [::] + [~x]·x 

(10) 

(11 ) 

(12a) 

(12b) 

where (ex, ex) IS the state vector. Now, we can state a corresponding time-optimal slew problem as the 
following standard time-optimal control problem: transfer the nonzero initial state (ex' ex) = (-oxd , WXI) to 
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the origin of the state space ,i.e., (ex, ex) = (0 , 0), in the minimum time uSing control Ux subject to the 

constraint I Ux I ~ 1 at all time. As IS well known, the standard result is a bang-bang control. 

Our problem, however, is slightly more complicated than the above, since we need (I) to take into account 
the imposed limit wxlm on the slew rate wx' and (II) to express the resulting control Ux expliCitly as a function 
of time t. Such a time-optimal slew strategy is in general a IIbang-pause-bangll (BPB) control haVing two 
switches, with the standard bang-bang (BB) control of only one SWitch as a degenerate case. The general form 
can be expressed as follows: 

u = x Uo 0 ~t ~tl 

= 0 tl < t < tz 

= -uo tz ~ t ~ t3 

= 0 t > t3 . 
The SWitching times tl ' tz ' and t3 of a typical BPB slew maneuver with pOSitive initial SWitch direction, Uo = 
+1, are determined as follows. 

Define 

If test ~wxlmz /bx while wxi ~wxlm , 

then tl = (wxlm - wxi) /b 

tz = test /w xlm - W xi /bx 

t3 = W xlm /bx + tz ; 

but, If test ~ W xlmz /bx while either (i) 15 xd ~ 0 and W xi ~/2bx 15 xd , 

or (Ii) Qxd ~ 0 and wXI ~ -I-2bx Qxd , 

then tl = ( -wxi +/bx test) /bx 

tz = tl 
t3 = wxi /bx + 2tl 

(13) 

(14a) 

(14b) 

(14c) 

(lSa) 

(1Sb) 
(lSc) 

Observe that these formulas were expressed in terms of the x-axis parameters. Formulas corresponding to 
the other two axes can be easily obtained by substituting x by y and z, respectively. Recall that we have 
retained the factor bx (and !lv, bz) as a function of the Ixy, Ixz, and Iyzo Thus, by selecting their values 
accordingly, we also can easily obtain correct time-optimal single-axIs slew maneuvers for applying to any 
three-axis simulation of RSCOLE dynamics. 

IV. RESULTS OF NUMERICAL SIMULATION 

This section presents numerical simulation results of applying the above time-optimal Single-aXIS slew stra
tegy to RSCOLE for a 200 -slew respectively In the x, y, and z axes. Results for other slew angles, not reported 
here, are qUite Similar in dynamic nature, although some have somewhat better LOS performance. 

Two different cases, the lIactual ll and the IIldealizedll, were simulated for sake of comparISon and evalua
tion. The actual case used RSCOLEls given values in the simulation of the complete 3-axls nonlinear dynamics 
(1). The idealized case is the same as the actual except that all three products of inertia were set to zero. 
In each case, the RSCOLE was subject to three Independent time-optimal single-axIs slew maneuvers respec-
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tlvely about X-, y-, and z-axIs. The entire time function for the BPB control of each maneuver, was gener
ated In advance by a general subroutine. Such slew control functions were appropriately adjusted for the actual 
and the Idealized case, respectively, according to the specific values given to the parameters I XY' I XZ' Iyzo 

The slew rate for each aXIs was preliminarily limited to 4; i.e., wxlm = Iilylm = wzlm = 4.* 

The applied torque terminates at t3, but the numerical results and the corresponding plots were extended beyond 
t3 so as to show RSCOLE's subsequent motions, if any, after the end of the specific slew maneuver. 

All the dynamic Simulations started with zero initial conditiOns: namely, Wx = lily = Wz = 0 and 6x = 6y = 6z = 0 at t = o. 

It IS not difficult to see that, under zero initial conditions, the idealized case should behave like three in
dependent single-uis dyn~mic systems, though it stili is a 3-axis dynamic system nonlinearly copupled 
through differences In RSCOLE's moments of Inertia, as in the most commonly considered situation. Thus, we 
use the Idealized case to check as well as to demonstrate the design of the corresponding single-axis slew man
euvers. Moreover, we also use such idealized results as the characteristic references for the evaluation and 
analYSIS of the actual results. The results are now summarized as follows. 

Roll-AXIS Slew 

Idealized Case. Fig. 3 shows the time history of the roil-aXIS (x-axis) slew angle and slew rate in the Ideal
Ized case when a time-optimal Single-aXIS slew maneuver was only applied to the x-axIs. The numerical results 
are all exactly as what we would expect them to be for a completely decoupled system: the roll angle achieved 
the deSired value at the final time t, =30.100, and then maintained It afterwards; the roll slew rate rose, fell, 
and diminished exactly as designed. No motion at all was induced in any of the other two axes. The 3-axis 
dynamiCs really behaved like three separate independent 1-axis dynamics. 

Actual Case. Figs. 4(a)-(c) show the results in the actual case. As shown in Fig. 4(a), the roll-axis motion 
behaves Virtually as designed: it practically attained the deSired slew angle at the final time t, =30.075, only 
0.05% smaller than the deSired. 

In contrast to the Idealized case, there were, however, some observable motions induced in other two axes. As 
shown In Fig. 4(b), the induced pitch-axis motion was oscillatory but rather minor before the final time; it 
started to rISe steadily afterwards With a Virtually constant rate of 0.015. 

Fig. 4(c) shows that the induced yaw-axis motion is slightly more observable. It had a virtually steady growth 
after t=10 (much before the torque was to switch from the positive extreme to the negative extreme) with a 
Virtually constant rate of 0.03. This rate IS twice as large as that of the pitch-axis motion. 

Pitch-AXIS Slew 

Idealized C~se. Fig. 5 represents the results of y-axis (pitch) slew maneuver in the idealized case. The res
ults agam confirmed what would be expected and desired from the design. The desired 20° slew was attained 
at the final time t3 =74.873, and was maintained afterwards. No motions in other two axes were Induced. 

Actual Case. Figs. 6(a)-(c) correspond to the actual case. Unlike the preceeding roll-axis slew, such results 
would greatly surprise those who had adhered to their simplistic intUition derived from the common results of 
the standard BB control theory. Fig. 6(a) shows that the final pitch slew angle was only 6.74°, far far away 
from the deSired 20 0 • It also shows that the angle peaked to 8.38 0 at about t=39, then dropped back to near 
zero before slowly rISing up again. It would be more surprismg to see that the pitch slew rate started to 
decline sharply at about t=29. It was supposed to keep on increasing with a constant slope until t 1 =37.44, 
the time when the torque SWitched from the positive extreme to the negative extreme. Moreover, the pitch 

* The high limit was Intended only to aVOid the "pause" period so that an easy check can be made With our 
common intUition of bang-bang control. The pause periOds were not aVOided when the forces on the reflector 
were applied, which generated much larger torques. 
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slew rate even plunged to a relatively large negative** value (-0.457)1 The BB slew rate should always be 
positive, as In the idealized case. 

Fig. 6(b) characterizes the induced rotation about the roll aXIs. Both the roll angle and rate started to pick up 
at about the same time when the pitch angle and rate started to decline. The pitch angle Increased to peak 
value of 3.074 0 at about t=5O, long after the torques had sWitched from positive extreme to negative extremel. 

Fig. 6 (c) charactenzes the motion Induced about the yaw axis. Similarly to the induced roil-axIs motion, the 
Induced yaw-axIs angle and rate also started to increase at about the same time as the pitch angle and rate 
started to decline. Quantitatively, the induced yaw motion IS much more distinctive and undesirable, however: 
the yaw angle consistantly decreased from zero to the valley value of -18.112 0 at t=71.1 (quite before the 
torque was to be terminated). Ironically, it was the Induced yaw slew anb:e, not the desired pitch slew angle, 
which increased to a magnitude close to 20 01 

An analysis of the failure In pitch-axis slew maneuvers, some Interesting Insights, and some useful findings are 
postponed to next two sections. 

Yaw-AxIs Slew 

Idealized Case. Fig. 7 shows the results of yaw-axIs slew maneuver in the idealized case. As before, the 
results confirmed what would be desired and expected from the design. The desired 20 0 slew was attained at 
the final time t 3 =75.44. No motions were induced in other axes. 

Actual Case. Figs. 8(a)-(c) show the results of yaw-axis slew maneuver in the actual case. Fig. 8(a) shows 
that the yaw-axis slew performance lies between those of the roll-axis and pitch-axis slew maneuvers. The 
deSired 20 0 slew was not achieved, but the yaw slew angle did consistantly increase towards 20 0 and reached a 
peak value of 17.482 0 at t=72 before dropping back to 17.372 0 at the final time t3 =75.376. The yaw slew 
rate at final time t 3 was not positive (-0.067). 

There was some induced motion in the roll axis, though Fig. 8(b) shows that it is not very significant. The in
duced motion in the pitch aXIs is not ignorable, however. As shown in Fig. 8(c), the pitch angle consistantly 
Increased in the negative direction and reached its valley value of -7.388 0 at t=58. The induced yaw slew rate 
at the final time is relatively large: 0.104. 

v. ANALYSIS AND DISCUSSIONS 

Some reasonable degradation of the slew performance should be expected when evaluating against the actual 
case, since the design of the time-optimal BB single-axis slew maneuvers was based on practical Simplifying 
assumptions. The roil-axIs slew performance should therefore be considered very satisfactory; the yaw-axIs 
slew performance could be considered marginally acceptable, depending on the preciSion standard used; how
ever, the pitch-aXIS slew performance could not be considered acceptable in any standard. We were very puz
zled. Some Indepth theoretical analYSis of the SCOLEIs dynamics, particularly that of the pitch-axis slew man
euver, later shed some light on the potential causes of the performance degradation. In what follows, we shall 
briefly deSCribe the analYSIS and our findings. The focus will be on the pitch-axis slew for an obvious reason, 
though the same arguments and analysis are also applicable to roll- and yaw-axis slew maneuvers when the 
appropriate symbolic and quantitative substitution are made. 

Since the pitch-axis slew performance was perfect for the idealized case, the degradation in the actual case 
must be resulted from the coupling with the other axes through the nonlinear Coriolis product [wX]1 wand the 
nondlagonal inertia matrix I in Eq. (1). And it must be the presence of nonzero products of inertia, but 
not the nonzero differences in moments of inertia, that causes the consequent performance degradation. For, 
the idealized case did not neglect the Coriolis product at all, and RSCOLEls moments of inertia were all properly 
taken Into account In the usual way; only the products of inertia were set equal to zero. Nonzero products 

•• It IS large compared to the peak value of +0.528 in the Idealized case; see Fig. 5. 
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cause the spill of pitch-axIs momenta and slew torque, and hence the performance degradation. 

To see this and more, expand the 3-axls dynamic equation (1) with TX = TZ = 0 for both the Idealized and 
the actual cases. First, in the idealized case, we have as usual the following simple system of equations: 

do ~x = -5.3098x1018 wy wz 

do ~y = 48.1903x1018 WX wz + 8.0566x1012 Ty 

do ~z = -46.6234x1018 WX wy 

where do = 56.4563x1018 

Now, In the actual case, we get· the following rather complicated system: 

d1 ~x = -O.5983x1015 wx2 + 2.6128x1018 wy2 - 2.6122x1018 wz2 +1.0047x1018 Wx wy 

+O.1334x1018 WX wz - 5.4022x1018 wy wz -4. 7722x101 0 Ty 

d1 ~y = -927.0506x1015 wx2 - 2.0547x1015 wy2 + 929.1052x1015 wz2-O.7689x1018 wx wy 

+48.1136x1018 WX WZ - O.0624x1018 wy WZ +8.0433x1012 Ty 

d1 ~z = -66.6782x1015 wx2 + 102.15x1015 wy2 -35.4718x1015 wz 2 -46.5332x1018 wx wy 

-O.7701x1018 WX wz - 1.0006x1018 wy wz +5.8352x1010 Ty 

where d = 56.3599x1018 
1 

(16a) 

(16b) 

(16c) 

(16d) 

(17a) 

(17b) 

(17c) 

(17d) 

Momentum Spillover. Observe that each of the three component equations (17a)-(17c) contains not only the 
three usual cross-product terms wxwy, wxwz, and wywz as in (16a)-(16c), but also three other unusual square 
terms wx2, wy2, and wz 2 , all attributable to nonzero products of inertia. And notice, In particular, that the 
wy2 terms in the two component equations, (17a) and (17c), have extremely large coefficients. PhYSically, thiS 
means that angular momenta (or equivalently, rotational motions) about the pitch axis Will spill over to the other 
two axes and then be picked up there With extreme sensitivity. As a result, even there were no torque applied 
to the two other axes, significant motions still can be generated indirectly by the torque applied only to the 
pitch axiS. Any terms In (17a) and (17c) containing wy can be considered as pickup of pitch-axis momentum 
spillover. 

Also notice that In the second equation, which is responsible for the pitch-axIs slew maneuver, both the wx 2 

and wz2 terms have extremely large coeffiCients as well. This means that any momenta present in the other 
axes Will be picked up With extreme sensitivity: as a result, the pitch-axIs rotation can be severely affected 
even by small rotations about any of the other two axes. 

After haVing such inSightS, it is not difficult to visualize that some snowballing effect, similar to a positive 
feedback or a vicious circle, can be produced by momentum spillover and pickup through such large square 
terms. And such an effect can be the reason for the rapid decrease In the pitch-axis motions and the simul
taneous rapid increase in the induced roll- and yaw-axIS motions. 
Indirect Torque Spillover. Equations (17a) and (17c) also indicate that the torque Ty Intended only for the 
pitch-axIs slew also spill over to other axes, each with a fairly large non-negligible influence coefficient. In 
contrast, (16a) and (16b) indicate that no such spillover eXist at all in the idealized case. It is the presence of 
nonzero products of inertia that creates such indirect spillover of pitch-axIS torque. As a result, severe motion 
Will also be induced in the other two axes whenever torque Ty is applied. Such induced motions and momenta 
could be fed back to adversely affect the pitch-axIs slew maneuvers through the pickup of Wx 2 and wz 2 In the 
pitch-axIs component. 

* Thanks to the great help of MIT's symbolic manipulation system MACSYMA. 
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In pitch-axIs slew maneuver, the combmed effect of such momentum and torque spillover is the deviation of 
the actual pitch-axIs angular acceleration from the applied. We thus defined the pitch axis slew acceleration 
deviation (SAD) as an Index for pitch-axIs slew performance degradation, and calculated it as the percentage 
of the applied pitch-axIs slew acceleration: 

SADy = 100 ('\ta - ~ )1 '\ta (18a) 

where '\ta denotes the applied y-axIs slew acceleration : 
8.0566xl0 1 2 _ I xz 2 

'\ta = d Ty (18b) 

When torque'ty IS zero, SAD is defined to be zero to avoid diviSIOn by zero. Substituting (17b) along with the 
nonzero products of Inetrtla In (18), we can easily see that SADy represents the combined effect of picking up 
Its own momenta and, in particular, those spilled over from the other two axes through the square or cross
product terms. SpeCifically, 

SADy = 100 [ -927 .0506xl 0 15 w/ _ 2.0547xl0 15 ~ 2 + 929.1 052xl 0 15 w/ 

-O.7689xl018 Wx ~ + 48.1136xl0 18 Wx Wz - 0.0624xl0 18 ~ Wz ] 1 (8.0433xl0 12 Ty ) 

TrIVIally and naturally, SADy IS Identically zero for the idealized case. It is interesting to note that, m the 
actual case, If there are no motions Induced through momentum or torque spillover at all, the deViation will also 
be negligibly small. For example, even at both the top limit of the applied torque and the Imposed slew rate 
limit, I.e., Ty = Tylm = 100,000, and Wy = Wylm = 4, we only have 

2.0547xl0 1 5 Wy 2 _ 
SADy = 100 8.0433xl0 12 Ty - 4.09 % 1 

VI. Further Numerical Results 

Numerical studies on the degradation of the smgle-axls slew performance were then conducted, With the 
special attentIOn focused on the actual case of pitch-aXIS slew. The SAD was computed and plotted for each 
smgle-axls slew maneuver mentIOned above. Fig. 9(a) shows that the SAD for the roll-axis slew maneuver lies 
between -to.47% and -0.4%, which is practically negligible. This certamly explams why the roll slew angle and 
rate were virtually perfect even m the actual case. 

FIE. 9(b) shows that the SAD for pitch-axis maneuver started to grow very rapidly after t=22, and reached the 
peak of +1,003% at t=63, though It plunged from +443% to -445% earlier around the switchmg time t 1• This 
also can explain why pitch slew angle and rate never could come close to what were deSired. 

FIE. 9( c) shows that the SAD for the yaw-axIs slew maneuver is stili uncomfortably large, though it is not as 
Wild as that for the pitch-aXIS maneuver, and has a peak value of +88.73%. Such is still a fairly large deVia
tIOn. This appropriately explainS why the yaw slew and rate could not actually attain the deSired value, though 
not extremely far away from It. 

In order to plnpomt the speCific causes of the performance degradatIOn in the pitch-axis slew maneuver, 
and speCifically, the extremely large slew acceleration deViation, three numerical experiments were conducted: 
(<I) no indirect pitch-aXIS torque spillover at all; (b) no momentum spillover Wy2 to roll or yaw axes; (c) neither 
the mdlrect torque spillover nor the momentum spillover Wy 2. 

FI~. 10(a} shows that eliminating the mdlrect spillover from the applied pitch-aXIS torque to the other two body 
axes made no viSible improvement. This SAD, as shown by Fig. 10(a), IS Virtually identical to and equally as 
bad as before, compared to Fig. 9(b). 

Ellmmatmg the pickup of ..ly 2 by the two axes, however, did delay and reduce SADls growth slgmficantly as 
shown by Fig. 10(b}. There were Virtually no viSible SAD before the first sWltchmg time t 1 =37.43, and the 
deViation swung only between -150% and +209% now; the peak and valley values are 5 times smaller than 
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Fig. 10(b). Pitch-axis Slew Acceleration 
Deviation during Pitch-AXIS BB Slew 
(Experiment b). 
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Fig. 10(c). Pitch-axis Slew Acceleration 
Deviation during Pitch-Axis BB Slew 
(Experiment c). 
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Fig. 11 (a). Pitch angle and rate during 
Pitch-AxIs BB Slew (Expenment b). 
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before. 

The most exciting and dramatic was the experiment with both the torque spillover and the wl pickup In the 
other two axes assumed to have been eliminated. Although all the products of inertia remained nonzero and 
large as before, the slew performance was virtually identical to the Idealized case.* As shown in Fig. 10(c), 
the maximum and minimum of the SAD were only +0.0796 and -0.0796, respectlvelyl 

As expected from the SAD shown by Fig. 10(a), all the angular motions in Experiment (a) are virtually 
Identical to those shown by Fig. 4(a)-(c). Fig. 11 (a) shows that the pitch slew angle in Experiment (b) is now 
able to continue to increase from 80 to 160 before dropping to 13 0 at the final time. Fig. 11 (b)-(c) show that 
the Induced roll and yaw motion were significantly moderated, as well. 

As can be predicated from observing the nearly zero SAD history in Fig. 10(c), all the angular motions In 
Expenment (c) are practically perfect. The pitch-axIs slew motion (Fig. 12) is practically the same as that of 
the Idealized case (Fig. 3). And there were no induced motion In either roll or yaw axes to speak of. 

VII. CONCLUSION 

Bang-bang control functions (of time) were designed for time-optimal slew maneuvers of RSCOLE about 
Shuttle's roll-pltch-yaw axes, respectively, under the conditions of limited control torques and minimum time. 
Such single-axIs maneuvers were carefully developed under weaker and more practical assumptions for simplify
Ing RSCOLE's dynamics than an application of the standard bang-bang control theory normally would. The con
trol functions are adjustable With respect to products of Inertia, moments of inertia, slew angles desired, slew 
rate limits, torque magnitude hmits, etc., for correct applications to any specific simulation of RSCOLE's dynam
ICS. 

Such single-axIs slew maneuvers were first apphed to an idealized case of RSCOLE, where all products of 
inertia were assumed to be zero. All performed perfectly as if the idealized 3-axlS dynamics were nothing but 
three completely separate 1-axis dynamics. These single-axis slew maneuvers were then applied to the actual 
case of RSCOLE, with the parameters for products of inertia in the slew control functions also adapting the 
RSCOLE's actual large values. The results were mixed: virtually perfect performance In the roil-axIs slew, 
marginally acceptable in the yaw-axis slew, but totally unacceptable in the pitch-axis slew. 

Through in-depth analytical studies and the numerical experiments that followed, we found out that the 
degradatIOn and breakdown of some of the slew performance were resulted from excessive induced motions in 
the two axes other than the specific slew axis, and that such undesirable induced motions were casused by spil
lover of either slew momenta or applied torque. These studies and experiments also revealed that both momen
tum and torque spillover are general properties of RSCOLE's dynamics; any other kind of single-axis control 
(such as energy-optimal, or heuristic, etc.) will also induce undesired motions and suffer from momentum/torque 
spillover, so long as Independent Single-axis control is assumed but not validated. 

We found that SAD is a useful true index of slew performance degradation. It represents the combined 
effect of torque spillover, momentum spillover, and picking up of Induced motions by the slew axis. The larger 
the SAD, the worse the Single-aXIS slew performance. Conversely, independent Single-axis slew maneuvers 
(time-optimal, enereY-optimal, or any other kind) are possible If the SADs in the single axes of slew are con
sistently negligible. 

Making all products of inertia zero and all moments of Inertia identical IS ideal for eliminating SAD. The 
following are some less ideal but more practical approaches to reduction of SADs. 

(a) Lower the magnitude hmlts of the torques and forces available for slew maneuvers. This essentially to 
reduce torque spillover directly and momentum spillover Indirectly. ObVIOUS consequences are an Increase In the 

* Recall that all the products of inertia were assumed to be zero in the idealized case. 
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reduce torque spillover directly and momentum spillover indirectly. Obvious consequences are an increase In the 
minimum time required and a decrease In the average of control energy applied. 

(b) Impose lower (tighter) slew rate limits on the deSign of single-aXIS slew maneuvers. The resulting slew 
maneuvers Will likely take the general form of bang-pause-bang control. This IS essentially to moderate the 
average of the control energy applied to RSCOLE, and to elongate the mimmum time required. 

(c) DIVide the deSired slew angles Into sufficiently small parts and deSign the single-axis slew maneuvers to 
perform for the small parts step by step. The final state of one step must be taken as the initial state of the 
next step. Consequently, this approach will substantially increase the time required for accomplishing the 
deSired slew angles. 

(d) Use a spillover-reductIOn synthesizer to reduce the indirect torque spillover and an appropriate nonlinear 
state feedback to compensate for momentum spillover. Results from the numerical experiments have convinc
Ingly demonstrated that eliminating torque spillover to roll and yaw axes, while eliminating even only the mom
entum spillover c.y 2 to the other two axes, can reduce the extremely large pitch-axis SAD to Virtually zero. 
ThiS approach Will likely Increase the compleXity of the slew control system but, In contrast with the other 
approaches above, need not elongate the minimum time required. 

A proper combination of these approaches can effectively reduce or restrain SADs to reasonably levels and, 
hence, render Single-axis slew maneuvers feasible. Nevertheless, the fourth approach can be more assuring than 
any other because It IS more active and direct in solving the deViation problem. 
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EXPERIMENTS IN STRUCTURAL DYNAMICS AND 
CONTROL USING A GRID 

R. C. Montgomery 
NASA Langley Research Center 

Hampton, VA 23665 

Introduction 

Future spacecraft are being conceived that are highly flexible and of 
extreme S1ze. The two features of flexibility and size pose new problems in 
control system design. Since large scale structures are not testable in ground 
based facilities, the decision on component placement must be made prior to 
full-scale tests on the spacecraft. Also, when the control system is placed 
into operat1on, it must be done with modelling knowledge less than that 
requ1red to obtain the best performance. Components must be physically 
distributed to sat1sfy maneuver load requirements and for performance 
mon1toring of large scale structures. Also, the current electronics technology 
supports "smart" control system components wherein the functional description 
of the component can be programmed by the control system designers. This is a 
new capability, not previously available, that can influence control system 
architecture and logic processing ability. Hence, the two questions put forth 
on the first sl1de arise and it is the goal of the research program at Langley 
to provide at least partial answers to the questions. 

How should physically distributed 
components play 
highly flexible 

together on a 
str·uctur·e? 

How 
be 

should 
used? 

II sma r t II com p 0 r. e n t s 

Their logic distributed? 
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Within the context of a control system that employs physically distributed 
"smart" sensors and actuators, control law research is also directed at solving 
problems of inadequate modelling knowledge prior to operation required to 
achieve peak performance. Another crucial problem addressed is accommodating 
failures in systems with smart components that are physically distributed on 
highly flexible structures. Parameter adaptive control is a method of promise 
that provides on-orbit tuning of the control system to improve performance by 
upgrading the mathematical model of the spacecraft during operation. Specific 
questions to be answered are: what limits does on-line parameter identification 
with realistic sensors and actuators place on the ultimate achievable perfor
mance of a system in the highly flexible environment? Also, how well must the 
mathematical model used in on-board analytic redundancy be known and what are 
the reasonable expectations for advanced redundancy management schemes in the 
highly flexible and distributed component environment? 
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To answer the questions put forth in the last two slides a theoretical/ 
experimental research activity is in progress. The experimental phase employs 
a two':"dimensional grid structure. The grid is a 7 ft x 10 ft planar structure, 
made by overlaying aluminum bars of rectangular cross section, suspended by 2 
footcables at two locations on the top horizontal bar. The bars are located 
on 1 foot centers resulting in 8 horizontal and 11 vertical bars. 
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To date, experiments have been conducted to define the dynamics of the 
gr1d. An air Jet was used to excite the grid at several frequenc1es impinging 
on it at p01nt 1, normal to the plane of the grid. For each frequency, the 
excitation was applied until a 1 inch amplitude was obtained. Then, the 
excitation was removed and records were made of the output of 9 noncontacting 
pos1tion sensors located at points 1 through 9. 
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The setup for recording and processing experiment data is shown on this 
slide. The free-decay response for 5 seconds was recorded in real t1me using 
the Control Data Corporation Cyber 175 system. A total of eight runs at 
different a1r jet excitation frequencies were made. The data for these runs is 
currently available on the Langley central computer system for interested 
researchers to use. The slide ind1cates the setup currently available to 
conduct control experiments on the grid. The Electronic Associates 
Incorporated Pacer/680 hybrid computer is used to generate current commands to 
torque wheel actuators to be described later in the presentation. Deflect10n 
sensors, rate gyros, and accelerometers are used to sense the motion of the 
gn.d. These sensors provide inputs to the CDC Cyber 175 system for advanced 
control law processing and to the EAI system for analog compensation, and 
optionally, processing control laws that have small computational requirements 
w1thout ty1ng up the CDC real-time system. 
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A hnite element analysis was made of the grid which resulted in the 
frequenc1es shown on the "analysis" row of the slide. For each data tape 
recorded as described previously, an FFT analysis has been made which produced 
significant output at the frequencies indicated in the associated "tape" rows 
of the slide. 
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In order to address the issues of distributed "smart" components, "smart" 
actuators have been designed and will be operated in the configuration shown in 
the slide. The actuators are designed to produce torque output by reacting 
against the inertia of a wheel. The torque is produced by motors mounted to 
the grid. Current is provided by current amplifiers which receive inputs 
either from the microprocessor shown or from the central processor. Each 
"smart" actuator has a dedicated microprocessor to effect local closed-loop 
control. The optical sensor provides the required feedback signal in the form 
of a square-wave whose frequency is proportional to the angular speed of the 
wheel. Currently, processor communication is hierarchical with the processors 
communicating with only the central processor. Plans call for the processors 
to communicate with each other in a control network as well as with the central 
processor. This would leave the central processor with the functions of 
overall system planning, scheduling, and monitoring. The central processor is 
a Charles River Data Systems processor with a UNOS operating system. Sensors 
to be used include rate gyros and accelerometers that are grid mounted and 
interfaced to the central system through analog-to-digital converters. These 
sensors will be used for performance monitoring and for feedback control. 
Position sensors are also included in the configuration, interfacing to the 
central processor, but will be used only for performance evaluation. 
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thiS photograph showS the wheel assemblY, Note the pattern on the wheels 
that is used by the optical sensor to generate the square-"a

ve 
input to the 

local "heel processor. The entire assembly weighs 2 lbs and produces 

20 oz-iu. of torque- .. 
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This photograph shows a side view of the wheel assembly. The optical 
sensor is contained in the threaded casing (lower left portion of the figure). 
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ThiS is a photograph of the local processor and its associated 
digital-to-analog converter. The processor is an Intel 8051 processor which 
communicates with the central processor at asynchronous rates of 19,200 BAUD. 
synchronous I/O rates of I megabit/sec are supported by the processors but are 

not currently used in the configuration. 
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This is a photograph of the power amplifier. Current levels of up to 5 
amps are possible with this unit in the operational amplifier current feedback 

configuration used here. 
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This presentation has been a report on the status of the grid experiment 
at the Langley Research Center. Also, a summary of experiments made to date 
has been presented. Currently, the central computer (CRDS) is operational in 
the system. Software to dr1ve the actuators in the network mode is scheduled 
for the summer of 1984. Experiments completed to date involve free-decay tests 
with data reduction by the Least Square Lattice filter method and by the 
Equivalent Realization Algorithm both of which are included in the proceedings 
of the 1984 American Control Conference. 
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THE EXPERIMENTAL COMPUTER CONTROL OF A 
TWO-DIMENSIONAL HYPERBOLIC SYSTEM 
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J. H. Lang and D. H. Staelin 
Massachusetts Institute of Technology 

Cambndge, MA 02139 

T. L. Johnson 
Bolt Beranek and Newman Incorporated 

Cambndge, MA 02238 

Abstract 

The experimental computer control of a two-dimensional hyperbolic 
system is described. The system conSIsts of a 5-foot gold-coated rubber 
mEmbrane mounted on a circular cylindrical drum. Seven electrodes 
reSIde on a comnand surface located behind the membrane inside the 
drum. These electrodes served as capacitive sensors and electrostatic 
force actuators of transverse membrane deflection. The membrane was 
modelled as flat, isotropic and uniformly tensioned. Transverse 
mEmbrane deflections were expanded in normal modes. Controllers 
regulating membrane deflection are deSIgned using aggregation and 
design procedures based upon sensor and actuator influence functions. 
The resulting control laws were implemented on a minicomputer in two 
sets of experiments. The first set studies modal pole placement and 
direct regulation of simulated modal noise. The second set investigates 
the indirect regulatIon of simulated noise in a residual mode via 
spillover at different synthesized spillover levels. The experimental 
study confirms the theoretically predicted behavior of the system, 
usefulness of the aggregation and design procedures, and the 
expectation that spillover can be made a beneficial source of damping 
in residual systems. 

I. Introduction 

Large, fleXIble antennas that utilize electrostatic forces for figure 
control are referred to as Electrostatically Figured Membrane Reflectors 
(EFMR) [1-3]. The advantages of EFMR lie in their simplicity, inexpensive and 
lmv-mass construction, and low surface-tolerance-to-aperture-diarneter ratio 
potentially achievable through the spatially gentle influence functions of 
their actuators. In their most favorable geometries, EFMR can exhibit 
RayleIgh-Taylor instabIlIties. These instabilities can be controlled, 
however, with only a modest number of control electrodes, yielding a precise, 
deep-dish reflector. The electrostatic actuators therefore serve both to 
stabilize the reflector when necessary, and to provide fine-scale figure 
control. 

Controller design for large EFMR space structures is not straight 
forward. On one hand, a control law of low order and complexity is desired 
due to limited computing resources. On the other hand, spillover coupling 
between the control system and degrees of freedom neglected in obtaIning the 
design model for the EFMR may lead to an unacceptable reduction in the 
stability margin of EFMR deflections. A controller design techmque that 
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aggregates a large EFMR model based upon the influence of the sensors and 
actuators was presented In [4] and [5]. Under certain conditions, this 
technique produces reduced-order controllers with collocated sensors and 
actuators which are stabilizing for the overall system. The present work 
adopts this technique to produce closed-loop controls for a two-dimensional 
hyperbolic model of an EFMR. The controllers are implemented on a Data 
General Nova-4 computer. 

Experimental control studies involving systems governed by hyperbolic 
partial differential equations have been reported in [6]-[8]. In [8], Lang 
and Staelin utilIZed linear-quadratic-Gaussian controllers applied through 
nine sensor and actuator pairs to successfully stabilize three open-loop 
unstable deflectIon modes of a noisy flexible membrane. The present 
experImental system has a sensor noise-to-signal ratio of 0.01 to 0.02, and 
can be open-loop unstable. However, here, it is assumed to be noise free, and 
is operated in the more manageable open-loop-stable regime in spite of the 
fact that the controller design technique can readily accomodate unstable 
systems. The main obJective of this work is to verify the anticipated effects 
of the controller on the system, including the introduction of dampIng into 
the spillover modes through nonzero spillover. The experiments also serve to 
explore the concept of EFMR, and to reveal some of the practical issues 
concerning computer-based feedback control of distributed systems. 

II. System Description 

The experImental distributed system is pictured in Figure 1. It consists 
of a flexible conducting membrane mounted initially without tension on a 
circular hoop which then slips over a cylindrical drum, thereby stretching 
the membrane over it. The axial hoop position can be set at eight different 
locations around its perimeter so as to adjust the membrane tension and 
profile. The membrane consists of two pieces of 13.9 m by 1.8 m gold-coated 
gum rubber membranes, glued together to achieve the required dimensions. The 
seam between the membrane halves is 0.6 em wide and is not observed to cause 
any anisotropic membrane dynamics. A command surface, constructed with seven 
electrodes on cardboard ribs with a figure approximating that of the 
suspended membrane, is placed inside the cylindrical drum. This comnand 
surface structure rests on top of an adJustable tripod stand so that a 
uniform membrane-corrmand surface separation is obtained. The membrane is 
oriented so that gravitation forces point normal to the membrane in the 
directIon of the command surface. 

The layout and dimensions of the comnand surface electrodes in polar 
coordinate are shown with dotted lines in Figure 2. The electrodes serve both 
as actuators and sensors for the system. As sensors, the electrodes 
capacitively sense the membrane deflections via a bridge circuit. As 
actuators, the electrodes are driven by high voltage amplifiers, 
independently addressable by the computer. The membrane is grounded, 
producing a transverse electrostatic force between the membrane and comnand 
surface which serves as the distributed control. Sensoring and actuation can 
operate simultaneously on any electrodes. 

A Data General Nova-4 computer served to support all experiments. At the 
start of each sampling period the seven capacitance measurements of membrane 
deflection, spatially averaged over the electrode areas, are recorded 
serially by the computer. These measurements drive the digital computations 
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of digital control voltage commands. The commands are then promptly issued 
serIally to registers where they are converted to analog sIgnals that drive 
the electrode amplifiers. Computation delays was ignored. The sampling period 
was 4.84 msec. 

III. System Dynamics 

The equIlIbrium membrane position arises under the combined influences 
of graVIty and a set of bais voltages on the electrodes. Actual bias 
voltages, denoted by Vb (i), i=A, •••• ,G, where the index corresponds to the 
labellmg of FIgure 2, are applied to the corrmand surface electrodes for 
several reasons. First, control voltages during experiments are superimposed 
on these bIases, allOWIng the implementation of negative control voltages. 
Second, the biases can adJust if necessary for any slight nonuniformi ty in 
the equilibrIum separation between the membrane and different electrodes. The 
static bias voltages are Vb{A)=l.S Kv, Vh {i)=4 Kv, i=B, •••• ,G. 

The membrane dynamics are determinea by modelling the membrane as flat, 
IsotropIC, and unIformly tensioned. The transverse membrane deflection about 
its equIlibrium, h(r,8 ,t), defined as positive towards the command surface, 
obeys 

8 ,t)=Tl~r ~(r, 8 ,t)+T~_ 
rar ar r2a82 

-a h(r,8 ,t)-sat her, 8 ,t)+v(r, 8,t) 
(1 ) 

h (R, 8 , t) =0 

Hhere S denotes the coefficient of viscous damping, T denotes the uniform 
radial and azimuthal tension, and R denotes the radius of the membrane which 
IS 0.762 m. The differentIal transverse electrostatic surface force density, 
vCr, 8,t), IS given by 

Eo[(vB(r, e )+u(r, 8 ,t»)2 (VB(r,8») 2] 
vCr, e ,t) = - _ 

2 H-h(r, e ,t) H 
(2) 

Here, u(r, e ,t) denotes the distributed control voltage and VB(r, 8) denotes 
the distrIbuted bias voltage, 

G 
VB (r, e)= L Vb(i)A1 (r, 8 ) 

i=A 
(3 ) 

where A· (r, e) denotes the influence function of the ith electrode. Equation 
(2) IS linearized with her, e,t)«H and u(r, 8 ,t)(<VB(r,e), and the result 
IS substituted into (1) to yield 

a 2 
J a a 1 a2 -a 

~t2 h (r, 8,t) =T -'\-r~(r, 8,t) +T~"""82 her, 8,t)-~ (r, 8,t)+V (r, 8,t) +U (r, 8,t) 
o ror or root (4) 

heR, 8,t)=0 

\-lith 
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V(r, e ,t) :: 

U (r, e, t) :: 

EO vB
2(r, 8) h (r, 8 , t) 

H3 

EO VB (r, 8 ) u(r,8 ,t) 

H2 

Modal decomposition [9] is readily carried out for (4) and yields 

where 

her, 8,t) = t 
m=1O 

1 

~ ~(t) 1)irnnq(r,8 ) 

R 2n 
~q(t) = fro fro her, 8,t) 1)i rnnq(r, 8 ) rdrd8 

(5) 

(6 ) 

(7 ) 

(8 ) 

1)i mnq(r, 8) = Aronq Jm(omnr / R) cos (qn/2-m8) (9) 

with AlOn= n [R J l (a0n)] -1, and A = n/2 [R J mtl (a )] -1 for m:tlO. Here, J m is 
the mth order Bessel function of~e first KIna gga umn is the nth zero of 
Jrn. The eIgenfunctIons 1)i ron (r,8) are orthonorrnallzed. For mf:1O, modes 
(rn,n,lO) and (m,n,l) have the s~e natural frequency, constituting degeneracy. 
The index q IS always zero for m=1O case since 1)ilOnl(r,8)=IO. 

The ve!ocIty a/ather, 8,t) and U(r, 8,t) are expressed with modal 
amplitudes ~~Q(t) and Umna(t), respectively. Substituting these expressions 
into (4) YI'e'fdS the fOllowing infinite set of finite dimensional modal 
dynamics 

- + U (t) 1 ] [~( t) ] [ 10 ] -t ~q(t) * ronq 

(110) 

where V, (r, 8) is approximated by a uniform bias vo. For mode (10,1,10) where 
electr~e A was most effective in providing the bias, Vo could be reasonably 
chosen as 2 Kv. Experimental measurements indicat~ that T > 7 Npt for this 
mode. Then, with a lOl =2.4104, it foll~wed thatEovo /(PH3)=44 sec- , a rurnber 
consIderably smaller than T/ p(alOl/R) which is greater than 2910 sec- • The 
same conclusion is reached witn greater strength for all other modes. 
Consequently, the term V(r,8,t) was dropped from (4). This means that the 
electrostatic bias does not affect appreciably the open loop membrane 
dynamics, in comparison to the bias of gravity, which is estimated to be 
equIvalent to an electrostatic bias of 11 Kv. To support this result, no 
shifts in modal frequencies were observed experimentally as the bias voltages 
varied from 10 Kv to 5 Kv. Consequently, the modal dynamics (110) for mode 
(rn,n,q) becane 

416 



q :::::] = [ _ ~ 0a~~ _;] G::::: ] + [i] Untt>j(t) (11) 

+ 
with 6=S/p. The open loop natural frequency, Pimq' are given by 

P~q = - 6/2 ± J ( f}'2)2- T/P(Ctmn/R)2' (12) 

The system is open loop stable. 

IV. The Actuators 

As shown in Figure 3, the actuators comprise a D/A converter, 
multiplexer, seven sets of sample and hold circuits, and amplifiers connected 
to each electrode. To issue a control command, the computer issues the 
address and the corresponding digital actuator command to the multiplexer and 
D/A converter, respectIvely. The actuator command ranges fram 13 to 41395, and 
yields a proportIonal analog signal between 13 and 5 v at the D/A converter 
output. This analog signal IS then directed, via the multiplexer, to the 
proper sample and hold circuit and then to the amplifier of the addressed 
electrode. The amplifiers have gains of 151313. The gain of each actuator is 
1 Kv to 546 umts of dIgital actuator command, designated here as an 
"actuator command unIt" (acu). The rise time for each amplifiers is 3 ms 
whereas the characteristic time of membrane deflections is well above 11313 ms. 
The actuator dynamics are ignored. Additionally, the actuator voltages, which 
are temporally constant over the 4.84 msec sampling period, are approximated 
as continuous function of time. 

Denote the seven independent digital actuator commands by u (t) through 
uG(t) , expressed In acu, where the subscript corresponds to the ~abelling of 
FIgure 2. The distributed actua£or voltage at time t are expressed, in units 
of Kv, as 

1 
u(r, e ,t) - --

546 

G 
L: ui (t) Ai (r,e ) 
i=A 

(13) 

Substitution of (3) and (13) into the equilivant of (8) for U(r,e ,t) of (6) 
yields 

1 EO ~-b 
U (t) = L..J' Vb(i) uI' (t) rmq 546 fiT i=A mnq 1 

(14) 

where for I=A, •••• ,G, 

-R i21T 
hrm i =J Al (r, e) 1fJ mnq (r,e) rdrde 

q 13 13 
(15) 

A· (r, e) IS taken as unity when the argument falls within the ith electrode, 
a6d is zero otherwIse. For simplicity, the actual integration assumes the 
electrodes to have the layout and dimensions shown by the solid lines in 
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Figure 2. This simplification does not generate any significant error. 

V. The sensor 

As shown in Figure 3, the sensors comprise seven bridge circuits, a 
mul tiplexer, a sIgnal processor, and an A/D converter. The bridges share a 
cormnon reference leg to simplify the circuitry and are driven by a 2S0-KHz 
sinusoIdal input. Their outputs are individually addressable through the 
multiplexer. The addressed output is rectified, integrated, and converted to 
digital form. Each electrode measurement is updated every 28 ~s. Measurement 
noise is reduced by averaging five consecutive measurements fran the same 
sensor. To ensure that all transients decay when switching to a new sensor, 
140 ~ s of data are ignored before recording the five measurements. 

The output Vi fran the ith sensor bridge circuit is given by 

( 1 (16) 

where OnI ' Cit Li' Cr , Lr , wo ' and Vo are as shown in Figure 3. Oni 
denotes the active capacitance contributed by the membrane, 

1 R121T E A. (r 8) o I ' 
On· = rdrd8 

I 0 0 H-h(r, 8,t) 
(17) 

Here, The same influence function Ai (r, 8) is used because the ith sensor and 
actuator share the same electrode. Rectification of Vi' integration, and A/D 
conversion yield a digital signal Yi proportional to tne amplitude of Vi' 

The units of Y i are termed sensor measurement unit 
processIng gain, Gp , has units of smu/volt. Equation (17) 
(18~, and t~e- result is linearized for 
2wo LIOni«(l- Wo LiCi ) to yield 

(18) 

(smu). The signal 
is substituted into 
h(r,8,t)<<H and 

2 R 21T 

Yi = y0 i + 2Eo~Vo 2 Wo L\ l' r Ai (r, 8 ) h(r,8 ,t) rdrd8 
H (1- Wo LICi ) 0J0 

(19) 

\vhere i'i is the sensor measurement at h (r, 8, t) =0, and is determined 
experimentally. The ith sensor measurement is now defined as the differential 
measurement Yi = Yi - y0i • Substitution of (7) into (19) then YIelds 

00 

(20) 
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(15).3 GI is dirrensionless and is the ith sensor gain. Y S has units of 
smu/m • 

VI. Model Verification and Pararreter Identification 

Measurements of sIngle-mode step response are the primary means for 
model verifIcation and parameter indentification. Using the flexibility 
afforded by seven independent actuators, step responses of seven lower order 
modes are excited singly. In order of increasing frequency, these seven modes 
are: (0,1,0), (1,1,0), (1,1,1), (2,1,0), (2,1,1), (0,2,0), and (3,1,0). For 
convenience, they are referred to as modes 1 through 7. respectively. 
SimIlarly, the corresponding bmn i are denoted by bk ' k=1, •• ,7. From (11), 
(14), and (20), the system model9bontaining these seveh modes is given by 

hl 0 1 hl 0 

d ~7 0 1 h 0.3048 EO B 0 
dt hl 2 -s f? + 546 H2 Vb(A~ uA -Wl 1 

h7 -w~ -s 11 7 Vb(G) ~ 
(21) 

y(e) =[:} [GA. 1 [~ll Y • BT . S . . . . 
GG h7 

where ys=0.3048 YS' wi 2=T/ P (ex /R)2 denotes the squared _modal frequency 
for mode 1, and B denotes the 7~ matrix with entries b .. =b. /0.3048 where 
1=1, •••• ,7, and J=A, •••• ,G. The entries of B are given in 1he ~ble below. 

J A B c o E F G 
i 
1 1.1333 0.2697 0.2697 0.2697 0.2697 0.2697 0.2697 
2 0.0000 0.4237 0.0000 -0.4237 -0.4237 0.0000 0.4237 
3 0.0000 0.2446 0.4892 0.2446 -0.2446 -0.4892 -0.2446 
4 0.0000 0.2465 -0.4930 0.2465 0.2465 -0.4930 0.2465 
5 0.0000 0.4270 0.0000 -0.4270 0.4270 0.0000 -0.4270 
6 1.0270 -0.3189 -0.3189 -0.3189 -0.3189 -0.3189 -0.3189 
7 0.0000 0.4267 -0.4267 0.4267 -0.4267 0.4267 -0.4267 

The relatIve magnitudes of GA, •••• , GG are determined experimentally. A 
uniform voltage step on the electrodes displaces the membrane with axial 
syrrmetry. The incremental steady state sensor measurements for electrode 
B, •••• ,G therefore enable determination of the relative magnitudes of their 
gains. The displacement over electrode A is not necessarily the same. 
However, GA is determined tentatively in just the same way. Rpeated 
recalculation of the relative gains found them to be temporally stable and 
Insensitive to slight changes in step amplitudes. 

The gains are normalized by assigning Gb to have a value of 1. The ratio 
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between the actual and assigned value of GG was absorbed into the unknown 
parameter Ys • Utilizing not the original input u(e)=[uA •••• uG]T and 
measurement y(e)=[yA •••• yG]T, but instead the new input 

[ 
Ull [Vb (A) 1 . vb1G) 

u (ml = u~ = B 1 . .. 1 u (el 

and measurement 

y(ml =[} (BTl_1[G
A 

•••• Jy(el 

the system model becanes 

hI 0 1 h1 0 

d l:7 0 1 ~7 + YA 
0 

dt = -WI h1 - S h1 U1 

li7 -w~ - B n 7 u7 

y(m) = Ys[~l 
where "fA =0.3048 E:oVb (G)/(546H2 p), and Vb(B)= •••• =Vb(G). 
m/acu/sec 2 • The mbdel (24), or equivalently (21), is 
experimentally by letting 

i 

(m) _ [ --- ] T () u - 0 ••• 0 1 0 ••• 0 v t 

(22) 

(23) 

(24) 

has unit 
verified 

\-lith v(t) a nO~fuero input voltage, and observing that only the ith 
measuremEt~ of y m ts nonzero, indicating the excitation of only the ith 
mode. u m and y(m are termed the modal co~trol inpyt and sensor 
measurement, respectively. They constrast with u e) and y e), which are 
identified directly with the electrodes. The symbols used in the figures to 
denote YA' ••• 'YG' y1' •••• 'y7' and uA' •••• ,uG are as given in the table below. 
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y(e) 
YA YB Yc YD YE YF YG 

y(m) 
YI Y2 Y3 Y4 Y5 Y6 Y7 

u (e) uA uB Uc uD uE uF uG 

Symbol ra (j) .Q + )C, ~ ~ 

Figure 4 shows the step input u (e) and the step responses of y(e) and 
y(m) for mode 2. The excitation of mode 2 was clearly demonstrated by y(eJ : 

one side of the membrane, characterized by YB and YG' have the same response, 
but OPPosIte to the other side, characterized by Yo and YE. The nodal line 
includes YC' YE' and YA. The deflection amplituaes for both sides are 
approximately the same, a faGt obscured in the figure due to the different 
sensor gaIns. In addition, y lm) indicates that mode 2 is almost exclusively 
excited, and that Yl' Y3' •••• ' Y7 are more or less inactive. Similar 
observatIons of mode 3, 4, 5, and 7 indicated that (24), hence (21), yields 
reasonable descriptions for them. 

The same IS not true for mode I and mode 6 which are not exci ted 
according to (24). To test whether the ad hoc determination of G was 
responsible, modal experiments utilizing various values for ~ and dif~erent 
electrostatic bias voltages Vb(i) are executed. All fail to excite and sense 
mode I and 6 exclusively. A more elaborate model is required to characterize 
these two modes accurately. 

Table I tabulates for the seven modes the characteristic patterns of 
nodal lines, the measured frequencies, W~/27T, ~e product YAYs, the 
expenmental membrane tension Te' Te = wi

2 lR/amn) , and the theoretical 
frequencies at T=4. 57 N;m. Approximated yalues were shown for mode 1 and 
mode 6. S was determined to be 7. 4±1 sec - • The parameters were observed to 
drift slowly as the membrane aged and were updated before each set of 
experiments to ensure an accurate model. 

VII. Control System Design 

An aggregation and control system design technique based upon sensor and 
actuator influence functions is presented in [4] and [5]. The technique 
designs a controller which can stabilize an aggregated design model, while 
sImultaneously satisfying control system constraints that guarantee the 
non-destabilIzation of the residual plant. Consider the following 
second-order matrix system with collocated sensor and actuator and 
displacement measurement, 

2 • 
n = - r2 n - Sn + De n + B u 

Y = II CB BT n 
(25) 

Hhere n is an n n-vector of modal amplitudes, u is a ~ -vector of control 
input, y is an ~-vector of modal deflections, l\T=~' II CB is a invertible 
n xn matrix, S is the uniform modal damping coefficient, and 
H2~iag[ w12 •••• wn

2 ], Wi2~0, i=l, ••• ,nn, are the squared modal 
frequencies. De repr~sents any destabilization forces in the system, and, for 
convenience, is assumed to take the form De= d I. The aggregation technique 
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partitions B and constructs the transformation matrix u according to 

B = [::] and 

where Ba iSla naxna matrix, Br is a nrxna matrix, with na=l'\] and nr=nn -n<;\, 
and S=BrBa- is the spillover matrix. Defining 21 =[ 2la 2l rl

T=un, (25) IS 
transformed into 

(26) 

y= [ TIcs ° J[~] 
where n. IS a n xl vector, n is a nrxl vector, and ~2=u~2u-l is partitioned 
approp~ately. ~e aggregatEifdesign model is 

..Da = - ~ Ila - S D.a + d lla + BTB u 

y = IICB D..a 
2 • • 

Let .<:!.a
1 

and !k respectIvely denote the eIgenvalues 
matrix of nk sc~led so that illk=R ~ and 
J~=diag [ ~~i' •••• , ~~ ]. A controller 6f 'TIte rorm 

n 
z = F z + G y 

u=Hz+Ky 

(27) 

and right
l 

eigenvector 
R T(BTB)- R =1 with 
~ ~, 

(28) 

can then be constructed with dimension nz=na=~ and parameters 

F = - [fl.. ] f.>0 and real, 
. ' 1 
fnz 

(29) 

H = (g" T) -1 [9
1 

". 9

n

J . K = - (g" T)-1 [k
1 
.. '1),J g" -1 TICS-1 

uhere, for i=l, ... , nz, f.=f. 6. 1/ 2 , 9'=9' 6. 3/ 4 , 6 ·=ld-W~.-k·l, and k· is 
chosen so that (d- ~~Ckil <~. The form

10? (2B) and (29) stabhiie the rerl-uced 
order deSIgned model (27) , and at the same time guarantee the 
non-destabilizing of the residual plant. According to [4] and [5], they 
constitute a stabilizing controller for the overall plant. 

VIII. Single-mode Experiments 

The fIrst experiments involve only mode 2. The modal inputs for all 
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other modes were zero. The truncated model is 

(30) 

The individual values of Y A and Y S are irrelevant to the experimental 
outcome and can be assigned any values so long as their product ag\~s with 
that expenmentall y determined. This paper sets Y A = Y S= ( YAY s) • The 
aggregation technique described in the previous section yield mode 2 as the 

II 2 2 sole aggregated state. The parameters are d=0, B= YA, CB= Y S/ YA, ~ = w2 , 

and ~= Y • The subscript i of w1" is dropped since nz=l. There
a 

is no 
residual ~ate. The control,..1e\ J1aramesers,/ (29), are F=-f, G=g/ Y S' H=g/Y A' 
and K=-k/YAYS' where f=f IJ. rL

, g=gIJ. 3/4, and IJ. =I-w~ -kl. With the 
controller fonned as 

z = - f z +(91 YS )Y2 + Uz 

u2 = ~/ YA)z -~/YAYS)Y2 + u2 

the canposi te system becanes 

g 

o 

- w~-k 

Hhere probes Uz and u2 have been added. Denote the 
eigenvectors of the complex conjugate mode pair in (32) by 
andm*, respectively, where p=- o+lw , e"=J-l; and , 

or 

<0/1 = ll/2 [ g/ (P+f) 

A modal step response for (30) is induced by setting 

Uz = - {g YA/ [ (f - 0 ) 2+ w2 ]}v (t) 

u2 = vet) 

(31) 

(32) 

eigenvalues and 
P and p*, and .en 

(33) 

(34 ) 

where vet) is a step input issued at t=0. The first part of this set of 
experiments therefore involves calculating P and fYl fran (32), issuing the 
modal step (34) through Uz and u2' and analyszing the step response to obtain 
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experimental values for for dIfferent values of controller gains. The open 
loop modal ~rarneters w2/2 TI, S, and Y Y S are d~termined to ~ 
3.87±0.4 sec-, 13.86±1.5 sec-I, and ~.l±0.3)x10 srnu/m2/acu/sec, 
respectively. 

Figure 5 shows the comparison between the experimental and theoretical 
root locus for P. Theory predicts an increase in damping with minimal change 
in frequency as 9 is increased, and an increase in frequency with a slight 
increase in damping as k is increased. The experimental results confirm these 
theoretIcal prediction to within an uncertainty of 15%. Modes 1, 3, 4, 5, 6, 
and 7 were virtually non-excited. 

The second part of the single-mode experIments studied noise regulation. 
~z is set to zero and u2 is used to issue random commands to the actuators, 
sImulating the existence of noise disturbances. For the jth sampling period, 
J L~t«j+l)L , u2=w·, where W is a set of normally distributed random 
varIables with zero ~~an and stJndard deviation N. Natural frequencies of the 
partIcipatIng closed loop system (32) are less than 10 Hz during the 
experiments. The implemented noise was therefore modelled as whIte, although 
its hIgh frequency components were fIltered out above the actuator bandwidth 
of approximately 60 Hz. 

The steady state covanance matrix of [z h2 h21T, denoted by P, obeys 
the folloWIng Lyapunov equation 

where 

A P + P AT = _ T Y 2 N2 [ ~ 
A 0 

[

-f 

A = ~ 
9 
o 

- w~-k 

o 
o 
o 

(35) 

Equation (35) is solved analytically. O2, the square root of the variance of 
modal observation Y2= YSh2' is given as 

02 is well defined only for (W~+k-g2/f»0, which is the condition imposed 
on the controller to yield a stable A. The experimental counterpart of 02' 
o~, is taken as the standard deviation of Y2 over a time interval of 1.0648 

sec, recorded after the noise-driven closed loop system runs for 4.84 sec, a 
time sufficiently long to reach steady state. Changes in this delay result in 
less than a 15% variation for o~, which is taken as the experimental error. 
Repeated determination using the same waiting time ihows only minor cpanges 
in o~. For these experipents, w~/2TI=3. 76±0.4 sec- , S =9.2±1.2 sec- , and 
YA Ys =(S.3±0.5)Xl05 srnu/m /acu/sec2

• N is 0.366 acu m. tv 

Figure 6 compares 02 and o~ for f=0.9, and k=0, 530, and 1060, where 9 
increases fram 0.0 to 0.6 or 0.8. Typical experimental and theoretical errors 

424 



are shown. The error in 02 originates from the errors in identifying ~/27T , 
S, and YA Ys. 02 and 0i agreed to wIthin the uncertaIntIes. Again, other 

modes are observed to be vIrtually non-excited. 
The single-mode experIments demonstrate the ability to change the 

membrane dynamics through feedback control and verify the anticipated effect 
of the controller on the aggregated system. Further, they demonstrate the 
flexIbility of control afforded by those control systems design within the 
constramts of [4-5] which are used to guarantee the stability of the 
reSIdual system. 

IX. Two-Mode Experiments 

This set of experiments investigates the noise regulation of a 
closed-loop controlled system as a function of spillover. Keeping only mode 2 
and mode 5, the system in second order form is 

(36) 

spillover is introduced by synthesizing the input and observation of mode 5 
as 

and 

Y = Y2 + s Ys = y S [ 1 s 1 [::] 

WIth (37), (36) becomes 

S ] 
[ hh2s] Y = Ys [ 1 

(37) 

(38) 

Setting Us =0, (38) is in the form describing a system with one collocated 
sensor-actuator paIr, and with mode 5 acting as the spillover mode to mode 2. 
The parameter s is the spillover coefficient. Figure 7 shows for s=0.0, 0.2 
and 0.5 the step responses when probing the synthesized system with a step 
input of u2. An increased excitation of mode 5 relative to mode 2 is observed 
as s is increased. Other modes are virtually non-excited. This demonstrates 
that synthesized spillover from mode 2 to mode 5 is achieved as predicted by 
(38) • 

with d=0, B= YA [1 S]T, and IICB=Y sly A' the aggregation and control 
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system design technique yield ~= ( wl+s2 w5
2)/(l+s2), Ba= (l+s2) 1/2 , and a 

controller of the form, 

z = - f z +{g/[ Ys(l+s2)1/2]}y 
(39) 

u2 = {g/[ YA(l+s2)1/2]}Z -{k/[ YAYs (l+s2)]}y 

where f=f 6 1/ 2, 9=96 3/ 4, and 6 =1- w2-kl. 
The controller (39) 1.S impleme~ for (38) with \15 actually used to 

simulate a modal noise drive of mode 5, that is, us=W; for j T~t«j+ 1) T • 
Again, treating the noise as white, the root mean variances of Y2 and yS' 
designated by a2 and as' are calculated fran the corresponding Lyapunov 
equation. Similar1.y, the counterparts of a 2 and a S' a~ and a~, are taken 
as the standard deviations of Y2 and yS over a time interval of 1.0648 sec, 
recorded after a waiting period of 7126 sec. The par~eters W2/27T, 1 WS/27T, 
S, and Y S Y A are 3.77:0.2 sec-, 4.66:0.1 sec-, 9.6:T sec-, and 
(6.~%0.4)x105 smu/m2/acu/sec2, respectively. N is 0.SS acu m. 

",Figures 8 and 9 ccmJ?Clre a S with a; , .?nd a2 with a~, respectively, 
for f=0.9, k=1200, and dlfferent values of g and s. They reveal the gradual 
regulation of modal noise in mode S and enhancement of modal noise in mode 2 
as s takes on larger values and induces more coupling between the two modes. 
Typical experimental and theoretical uncertainties are estimated as 
described before in section VIII. The reasons for the apparently larger 
discrepancy between a 2 and a~ include unmodelled noise sources in the 
system and additional spillover coupling between modes 2 and S due to 
madequate modelling. These effects are dominated by the larger as in 
Figure 8. 

The present set of experiments are important for several reasons. First, 
these experiments confirm the anticipated effect of the controller in 
actually damping and stabilizing the residual system through nonzero 
spillover. Thus, spillover need not always be minimized. Second, these 
experiments confirm the usefulness of the aggregation and controller designed 
techniques developed in [4-S] • In particular, the guaranteed 
non-destabilization of the residual system through adherence to controller 
design constraints is apparent in these experiments. 

x. Conclusion 

The experimental computer control of a two-dimensional hyperbolic system 
are reported. The system consists of a five-foot diameter gold-coated rubber 
membrane stretched over a circular cylindrical drum with seven electrodes 
acting both as capacitive sensors and electrostatic force actuators. The 
electrodes reside on a command surface located behind the membrane inside the 
drum. The experiment simulates a electrostatically figured membrane reflector 
(EFMR). The membrane is modelled as flat, isotropic, and uniformly tensioned. 

Closed-loop controllers, obtained according to the aggregation and control 
system design technique based upon sensor and actuator influence functions 
[4-5], are implemented via a Data General NOVA-4 computer. These techniques 
are designed to guarantee the stability of both the aggregated and residual 
systems during closed-loop control by controllers based only on the 
aggregated system. 

Two set of experlments are described. The first involves only one mode 
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and studies the modal pole placement and noise regulatlOn at different 
controller gains. It demonstrates the abIlity to change the membrane dynamics 
through feedback control and verifies the anticipated effect of the 
controller on the aggregated system. The flexibility of control afforded by 
controllers designed to guarantee stability of the residual system through 
control system constraints [4-5] is also demonstrated. The second set of 
experiments involves two modes. The input and observatlOn of one mode are 
synthesIzed so that it acts as a spillover mode to the other. The regUlation 
of noise in the spillover mode as a function of synthesized spillover is 
investigated. This set of experiments confirms the expectation that spillover 
can be made a beneficial source of damping in residual systems and so 
spillover need not always be minimized. It also demonstrates the usefulness 
of the aggregation and control system design techniques developed in [4-5]. 
Overall speaking, both set of experiments confirm the theoretical predictions 
to within reasonable experimental uncertainty. Finally, these experiments add 
credIbIlity to the EFMR concept and help demonstrate the computer-based 
control technology required by the concept. 
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wi 

Y A \ x 10
5 Experimental Theoretical wi 

2'11 Te 2'11 
number -1 

( smu/m2/acu/sec2) ( N/m ) with T-4 57 N/m (sec ) 
(sec-I) 

1 G 3 02 :I: a 6 8 67 ± 0.4 2 19 

2 8 3 84 :I: a 4 2 72 :I: a 26 5 52 :I: 1 2 3 49 

3. CD 372:1;04 2.50 ± 0 24 5 18 :I: 1 2 3 49 

4 0' 4 61 ± a 4 3 60 ± 0 5 4.43 ± a 8 4 68 

5. EB 4 60 ± 0 4 3 60 ± a 5 4 41 ± a 8 4 68 

6 @~ 4 39 ± 0 2 3 84 ± a 4 5 03 

7 (190' 5 17 ± a 15 3 ± a 4 3 61 ± a 3 5 81 

Table 1: Results from model verification and parameters 
identification experiments. 
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ABSTRACT 

On the bas1s of study results cr1t1cal control problems have been ident1fied 
to be invest1gated in more detail 1n a laboratory experiment 1). The 
test-setup requirements are defined accord1ng to a concept permitting ideal 
cond1t1ons and the 1mplementation of realistic performance constraints as 
well. The test element 1S a wire suspended plate being controlled by an array 
processor V18 high performance sensors and actuators. F1rst results of com
ponent tests 1ndicate the feas1bility of this concept. 

1. INTRODUCTION 

Large flexible spacecraft requ1re advanced attitude control systems as the 
assoc1ated broad-band v1brat1on spectrum interferes with the required con
trol bandwidth, wh1ch may cause severe stab1l1ty problems. Moreover, these 
may not be detected during des1gn, as on pr1nc1ple, only an approx1mative 
plant description can be used for that purpose. A laboratory exper1mental 
test is an appropr1ate procedure to study the critical des1gn problems more 
realistically and to enhance confidence in the controller design methods. 

2. BASELINE OF CONTROLLER DESIGN 

The object1ve of an attitude control system for large flex1ble spacecraft is 
in most applicat10ns the l1ne-of-sight control of an antenna or an 
instrument. The associated h1gh pointing accuracy requirements demand the 
1nclus10n of act1ve structural v1bration damping 1nto the overall control 

1) This work has been done under ESA contract 5310 
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concept. These vibrations are characterized by a large number of space 
dependent mode shapes to be effectively controlled using various sensors and 
actuators distributed over the structure. 

This complex control task 1S favorably solved by a well known dual- des1gn 
approach consisting of a narrow band h1gh-authority controller (HAC), prima
rily dedicated to attitude control, comb1ned w1th a w1de-band low-authority 
controller (LAC), increasing the structural damp1ng [1]. Design1ng the LAC as 
a support for the bas1c HAC configuration, the requ1red control accuracy can 
be ach1eved 1n addit10n to a high degree of robustness and stabil1ty of the 
overall system. 

Based on this concept, extens1ve numerical studies have been performed [2] 
prov1d1ng velocity feedback for LAC and a standard R1ccati desin with observ
er for HAC. Simple generic models have been invest1gated, e.g. a flexible 
beam, the flexible plate model developed at the Purdue university [3] and a 
more complex model cons1sting of three coupled plates with different material 
and geometric parameters, referred to as the d1str1buted flex1bil1ty model. 
The goal of these stud1es has been to f1nd out critical design problems and 
to define a strategy suitable for further 1nvestigat1ons by means of a labo
ratory experiment. 

3. CRITICAL DESIGN PROBLEMS 

The key problem of flex1ble structure control 1S the requirement of controll-
1ng an 1nf1nite order dynam1c system by a f1nite order control system. The 
solut1on of this problem by uS1ng a reduced order model for des1gn purposes 
may lead to a reduction of the structural damping w1th respect to the reS1-
dual modes, 1n general referred to as sp11lover The probab111ty of th1s phe
nomenon to occur depends pr1marily on the dynamics of the structure to be 
controlled. Cr1t1cal 1n th1s respect are densely packed modes, which is typ-
1cal for large space structures of more than one d1mension. In this respect 
the flexible beam has been found not to represent a relevant example. W1th 
the other two models, the appearance of densely packed modes depends largely 
on the geometr1c dimens10ns involved. 

A first dec1sive step in the overall control system des1gn 1S the posit10n1ng 
of sensors and actuators wh1ch essentially determ1nes the controller per
formance to be ach1eved. The actual sensor/actuator configuration provides 
not only a balanced sens1t1v1ty w1th respect to the controlled modes but 
moreover 1S often used to der1ve criteria which of the res1dual modes should 
be reta1ned in the approx1mat1ve plant representation of reduced order. In 
general two different methods are poss1ble to determ1ne appropriate 
sensor/actuator locations on flex1ble structures. In a first approach the 
pos1t1on1ng task leads to an 1nvest1gation of some d1rect measures of per
formance. W1th a g1ven controller structure 1t can be considered to be part 

434 



of the controller des~gn procedure (~ntegrated design). A second approach 
uses ind~rect performance measures provided by an analysis of observability 
and controllability. 

Many of the position~ng concepts using direct methods which are available 
from l~terature are closely related to the problem of state estimation and 
reconstruction. By investigat~on of an overall controller performance index 
the sensor/actuator pos~t~on~ng task can be formulated as a parameter opti
mizat~on problem. Since the choice of the parameters must be such that no 
constra~nts on the possible locations are violated it can advantageously be 
solved by a constraint numerical optimization using nonlinear programming 
technique. In [4] this method has successfully been applied to an analytical 
beam model using the energy extracted from the system by the controller as an 
overall quadrat~c performance index. However, with more complex structures, 
wh~ch ~n general are approx~mated by f1n1te element models, the numerical 
effort ~s considerably increased and hardly tolerable for practical design 
purposes Here a second method us~ng indirect performance measures ~s superi
or. 

Ind1rect measures of performance are concerned with assigning physically 
mean~ngful scalar measures of the quality of observability and controllabil
~ty and permit an assessment of the performance of the h~gh-order system when 
control is based upon a low order model [5]. Moreover they can advantageous
ly be used in a dom~nance analysis of the system to ident~fy the relevant 
modes and states which are determined by the actual sensor/actuator config
urat~on. Us~ng these scalar measures, an iterat~ve procedure permits the 
definition of appropriate locations of sensors and actuators which retain the 
modes to be controlled in the reduced order model with sufficient 
sens~tivity. F~nal goal of this procedure ~s to find a trade-off solution of 
the numbers of sensors and actuators to be mounted, to determine their 
arrangement accord~ng to the gridpoints available from the fin1te element 
analys~s and to associate them to HAC and LAC, which in general require a 
d~fferent k~nd of ~nformat~on. 

Directly related to the pos~tioning problem is the feedback structure of the 
damping control (LAC). The integrated des~gn stud1es [4] Y1eld opt1mal 
results only w~th respect to the des1gn model performance ,e.g. minimum gain, 
with d~slocated sensors and actuators. Similarly, w~th predetermined posi
tions, global feedback, i.e. permitting dislocated feedback branches, 
requires lower gains than a local (colocated) feedback structure. However, 
the res1dual modes may be poorly damped and sometimes even spillover occurs. 
But this can be overcome by a prescribed absolute damping constra~nt corre
spond1ng to one exponential decay t~me constant for all oscillat10n 
components. For a sufficiently large des~gn model, the damping augmentation 
requ~red from the controller approaches zero with ~ncreasing modal 
frequency. According to the numerical results available, this condition is 
expected to reduce the probab~1ity of spillover at the same t~me. 

The key control problem, however, is the adequate selection of bandwidth, 
e.g. the roll-off frequency. Attitude control requ1res a small bandwidth Just 
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including two or three low-frequency modes. Wl.th densely packed modes, l.t is 
not easy to find an appropriate location of the roll-off frequency, which 
should not be close to any vl.bratl.on frequency. This may cause stabl.lity 
problems hardly to be compensated for by the superl.mposed low-authority con
trol. 

The problems identified so far are associated to an idealized system neglect
ing all hardware restrictions, e.g. assuming infinitely broadband sensors 
and actuators and an infinitely fast computatl.on speed. Hardware bandwidth 
liml.tations are affecting primarily the hl.gh-frequency LAC performance, 
requiring a roll-off frequency to be considered in the design model l.ncludl.ng 
the phase shl.ft due to computer sampll.ng time. Note, that these parameters 
cannot simply be neglected, once they are associated to sufficl.ently hl.gh 
structural vibratl.on frequencies hardly to be detected by open loop measure
ments. Prell.ml.nary hardware experl.ments l.ndicate, that an l.nstability 
generated by these constraints may even reveal structural vibration frequen
cies of more than 100 Hz not to be identified by an ordl.nary modal survey 
test. Addl.ng the impact of ampll.fier saturation ,sensor nOl.se and l.nherent 
nonll.nearl.ties, a reduced performance as compared to the l.deal design will 
have to be taken l.nto account. 

4. DEFINITION OF TEST SETUP 

Accordl.ng to the problems outlined so far, a two-staged test procedure l.S 
envl.saged, referred to as l.deal and realistl.c approach. The test reqUl.re
ments are basically defl.ned by the ideal approach, serving for a better 
understandl.ng of the physical implications l.nvolved. The reall.stl.c approach, 
whl.ch will be verl.fl.ed by l.mplementing software constraints in the real-time 
processor in addl.tion to external filtering and noise stimulation is intended 
to demonstrate the appll.catl.on constraints and to support assessments con
cerning the reall.zatl.on effort to be expected for future large space 
structures. 

4.1 Structural Element 

The laboratory test to be performed under ideal conditions requl.res a simple 
setup to minl.ml.ze environmental impact, which can hardly be modelled and may 
produce non-relevant results with respect to the testing goals. The reqUl.re
ments, however, defined above, demand a trade-off solution. The selected test 
element is a rectangular homogeneous thin plate suspended vertl.cally by two 
ll.ght, parallel cables (Fl.g.1). This permits almost free structural 
vibratl.ons comparable to what should be expected under spatl.al condl.tions. 
The densl.ty of the modal frequency spectrum can be influenced by respectl.ve 
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d1mens1oning of the lengths of the edges a and b resp. and by the plate thick
ness. 

//t'//I'// 

wire length 

1=32m 

05m -

1 
2.5m 

j 
--15m--

F1gure 1. Vert1cally suspended plate. 

Gravity has a severe influence on the dynamics being equivalent to an addi
t10nal st1ffness parameter increas1ng the modal frequencies. This appl1es 
also for the quas1-r1gid body e1genfrequenc1es compr1sing two bending fre
quenc1es and one torsl0nal frequency. The torsional mode 1S utillzed as main 
att1tude control degree of freedom. The rigid body modes, which would have 
zero e1genfrequenc1es with zero g, should exhlbit a frequency well below the 
structural frequencies to obtain relevant slmulation parameters. This turns 
out to be dlff1cult for all rlgld body modes, but for the tors10nal mot1on, 
th1S w111 be sat1sf1ed 
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The first 15 e1genfrequencies are shown in table 1, where the results of an 
approx1mative analyt1cal approach for structural design purposes based on 
classical th1n plate theory, is compared to FEM results. The first three 
modes are r1g1d body modes, the first one being associated to the torsional 
mode. The elast1c deformat10n modes are densely packed, especially the modes 
number 4 and 5, number 6 through 9 and number 14 and 15. 

Mode number Frequency 
Analyt1cal model FEM 

1 0.16 0.15 
2 0.23 0.23 
3 0.92 0.75 
4 1.46 1.46 
5 1.98 1.96 
6 3.27 3.18 
7 3.57 3.56 
8 4.07 4.18 
9 4.62 4.58 

10 5.73 5.64 
11 6.66 6.84 
12 7.61 7.63 
13 9.06 9.12 
14 9.74 10.04 
15 9.95 10.19 

Table 1. Results of modal analys1s 

4.2 Sensors and actuators 

For space application of flexible structure control, inertially referenced 
dev1ces are requ1red for measurement and feedback actuat10n. These are ma1nly 
accelerometers and/or gyros for measurement, proof mass actuators and con
trol moment gyros for force or torque feedback resp. For the defined testing 
goals, e.g the 1deal approach, regard1ng the effect of grav1ty and the accu
racy requ1rements, none of these instruments is considered to be adequate. 
Moreover, their weight be1ng attached to the structure is prohibit1ve, con
s1dering the change of positions required for different tests and the impact 
on the dynam1cs, of the test element, which would have to be re-evaluated for 
each configuration. Therefore non-contacting devices with light masses to be 
attached to the test element and providing ground references have been pre
ferred. 

According to the experiences from previous LFS experiments [6] the main real-
1zation problem is considered to be the ideal actuator performance, especial-

438 



ly the ~ndependance of the actuator force from the relative motion of the 
flex~ble test element. For this purpose, a special electromagnetic system 
has been developed with permanent magnet bars being free to move back and 
forth in the center of ground fixed actuator coils. These coils have a spe
cial winding profile y~eld~ng a nearly constant magnetic driving field within 
the d~splacement range. Then the basic force component, being proportional to 
the product of coil magnetic field and permanent magnet field at the front 
end of the bar is also about constant. However, the magnet has a considerable 
stray field, as no closed ~ron field path is provided. The total magnetic 
force be~ng reduced by the stray field losses, can be optimized at best to be 
about l~nearly dependent from displacement in the operation area. Hence two 
adjacent coil and magnet systems are necessary to provide for a definite com
pensat~on ~n order to meet the design requirements (see Fig.2). 

STRUCTURAL ELEMENT 

PER'., . BAR MAGNET 

ELECTRIC. CONNECTION 

Figure 2. Electrodynamic force actuat~ng system. 

F~g.3 shows the theoretical curves of force vs. displacement 6x. The basic 
force component in the coil center (6x=O) is taken as a reference for the 
percentage force deviation 6F. 
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Figure 3. Magnet1c force vs. d1splacement. Numerical results,single coil. 

The coils are driven by current amplifiers with a bandw1dth of about 150 Hz. 
Thus there is virtually no damping effect due to the relat1ve motion of the 
magnets, s~nce eddy currents are prevented by the high output 1mpedance of 
the dr1ver ampl1fier. 

There are no non-11near coupl1ng problems assoc1ated to the sensing systems, 
since they are based on the opt1cal pr1nc1ple. Two k1nds of sensors are used. 
The reference point for attitude control being located 1n the center of the 
plate, is mon1tored by a two-aX1S autocollimator system. The v1brat10n sens
~ng system is realized by electro-optical displacement transducers utilizing 
the diffuse reflect~on of a light beam for measurement. Thus the motion of 
any po~nt of the target can be determined. Co located measurement, which is 
desired here, ~s performed by using the top end of the magnet as a reflect~on 
target. The resolution ~s in the order of 0.1 percent full scale referred to 
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a deflection range of ±10 mm. Fig. 4 shows the measurement principle for 
colocation. 

STRUCTURAL ELEMENT 

PERM BAR MAGNET 

COIL WINDING 

DISPLACEMENT SENSOR 

Flgure 4. Principle of displacement measurement. 

4.3 Real Time Processor 

The data processlng system finally consists of an array processor FPS 100 
with a fast A/D and D/A converter system DSK 36000, hosted by a PDP 11/60. The 
software permlts real time data processing and computation of the control law 
w1thout the host computer being used in the loop. This mode permits very low 
sampllng times in the order of ms. 

Part of computation time is required for input-output and data formatting , 
another one for the computation of the control laws. In addition, as the con
troller needs displacement and velocity information, the measurements from 
the displacement transducers have to be differentiated numerically. This 1S 

possible due to the low noise level of the optical instruments in the fre
quency range of interest, Le. up to 100 Hz. Shaping filters are provided to 
cut off the high frequency sensor noise. 
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5. TEST PLANNING 

It 1S ne1ther possible nor mean1ngfull to cons1der the permutation of all 
relevant controller parameter variat10ns for test. Therefore, a defined 
strategy will be persued. Starting with var10US sensor and actuator posi
tions, at first a few alternat1ves for the LAC design will be extracted to be 
further used supporting the HAC att1tude control performance. 

In add1t10n to the number of sensors and actuators selected, also the 
arrangement is of interest. Both symmetrical and non- symmetric configura
tions w1ll be tested. Due to technlcal constraints, symmetric arrangements 
w1th respect to the mode shapes and the attitude control reference point will 
often be preferred. Permitt1ng an unsymmetric assembly however, a better com
prehension of the design model modes is possible, as there is less 1nherent 
redundancy. 

The second test parameter 1S provided by the different feedback configura
tions, e.g global and local feedback. Usually local feedback 1S recommended, 
as in theory, this provides a safeguard with respect to spillover. However, 
ln ~dd1t1on to the cons1derat10ns outl1ned previously, global feedback may 
serve for the invest1gation of the sp1llover effect itself, as an operation 
close to instability 1S expected to provide more information about the valid
ity of the dynamic models beeing used. 

The most promising solutions obtained during this first phase will be used to 
test the 1nteraction of HAC and LAC control schemes in terms of requ1red 
bandwidth, overall pointing accuracy and disturbance rejection. Alternat1ve
ly, an overall broad-band controller shall be used to compare performance and 
deslgn effort and the figures of merit of the different approaches. 

6. FIRST TEST RESULTS 

Some test setup components have been already tested showing encouraging 
results. 

A flexlble plate has been suspended according to Flg.1 ln a preliminary 
setup The suspension, which had been suspected to possibly produce static 
lnstab1l1ty, e.g. lateral buckling under the 1nfluence of gravity, turns out 
to be feaslble. No deformatlons affect1ng the sensor and actuator implementa
tion have been observed. 

Another concern has been a1r damping to possibly 1ncrease the structural 
damp1ng considerably. Th1s has not been observed e1ther. Probably rather a 
spring effect 1S associated to the air cushions at the plate surface than a 
dissipat10n effect. 
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Dynam1cally, densely packed modes are present, but slightly different fre
quenc1es and respective mode shapes as compared to the structural analysis 
have been identified. This is probably due to a material anisotropy, which 
cannot be completely avoided. The final test element however will have to be 
carefully cut and screwed for the setup, in order to minimize these effects. 

Opt1cal sensor systems of the selected type have been already used for active 
structural vibration damping tests in an analog feedback loop including dif
ferent1ation networks [7]. Output filtering with 600 Hz roll-off frequency 
has been suffic1ent to eliminate the effect of noise overloading the feedback 
ampl1f1ers. 

The actuator coils manufactured according to a predetermined winding geom
etry need some calibration, e.g. additional compensation windings to achieve 
a requ1red accuracy of less than 1 percent deviation from the commanded force 
level with1n a ±10 mm deflection range of the flexible test element. Fig.5 
shows the performance of an actuator system, which also has already been 
proved [7] . 
The array processor has so far not been tested in a closed loop operation. 
Open loop test runs however with an assumed 15th order controller including 
the numer1cal differentiation and 5 input/ output chlinnels representing a 
maX1mum controller configuration result in input-output cycle times of less 
than 5 ms. 

7. SUMMARY 

The problems of LFS control are characterized by the infinite bandwidth of 
structural vibrations, which cannot be accounted for in the dynamic design 
model. Th1s may lead to 1nstability even, if ideal control hardware is 
assumed, wh1ch can be concluded from preceding numerical investigations. 
Add1tional performance limitations are expected to occur due to hardware con
stra1nts. 

A laboratory exper1ment is proposed to investigate the key problems in more 
deta11. The test setup requirements being defined by the idealized control 
system are extremely high demanding a high speed processor and special hard
ware component developments. First tests on component level indicate the fea
s1b1lity of the system presently being developed. 
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Abstract 

One of the maJor problems of LSS att~tude control des~gn stems from the 
model~ng uncerta~nt~es due to modal truncat~on errors and modal parameter 
estlmat~on errors. In th~s paper, thlS model~ng problem ~s lnvestlgated by 
evaluat~ng poles and zeros of the frequency response funct~ons, descr~bed In 
terms of constra~ned or unconstralned modes. The frequency domaln approach ~s 
ut~l~zed to evaluate the results of modal analyses and d~rect output feedback 
controller exper~ments us~ng a s~mple flexlble spacecraft model cons~stlng of 
a rlgld prlmary body and flex~ble alm~num beam(s) w~th a control moment gyro 
as an actuator. The modal data are compared under the cond~t~ons that the 
model ~s constralned as the cant~-lever and ~t lS rotatlonally free on a 
s~ngle-axls a~r bear~ng table. In add~t~on, the open-loop responses are 
experlmentally examlned under the lmpulslve d~sturbance to the appendage. The 
results of the control exper~ments show that the flrst v~bratlon mode of the 
appendage and the ~nteracted rotat~onal motlcn of the prlmary body are damped 
ln a short t~me as pred~cted by the numerlcal analysls, to produce damp~ng 
rat~o of 10-20%. 

1. Introduct~on 

The maln purpose of thlS paper lS to evaluate numerlcally and 
exper~mentally the poles and system zeros determ~ned by the algorithms In Ref. 
1 for an LSS control system. In order to do so, we conslder a slmple LSS 
model cons~stlng of an alm~num beam attached to a prlmary body wh~ch has been 
stud~ed ~n Ref. 2. A prototype control moment gyro (CMG) is used as an 
actuator and d~rect rate/posltlon feedback schemes are lnvest~gated. The 
beam(s), the table as a r~g~d prlmary body and the CMG are supported by the 
s~ngle ax~s alr bear~ng table (Ref. 4) allowlng the model to rotate freely 
about the local vert~cal ax~s. The ground exper~ments related to the LSS 
control have already been summarlzed brlefly In Ref. 5, and some of the 
exper~ments reported ~n more detal1 In Refs. 6-9 but few studles have been 
reported on the experlment of the control of the flexlble structures uSlng CMG 
as an actuator (Ref. 9). 

For the s~mple model stated above, the transfer functl0n of the system ~s 
der~ved analyt~cally taklng the flrst and the second vlbrat~on modes of the 
appendage ~nto account. The poles and zeros are br~efly examlned numer~cal1y. 
Then, the open-loop responses are studled exper~mentally under the lmpuls~ve 
d~sturbance to the flex~b1e beam. The ~mpulse response ~s stored ~n the 
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computer system and ana 1 yzed In tlme domaln to produce damplng rat lOS by a 
curve flttlng method. The power spectra of the tlme hlstorles are also 
computed In real-tlme. 

The experlmental results are well compared wlth the analytlcal results, 
and they are summarlzed as follows. The poles and zeros found In the 
experlments are In good accordance wlth those of the analytlcal model. 
However, the damplng characterlstlcs has a substantlal dlscrepancy between the 
experlmental and analytlcal results. Thls may be attrlbutable to the mode 
shapes and CMG parameter uncertalntles, such as damplng coefflcent for 
glmballlng rate and also to the estlmatlon error of damplng ratlo. It lS also 
concluded that In thls conflguratlon, the CMG damps out the flrst vlbratlon 
mode wlth a damplng ratlo of lO~20% dependlng upon the posltlon/rate feedback 
galn. The second mode lS not damped by controlllng the table because of a 
small amount of coupllng. 

The other lmportant concluslon drawn by thls pole-zero evaluatlon 
approach lS that there should eXlst a maXlmum attalnable damplng ratlo 
determlned by the modal parameters only, If the CMG lS passlvely used, or 
equlvalently, the dlrect colocate rate feedback lS employed In a slmllar 
conflguratlon. 

2. Modellng and Pole/Zero Determlnatlon1 ) 

For a class of LSS, the Ilnearlzed dynamlcal equatlons for small elastlc 
deformatlon are glven by 

*.. hTw·· M q + 

Mw + Dw + Kw + h q 

(1) 

(2 ) 

where qT [rT () T] E: R6 conslsts of the mass center translatlonal 
dlsplacement r R~ and the rotatlonal angle()E:R3 of the total vehlcle, and the 
varlable wT = [wT

1 , ••• w TNa ] represents the small deformatlon w of the l th 
* * * l appendage. The total mass matrlx M = block-dlag [m ; I ] comblnes the total 

* * vehlcle mass m and ltS lnertla matrlx I referred to the mass center In the 
undeformed state. The matrlces M, K and D are also block dlagonal. The 
dlagonal block entrles of the matrlces M and K are the mass matrlces M and 
the stlffness matrlces Kl (l = 1, ••• , Na) of the l th appendage and botfi" are 
lntrlnslcally symmetrlc and posltlve deflnlte, Ml = M~ > 0, Kl = K~ > o. 
Addltlonally, the damplng coefflclent matrices Dl (l = 1, ••• , Na) are assumed 
posltlve deflnlte and symmetrlc Dl = Dl > O. The matrlx h denotes the 
dynamlcal coupllng between the elastlc vlbratlon of the appendages and the 
vehlcle translatlonal and rotatlonal motlons. Conslder the case when 
actuators and sensors are dlstrlbuted both on the central rlgld body and the 
elastlc appendages. Then, the lnputs to the system can be deflned by lio and 
u e In Eqs. (1) and (2), where Uo lS the control force and torque due to the 
actuators located on the reference body and lie at the k actuator pOlnts 
located on the appendages and Bve and Bee are the lnfluence matrlces. 
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Slm1larly, the output of the system 1S assumed to measure the translatl0nal 
and angular d1splacement Yo of the total veh1cle and the elast1c deformat1on 
Ye at m sensor p01nts located on the appendages. 

g (3a) 

(3b) 

where Ceo and Cee are the observat1on matr1ces. 

It 1S noted that the total veh1cle mot1on of Eg. (1) 1S exc1ted by the 
sum of Uo and ue' wh1le the appendage v1brat1on 1S exc1ted only by ue. On the 
other hand, the measurements of appendage sensors of Egs. (3a) are affected by 
the sum of g and w, wh1le that of pr1mary body sensors are only by g. 

The mult1-1nput mult1-output (MIMO) system w1th the 1nputs u , u and the o e 
outputs Yo' Ye may be decomposed 1nto the submatr1ces, G , G , G and G 00 oe eo ee 
as 

[::J ][::J (4) 

For 1nvest1gat1on of 1nput-output relat1ons, Eq. (4) lS rewr1tten by 
11near comb1nat1ons of the follow1ng four types of 1nput-output relat1ons. 

Yo Goo(s) Uo (Sa) 

Yo GO](s) u] (Sb) 

Y1 G1O(s) Uo (Sc) 

Y1 G1](s) u] (Sd) 

Eqs. (S) are 1nterpreted as the frequency-doma1n response from resultant 
force/torque 1nputs at a certa1n p01nt ] e1ther on the r1g1d body or the 
appendage of the veh1cle, to trans lat1on/rotat1on measurements at another 
p01nt 1. It 1S noted that all of Eqs. (S) denote 6 1nputs 6 outputs 
mult1var1able systems w1th 6x6 square matr1x transfer funct1ons. The pr1m1t1ve 
mode I of Eqs. (I) can be eff 1C1ent ly represented 1n the moda I space, 1.e., 
constralned modes or unconstralned modes. Although constra1ned/unconstra1ned 
mode lssue lS of pract1cal 1mportance11 ), 12), both formulat1ons are treated 
here w1thout any preference. 

Constra1ned modes are calculated for each 
reference r1g1d body by q = 0 1n Eqs. (1) and (2). 
shape ¢~ of the 1th appendage and transform1ng w1 
(1)-( 3) become 
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1nto n1 by w1 = ¢~n1' Eqs. 



* .. T·· M q + P 11 Uo + Bveue (6a) 

ii + DCn + W
2

11 + Pq cpcT 
Beeue (6b) 

Yo q (6c) 

Ye Ceoq + C cpcll ee (6d) 

where cpc, DC and uf are block d1agonal matr1ces whose d1agonal entr1es are cpc, 
D~, W~' respect1vely. The modal coord1nates denoted by rr = [ lli, ... 11 ~:] 
collect the constra1ned modes of all appendages. The reta1ned mode number lS 

assumed N where N = N1 + ••• + NNa. The coupl1ng coeff1c1ent matr1x pT = hT qF 
1ncludes 11near modal momentum coeff1c1ents and angular modal momentum 
coeff1c1ents. 

Alternat1vely, Eqs. (1)-(3) are also represented by unconstra1ned modes 
as 

11 0 <tIT 
1 Uo + <tIT 

1 BVe ue (7a) 

.. 
+ DUT\ + ifl'le <tIT ( <tIT qjlT Bee) ue (7b) l'le Uo + Bve + 2 2 3 

Yo cpu 11 + 
1 0 

cpull 2 e (7c) 

y = e Ceo CP~llo + (Ceo cpu + C cpu)ll 
2 ee 3 e (7d) 

In Eqs. (7), unconstra1ned moda I coord1na tes 11 and correspond1ng e1genvector 
cpu are def1ned by 

11 (8) 

(9) 

where 110 and 11 are r1g1d body modes and elast1c v1brat1on modes, 
e u u u respect1vely, and <P1' CP2 and CP3 are the correspond1ng mode shapes. These 

unconstra1ned modal parameters are obta1ned e1ther by d1rect modal analys1s of 
Eqs. (1) under the free-free boundary cond1t1on or by the transformat1on from 
Eqs. (6) of the constra1ned modal space representat1on. 

The pole/zero determ1nat1on algor1thms have been developed for the 
constra1ned and unconstra1ned modes as br1efly outl1ned as follows: The poles 
and zeros of Eqs. (5) are the e1genvalues of a matr1x A def1ned by 

A (10) 
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where UN lS the N-d1mens1onal un1t matr1x, q2 the modal frequencies, D the 
modal damp1ng and R lS the matr1x expressed 1n terms of the modal funct10ns 
and B and Be. For the both approaches of the constra1ned and unconstra1ned 
modalVanalyses employed, the construct1on methods of the matr1ces R, q2 and 0 
(hence A) have been developed and programmed 1n computer code. F1g. 1 
11lustrates the four d1fferent procedures (Path I, IIa, lIb and III) developed 
here to produce the poles and zeros of the system expla1ned as follows. 

Path I lS the algor1thm for the constra1ned modes wh1ch are glven by the 
FEM analys1s or the v1brat1on test for each appandage. 

Path IIa and E~ ... ,=-h_l.!£_ are both based on the algor1thm for the 
unconstra1ned modes. Path IIa ut1l1zes the constra1ned modal data as 1n Path 
I, but the system equat10n w1th the constra1ned modes 1S converted 1nto 
another set of unconstra1ned modal equat1on, Wh1Ch 1S used the pole/zero 
determ1nat1on algor1thm as 1n Path lIb. On the other hand, Path lIb ut111zes 
the unconstra1ned modal data gl ven by FEM anal YS1S, usual I y followed by a 
transformat1on from the 1nert1al to body frame. 

Path III produces 1mmed1ately the poles and zeros of the total system if 
the model lS supported 1n a translat10nally and/or rotat1onally free 
cond1t1on. The FFT analys1s ut1l1zes appropr1ate force/torque 1nputs, such as 
1npulse by an 1mpact hammer or random exc1tat1on, to produce transfer 
funct10ns 1n a non-parametr1c manner. However, the results usually conta1n 
errors due to the grav1ty, a1rdrag and other exper1mental Ilm1tat1ons. 

3. Exper1ments and Results 

In th1S sect1on, the model1ng approaches and the algor1thms developed so 
far are applJed to a slmple model that perm1ts all the four approaches 1n F1g. 
1. In add1t1on, control exper1ments are performed ut1l1z1ng the d1rect output 
feedback schemes. 

3.1 Flex1ble Spacecraft Model 

The slmple flex1ble spacecraft model under cons1derat1on lS shown 
schemat1cally 1n F1g. 2. The model cons1sts of the r1g1d pr1mary body and the 
flex1ble appendage attached to the pr1mary body. The former 1S a slngle-ax1s 
a1r bear1ng table of 700 mm 1n d1ameter w1th a slngle-degree-of-freedom CMG on 
board and the latter 1S a 3 mm th1Ck alm1num beam of 1500 mm 1n length and 100 
mm 1n he1ght. 

The modal analys1s of the beam has been carr1ed out emploY1ng both 
unconstra1ned modes and constra1ned modes, followed by the numer1cal 
determ1nat1on of poles and zeros. The maJor results are shown 1n Table 1 
(Ref. 2). F1g. 3 11lustrates the measured shapes of the 1-st and 2-nd modes 
together w1th the numer1cal results. For th1S slmple model, the both c01nc1de 
well. The system poles, 1dent1cal to the system e1genvalues, are compared 
w1th each other for the var10US methods of determ1nat1on (Path I, IIa, lIb and 
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AIR-TABLE 
REFERENCE RIGID BODY 

tUN! 
COMPUTER 

Fig. 2 Ex:peri.Irental Configuration 

Table 1 MJdal Data and M:::rrent of Inertia Table 2 

1st node 2nd node Mass 

w. 1.07 Hz 6.84 Hz 
l H 

p. 
l 

1.01 -0.177 e g max 
<p. -0.748 0.212 

C l g 

M:Irent of Inertia I g 

I = 2.66 2 kg.m ('Ibtal) K.r 
2 = 1.065 kg.m (Appendage only) 
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TRACKER 
VIBRATION 
MONITOR 

RErLECTER 

Parameters of CMG 

3.8 kg 

7.90)(10 -1 N·m.s 

±60.9 deg 

2.22><10-2 N·m.s 

3.16><10-4 2 kg.m 

1.33)(10-3 -1 N.m.V 



AbLtable 

1 2 3 4 5 6 7 

R 
L 

MJDE SHAPE 

MJDE #1 '" 1. 6 Hz 

----
MJDE #:2 '" 7.1 Hz 

• 

8 

NODE #: 
\ 

9 10 11 12 

Appendage 

R = 0.080 m 
L = 1.500 
D = 0.003 

D 

---- --

NUMERICAL 
• EXPERIMEN'I'AL 

Fig. 3 Appendage Dimension and Unconstrained Vibration I bdes 
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POLES EVALUATION 
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1010----------.---------~~~------~--------__ __ 

I I 

1 
10 

-1 
10 

I ; 
I I 

Flg. 4 Cornparlson of the Poles Detenninatlon by the 4 t~es 
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III). The results are shown 1n F1g. 4, where the absc1ssa 1S moment-of-
1nert1a rat10 of the pr1mary body to the appendage. It has been shown that 
for th1S slmple model there 1S no apprec1able d1fference between the three 
numer1cal methods 1n F1g. 1 even 1f the moment-of-1nert1a rat10 approaches to 
0.001.2 ) The modal frequenc1es obta1ned exper1mentally are not d1fferent from 
the numer1cal results. 

3.2 Exper1ment Conf1gurat1on 

The rotat1onal angle of the a1r bear1ng table, 8, 1S read out by a 
magnet1c scale detecter w1th resolut1on of 0.005 deg. and range of -180 - +180 
deg. The t1P deflect10n of the beam 1S detected by an opt1cal measur1ng 
system cons1st1ng of a laser osc1llator, a laser beam reflector at the t1P, 
and the two-d1mens1ona 1 11ght-po1nt tracker (lmage d1sector). The glmba 1 
angle of CMG, 8g, 1S also mon1tored through a llnear-synchronous-type 
p1ckoff dev1ce 1ncorporated 1n the CMG. Power spectra of the rotat1onal angle 
outputs and t1P deflect10n are computed by the real t1me FFT analyzer. 

CMG 1S one of the momentum-exchange dev1ces, and 1S well-known as one of 
the effect1ve actuators for the control of the flex1ble (espec1ally large) 
space structures. The d1mens1ons and the parameters of the CMG fabr1cated for 
research purposes are shown 1n Table 2 (Ref. 3). 

3.3 Transfer Funct10n of the System 

Assum1ng that the appandage has two v1brat1on modes, nl and n2 w1th zero 
modal damp1ng and the glmbal angle 8 9 of the CMG lS controlled by the d1rect 
feedback of the table angle w1th ga1n Kp' and 1tS rate w1th ga1n Kr , the 
system equat10n of l-DOF mot1on lS expressed by the follow1ng slmpler form of 
Eqs. (6) (Refs. 1 and 3) 

.. . 
18 + Pl n1 + P2 n2 + Hc 8g = Te (ll) 

2 .. 
¢ Ta 

n 1 + W1 n1 + P1 8 1 e (12 ) 

.. 2 .. 
¢ Ta 

n 2 + w2n2 + P2 8 2 e (13) 

.. . . . 
I g 8g + c 8 

9 9 Hc 8 KT (Kr 8) -K K (8 -8) 
T P c 

(14 ) 

where Hc ( = H cos 8g ) lS the nom1nal sp1n aX1S conponent of the CMG angular 
momentum, KT lS the ampl1f1er ga1n, and Te lS the force to the appendage. The 
other parameters are glven 1n Tables 1 and 2. 

Tak1ng Laplace transformat1on of Eqs. (11) - (14) under the assumpt10n 
that He lS constant Y1elds the system block d1agram of F1g. 5 and matr1x form 

H(s) X(s) = T(s) (15 ) 

where H(s) 1S the system matr1x transfer funct10n def1ned by 
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Is2 P s2 2 
Hc s 1 P2 s 

H(s) 2 s2+W2 0 0 (16) P1 s 1 

P2 s 2 0 s2+w2 
2 0 

-(Hc+KrKT)s 0 I s2+C s 
g g 

8(s) Te(s) 

x(s) n 1 (s) and T(s) ¢1 T:(s) (17) 

n2 (s) ¢2T:(s) 

8 (s) 
g 0 

The frequency response of thlS system wl11 be examlned by root-locus 
plots as compared by the experlmental results ln the next sectlon. 

I , 

~r 
I 

1 
T 

1 
S 

:1 ' 'I I 
Appendages j r::J~- f I 

I , , (:onstrainod) ~ 

1 
1 , 

---JJ 

I '-----I lie t-------I--+---------------i ' 

l. ________ J L.----J 
L. __ , _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _-...J 

e 

~------------------------1~e 

Fig. 5 Syster:l Block Diagram 
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3.4 Control Experlments - results and evaluatlon -

Two klnds of the control experlments have been carrled out: The one lS the 
dlrect colocate veloclty feedback scheme13 ) Hlthout angular posltlon feedback, 
and the other lS the dlrect colocate posltlon feedback of passlvely damped 
system. In elther case, the lnput slgnal (measurement) lS the table angle and 
ltS rate lS computed In real-tlme by a curve-flttlng algorlthm of succeSSlve 
least square methods. 

The angle and/or ltS rate are fed back to the CMG torquer. The CMG glmbal 
angle and the appendage tlP deflectlon are also monltored but are not used as 
controller lnput. To lnvestlgate the controller performance, the damplng 
rat lOS of the l-st vlbratlon mode are calculated from the tlme hlstorles of 
the table angle together wlth the power spectra In the relevant frequency 
reglon. 

Examples of the lmpulse responses and their power spectra are lllustrated 
In Flg. 6 for the posltlon feedback case of Kp=-200 and Kp=-2000. The lmpulse 
lS applled to a speclfled pOlnt of the appendage that mlnlmlzes the 2nd mode 
vlbratlon. It lS observed that the damplng for Kp =-2000 lS smaller than that 
for K =-200 at about 1 Hz and that the second mode at about 7 Hz lS not 
dampeJ. Flg. 6(c) shows the magnltude of the transfer functlon from the angle 
-=efere.-lce, c' to the table angle, ,for two dlfferent galns. It can be seen 
that for the lower posltlon galn ( Kp=-200 ) the magnltude beglns to decrease 
at about 0.1 Hz but lt lS less than -30 dB at the flrst modal frequency of 
about 1.5 Hz. For the hlgher posltlon galn ( Kp=-2000 ), the magnltude 
malntalns 0 dB up to about 1 Hz meanlng that the controller bandwldth for the 
rlgld body mode lS extended. The magnltude at the 1st mode frequency lS above 
-10dB, WhlCh results In a smaller damplng of the 1st vlbratlon mode, as shown 
In Flg. 6(b). The sharp dlP of Flg. 6(c) clearly shows the zero of system, 
WhlCh lS lndependent of the posltlon feed bacak galn. 

FlgS. 7 show the measured and numerlcal results for the damplng ratlos as 
a functlon of rate feedback galn Kr or angle feedback galn kp' and FlgS. 8 are 
the root-locus wlth zoomlng In the vlclnlty of the 1-st vlbratlon mode. In 
case of the rate feedback scheme wlth Kp = 0, the passlve damplng lS already 
provlded by the CMG, so that the rate feedback galn Kr can be made negatlve as 
well as posltlve. The maXlmum damplng lS obtalned In the negatlve reglon of 
Kr , that amounts to 14% as seen from Flg. 7(A). ThlS lS also lnterpreted ln 
the root-locus of Flg. 8(A), In whlch the passive CMG damplng lS obvlously In 
excess of the optlmum value resultlng ln a smaller l-st mode damplng than the 
maXlmum value. Therefore, for a negatlve value of the rate feedback galn, 
WhlCh would make the system unstable wlthout CMG, the maXlmum damplng ratlo lS 
attalned as seen from Flg. 7(A) and Flg. 8(A). Falrly good correlatlon lS 
observed between the numerlcal and the experlmental results. It lS noted that 
for the slngle aX1S case the CMG damplng may be consldered a colocate rate 
feedback and equlvalent to the rate dlrect feedback of any klnd represented by 
Kr • In other words, even lf the CMG momentum, Hc' changes, the system pole In 
Flg. 8(A) stlll on the same clrcle of the pole trace, and thlS change can be 
compensated slmply by varlng the rate galn Kr • It also should be noted that 
the maXlmum attalnable damplng lS expressed only ln terms of the modal 
parameters. The formal dlScusslon on thlS fact, however, lS omltted here. 

458 



+:-
\J1 
1..0 

g . 
0"\ 

:@ 
~ 
~ '"d~ 
UJ 
CD 

i§l 
UJ 

~ 
UJ 
CD 
UJ 

[ 
I-d 

~ 
Ii 

~ 
() 

~ 
~ 
t:I 
1-" 

~ 
rt-

~ 
UJ 
1-" 
rt-
1-" g 

t 
~ 
8 
I-" 

II 

I 
N 
o 
o 

.N 

II 

f-' 
o 
o 
1..0 

o'P 

"@' -
'"d~ 

II 

I 
N 
o 
o 
o ... 

.N 

II 

'I 

0"\ 
o 
o'P 

Table Angle 

" i' 

Control Signal 

" , , 

" I' ' 
jl! 1 I > II I 'I 

_0_, ,. ,_., ,_' ' .... 

,I :" Ii" "" I,'i' 'II 'I, 'II" , " I:,: III 'I "I' + II I, II I I I 
I i I J 1 !: d 'I + :1 j t " I II'! + 

;'I;:~r',i i:[ll:IIIII','I;'''; 'Ii 1'1'11 ': III • I d I I ~ I I I! I III! I' I, ,I,! II dill" I I: 11111 
11 ,1 11 ! I I if II' f I I + II + I 11 I 11' 4' It' , 
'iiF'~I; 111'-1 'Iii 'I" I;' I tl'jlf 
1'111'1" i i; I' "'ll"I' 1~'111" 
II 'II "'I' , II I' ,I I 'I I !.!.L±' IIH'i' !II':III 'I. 11 

m~I~/III"'II'I!1 illillr,l! :~lii1i 11',:rlm'lll 
I 1,:/1" III ,'" I II 

II Ij~ll Imrlii 'iiTil~I' ij-lliiTii 
I II I o! I' , ,II '\11' 

I I I I I I 

-.8 -.4 0 .4.8 -10 -5 0 5 10 
deg 

Table Angle 

'I~' ~I' ::,\Iil\: :I!:;'I! '!llml'll .j .t
l lr" 'l'I\ILo i"o r' 1111.1' II, I', ' 111I 

I ' I! 1"i[11 :,' HI I:: I! II I Ii 111'1 1 

! I I I J 1,1 '11 II, I I 'II jill 

I i '1IIIij~ ;;]!!i lJilJrl 
J !!~ II !~!li!I :[ III~IIIII!I!II! 

~fj.l'lj I 'l"j'I![il li!i;~:lljj:l[]ii 
j + I I I It illl'l' I' 141mll 
III' i 1

j
111(1 'If'l n:r il,l!:IIT il!'1 : ! 'I,' Ii 11'111,1:111:1 

II' 11', 'ltd! jf lLlI [II Jill 
Iq![fTli :ij"rl i II'I'! IG:rllll 

I I I I I 

-.8 -.4 0 .4 .8 
deg 

v 

Control Signal , I ! II ) I I ~ I' I I 'I I I , I + I, ! ' , II 'I I 

l'lllll~bl:' ':,:~! !~,~[Ul 
'[If! 1'1: 1'111 'I " "I, til' "II , "III" II, "'II' ' I I I ~' j I." '! j j \ I:! I 
II [111; ~r~~..:" :;;:'-t! ::!j!~r 
1
'1' ""II' '1 111 r-, -~ I I, 11111il~ ill,' I ,~:~ '~~"I'II, 'I III 'I'I! 1: , ' .. ' .... 'I!I III I 

-1'1 II! '111'1
1

'1' '1-;iTf~ ;;i;!II~j; ~illFljll' 
I' 1",\11 I I ,1111 I , ,,1'11"1' I 1:1 ,I ,I I " 'I' II', 'IIT'"]'I i"l"l), I ;;F~': I [l;in t: 

1
111'1 'I "1'1 '1,1'1,1 1 ,\1 1"11 , Ii", I' ' I" I, I'll'" , 

L2i~~ ~!-,~.:~' ~rJ:,~' :~!Ul' 
; 'I) [, 'I! Ill"l ,l: 'II" 

"I "11\' I! I I' Iii,! \,'" I:' 
I ' I: III:' ,: ,I'" "'III I' 1:'11'1' ,III 'II':'" :'11,1 'I " r·~t7· -, . ..-. .._, _ ............. t-~ ·~""r 
'I IJIII ",ll'! l',l,,! lit ,Iill 

i , , , i 
-10 -5 0 5 10 

V 

Gimbal Angle 

" 'II" I
, , 

: I I:, ' I I 

tT-- - .. ._-

, , , 

~ I I I 'II I , I I I II I 

1:! I I I I',' 
1111'11, r I, I I,I III 11"t 

:!'I~~L 1...:1 ~ _l,li~ ~ ,Iifl, 

11
11

' III "'III" 11111i:1 ooTiDjI 
11%lli ;:1:::11 ii,II:1 ~:!'illli 
jrI1~ll~ ijl!!:I' ~~llinn: Wi~~ll·1 
~1'il!ll,d '1IId'll: I! 
I I' II I' I I wL~ jL,~ ~11.~L ,I, !!1' 
'I II' rrrid ~II ! III 11~711 
, i"I'I11 11,i'>1 11,,1 11 1 ;TIr'llli 
"II II I ,I ," I II)!; j 

I I I , , 

-60 -30 0 30 60 
deg 

Gimbal Angle 
'11 1 '11'" , I: I"': I I' 'I:: 1\, 
lLll~, U, ' "llliL' :lUil41 
:: I' 'i' ",1 ',:, ,!! 111111 I II II I, , II I I II 
11!ii]ll~ _ 'U ~::<ll ~~!'!t~ 
!GI1il'I'1 "IIII':I! u:'ILII I'll", ',I' I lit! 

" 

I,,j' I ' "I: i ,ii, i i 01,,:,' I 
"1 1, ", ,i ,1 I'll' I Clli II,' 

'I ii I i~ '1
1 : .-: r, :! i, ' , ,:- ~ ii'I r I "1'1 ,II'" ,," I" I 

1:\ I',' I I " I "1111 111, l: I I, I ,! I, II , ,11! 
Ilrl-I~lii li:,i, ,"I', ~, ii-llll 
I 1,,1 , , II ''', ,,,I. 

I, "II' "1',1 ,',I"" '::'1' , 1 I I "" I 

t l ,,:, ",' ,'II,," ,,1\11 
L •• __ -. ,,- , lroo- ....... 

ill til I "11111 
I I "I: I ,I'" I It 'i 'I: II 
I ,I II d I 'I !j I, I11I 
"I ,11' I 'I t III I '1"',,11 

I I I I' .- _.... _..... .~ .. ,,'0 _ 
f 1 I :: I: t I j I ~ 1 I I , , I ! ; Jill, j I 

I 

-60 -30 0 30 60 
deg 



In case of the posltlon feedback only wlth the CMG pasSlve damplng (Kr=O), 
the l-st mode damplng lncreases sllghtly for O<K <700 and then decreases 
rapldly for larger values of K , as seen from ~lg. 7(B). Thls lS also 
lnterpreted In the root-locus O~Flg. 8(B), where the locus starts at the 
system pole lncludlng the CMG dynamlcs and approaches to the system zero on 
the lmaglnary aXlS. In Flg. 7(B), the numerlcal values are plotted together, 
but there lS a substantlal dlfference between the two, al though both have a 
slmllar tendency. Thls dlfference may be attrlbuted to the estlmatlon errors 
of damplng, modal parameters, and measurlng systems accuracy. 

4. Concluslon 

A prellmlnary analysls lS carrled out numerlcally and experlmentally on 
poles and zero evaluatlon for the system conslstlng of a rlgld prlmary body 
wlth a slngle-degree-of-freedom control moment gyro on board and a flexlble 
alumlnum beam. 

The experlmental results are well compared wlth the analytlcal results, 
and they are summarlzed as follows. The poles and zeros found In the 
experlments are In good accordance wlth those of the analytlcal model. 
However, the damplng characterlstlcs has a substantlal dlscrepancy between the 
experlmental and analytlcal resul ts. Thls may be attrlbutable to the mode 
shapes and CMG parameter uncertalntles, such as damplng coefflcent for 
glmballlng rate and also to the estlmatlon error of damplng ratlo. It lS also 
concluded that In thls conflguratlon, the CMG damps out the flrst vlbratlon 
mode wlth a damplng ratlo of 10-20% dependlng upon the posltlon/rate feedback 
galn. The second mode lS not damped by controlllng the table because of a 
small amount of coupllng. 

The other lmportant concluslon drawn by thls pole-zero evaluatlon 
approach lS that there should eXlst a maXlmum attalnable damplng ratlo 
determlned by the modal parameters only, If the CMG lS passlvely used, or 
equlvalently, the dlrect colocate rate feedback lS employed In a slmllar 
conflguratlon. __ !III! 

(1) Kp=-200 (2) KP=-2000 

Flg. 6(c) Transfer Function ( Sc+S, Sc; Random Excitatlon ) 
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ON THE MEASUREMENT OF MATERIAL DAMPING 
IN A SIMULATED SPACE ENVIRONMENT 

D. L. Edberg 
Stanford Umverslty 
Stanford, CA 94305 

ABSTRACT 

A new, experimental method of measuring the material damping of 
test models is presented. The method involves measuring the decay of 
free vibrations as the model is lofted into free-fall in a vacuum. Vibration 
signals are transmitted through the vacuum by a miniature telemetry 
system. The resulting data are recorded and later analyzed using a fast 
Fourier transform technique to determine the percent aitical damping. 
The experimental apparatus offers a unique means to reset the experiment 
without breaking the vacuum, which reduces the time between runs. 

1. INTRODUCTION 

It seems quite certain that sooner or later large space structures will 
be orbiting the earth. Because all of them will have some sort or geometry 
or pointing requirements, there is a need for knowledae of their response 
to various excitations. In particular, the time needed to reduce vibrations 
to a certain level can be very important. Thus, information on the dynamic 
properties of the large space structure is necessary. 

The mass and stiffness properties of a given structure are relatively 
easy to measure or compute analytically. However. information on the 
damping properties in general cannot be determined without experimental 
testing. Since the dissipation only occurs with vibration, a dynamic test is 
required. 
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The conditions of this test are quite important. In particular, the 
conditions of the test can interfere and even dominate the results. For 
example, support conditions, aerodynamic dissipation, and instrumentation 
wiring all influence the measurements being taken. The ideal situation, 
then, would be to eliminate all of these effects. 

A method which eliminates the first two of these influences is 
documented in the literature U 1-(31. Briefly, the vibration test is 
performed in a vacuum chamber. A small model was instrumented with 
strain gages and launched in a free-free vibration mode. The resulting 
vibration data were obtained with small instrumentation wires trailing the 
specimen. The method may only be used with so-called "one-dimensional" 
structures, or structures vibrating in one dimension, because of possible 
interference of the trailing wires. We now propose a new method which 
eliminates any damping caused by instrumentation wiring, and allows the 
testing of any one-, two-, or three-dimensional models. 

2. USE OF A TELEMETRY SYSTEM FOR VIBRATION MEASUREMENT 

An obvious means of eliminating the interference of the wiring is to 
eliminate the wiring itself. or course, some other means of data 
transmission must be employed instead. Both optical and radio 
transmission schemes were studied, but the author's familiarity with 
radio-controlled models led to the choosing of the latter. 

Of course, there are some drawbacks to the idea. A telemetry system 
adds mass to the system under test, but the additional mass adds no 
damping, if carefully designed. The only effect of the mass is to change the 
mode shape, which can easily be included in the analysis. Practically, the 
mass of the telemetry system should be kept as small as possible to reduce 
that change. 

After considerable searching, a miniature transmitter was found that 
was suitable for the telemetry system (Figure I). Its small size and mass 
(8 x 8 x 3 mm, 0.5 g) were found to be ideal, as its zero to 20,000 Hz 
bandwidth and FM transmission. The transmitter was originally designed 
for biological implantation, which gives it rugged solid-state construction. 

In order to accommodate various signal levels (the miniature 
transmitter can accept a :!:,10 mV maximum input signal), an 
instrumentation amplifier was added to the circuit. The particular unit 
used here can run on the same power source as the transmitter, with very 
small current drain. The amplifier gain is controlled by a single resistor. 
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2. A strain gage forms the active leg of a Wheatstone bridge, whose output 
can be trimmed to zero by a trimpot. The output of the bridge is fed to the 
instrumentation amplifier mentioned previously. The capacitors are filters 
for the power supply, and a resistor is placed in series with the bridge to 
red Uce current drain. 

The output of the amplifier is fed to the miniature transmitter, which 
converts the time-varying voltage to radio frequency on the commercial 
FM band ( 88 MHz). The whole telemetry system is powered by four 
nickel-cadmium rechargeable cells with a capacity of 20 mAH. This power 
supply allows the operation of the system for eight continuous hours 
before recharging. The system, with its protective case and mounting 
hardware, has a total mass of 27 grams. 

, 

3. THB DESIGN OF MOUNtING HARDWARE FOR THB THLBME'I'RY 

With so much effort being put into the elimination of trailing wires, 
the effect of an arbitrary telemetry mount and location had to be 
considered. Since the general form of the vibration was expected to be in 
bending, the mount had to allow bending without restriction. Other 
desirable qualities would be sturdiness, light weight, and ease of 
positioning. With these qualities in mind, we set out to design the best 
possible mounting hardware. 

From any strength of materials textbook, one finds that a pin joint 
permits unrestricted bending. The problem, then, was to design a support 
which included pin joint(s). From here one seems to be on his own, and a 
trlal and error scheme eventually led to the final support geometry, shown 
in Figure 3. A countersunk aluminum plate with a screw inserted is 
bonded to the telemetry case using cyanoacrylate adhesives (otherwise 
known as Super Glue). Then, a round brass or steel sphere is bored out to 
clear the screw threads and placed on the screw. Next, a hole is drilled 
through the specimen to be tested, and the assembly is placed on the 
specimen. Finally, another sphere and lock nut complete the assembly. 
One can see that the mount adds little mass to the system, and provides no 
restrictions to bending in any direction. 

So far nothing has been said about the location of the telemetry unit. 
Only two locations seem desirable -- a center mount, which provides 
symmetry, and a location at a vibration node, which should cause the least 
disturbance to the system. A possible drawback to the nodal location is 
the necessity of an identical mass being placed to provide symmetry of the 
mass distribution. At the time of this writing, it is planned that both 
locations will be tested, and the one with the least influence will be used 
for all of the subsequent testing. 
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4. THB DESIGN OF A REMOTBLY CONTROLLED LAUNCHER 

For the purpose of general vibration testing, it is necessary to provide 
some sort of excitation to the model. In addition, for the task of measuring 
damping in a simulated space environment, one needs a launcher that will 
both excite the model and project it into free-fall. Fortunately, this is not 
in itself a difficult requirement; however, to facilitate experimentation it is 
desirable to have a mechanism that can be reset remotely. Otherwise, one 
is faced with the time-consuming procedure of breaking the vacuum, 
manually resetting the launcher, and then restoring the vacuum. 

Quite a few methods were considered to power the launching 
mechanism: among them springs, compressed air, hydraulics, falling 
weights, and powerful electromagnets. After much consideration, the first 
method was chosen because of two major reasons: first, the author's 
familiarity with standard hardware, and secondly, because of the success 
with the system reported in references [1) - [31. However, it was decided 
to modify that system considerably for ease of construction and resetting. 

The first method chosen to recompress the springs was an electric 
motor powered winch which pulled on a cable. The electric motor shaft 
was coupled to a planetary gearbox to provide adequate torque for the 
compression. The case of the gearbox could be released, after which the 
springs were free to extend and launch the specimen. Unfortunately, the 
inertia and friction in the gearbox was enough to prevent adequate launch 
velocitie9. 

The next iteration employed an electromagnetic clutch as a release 
mechanism. This modification proved successful until the surface of the 
clutch wore with continued usage. This wear caused slippage which made 
it impossible to reset the system. 

The final resetting mechanism is based on that used by the MIT group 
[1) - (3), and is shown in Figure 4. Here, the mechanism is reset as follows: 
first, a small DC motor raises an electromagnet up to an iron plate 
underneath the spring-loaded model support. Upon contact, the 
electromagnet is energized. The DC motor's rotation is reversed to pull the 
model support down, which compresses the springs. The motor is stopped 
when the proper spring compression is reached. Switching orf the current 
to the electromagnet releases the model support, which rapidly accelerates 
under the spring forces. When the model support impacts the rubber stops 
at the top of the vertical rods, the instrumented model continues vibrating 
in free-fall. Changing the horizontal location of the model supports and the 
stroke of the launcher offers the experimenter a choice of stress levels. All 
commands are operated by a standard hobby radio-control transmitter. 
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5. REMOTELY RESETTING THE EXPERIMENT 

A large amount of time was sl')ent in the design and construction of 
the launcher. But one might ask how the instrumented specimen will be 
returned to the model supports once it has completed its free-fall. In 
addition, whatever system is chosen must be able to function in a vacuum. 
With this in mind, the author and an associate, Mr. Brian Chan, designed 
and built a unique radio-controlled mechanism for the resetting of the 
experiment. The mechanism is shown in Figure 5. It is simply a miniature 
forklift, operated by the same transmitter as the launcher. 

The forklift performs any task that its bigger brothers can do. Battery 
powered, it can move forward and reverse and can steer right or left. In 
addition, the lift can raise 1 Kg from the ground to a height of 45 cm, which 
is the height of the tOl') of the launcher. Finally, the forklift can "kneel" to 
get its lift arms underneath any Object. 

Permission has been obtained to use the Heat Transfer vacuum 
chamber in NASA Ames Research Center's Arc Jet Testing Facility. The 2.5 
meter ceiling permits free-fall test periods of approximately 1.4 seconds. 
Its 2.5 m x 3 m floor can easily accommodate larger models for testing, as 
well as the maneuvering of the forklift resetting mechanism, which can 
reset the model in less than three minutes (in the worst case). This is 
considerably faster than the five minutes required to break the vacuum 
combined with a ten minute evacuation time. Figure 6 shows a view of the 
apparatus through a 50 cm window in the vacuum chamber. It is quite 
easy to control the mechanisms visually through the window. 

6. THE EXPERIMENTAL SETUP 

Figure 7 shows a sketch of the experimental setup. The FM 
vibrational signals are picked up by a folded dipole antenna inside the 
vacuum chamber. The signals are amplified by an RF amplifier, and passed 
through the vacuum chamber wall by RG-59 couial cable. The cable 
connects to an impedance matching transformer coupled to a standard 
home FM receiver. The receiver is modified for IX: output from its 
"detector", which then is input to a differential IX: amplifier. The resulting 
signals are recorded by an analog instrumentation tape recorder, for 
subsequent analysis. The signals are monitored by an oscilloscope in 
parallel with the tape recorder. Later, the signals are lUlalyzed by a 
Fast-Fourier-Transform routine to extract the damping ratio for any 
desired mode or frequency range. Figure 8 shows an overall view of the 
test equipment outside of the vacuum chamber. 
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Planned testing includes aluminum beams, for verification of the 
telemetry system by comparison with references [1) - 131. In addition, 
various specimens of fiberglass/epoxy, graphite/epoxy, and Kevlare/epoxy 
are expected to be fabricated by the Boeing Aerospace Company in a 
variety of shapes, sizes, and ply orientations. Also, testing will include 
plates of the above specimens, and if time permits, a simple truss specimen 
will be fabricated and tested. 

7. RESULTS 

The reader of this paper probably has already noted the presence of 
what is commonly called "Murphy's Law" in the number of iterations and 
redesigns already mentioned (many more are not mentioned here). The 
latest occurrence of such presence was the failure of a motor in the tape 
recorder. Naturally, this failure came at just the right time to preclude any 
computational analysis of the vibrational data taken up to this point. 

In order to foil Murphy, at least temporarily, a camera was strapped 
onto the oscilloscope and photos were taken of the transmitted signal. 
Eleven reject photos later, the author succeeded in capturing a waveform 
which is shown in Figure 9. A "back of the envelope" analysis yields a 
damping ratio of about 0.005, which is the right order of magnitude. It 
should be noted that t~s test took place at atmospheric pressure, and the 
repetition of the test in vacuum will yield a considerably lower value 111. 
In addition, this test model was not symmetrical, and in fact has received 
considerable abuse in all the testing of the experimental apparatus. It is 
clear that the procedure reported in this paper can accurately measure 
material damping. 
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Figure 1. Miniature Telemetry Transmitter 
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Figure 3. Telemetry Support Geometry 
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Figure 4. Remotely Resettable Spring-Powered Launcher 

Figure 5. Radio-Controlled Forklift, carrying test specimen to launching 
device(note sa-inch ruler in foreground} 

471 



Figure 6. View of Test Apparatus through vacuum chamber wi1ldow 
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Figure 7. Experimental Setup 
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Figure 8. View of Test Setup and Vacuum Chamber 

Figure 9. Oscilloscope Trace of Damping Test Waveform 
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