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Symbol 

a 

a l 

a 

} 
x 

a y 
a z 
B 

b l 

Cg, 

} eM 
CN 

~:x } 
C y 

Q 

CH 

} R 
Cy 
CT 

c 

E 

F 

G 

g 

NOMENCLATURE 

Definition 

Blade airfoil section lift curve slope, aci/ao 

Longitudinal rotor tilt 

Body axis acceleration, m/sec 2 

(1) Blade flapping motion coefficient; 
(2) Covariance of innovation vector 

Lateral rotor tilt 

Fuselage aerodynamic X,Y, and Z-axis moment 
coefficients 

Hub X,Y, and Z-axis moment coefficients in 
rotor axes 

Hub X,Y, and Z-axis force coefficients in rotor 
axes 

Blade reference chord length, m (ft) 

Expected value operator 

(1) System dynamics matrix; 
(2) Statistical test function 

System noise or control matrix 

Acceleration due to gravity, 9.8 m/sec 2 (32.174 

ft/sec 2 

Structural damping coefficient 

vii 



Symbol 

H 

K 

L 

r 
m 

Definition 

(1) Rotor hub inplane force, along rotor X axis, 
N (lb); 

(2) System observation matrix 

Blade moment of inertia JRr2mdr; Kg-m 2 (slug-ft 2) 
o 

Reference blade moment of inertia, Kg-m 2 (slug ft 2) 

Fuselage moment of inertia about X, Y, Z body 

axes Kg-m 2 (slug ft- 2) 

Blade flap and lag moments of inertia, nondimen­
sional 

Kalman gain matrix 

Body-axis rolling (X-axis) moment, N-m (ft-lb) 

Hub rolling moment, rotor axis, N-m (ft-lb) 

(1) Total helicopter mass, Kg (slugs) 
(2) Blade mass per unit span, Kg/m (slug/ft) 

(1) Body-axis pitching (Y-axis) moment,· N-m (ft-lb) 
(2) Information matrix 

Hub pitching moment, rotor axis, N-m (ft-lb) 

Angular momentum, N-m-sec (lb-ft-sec) 

Rotor aerodynamic rolling (X-axis) moment, rotor 
axes, N-m (ft-lb) 

Rotor aerodynamic pitching (Y-axis) moment, rotor 
axes, N-m (ft-lb) 

Number of blades on the rotor 

Body-axis yawing (Z-axis) moment, N-m (ft-lb) 

State error covariance matrix 

Body-axis roll (X-axis) rate, rad/sec 

Body-axis pitch (Y-axis) rate, rad/sec 

(1) Rotor aerodynamic torque, rotor axes, N-m (ft-lb) 
(2) Process noise statistics matrix 
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Symbol 

r 

v 

w 

x 

x 

Y 

Definition 

Rotor hub yawing moment, rotor axes, N-m (ft-lb) 

Body-axis yaw (Z-axis) rate, rad/sec 

(1) Reference rotor radius, m (ft); 
(2) Measurement noise statistics matrix; 
(3) Correlation coefficient 

Position along blade radius, m (ft) 

Blade pitch bearing radial offset, m (ft) 

Standard estimation error 

Rotor thrust (Z-axis) force, rotor axes, N (lb) 

Fuselage X-axis translational velocity, body axes, 
. m/sec (ft/sec) 

Fuselage Y-axis translational velocity, body axes, 
m/sec (ft/sec) 

System measurement noise vector 

Fuselage Z-axis translational velocity, body axes, 
m/sec (ft/sec) 

System noise vector 

Longitudinal axis designation 

Body-axis X force, N (lb) 

Rotor hub longitudinal location relative to 
vehicle reference center, positive forward, m (ft) 

Rotor blade torque offset, m (ft) 

Blade chordwise bending deflection, m (ft) 

Distance of blade c.g. aft of blade elastic axis, 
m (ft) 

System state vector 

(1) Lateral axis designation; 
(2) Set of system measurements 
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System 

y 

z 

Symbol 

a. 

s 

r 

y 

Definition 

Body-axis Y force, N (lb) 

Rotor hub lateral force, rotor axes, N (lb) 

System measurement vector 

(1) Vertical axis designation; 
(2) Blade lagging 

Body-axis Z force, N (lb) 

Rotor hub vertical location relative to vehicle 
reference center, positive downward, m (ft) 

Gimbal undersling, m (ft) 

Blade vertical bending displacement, m (ft) 

NOMENCLATURE (GREEK) 

Definition 

(1) Aircraft angle of attack, rad;: 
(2) Angular displacements about rotor axes, rad 

(1) Blade flapping degree of freedom or flap 
angle, rad; 

(2) Aircraft sideslip angle, rad 

Discrete system noise matrix 
4 Lock number, pacR lIb 

Kroneker delta function 

Elevator, rudder, and aileron deflection, rad 

Flaperon deflection, rad 

Tail rotor collective pitch, rad 

Hub precone angle, rad 

Blade droop, outboard of pitch bearing, rad 

Blade sweep, outboard of pitch bearing, rad 

Estimate error 

Blade lagging degree of freedom or lag angle, rad 

x 

~ 

1 

I 
I 

I 
-, 
I 

...., 
1 , 

I 



Symbol 

]..l 

\) 

p 

(J 

Definition 

General longitudinal control deflection, rad 

General lateral control deflection, rad 

(1) Blade pitch angle, rad; 
(2) Set of parameter values 

Vehicle pitch angle, about Y body axis, rad 

Rotor shaft tilt relative to Z rotor axis, 
positive forward, rad 

Vehicle density parameter, m/pR3 

Innovation vector 

Blade flap and lag rotating natural frequencies, 
rad/sec 

Air density, Kg/m 3 (slug/ft 3 ) 

(1) Rotor solidity, Nbc/rrr; 
(2) Standard deviation 

Rotor azimuth angle, rotor axes, rad 

Rotor angular rate, rad/sec 

NOMENCLATURE (SUPERSCRIPTS) 

Symbol Definition 

(.) Time derivative, d/dt 

(A) Estimated value 

(_)o,lC,lS Rotor coning, longitudinal cyclic, lateral cyclic 
degree of freedom, respectively, shaft-fixed axes 

( )* Normalized on Ib 

( )' Geometric derivation, d/dr 

A Aerodynamic 

WWing 
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Symbol 

H 

V 

FUS 

TR 

T 

Symbol 

( ) 0 lC IS , , 

b 

c 

o 

Definition 

Horizontal stabilizer 

Vertical stabilizer 

Fuselage 

Tail Rotor 

Matrix transpose 

NOMENCLATURE (SUBSCRIPTS) 

Definition 

Rotor coning, longitudinal cyclic, lateral cyclic 
degree of freedom respectively, shaft-fixed axes 

Rotor blade 

Collective pitch 

Trim or steady-state condition 
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DEFINITIONS OF INERTIAL CONSTANTS [3] 

= II 
Notes: 

S* n· m dr/I b .th d shape qi 1 n· = 1 mo e 0 

I* II = 
0 0 

I* .r q. a. J 
1 0 

I~ . 
q.1jJ 

1 

= 

1 

Z m dr/I b 
r 

n. 
1 

r m dr/I b . 

1 
Ib 

1 

m = mass/unit span 

q. - S or 
1 

- All terms 

-1 -"- -n.o(Z i-x k-xlk)~dp dr 
100 

S 

nondimensional 

-11 ( ) LBon i -ro 1+(r-rFA)oZ m dr 
o 

£1 kB"ni(xFA+TFAo3+kB (ZoI-xok-xrkl) m dT} 

-+ -+ -+ -+ 
n.~o (z i-x k-xlk)~dp dr 

1 0 0 

(continued) 
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* 

UNIT CONVERSION* 

1 ft/sec = 0.3048 m/sec 

1 m/sec = 3.2808 ft/sec 

1 "g" 32.2 ft/sec 2 9.81 m/sec 2 = = 

1 1b/in 2 703.1 Kg/m 2 6897.41 N/m 2 = 

This report supports the computer programs previously 
installed at NASA-LaRC and NASA-Ames. These programs 
utilize English units in order to be consistent with 
the engineering units outputted by the type of data 
provided to SCI (Vt) by the government. In order to 
directly compare results with the output of these 
codes, English units have been retained herein. 
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INTRODUCTION 

The rotorcraft has presented a formidable design challenge 
to the engineering profession throughout the development of 
these unique vehicles. As the significant breakthroughs in the 
state of the art have been achieved, there has been a growing 
need for validated analytical methods in continuing to guide 
engineering decisions. Indeed, the expansion of computer-aided 
analytical methods for predicting rotorcraft aerodynamic perform­
ance, vibrations, loads, stability, control, and handling quality 
characteristics has affected, to varying degrees, all phases of 
rotorcraft engineering. As the vehicles have become more complex, 
and the analytical methods more sophisticated, the problem 
of validating these analytical methods has itself become a 
significant issue. In particular, the validation of analyt-
ical predictions of rotorcraft stability, control, and 
handling qualities must address a multitude of problems 
associated with vehicle test, instrumentation, and data 
processing. These validation methods must further interface 
with a wide spectrum of analytical models, from highly 
sophisticated digital simulations (e.g. C-8l and GENHEL) 
to simple transfer functions (e.g., rotorcraft handling 
quality specifications). 

Clearly, the establishment of a systematic methodology 
for using test data to validate, and upgrade, a-variety of 
analytical models is an evolutionary task. Significant 
advances to achieving such a methodology have been accom­
plished for fixed-wing aircraft lrefs. 1,2] and are generic­
ally categorized as parameter identification methods. Applica­
tions of such techniques to rotorcraft have not been extensive, 
but two notable efforts have been reported using two different 
approaches. Molusis [ref. 3] performed an extensive develop­
ment of the Kalman filter concept to six-degree-of-freedom 
vehicle models, and reemphasized the need to include rotor 
degrees of freedom. Gould and Hindson [ref. 4] developed a 
least squares quasi-linearization procedure which recognized 
the difficulties of the sensor bias problem. These efforts 
represent significant steps toward a comprehensive rotorcraft 
model validation methodology, primarily addressing the quanti­
fication of estimates from a given model. 

Applications of these methods, as well as results from 
fixed-wing applications, indicated that the parameter esti­
mation solution, though an essential part of the required 



methodology, must be integrated with other requirements. 
These include: 

(1) Data quality improvement must be achieved by a?suring 
the completeness and minimum accuracy level of onboard and off­
board sensors (e.g., air data, gyros, accelerometers, force and 
moment transducers, radar, optics). Data filtering options, such 
as Fourier transform methods, must be used judiciously to avoid 
loss of desired information. Mu1tivariab1e data filtering meth~ 
ods, such as Kalman filtering, should be available to calibrate 
mUlti-component measurements. 

(2) Size of the identifiable (va1idatab1e) model is 
inherently 11mlted by the information content of the data and 
the computational resources available (e.g., algorithms and 
computers). The goal is not to obtain time history matches 
of the estimated model output with the actual data (which is 
generally possible if enough parameters are included in the 
model), but rather to derive the most accurate estimates of the 
model parameters which can be obtained from the data. Even if 
a large number of parameters is identified, reasonable compu­
tational limits must be observed. 

(3) Test design considerations, which include specific 
maneuvers to improve the qua11ty of data, should be integral 
parts of an overall test objective. Test design also requires 
specification of the data processing integration to diagnose 
and resolve particular model or instrumentation problems. 

These are the principal issues which form the back-
ground of the methodology presented in this report. The overall 
methodology has implications beyond stability and control (see 
Johnson and Gupta, [ref. 5], but only the stability and control 
issues will be treated here. 

System identification is a generic classification for the 
methodology of integrating simulation, wind tunnel tests, and 
flight tests in order to improve or validate predictive 
models of vehicles. This classification is a significant 
extension of the process of parameter identification, which 

2 

is but one step in the overall process, as will be introduced 
in this section. 

The following more formal definition of system identifica­
tion has been found useful [ref. 6]: 

"System identification determines, from a 
given input/output data record of vehicle test 
response, an estimate of the physical model 
which relates the observed data." 
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This definition implies that system identification involves 
the following: 

(1) A mathematical model: Though the governing equa­
tions for vehicles may be known, it is frequently found that 
other equations (e.g., effects) are present, and the data 
must be analyzed to isolate what the actual model is. 

(2) Parameters of the model: This is the parameter 
identification requirement, where the coefficients of the 
model are quantified from the data. 

(3) Ran"dom errors: Random errors must be isolated and 
removed from the model effects. 

Figure 1.1 shows a representation of how the system identifi­
cation procedure is used with vehicle input and output data 
to produce estimates of linear and nonlinear coefficient,-

Conceptually, the mathematical principles of system 
identification process are directly related to curve fitting 
of data to a model, and statistical analysis of the resulting 
errors. Indeed, for simple models and perfect data, elemen­
tary least squares methods will meet most requirements for 
model quantification. The problem, particularly for rotor­
craft applications, is that the models are not simple and the 
instrumentation is both costly and complex. The model com­
plexity presents two difficulties, one obvious, the other 
more subtle. The first difficulty is the computer algorith­
mic requirements imposed by processing large amounts of flight 
data and correlating these data to high order, multivariable 
models. Both feasibility and cost considerations limit the 
extent to which brute numerical force can be applied to such 
objectives. The second, and more subtle difficulty, is the 
avoidance of overparameterization of the model relative to 
the quantity and quality of data available. A frequent 
criterion of "excellence" of curve fitting techniques is the 
fit between the data and the estimated model output. In f~ct, 
it is now recognized that such fit can always be improved by 
adding more model parameters, even though the parameters do 
not reflect any actual physical effect (i.e., overparameteri­
zation). While it is necessary then to obtain a reasonable 
fit to the data, it must be realized that such is not the 
explicit objective of identification. The objective of the 
identification is to achieve a validated predictive model 
which can be subsequently used for design evaluations. 

3 
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~--------- = • • ............................•.......................................... : • 

FIGURE 1.1.- INTEGRATED ROTORCRAFT SYSTEM 
IDENTIFICATION PROCEDURE 

The objective of the rotorcraft identification methodol­
ogy discussed here is to successively treat the problems of 
data quality, model structure estimation, and parameter esti­
mation in a systematic fashion, iterating with the test 
maneuvers specifications to improve the identifiability of 
the stability and control coefficients from data. Each sub­
division of the rotorcraft estimation problem has specific 
requirements for data from analysis, wind tunnel tests, or 
previous tests. The overall flow of this procedure is shown 
in Figure 1.1. 
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The key elements depicted in Figure 1.1 are integrated 
to sequentially perform the steps of: 

State estimation.- Satisfies the requirement for esti­
mating the actual states and controls from data containing 
biases, scale factors,and random noise. 

Model structure estimation.- Satisfies the requirement 
for isolating that part of a model which can realistically 
be determined for a given set of data. The estimated model 
is the equations for the linear or nonlinear system. 

Parameter identification.- Satisfies the requirement of 
accurately estimating the parameters of the model isolated by 
the model structure estimation step. Two algorithms are 
noted, one for linear models, the other for nonlinear modelso 
(This approach is taken for a computational requirements 
reduction which is realized by optimizing a program by linear 
model computations not possible with nonlinear models.) 

Input design.- Satisfies the requirement for having a 
method of specifying tests to improve the accuracy of param­
eters and estimated models. 

In theory, all aspects of this data processing could be 
performed with one single algorithmic method. This "procedural 
ambiguity" is admittedly present. The resolution shown in 
Figure 1.1 incorporates the desire to utilize various types and 
qualities of a priori data to op~imize a particular step within 
minimum cost/maximum accuracy constraints. 

Organization of Report 

Chapter 2 summarizes the rotorcraft mathematical models 
which are the basic identification models of the algorithms 
discussed in the following chapters. Chapter 3 presents the 
background, requirements and selected state estimation algo­
rithms. Chapter 4 discusses the general model structure 
estimation problem, and details the algorithm for rotorcraft 
estimation. Chapter 5 reviews the parameter identification 
algorithms and Chapter 6, the input design requirements and 
algorithms. Chapter 7 reviews specific numerical results 
from each step of the algorithm. Chapter 8 presents conclu­
sions of this effort. 

5 



CHAPTER II 

ROTORCRAFT MATHE~~TICAL MODELS FOR SYSTEM IDENTIFICATION 

Specification of Rotorcraft Model Criteria 

Overview.- This section considers the analytical models 
selected for implementing the rotorcraft parameter identification 
methods employed in this study. As is well known, detailed 
dynamic models of rotorcraft tend to be of great complexity due 
to the large number of degrees of freedom and time-varying non­
linear characteristics .of parameters that must be considered. 
Given that the principal objective of this work is the identi­
fication of parameters relating to fuselage and rotor dynamics, 
and not a study of the modeling task ~ se, the basic model 
requirements were fixed by questions or-system identifiability 
rather than model generality. 

The principal guidelines for model selection are summarized 
in the following criteria. 

Math model criteria.- The objectives of the parameter iden­
tification work planned in this effort governed the determination 
of applicability on the part of several alternative model formu­
lations. It was established that model selection should be made 
relative to the following criteria: 

I 
(1) The model must contain all degrees of freedom of 

importance to rotorcraft handling qualities analyses. 
Rotor modes must be explicitly shown and not reduced 
to quasi-static form by inclusion in fuselage equations 
of motion. The rotor modes required are the first 
harmonics of longitudinal and lateral flapping and 
lagging blade motion, plus coning. 

(2) Explicit representations must be given to both fuse­
lage and rotor aerodynamics. Fuselage effects must 
be shown as component build-up so that component 
effects may be determined if suitable instrumentation 
is present. . 

(3) The model must be usable with minor modifications for 
both linear and nonlinear analyses as would be 
required in this effort, in order to provide the con­
sistency needed to isolate the effects of particular 
system nonlinearities. 

(4) The model must be general enough to treat different 
types of rotors and different numbers of blades. 

(5) The model should relate to a known theoretical treat­
ment of the rotorcraft dynamics problem, in order to 

7 



give insight into the or1g1ns and assumptions implicit 
in the parameters identified. That is, a general­
purpose identification model with arbitrary parameters 
should not be used; state selection should be in 
accordance with previous analytical work. 

(6) The model should utilize both dimensional and non­
dimensional parameters in a manner that provides the 
simplest and most meaningful representation of rotor­
craft inertial and aerodynamic characteristics from 
the point of view of the handling qualities analyst. 

The characteristics of various methods of rotorcraft model­
ing are examined in light of these requirements in the following 
subsection .. 

Math Model Selection 

Math model types.- There exist three basic 
craft models that have found wide applicability 
studies and have been used by many researchers; 
generally increasing complexity, they are: 

types of rotor­
in analytical 

In order of 

8 

(1) Quasi-static, 6 DOF models in which rotor dynamic 
effects are assumed negligible (by setting rotor state 
rates equal to zero) and rotor aerodynamic performance 
effects are combined with fuselage effects. Rotor· 
forces and moments may be represented in terms of 
the classical rotor parameters inflow ratio (A), 
advance ratio (~), and blade pitch (6). The equations 
may be linearized and analyzed in a manner analogous 
to fixed-wing aircraft methods [ref. 7J. 

(2) Rotor blade dynamics models, in which the rotor degrees 
of freedom are represented explicitly and rotor forces 
and moments are coupled to the fuselage through con­
straints at the rotor hub, and in which rotor blade 
aerodynamic characteristics are determined using one 
of several azimuthal averaging techniques [ref. 8 ]. 

(3) Rotor blade dynamic models such as in (2), except 
that rotor blade aerodynamic characteristics are deter­
mined exactly at a large number of azimuthal stations 
and accelerations and rates are integrated numerically 
from one station to the next to determine blade motion 
in time-history form. This method, implemented on a 
digital computer, is powerful in terms of high accur­
acy and nonlinear capability. No averaging assumptions 
are required, and the accuracy is limited only by 
integration errors and computer truncation errors. 
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The first model type is very useful for vehicle handling 
qualities studies in which blade dynamic modes may not be of 
concern, as it is of low order (8 states) and contains easily­
determined parameters. It is useful either ~n a nonlinear, time­
history output form or in a linearized, small-perturbation, 
eigenvalue and eigenvector analysis form. However, the absence 
of explicit rotor blade dynamics which leads to this simplicity 
makes the model inappropriate for studying blade aerodynamics 
effects, which is one of the principal objectives of modern 
rotorcraft research. 

The third type of model contains a very high level of de­
tail in its time history calculations, and represents in fact a 
simulation of rotor dynamics that may include as many parameter 
nonlinearities as desired due to the flexibility of digital com­
puters in integrating the equations of motion with variable 
coefficients. The capability to perform modal analyses is lost 
with this type of model, however, due to its numerical nature. 
Modal analyses require a model expressed in linear mathematical 
form. The maximum of analytical flexibility comes with a linear 

_, __ ~o_cte)_4~rived from the nonlinear simulation, at a given flight __ condi­
tion. In this line~i m~d~l, ifi~ coefficients of the differential 
equations represent averages of nonlinear parameters around the 
rotor azimuth. 

This comprises the second type of model. Several efforts 
have led to analytically-determined, linear models that show the 
origins of the nonlinear coefficients that must be arranged, 
and then impose averaging techniques to arrive at a linear, 
closed-form system of equations. Outstanding among these ap­
proaches is that of Johnson [ref. 8]. 

In the case of linear parameter identification, a linear, 
state-space model is employed in the identification program. For 
identification of nonlinear parameters, the same basic linear 
model is used but additional, nonlinear effects are accounted 
for through the introduction of functions to represent equation 
coefficients and the inclusion of nonlinear terms in the forcing 
function and inertia models. The basic method of determining 
the parameters is unchanged, though the numerical operations are 
more involved. This flexibility suggested the selection of a 
model that was linear at given flight points, but that could 
be modified by additive constants and nonlinear coefficient 
functionals for successive flight conditions or nonlinear para­
meter estimation. 

The type two math model selected is based on the general 
work of Johnson [ref. 8] specialized to the single-rotor heli­
copter case .. ' This model , derived by rigorous aeroelastic analy­
sis, contains all of the required characteristics for the present 
purpose and provides a sound framework to serve as a basis for 

9 



both linear and nonlinear parameter identification. The follow­
ing subsection reviews the background of this model and its 
application to the present parameter identification effort. 

Linear and Nonlinear Math Model Description 

Overview.- This section contains a review of the formulation 
of the set of equations used as the basis for parameter identifi­
cation work in this study. Many of the features of the model 
developed in ref. 8 were neglected as not appropriate to experi­
mental handling qualities studies, particularly the provision 
for higher-harmonic blade bending mode shapes. Rotor dynamics 
are determined from rotor inertial and aerodynamic characteris­
tics, transformed to hub forces and moments, and added to fuselage 
inertial and aerodynamic forces and moments, from which acceler­
ations of and about the vehicle center of mass are then computed. 
A schematic of the flow of computations in this process is shown 
in Figure 2.1. In the following, the particular elements shown 
in this figure are discussed. 

Formulation of equations of motion.-

(1) Coordinate S stems and Transformations. Rotor blade 
inertial an aero ynamic c aracteristics are calculated in a 
coordinate system fixed with the blade (i.e., rotating with rotor 
angular velocity), then Fourier-transformed into a non-rotating, 
shaft-fixed coordinate system. This transformation is well­
discussed in ref. 9. The rotor may then be viewed as a cone 
whose semivertex angle and inclination relative to the shaft 
change in accordance with blade motions, transformed. Vehicle 
reference axes are fixed in the rotorcraft fuselage, and the 
relationship between rotor and vehicle degrees of freedom, 
forces, and moments is illustrated in Figure 2.2. Transforma­
tions between the two orthogonal, right-handed coordinate systems 
are shown in Figures 2.3 and 2.4, and are summarized in equation 
form in Figure 2.5. In the equations used in this study, and 
presented below, axis transformations were expanded and written 
out in equation form. 

(2) Nondimensionalization. Particular care was given to 
the use of dimensional and nondimensional parameters in the 
equations of motion. The generality and conciseness of using 
nondimensional coefficients introduces computational problems 
if points of singularity (e.g., zero airspeed in hover) occur 
and when operating conditions depart substantially from reference 
conditions. Dimensional parameters, on the other hand, relate 
more directly to flight measurement data but are scale- and 
flight condition-dependent. In this study, both types of para­
meters were used. As will be seen below, the basic nonlinear 
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ROTOR 
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CM'C~ 
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TRANSFORM 
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TRANSFORM 
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FIGURE 2.1.- SCHEMATIC OF EQUATIONS OF MOTION 
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General Transformation from Shaft Axes to Body Axes: 

[

-COS SR -sin ~'R sin SR 

o cos¢R 

-sinaR sin¢R cosaR 

FORCE COEFFICIENTS: 

[:~] · IT~l {~J 

[~] 
Rotor Forces 
in Rotor Axes 

[

-CH cosaR - Cy sinoR sinaR h 

'" Cy cos~ 

~H sinsR + Cy

h 
sin~R cosaR 

h 

MOMENT COEFFICIENTS 

cos ~R.sin eR] 
s1n¢R 

-cos¢R cosaR 

+ .CT cos¢R SinaR] 

+ CT sin¢R 

- CT COS¢R COSS R 

[:J[T~l [:~Y] ~:B 
j z:j ; rHUB x CF '" 0 

cR cR cR 
X y Z 

Rotor Moments Rotor Moments 
-CR 

in Body Axes in Rotor Axes y ZHUB 

CR R XHUB X ZHUB -Cz 
CR 
y XHUB 

FIGURE 2.3. - TRANSFORMATION OF ROTOR FORCES AND MOMENTS 
TO BODY AXES 
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Required: Xh, Yh, Zh' (lx' (ly,::1 z : Translational and Rotational 

Displacements due to Body axis motion, x, y, z, ¢, 9, W· 

and, 

Conversion 
from body 
to rotor 
axes. 

-- --Conver- Euler 
sion of Angle­
angular to body 
to trans- axis 
lational rotation 
displace-
ment 

Matices (in order of use): 

= 

= 

0 

[: 
~i"', J 

cos¢o sin¢ocoS90 

-sin¢o cox¢o sin9g 

ZHUB 

ZHUB -YHUB ~ YHUB 

~H~] 

-XilUB 

[

-COS9R 

-sin¢Rsin9R 

cos¢Rsin9R 

[:1 
!PJ 

Body 

(initial attitude 

¢o' 90 , tPo) 

(Hub coordinates 
are -XHUB l+YHUB 

j+~UB k in 
body axes) 

Rotor ., Body 

FIGURE 2.4. - TRANSFORMATION OF BODY AXIS MOTION INTO ROTOR AXES 
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BODY 
AXES 

(REFER­
ENCE) 

~ 
U1 

FORCES MOMENTS 
AXIS BODY ROTOR BODY ROTOR 

. R 'U I 

X Cx -CHCOS8R + CTsin8 R CR, -Cmx COS8R+CQSln8R - Cy ZHUB I 
I 

'U 
I y Cy CR Cm Cmy+ZHUB(-CHCOS8R+cTsin8R)-y 

'U 
, 

XHUB(-CHsin8R-CTcoS8R) 

Z Cz -CHsin8R -CTCOS8R C -C . R 'U n mxSln8R-CQCOS8R+ Cy XHUB 

XR - CH - C 
mx 

YR - CR - C Y my 

ZR - CT - CQ 
--- -

FIGURE 2.5. - FORCE AND MOMENT COEFFICIENTS - TRANSFORMATION SUMMARY 
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equations are dimensional, with physical units of force and 
moment, though fuselage aerodynamic contributions are expres­
sed as nondimensional coefficients multiplied by the refer­
ence nondimensionalizing terms. All nondimensionalizing was 

done on rotor charact eris tics: p&"lR47f for forces, p&1 2R57f for 
moments. Conversion from conventional, fixed~wing t6efficient 
definitions for components (such as horizontal and vertical 
tail) must be made where required. 

The linear equations are nondimensional, on rotor char­
acteristics. The nonlinear equations are dimensional but 
feature nondimensional rotor equations which are dimensional­
ized prior to the parameter identification step. This ap­
proach was taken to avoid complete dimensionalization of the 
complex inertial and aerodynamic constants in the basic rotor 
equations. An added factor in the equations of reference 
is that they are also normalized on rotor blade inertia; this 
was not retained in the present equations, resulting in addi­
tional scaling changes between the two sets. 

A summary of the final nondimensionalization definitions 
is given in Table 2.1. 

(3) Fuselage Aerodynamics. Fuselage aerodynamics are 
expressed in coefficient form based on rotor characteristics. 
A component buildup method is used, in which the force and 
moment contribution of each component (in the presence of 
all the others) is added to yield net total fuselage forces 
and moments. A typical buildup is shown in Table 2.2. It is 
important to note that the contributions of individual compo­
nents cannot be separated unless the appropriate load-cell 
instrumentation is installed on the components; otherwise, 
the sum of all components will be identified as a parameter 
varying with, say, w, another parameter varying with q, and 
so on. This is shown by the arrangement of terms in Table 2.2 
and the equations below. Groups of these terms are parameters 
to be identified. 

Note that flap and control deflections are included, as 
are tail rotor force and moment. And, in the complete moment 
equations (below), the effects of rotation of the tail rotor 
(and engine) angular momentum vectors are included. 

(4) Rotor Equations of Motion. The rotor equations of 
motion describe, in shaft axes, the motion of the rotor disk 
in response to aerodynamic and inertial forces and moments. 
The rotor forces and moments determined by these equations 
are transferred to the fuselage as hub forces and moments, 
and are discussed in the following paragraphs. The rotor 
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l. 

2. 
3. 

4. 
5. 
6. 

7. 

8. 

TABLE 2.1. - NONDIMENSIONALIZING FACTORS FOR 
EQUATIONS OF MOTION 

Parameter Units Factor 

Length m (ft) R 
Linear velocity m/sec (ft/sec) nR 
Angular 
velocity rad/sec n 
Mass Kg (slugs) PR3 

Force newton (lb) PfiR47f 

Moment nt-m (ft-lb) pn2R57f 

Moment of 2 2 pR57f inertia kg-m (slug-ft ) 
Angular 

kg-m2/sec (slug- pnR57f Momentum 
ft2/sec) 

Examples: (Force) 

(Moment) 

(Moment of inertia) 
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TABLE 2.2. - FUSELAGE AERODYNAMICS 

X-Force 

cA = CW + CH + eV + eFUS + erR = reK 
X X X X X X K X 

e~ = e~ + eW 
a + cW a

2 
+ CW 

u + eW s + CW of 
o xa x 2 Xu Xs Xo 

a F 

where: 

Hence, 

W +e of 
X~ 
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TABLE 2.2 - CONTINUED 

V-Force 

Hence. 
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TABLE 2.2. - CONTINUED 

Z-Force 

where: 

CV = CV + CV a + CV S 
Z Zo Za Zs 

CFUS _ CFUS + CFUS + CFUS ~ Z - Z Z a Z ~ 
o ;:t S 

Hence. 

A W W Wz W W H H H Cz 2 Cz + Cz a+ Cz Za + Cz U + Cz OF + Cz + Cz a + Cz S 
o a a U QF 0 a B 

+ CV + CV a + eV S+ eFUS + eFUSa + eFUS e+ eTR + eTRa + eTR e 
Zo Za Zs Zo Za Zs Zo Za Ze 
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TABLE 2.2. - CONTINUED 

Ro 11 i ng r~omen t 

where: 

Hence, 
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TABLE 2.2. - CONTINUED 

Pitching Moment 

c~US = ~us + C~USa + C~US S 
o C1 i3 

Hence. 
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TABLE 2.2. - CONCLUDED 

Table 2.2 (cont'd) 

Yawing Moment 

W \oj \01 where: CN = CN + CN a 
o 3 

H H H" H CN = CN + CNQP + CN a 
o " a 

V _ V V V 
CN - CN + CNoS + CN a 

o " a 

CFUS = CFUS + CFUS 6 + CFUS a 
N No Na Na 

CTR - CTR + CTR S + CTR 
N - No NS No. a. 

Hence, 

+ (C~ + C~ + C~US + C~R)a 
a a. a. a. 
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equations used in this study, derived from reference 2 and 
retaining only first-order blade flap and lag modes, are 
shown in Table 2.3. It will be noted that single parameters, 
either constant or nonlinear functionals, are used-in these 
equations to represent the complex, theoretically derived 
coefficients of reference 2. By referring to these theoret­
ical expressions, the content and derivation of identified 
parameters may be determined. It will also be noted that 
fuselage rates and accelerations have been transformed into 
the rotor (shaft) axes. 

(5) Rotor Hub Forces and Moments. Rotor dynamics are 
determined completely by the rotor equations discussed above. 
As the result of these motions, forces and moments are im­
posed on the rotor hub; and in this way, rotor forces and 
moments are both aerodynamic and inertial in origin. Table 
2.4 shows the equations for the hub forces and moments, in 
rotor axes. The aerodynamic parameters in these equations 
must be identified, along with those relating to rotor and 
fuselage aerodynamics. 

Time-varying rotor forces and moments have been modeled 
in this study using the averaging method of Johnson [ref. 8], 
which replaces periodic rotor force and moment coefficients 
with constant, Fourier-averaged values of the coefficients to 
obtain a set of constant-coefficient ordinary differential 
equations amenable to rigorous mathematical analysis. All of 
the effects of the rotor on the airframe have been modeled, in 
the present study, by computing rotor-related hub forces and 
moments under this constant-coefficient approximation and 
resolving them into body axes for the usual force and moment 
summation. 

General, nonlinear vehicle equations of motion.- Using 
the coordinate system definitions, nondimensionalization 
technique, and analyses of vehicle component aerodynamics 
and rotor dynamics, a general set of complete vehicle equa­
tions of motion may be written. The basis for the general 
equations is Euler's equations referenced to a set of body­
fixed axes; these equations are shown in Table 2.5. They are 
shown here as dimensional equations, and the degrees of free­
dom appear a~ thei~ true values, not as perturbation quantities. 

The nonlinear vehicle equations for use in this study 
are shown in Table 2.6. They are obtained by introducing the 
expressions developed in the previous subsection for fuselage 
aerodynamics and hub reactions due to the rotor. While the 
rotor equations given in the preceding subsection are for 
small-perturbation motion from trim, their use to compute 
actual hub forces and moments is valid, as biases due to 
steady state (trim) conditions are included in all of the 
equations and are identified along with the aerodynamic 
parameters. 
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TABLE 2.3. - ROTOR DYNAMICAL EQUATIONS OF MOTION 

Rotor Dynamics 

Conin..!!. (Ilo) 

* .. • .. * * .. 
III Il + III ~s + (11l9svll + 21 1l6 )llo + 

a 

o 0 0 0 • M + Ma Il + Ma al + Ma al + Mo a + °a "0 0 "le e "ls s "0 0 

*. * 2 * . . 
211l~ ~s + Illvllllo + Sll[UasinaR - wacosaR - o· o· 0 0 0 

M~ ale + M~ als + M~ ~o + M~ ~le + M~ r. 1s + 
lc ls 0 le ls 

- *. 
Qa(ZHua sinaR - XHua eoseR)) + lila (-PaeosaR - o· o· o· o· 0 

M~ 1;0 + Mt 1;1c + Mt ~1s + M~ ~s + MIjJ ~s + 
o le ls s s 

Ra sineR) 
o - 0 - 0 - 0 -

Mu ua + My Ya + MW Wa + Mp Pa + MQ Os + 

M~ Ra + 21;~(Pa sinaR - Ra eosaR) + 

o 0 0 
Me a + Me SIs + Ma e1s o 0 Ie Is 

Longitudinal Flappi n9 (a1c ) 

* .. * *. 
la a e + (la9sv + 21 a6 )a + M + M1ca + Mlc Il + M1e a + MICa + Ml e a + M!e a + 

Ole ao 0 Ille le a1s ls Ilo 0 Ill e le Ills ls 

."' * .. * .. 
21 Sals - laaQa + Sa [Ya - Mle~ + Mle I; + M1e ~ + Mje~ + Mle ~ + HIe ~ + 

~o 0 ~le le 1;1s ls 1;0 0 ~1c le 1;1s'ls 

Pa ZHua + Ra Xilual Hle~ + Mle~ + Mle U + M1e V + M1c W + M1e p + 
IjJs S ~IS sua v a w a P a 

Ie - Ie - * 2 * * MO Qa + MR Ra + la(va - 1)B1e + (IS9svll + 21 sa )SIS + 

*- -. Ie Ie Ie 21/la(-PacosOR - Rasln0R) + Me 6 + Me 01 - Mo 0ls 
o 0 Ie e Is 



N 
0\ TABLE 2.3. - CONCLUDED 

Rotor Dynamics {Continued} 

Lateral Flapping {S15} 

* .. * . * * . 
IS SIs .. 2IS SIc + {IS 9sv + 2I SS}Sls + Mo + MS So + MS SIc + MS SIs + MS S 

Is a lc Is a a 

* '"; :-
Isa{-PB coseR - RB sineR} * . Ss [- UB coseR - = Is . Is . Is Is Is 

MS SIc + M. SIs + Ms So + Ms sIc + Ms sIs + 
Ie SIs a lc Is 

. - -
WB sineR - QB {ZHUB coseR - XHUB sinBR}] Is' Is . Is . Is . 

M. S. + M. sIc + M. sls + M· ~s + 
So 0 sIc sIs ~s 

Is Is - 1 - 1 - 1-M ~ + M U + M s V + M s W + M s P + 
~s suB v B w B P B 

Is - Is - * 2 * -
MQ QB + MR RBp- IS {vS-l}SIS - 2Isa QB + 

MIse + MIs e + MIs e 
eo a e1c lc e1s Is 

, Lagging Modes {So'Slc,sIS} 

Substitute in the above three equations, "S" for "SII 

"Q" for IIM" 

... _1 . ___ .1 __ ~ .. ___ J . ____ J . __ J . ___ .1 . __ -.1 __ J . ___ J . __ ._1 .. __ J . ___ J . ____ I __ I __ I 



TABLE 2.4. - HUB FORCES AND MOMENTS 

'C 'V" 

'- HCONTROL 

CT 2 (ca/y)(-SaSo - S~~O) + (TO + 'S050 + TS calC + ••• ) + 

.... V' r"" 

CAERO 
Q 

t.Cm 
YCONTROL 

toC 
QCONTROL 
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TABLE 2.5 - GENERAL NONLINEAR EQUATIONS OF MOTION 

General Nonlinear Equations of Motion 

In Body-Fixed Axes, 

• Translational: V + n x V .. ~!: F (Aero, Rotor, Gravity) 

• Rotational: ~ + ?i x :f = r Moments (Aero, Rotor) 

MO .. Angular Momentum of Airplane = T • IT 

[
-

L (Roll) 

Moments" MJ (Pitch) 
N (Yaw) 

M=M' + 6M 
~ 

Angular Momentum 
of Tail Rotor, Engines, Etc. 

Expanding the translational equations, obtain 

[~:J .. ~ [~ :; ~~:~::::::~~] + r:~ : ~~] +g [:::;: i n~] 
W r Fz (Aero+Rotor) L~u -PV cos6cos~ 

Expanding the rotational equations, obtain 
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"I 

TABLE 2.6. - TRANSLATIONAL EQUATIONS OF MOTION 

• 1 2 4 *.. * .. 
UB - iil(pll R n) (-(oa/2y)(S/3a1S + Sc51S)COS OR 

*.. * .. 
+ (oa/y)(-Sa/30 - S~~o) s1n OR) 

VB - ~ (PIl2R4n) [(-oa/2y)(s;alc + S~tlc)) 

RBVB - QBWB - 9 s1nO + ~ (pn2R4n)(C~ + C~ + C~ + 

cFUS + CTR ) _ cAERO cos ° t CAERO 
l' ° + X X H R T sn R 

(C 6 + C 6 + C 6 + Cx ) + 6CT sln OR -
x6 e x6 a x6 r 6 CONTROL 
ear TR 

6CII . cos OR) 
CONTROL 

PVWv - RBUB + 9 cosO s1n~ + ~ (PIl2R4n). 

[(CW + Cll + cV + cFUS + CTR ) + CR,AERO t 
Y Y Y Y Y Y 

R (Cy 6a +Cy 6.+Cy 6e +Cy 6TR ) +6Cy ) 
6a 6r I 6e 6TR CONTROL 

WB - ~ (pn2R4n) [(-oa/2y)(S;a1S + S~~lS) s1n OR QBUB - PBVB - 9 cosO COS~ + ~ (PIl2R4n). 

+ (oa/Y) (s:a + S*t ) cos ° ) [(CZ
W + C

Wz + cZ
V 

+ C
FUS 

+ C
TR

) - C
AERO 

. 0 " a ~ a R Z Z It SlO R-

CAERO cos 0 + (CZ 6 + Cz 6e + Cz 6a + 
T R 6 e 6 6

A e r 

Cz 6TR ) - 6Clt s1n OR - 6CT cos OR) 
6TR CONTROL CONTROL 
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TABLE 2.6. - CONTINUED 

Roll 

IXP B - IWyQB - IxzRB + (pQ2R5n ) (aa/2y). 

* .. * .. * .. 
[(-ISaS1s - I~a~ls) cos 8R - 2(1 8aSo + = 

* .. * .. ~ * 
I~aso + 10 ~s) sin 8R + ZHUB(SSSlc + 

* .. 
Ssslc)] 

·22 
- ~Mx - QB~MZ + RB~My - RV1yZ + QBlzy -

( 25 
PBRBlyX - WBRB IZ - Iy) + PBQBlxz + (pQ R n). 

[(C~ + C~ + C~ + C~US + CIR) + (aa/2y). 

* . * * cos 8R (-2I SaS1c + IsaS1c - 21 SaS1c + 

210 QB) - C~ERO cos 8R + (aa/y) sin 8R. 
x 

(-21~ S - 21: ~) + CQAERO sin 8R -S~ 0 s~ 0 

CR,AE~O Z + (C 0 + C 0 + 
y HUB ~o a ~o r 

a r 

C~ 0TR) - ~Cm cos 8R + 6CQ sin 8R -
0TR xCONTROL CONTROL 

~CR -Y • Z ] 
CONTROL HUB 

___ J __ ) __ -_J _- __ J ___ J ___ J , __ J ___ J ____ J ___ J ___ J ___ 1 ______ J . ___ 1 ---J 



-1 ---I 

V-I 
I-' 

TABLE 2.6. - CONTINUED 

~tch 
. • • 2 5 * .. 

lyQO - lyxPB'- IYZRO - (pO R n){oa/2y(l~alc t 

• .. - * .. 
I C

l
) t (oa/2y)(-Z"UO cos OR (Sallis t 

r;a C 

•.. *.. * .. 
ScCls) t 2 Z"UO sin OR (- SIl~o - Sr;eo ) t 

X"UO sin eR (s;ii1S t S~C) t 2 X"uo cos oR" 

*.. * .. 
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B>IIUb aero forces and moments in terms of parameters, as shown in "hub forces and moments," Table 2.4. 
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This model is employed for nonlinear simulation and 
parameter identification work, for which time histories are 
the principal output required. 

Linear vehicle equations of motion.- The linear equations 
of motion for the rotorcraft, shown in Table 2.7, are a special 
set which are derived from the nonlinear equations by the 
well known linearization technique using a first-term Taylor 
expansion of all parameters and states. Note that the effects 
of gravity and controls are also linearized. This model is 
used for linear parameter identification and general model 
analysis studies, and adds the last of the modeling capabili­
ties desired in this study. 

Modeling the Two-Bladed Rotor.- The modeling aspects of a 
two-bladed rotor differ from those of a rotor with three or more 
blades because the two-bladed rotor is not axisymmetric and its 
inertial properties, as well as its aerodynamics, possess period­
ically-varying characteristics. The modeling of this rotor 
is again based on the method employed by Johnson [ref. 8], in 
his analysis of the general rotor dynamics problem. This method 
substitutes constant, average values of the coefficients for 
this time periodically-varying values, and in so doing, achieves 
simplicity and clarity in the dynamic formulation. As noted 
in reference 8, it introduces some errors because the periodic 
and nonaxisymmetric properties of the testing rotor are pro­
nounced. Nevertheless, the method, appropriate to rotor 
dynamics studies, is certainly also appropriate to rotorcraft 
handling qualities studies, and provides for continuity of 
method in the present model formulation. The constant coeffi­
cient method is particularly well suited to the sophisticated 
system identification methods employed in the present study 
because periodic effects will be distributed throughout the 
identified model in such a way that maximum dynamic fidelity 
is obtained. In this way, the results of system identifica-
tion analysis of the two-bladed rotor will guide future 
modeling effort toward useful model structures for handling 
qualities and flight dynamics studies. 

Identification and State Estimation in the Two-Bladed 
Rotor.- For the purpose of system identification, a linear 
time-invariant model of the two-bladed rotor gives a high 
level of modeling error at 2 per rev. This modeling error 
occurs because the two-bladed rotor possesses a plane of 
symmetry which rotates with the blades and crosses a refer­
ence point twice in each rotation. In a steady state, this 
error term can be filtered out. The filtering is most 
effective when low frequency characteristics are desired. 
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Thus, accurate estimates of stability and control parameters 
may be obtained from models given previously. 

The problem is made more complicated because of the 
changing level of the 2 per rev error in a transient. A con­
tinuously tracking filter is required to minimize the error. 
This is particularly significant for system identification 
where most information about parameter values is available in 
a transient. The computer programs based on the models pre­
sented in this chapter may incorporate such tracking filters. 

When rotor-blade measurements are available, difficulties 
are caused in transformations from the rotating system to the 
fixed system. In three or more bladed rotors, the positions 
of the blade tips at any time define the instantaneous posi­
tion of the tip-path-plane (TPP). For a two-bladed rotor, 
two points on the blade cannot define an instantaneous plane. 
The following procedure may be used, however, for the trans­
formation. 

In the 

where 

131 = 13 + SIc cos(nt) + SIs sin(nt) 
0 

62 = 13 + 6lc cOS(nt+1T) + SIs sin(nt+1T) 
0 

= 6
0 

- SIc cos (nt) - 6ls sin (nt) 

matrix notation, these equations are 

[:~ ] = T r:~: J 

[
1 cosnt sinnt] 

T = 1 -cosnt -sinnt 

Differentiating the above equation once and then twice, we get 
. 

[:~] . . [ ::c 1 T [ ~:c J T + 

6ls 6ls 
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since the dynamic system of equations defines the relationship 
between the tip-path-plane acceleration and the corresponding 
velocity and position, we have 

We have six equations and six unknowns B, Bl ' Bl ' § , 
• • 0 c s 0 
Blc ' Bls . We can determine these unknowns in terms of Bl , 

B2 , and their first- and second-order derivatives and rotor 

inputs. The transformation is both time varying and param­
eter dependent. In addition, both flapping rate and flapping 
acceleration measurements are required. 

The problem may be simplified somewhat by taking the 
sum and difference of Bl and B2 before time derivatives 

are derived. Equations for Blc and Bls are still complex. 

A more direct approach is based on using the blade­
flapping measurements without transformations to the fixed 
axis system. Periodic gains with 1 per rev periodicity are 
then obtained. The implementation is more difficult because 
of the need to store a time history of Kalman filter gains. 
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CHAPTER III 

ROTORCRAFT STATE ESTI~~TION 

State estimation is the process of quantifying the time 
histories of significant vehicle response variables, based 
on measurements which themselves are susceptible to errors. 
The input data to the state estimation process are the meas­
urements and the desired outputs are best estimates of the 
vehicle states and of the measurement errors (e.g., biases, 
scale factors, etc.). 

The first section reviews the specific requirements for 
rotorcraft state estimation. The second section then summar­
izes the fundamentals of state estimation, followed by the 
third section which presents the basis of a rotorcraft state 
estimation algorithm. The fourth section discusses the 
structure of the computer program DEKFIS (for Discrete 
Extended Kalman Filter and Smoother. 

Requirements for Rotorcraft State Estimation 

Rotorcraft flight testing for handling qualities, sta­
bility and control, and simulation validation objectives re­
quires the measurement of a multitude of variables. Examples 

. of such measurements are on-board variables such as accelera­
tions, velocity, position, attitude, angular rates, and 
control inputs. Off-board measurements may also be required. 
Radar tracking is an example. These measurements are, in 
general, subject to instrumentation errors due to random 
noise, bias, scale factor, channel cross-talk, and dynamic 
lags. Further errors are introduced with instrumentation 
data conditioning and transfer due to sampling effects and 
word length limitations. The determination of the best esti­
mate of required vehicle states from these measurements is 
therefore non-trivial. 

The systematic methodology for estimating the vehicle 
states and for estimating the errors in the measurements is 
denoted as state estimation. This methodology has evolved 
very rapidly in the past 15 years as digital computers have 
become more widespread as a flight test data processing tool. 
Parallel to the use of these digital computers has been the 
development of algorithms for minimizing the error of the 
estimated time histories relative to the actual responses. 
The number of measurements required for rotorcraft dynamic 
state description presents a formidable state estimation 
requirement for these algorithms. 

The general requirements for rotorcraft state estimation 
are to provide the following improvements over raw flight 
data: 
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(1) data consistency for related attitude, rate and 
acceleration measurements (e.g., between radar and 
integrated linear accelerometer measurement posi­
tion); 

(2) the capability to handle redundant instrumentation 
at different locations; 

(3) corrections for instrumentation errors such as 
scale factor and bias errors, instrumentation dy­
namic lag, cross-talk and random noise; 

(4) estimates for gusts and other unmeasured states; 
and 

(5) estimates for all states. 

The specific requirements for rotorcraft state estima­
tion are as follows: 

(1) estimation of fuselage states in presence of gusts, 
and estimates of gusts and gust statistics; 

(2) estimation of rotor states; and 

(3) estimates of component forces and moments. 

These general and specific requirements pose a significant 
computational task because of the large number of vehicle, 
instrumentation, and statistical parameters which must be 
estimated. 

Resolution of these requirements involves three princi­
pal issues. These issues are: 

(1) the state estimation algorithm; 

(2) the specific models to be estimated; and 

(3) the algorithm implementation. 

These issues are addressed in the following subsections. 

Review of State Estimation Algorithms 

There is now an extensive body of experience and docu­
mentation which provides extensive background to the science 
and art of modern applied state estimation [10]. This sec­
tion is a summary of the principal aspects of this technology 
which are necessary for understanding the rotorcraft estima­
tion approaches discussed in subsequent sections. 
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Linear continuous and discrete system models.- The gen­
eral problem of state estimation is based on a formulation of 
the linearized system dynamics and measurement equations, viz 

where 

. 
x = Fx + Gw x(o) given 

y = Hx + v 

x 6. system state 

w 6. system noise (random, white process with 
power spectral density, Q) 

Y 6. system measurements 

(3.1) 

(3.2) 

v 6. system measurement noise (random, white pro-
cess with power spectral density, R) 

F 6. system dynamics matrix (assumed constant) 

G 6. system noise matrix (assumed constant) 

H 6. system observation matrix (assumed constant) 

(Explicit vectors and matrices for rotorcraft application 
are given in the next section.) 

Equations (3.1) and (3.2) are a continuous model for the 
system. The corresponding discrete model, describing system 
characteristics at discrete times i and i+l (0 6. i 6. N), is 

Xo given (3.3) 

(3.4) 

where xk ' Yk' wk and vk are the sampled values at time 
k of the corresponding terms in Eqs. (3.1) and (3.2), and the 
matrices ~, r, and H are the discrete equivalents of 
F, G, and H. 

State estimation a1gorithms.- The state estimation 
problem is the determination of the continuous estimate of 
x, X, or the sequence of estimates of xk ' xk ' from 

" measurements Y or Yk' respectively. The estimate x is 

obtained from Eqs. (3.1) and (3.2) as 
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· A 

X = x(O) = -x given (3.5) 

(3.6) 

and the estimate from Eqs. (3.3) and (3.4) as 

(3.7) 

P(O) assumed (3.8) 

The following characteristics are apparent from these 
equations: 
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(1 ) 

(2 ) 

The filter is initialized with estimates of the 
initial state x(O) and state error covariance, 
P(O). In general, these initia1izations must be 
assumed. 

"Estimates of the process and measurement noise 
statistics, Q and R, must be provided to the 
algorithm. These statistics must be estimated 
a priori (or at least by a modification of the 
algorithms described by Eqs. (3.1)-(3.4)). 

The quantity PHTR- 1 is denoted as the Kalman 
gain, K, 

and is explicitly dependent on 
(Eqs. (3.6),(3.8)). 

R and on Q 

(3.9) 

·(3) The following special cases may be identified from 
the discrete algorithm equations, (3.7) ~nd (3.8). 

(a) ~ known, Q is finite 

This corresponds to the case shown in Eqs. 
( 3 . 7) and ( 3 . 8) . 
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(b) ~ is unity, Q is finite 

Equations (7) and (8) become 

(3.10) 

(3.11) 

which represents a fitting process for a 
process where the value of the state at time, 
K, xk ' is related to the value at time k-l, 

xk - l ' within the standard deviation associ­
ated with Q. Note that this implies no 
knowledge of the deterministic dependence of 
xk on xk - l . As Q increases, the infor-
mation provided to xk by knowledge of xk- l 
decreases. This type of representation is 
denoted as a random walk model. 

(c) ¢ is unity, !Q approaches infinity (e.g., large) 

Equations (3.10) and (3.11) become 

X
k 

= (HTR-lH)-lHTR-lYk 

P
k 

= (HTR-lH)-l 

(3.12) 

(3.13) 

which corresponds to the well known least 
square single point estimate of xk given 

the measurement Yk' and is independent of 
A 

estimates xk- l ' etc. 

These considerations are relevant to selection of the a pri­
ori assumptions on Q. Similar conclusions are appropriate 
for the continuous equations (3.3)-(3.4). 

Smoothing.- The estimation algorithms of the last sub­
section yield an estimate, at any time t, of the state, 
x(t), based on measurements yet), up to and including 
time t. One would expect, however, that the accuracy of 
such point estimates could be increased if, in addition to 
the past data up to t, future data from t to T could 
also be incorporated. In the context of sequential estima­
tion approaches (as opposed to a batch estimation wherein all 
data are simultaneously processed), smoothing is the generic 
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operation for using future data to improve intermediate time 
estimate accuracy. The Kalman filter estimation algorithm 
can achieve this by processing the data forward until the 
last data point. The filter and smoother estimates are then 
identical because they have the same information available. 
Reverse smoothing then consists of stepping back from the 
last measurement and forming the smoothed estimate by adding 
a correction term to the forward filter estimates. 

The process of stepping back through the data can be 
shown [10] to not only reduce the uncertainty in the state 
estimate, but also provide an estimate of the uncertainty in 
the state (e.g., process noise). These characteristics then 
lead to specific modes of smoother operation denoted as fixed 
point smoothing and fixed interval smoothing. Fixed eoint 
smoothing is the mode in which the accuracy of a speclfic 
point estimate is improved. In particular, the initial con­
dition estimate of state and its error covariance are im­
proved based on all the data. Fixed interval smoothing is 
the use of data over an interval to provide improvements to 
the estimates of the measurement noise statistics and the 
process noise statistics. 

It should be noted that smoothing type of iterations 
can be performed over any span of data. Hence, local~ iter­
ated smoothing is frequently used for improving estimates of 
states whose actual transition dynamics are nonlinear. 

The smoothing operation on data in a nontrivial com­
putational problem; the filter requires the storage 
of estimates and covariances of, at most, two successive 
data points. The smoothing solution requires that these 
estimates and covariances be retained for all data points. 
Further, the backward propagation of the filter may, for a 
system whose transition matrix is stable, become unstable 
(depending on data rate). Such a combination of high com­
puter storage requirements and possible numerical instabili­
ties has resulted in few examples of useful filter/smoother 
implementations. 

Rotorcraft State Estimation Algorithm 

The high dimensionality of rotorcraft state estimation 
requires a highly systematic integration of the filter/ 
smoother characteristics discussed in the last section. The 
DEKFIS program utilizes a Friedland-Duffy extended Kalman 
filter with a locally iterated smoothing algorithm to pro­
vide the filter estimates. An additional fixed interval 
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smoothing algorithm can be used to estimate the gusts (i.e., 
process noise) and provide smoothed estimates. This section 
details the specific organization of the rotorcraft state 
estimation algorithms. 

Structure of model and filter/smoother.- The fundamen­
tal rotorcraft sensor model consists of two types of elements 
in the filter state vector. These are the time-varying 
states of the vehicle dynamic model and "constant states" 
associated with sensor biases. (These constant states will 
therefore be referenced as biases.) The general filter 
model will therefore be of th~ form 

Xl (t) = f(xl,xZ,u,t) + r(t)w(t) 

xZ(t) = 0 

XI(O) = Xl (3.14) 
o 

(3.15) 

with measurements 

yet) = h(xl'xZ,u,t) + vCt) (3.16) 

where Xl is the dynamic state initial condition and b o 0 
is the a priori estimate of bias, and noise statistics 

E{w(t)} = wet) 

E{[w(t)-w(t)][w(-r)-w(T)]T} = Q(t)O(t-T) 

E{v(t)} = vet) 

E{[v(t)-v(t)] [v(T)-v(T)]T} = R(t)O(t-T) 

Equations (3.14) and (3.16) are nonlinear and must be lin­
earized in order to satisfy the linearity requirement of the 
Kalman filter solution. These linearized equations are of 
the form 

. 
(3.17) Xl = FXl + BX Z + Gu + rw 

. 
0 (3.18) Xz = 

y = HXl + CXz + Du + v (3.19) 
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where 

G t:. af 
- au 

n t:. ah 
- au 

Using the Friedland-nuffy approach, the filter equa­
tions can be written as sets of bias-free filter equations 
for the primary states and bias filter equations for the 
bias states. 

Bias-Free Filter Equations: 

Mi = (~P ~T + rnQ fnT)i_l (3.20) 

- (Hi"mT (3.22) W. = + R). 
1 1 

Kx. = (MHTW- l ) . (3.23) 
1 1 

- - (3.24) P. = [I K H] .M. 
1 x 1 1 

v. = y. - h(Xi' 0, Ui , t.) (3.25) 
1 1 1 

x. = x. + Kx. v. (3.26) 
1 1 1 1 

where q, = exp{Ft:.T} 

rn = F-l(<I>-I)r 
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Bias Filter Equations: 

U. <p. 1 v. 1 
-1 {<P i - 1 1}B i _l = + F. 1 - (3.27) 1 I- I- 1-

S. = H.U. + C· (3.28) 
1 1 1 1 

v. = U. - Kx· S· (3.29) 
1 1 1 1. 

" S~ w. = w. + S. P (3.30) 
1 1 1. b· 1 1 1-

Kb . P S~ "-1 (3.31) = w. 
b. 1 1 1. 

1 1-

Pb . = [I - Kb S. ] P (3.32) 
1 b. 1 1 1-

" " " b. = b. 1 + Kb . (v. - S. b. 1) (3.33) 
1 I- I 1 I-I 

N t th t h . t t t . t t h . th. . 1 0 eat e prImary s a e es Ima eat e 1 tIme pOInt 
is denoted by X. and the secondary state (or bias) estimate 

,,1 A 

is denoted by b .. The bias filter also utilizes Kx 1" W. and 
1 1 

vi'which are computed in the bias-free filter. These two 
sets are fully coupled by the composite state update which 
corrects the bias-free state estimate for the effects of 
the bias. 

Composite State and Covariance 

AC [~;i] [~~] x. = 
1. 

P~ 
= [:~ P Xb] 

1 

Pb . xb 
1 

P x 

P -Xb. 
1. 

= -P. 
1. 

+ v. Pb . 1 
1. 

v~ 
1. 

Update: 

(3.34) 

(3.35) 

(3.36) 

(3.37) 
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For the local smoothing options, it is possible to iterate 
on either the bias-free state estimates and/or the composite 
state filter estimates. 

Bias-Free Local Smoothing: 

Composite State Local Smoothing: 

R 
-1 v. 

1 

where 

The fixed interval smoothing equations are used when the 
filter estimates are inadequate. These equations are neces­
sary when some states are driven by process noise (i.e., 
gust states) and it is necessary to estimate this process 
noise. A further benefit of fixed interval smoothing is 
that smoothing estimates are computed for all the primary 
states. These equations are shown below. 

Fixed Interval Smoothing: 

'" 
(2) wi!N = W. -

1 

T 
P.~. A. 
111 

T Q. r. A. 
1 1 1 

T -1 T T = (I - P.H.R. H.) [~.A. 
111 1 1 1 

T -1 -- H. R. ( z. - H. x . )], AN. = 0 
11111 

(3.38) 

(3.39) 

(3.40) 

(3.41) 

(3.42) 

(3.43) 

Note that ii is the estimate from the bias-free (forward) 
filter. Using the above equations, it is possible to estimate 
the process and measurement noise covariance by: 
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These equations are implemented in the filter/smoother 
algorithm, which is initialized with a priori estimates of 
xo ' Po' Q and R. Figure 3.1 depicts the overall structure of 
the filter/smoother, indicating the basic sequence of filter­
ing, fixed-point smoothing, and fixed interval.smoothing. 

Rotorcraft State Estimation Program. The filter/ 
smoother algorithm of Figure 3.1 is used with different 
rotorcraft models. The reason for some decomposition of 
the rotorcraft model is basically computational; simultane­
ous quantification of all vehicle dynamic and measurement 
system equations with a Kalman filter is simply beyond the 
memory capability of existing computers (for a given finite 
execution time limitation). The model decomposition is 
based on the principal objectives of an overall rotorcraft 
filtering approach. 

For this effort, the objective is to provide state esti­
mates and sensor error coefficient estimates for use by sub­
sequent parameter identification software. The specific 
models (to be included in the filter) which result to achieve 
this objective are as follows: 

(1) Fuselage/gust estimation to estimate the rigid 
body translational and rotational states, errors 
of the associated on-board and off-board sensor 
model, and gust statistics. 

(2) Rotor state estimator to estimate the rotor flap­
ping and lead-lag states. 

(3) Force and moment static estimator to estimate the 
distribution of forces and moments from load cell 
sensors. (This estimator is denoted as the RSRA 
estimator because its principal application is to 
the Rotor Systems Research Aircraft.) 

Table 3.1 summarizes the resulting filter/smoother options, 
and their applications. 

Figure 3.2 illustrates the basic integration logic for 
the three filter models in order to meet the application 
requirements of Table 3.1. Detailed models for each of these 
options will now be presented. 

Fuselage/gust estimator equations.- The state and mea­
surement vectors for the fuselage/gust estimator are shown 
in Table 3.2. The user of DEKFIS has the option of choosing 
which states (and, hence, which equations are to be 
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TABLE 3.1. - FILTER/SMOOTHER EQUATION OF MOTION OPTIONS 

FUSELAGE/GUST ROTOR STATE RSRA 
ESTIMATOR ESTIMATOR ESTIMATOR 

Single Rotor .; .; 
Helicopter 

Multi-rotor .; Repeat for 
Helicopter each rotor 

RSRA-Fixed Wing .; .; 
Configurati on 

RSRA-Compound .; 
Configuration 

.; .; 

Whirl Stand .; 
Data 

integrated), which measurements and which process noise 
sources are to be used for a particular problem. 

The ~1 vector is of size 2Sx1 and contains the primary 

states for the fuselage/gust estimator. These are: the air­
craft attitudes - Euler angles ~, 9, ~; the aircraft iner­
tial velocities in the aircraft body axis -v , v , v ; the x y z 
fuselage angular rates - p, q, r; the linear accelerometer 
indicated acceleration - axI , ayI , a ZI (this differs from 

the actual linear acceleration by ·a first order lag asso­
ciated with measuring that acceleration); the angular accel­
erometer indicated acceleration - PI' qI' Tr (likewise 
lagged); gust velocities in an inertial north, east, vertical 
frame - VgN ' VgE , Vgv ; and the aircraft position in an 

inertial north, east, vertical frame - XN, YE, Zv 

The ~ vector is of size 24x1 and contains the measure­
ments for the fuselage/gust estimator. These are: the air­
craft attitudes - ~ , 9 , ~ ; the airspeed in the aircraft m m m 
body axis - vx , vy ,vz (or either alternately or redun-m m m 
dant1y as V , 6 ,a measurements); the aircraft angular m m m 
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FOR EACH ROTOR 

• FLIGHT DATA 
• PREPROCESSING 

FUSELAGE/GUST 
STATE ESTIMATOR 

NO 

NO 

ROTOR STATE ESTIMATOR 

NO 

RSRA ESTIMATOR 

• MODEL STRUCTURE PROGRAM 
• PARAMETER IDENTIFICATION 

FIGURE 3.2. - FLOWCHART AND OPTIONS OF STATE ESTIMATOR 
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TABLE 3.2.-FUSELAGE/GUST ESTIMATOR VECTOR DEFINITIONS 

cont'd 

x = :p x = b¢ ke 'i. = :Pm -1 -2 
e be ~ e 

2Sx1 SOX! 24x1 m 
'iJ ~ k"x ljim 

"x b,,~ k'Jy \lxm 

'J y bvy k"z "Ym - "z b"z kp 'JIm 

P bp kq Pm 

q bq k qm r 
r br kaxI rm 

aX1 bax1 kaYI aX1m 

aYI baYI kaZI aY1 m 
aZI baZI kPI aZI • m 

PI bPI kCII ~Im 

~I 
bCl! krI ~Im 
bh kXN rrm 

rr 
bXN kYE XNm 

VgN 
VgE 

bYE kZy YEm 

Vgy bZV ky ZYm 
b kS V xN v m 
bS kC1 S 

YE 
m 

Zv 
bC1 kR C1m 
bR kS R 

R 
dummy m 

dunmy bSR ~R SRm 
durrrny bC1R dummy C1Rm 

dunrny k<j) dummy 

w, 
w = w2 Y.. . ", 

9xl w3 "2 24xl 
w4 

Ws 
w6 

w7 

wa "24 
Wg 
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rates - Pm' qm' rm; the linear accelerometer measurements -

aXIm ' aYI
m

' a ZIm ; the angular accelerometer measurements -

PI , qI , rI ; and radar position measurements in an inertial m m m 
north, east, vertical frame - XN , YE ,ZV (or alternately m m m 
Rm, 8Rm, a.Rm)· 

The x vector is of size SOxl and contains the biases 
(i.e., b's1 and scale factors (i.e., k's) for each of the 
measurements. 

The w vector is a 9xl process noise vector. This pro­
cess noise drives the linear accelerations - wl ' wz ' w3 ; the 

angular accelerations - w4 , ws' w6 ; and the gusts - wl ' wz' w3 . 

The v vector is a Z4xl measurement noise vector each ele­
ment of wnich corrupts one of the aforementioned measurements. 

The nonlinear fuselage/gust equations are presented below. 

Primary State Equations: 

~ = p + (r cos~ + q sin~) tane 

e = q cos~ - r sin~ 

· 1jJ = 

· Vx = 

• 
\) z = 

S~· 

(r cos~ + q sin~)/cose 

Vy r - Vz q - g sine + g sine(o) + wl - wStzl + w6 t Yl 

+ (q2+r2)tXl - q p tYl - r p tZl 

Vz P - Vx r + g sin~ cose - g sin~ (0) cose (0) + Wz - w6 tx Z 

Z 2 + w4tzZ - p q t xz + (p +r )tY2 - r q t zz 

vY P + g cos~ cose - g cos~(o) cose(o) 

-, 
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I 
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-. 
I 
\ 

-. 
t 

j 

..., 
I 
I 

I 

-. 
I 

I 
-. 

...., 
I 
I 

...., 
I 

..., 
\ 

\ 

I 
I 

J 



· axr = alaxr - a l wI 

· aYr = aZaYr 
- a Z Wz 

· aZ"r = a 3a Zr - a 3 w3 

.. . 
Pr = a 4 Pr - a 4 w4 

· V 
gN 

= a 7 VgN - a 7 w7 

· Vg = a 3 V
gE 

- as Ws E 

· Vgv = a9 Vgv - a 9 w9 

· XN = v cose coslj) + v sine sin</> coslj) - Vy cos</> sinlj) x Y 

+ v sine cos</> coslj) + v sin</> sinlj) Z Z 

· YE = Vx cose sinlj) + v sine sin</> sinlj) + v cos</> coslj) 
Y Y 

+ Vz sine cos</> sinlj) - Vz sin</> coslj) 

Zv = -v sine + v cose sin¢ + v cose cos</> x Y Z 

Secondary State Equations: 

• 
~Z = 0 

Measurement Equations: 
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1jJ = m 

Vx = 
m 

vYm = 

Vz = 
m 

Pm = 

qm = 

r = m 

ax I m 

ay 
Im 

a z Im 

(p I) 
m 

((lr) 
m 

(rI)m 

XN = 
m 
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k 1jJ + b +n 
1jJ 1jJ z 

kv (v +vx ) + bv + n4 x x g x 

kv (v +vy ) y y g 
+ bv y + nS 

kv (v +v z ) + bv + n6 z z g z 

kp p+bp+n7 

k q+bq+ng q 

k -r+b +n r r 9 

= ka (ax + g sin8(O)) + ba 
xI xI I 

= k (a - g sin<P(O)COS8(O)) 
aYI YI 

= k (a - g COS<P(O)COS8(O)) a z zI 
I 

k- ° + b-= PI + nl 3 PI PI 

k O ° + b ° = qI + nl4 qI qI 

k o ° + b-= rI + nlS r I r I 

kx 
N 

XN + bx + 
N 

nl6 

+ n lO 

+ b a
YI 

+ nIl 

+ b + n l2 a z I 
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v = kV (CV +vx +q ~z -r ~y )2 + Cv +Vy +r ~ -p ~ )2 m x g 4 4 Y g x4 z4 

+ CVz+VZg+P ~Y4-q ~X4)Z)~ + bV + n19 

Sm kS 
-1 ( ~ -p ~ ) / Cv +v +q ~ -r ~y 5)) +b S + = tan Cv +Vy +r 

y g x5 - z5 x Xg z5 

a = k tan-l(Cv +v z +P ~ -q ~x )/CV +vx +q ~z -r ~y )) +b + m a Z g Y6 6 x g 6 6 a 

R ( Z Z Z)~ = kR XN+YE+Z V + bR + nZZ m 

S~ = kSR tan-l(-zv/(XNZ+YEZ)~) + bSR + n 23 

a~ = kaR tan-l(-yE/xN) + baR + n Z4 

where, 

+ CVg +Vw )sinesin~sin~ + CVg +Vw )cos~cos~ 
E E E E 

+ CVg +Vw )cosesin~ 
V V 

Vz = CVg +Vw )sinecos~cos~ + CVg +Vw )sin¢sin~ 
g N N N N 

+ CVg +Vw )sinecos~sin~ - CVg +Vw )sin~cos~ 
E E E E 

+ CVg +Vw )cosecos~ 
V V 

The parameters used in these equations are defined in 
the fuselage/gust estimator parameter list shown in Table 3.3. 
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TABLE 3.3. - FUSELAGE/GUST ESTIMATOR-PARAMETER LIST 

PARAMETER PARAMETER DESCRIPTION 
INDEX 

1-25 2!.1 ic's (use uncompressed vector) 
2.6~75 ~ ic's (use uncompressed vector) 

76 1xl l 77 1n 
f 

ax accelerometer location. ft (relative to c.g.) 

78 1zl 
79 '-x2 

} 80 '-Y2 a
y 

accelerometer location, ft 
81 '-Z2 
82 1xl 

} 83 '-Y3 az accelerometer location, ft 
84 t.Z3 

85 1X4 

} 86 1Y4 V probe location, ft 
87 1Z4 
88 1xS 

} 89 t.Y5 a vane location, ft 
90 t.z5 
91 t.X6 

} 92 1Y6 a vane location, ft 

93 tZ6 

94 al 
95 ~ 
96 a3 accelerometer time constants 
97 a4 
98 as 
99 a6 

100 a7 l 101 a8 
J 

gust power spectral time constants 

102 a9 

103 VWN 

} 104 VWE steady gust components (wind) 

105 VWV 
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Rotor state estimator equations.- The state and measure­
ment equations for the rotor state estimator are shown in 
Table 3.4. As in the previous estimator, the user has the 
option to flag which states, measurements and process noise 
sources he wants to use. 

The ~l vector is a l4xl vector of primary states used 

in the rotor state estimator. These are: rotor coning angle 
So; rotor longitudinal flapping - SIC; rotor lateral flapping 
SIS; similar fixed system coordinates for the rotor lagging 

motion - S , SIC' SIS; rotor azimuth angle - ~R; and the time 

~erivative~ of each of these - So' SIC' SIS' ~o' 2lC ' 2lS ' and 

~R' 

The y vector is l3x1 vector of measurements for the rotor 
state estlmator. These are: the individual blade flapping 
angles Si , i=1,6; the individual blade lagging angles si , m m 
i=1,6; and the cosine of rotor azimuth - cos~R . m 

The ~2 vector is a 26x1 vector of biases and scale fac­

tors for each of the aforementioned measurements. 

The w vector is a 7x1 vector of process noise sources 
each drivlng one of the seven rotor degrees of freedom 
modeled. 

The v vector is a l3x1 vector of measurement noises each 
corrupting one of the 13 measurements. 

The state and measurement equations for the rotor state 
estimator" are presented below. 

Primary State Equations: 
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TABLE 3.4- ROTOR STATE ESTI~~TOR VECTOR DEFINITIONS 

...., , 



where 

I 

11. 0 
I 1. 0 

1.0 
F = o 1.0 , r = o 

1.0 
1.01.0 

-----~----------------I 
1.0 

1.0 
1.0 

o o 1.0 
1.0 

1.0 
1.0 

Secondary State Equations: 

Measurement Equations: 

. 
~2 = 0 

+ n. 
1 

S6
m 

= kS6 (So-Sl
C 

cos(~R+~6) -SIs sin(~R+~6)) + b S6 + n6 

r;;lm = kr;;l (r;;o-r;;lc cos(~R+el) -r;;ls sin(~R+el)) + br;;l + n7 

The parameters used in these equations are defined in 
the rotor state estimator parameter list shown in Table 3.5. 
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TABLE 3.5. - ROTOR STATE ESTIMATOR PARAMETER LIST 

Parameter Description 

tPl 
tP Z 
<1>3 Blade flapping measurement 

<1>4 
phase angles, rad. 

<1>5 

<1>6 
81 
8 Z 
83 Blade lagging measurement 
84 

phase angles, rad. 

8 5 
8 6 

RSRA estimator equations.- The state and measurement 
equatlons for the RSRA state estimator are shown in Table 3.6. 

The ~l vector is a 10xl vector of primary states for the 
RSRA estimator. These states are: the rotor forces at the 
hub in the aircraft body axis system - XR, YR, ZR; the rotor 
moments at the hub - LR, MR, NR; the inertial accelerations 

of the transmission in the body axis system - at , at ' at ; 
x y Z 

and the sum of the engine and tail rotor drive shaft torques 
Qt· 

The y vector is a 10xl vector of measurements consisting 
of: the transmission load cell reactive forces - A, B, C, D, 
E, and F; transmission accelerations at ,at ,at ; and 

xm Ym zm 
total drive shaft torques - Qt. 

The Xz vector is a ZOxl vector of biases and scale fac­

tors for each of the 10 measurements. 
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TABLE 3.6.- RSRA STATE ESTIMATOR VECTOR DEFINITIONS 

X " -1 xR ~" bA '1.." A 

10xl YR 20xI bS lOxl S 

ZR be e 

LR bo 0 

MR bE E 

NR bF F 

atx batx atxm 
aty baty atYm 
atz batz atZm 

Qt bQr Qtm 
kA 
kS 
ke 
kO 
kE 
kF 
katx 
katy 
katz 
kQr 

W " WI !!= P Y.. ~ 

"1 

10xI Wz Sxl q 
"2 

w3 r 

w4 p 

Ws q 
"10 

Ws r 

w7 
wa 
Wg 
w10 
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The u vector is a 6xl control vector of body angular 
acceleratTons - p, q, r; and body angular rates - p, q, r 
that are treated as deterministic inputs. These six quan­
tities should be obtained from a prior fuselage/gust esti­
mator run. 

The w vector is a lOxl vector of process noise sources 
that drives each of the states. 

The v vector is a lOxl measurement noise vector. 

The state and measurement equations for the RSRA state 
estimator are presented below. These equations are based on 
Reference (11). 

Primary State Equations: . 
.!l = w 

Secondary State E~uations: 

. 
.!Z = 0 

Measurement Equations: 

B = hZlXR+hZZYR+hZ3ZR+hZ4LR+hzsMR+hZ6NR-hZlmtatx 

-hZZmtaty-hZ3mtatz-hz4ItxxP-hZ4(Itzz-Ityy)r p 

+hZ4f6mtaty-hZ4Qt-hzsltrrq-hZS(Itxx-Itzz)q r 

l 
l 
"l 
I 

.... 
j 

l 
I 

! 

1 
"l 

J 

"l 
! 

"l 
] 

l 



E = 

F = 

at xffi 

at 
Yffi 

. 
+h2SfSffitatz-h2Sf6ffitatx-h26Itzz r 

-h26fSffitaty-h26(Ityy-Itxx)pq + ll2 

+ 

+ 

(It -It) 
yy xx 

(f +f) pq 
1 3 

f 1+£3-£2 
y 

£1+£3 R 

(It -It ) 
yy xx pq 

(£1+£3) 

XR-ffi t at + ll6 x 

= at + ll7 x 

= at + llS Y 

+ 

+ 

. 
r 

6S 



at 
zm 

= at Z + ng 

Qtm = Qt + n la 

where, 

hll = h2l 
1 f3 

= - 2 (fl +f2) 

-f (f4-f3)f 2 
h12 = -h 22 = 3 + 

Yt Yt(fl +f3) 

h13 h23 
1 f2 

= = 
2 (f l +f 2) 

h14 -h 24 
1 

= = 
Yt 

hIS h 2S 
1 

= = 
2(f l +f 2) 

h16 = -h 26 = 
(f4-f3) 

Yt(f l +f3) 

The parameters used in these equations are defined in 
Table 3.7. Figure 3.3 shows the RSRA transmission orientation 
on the airframe and the location of the six load cells (A-F). 
Figure 3.4 shows the physical description of the parameters. 
The most basic parameters are x t ' Yt ' Zt' zR and it where: 
xt ' Yt , Zt are the rotor mounting geometry dimensions in the 
transmission principle axis system; zR is the distance from 

the rotor hub to the transmission center of gravity along the 
shaft; and it is the transmission incidence with respect to 
the longitudinal body axis. 
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TABLE 3.7. - RSRA STATE ESTIMATOR PARAMETER LIST 

Parameter Description 

See Text 
xt 

fl = ~ cos it + (zR + Zt) sin it 

x 
f3 = (zR + Zt) cos it + ;f sin it 

x 
f4 = (zR + Zt) cos it - i sin it 

Transmission mass, slugs 

lTransmission principle moments of inertia, 
JS1U9 - ft2. 
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FIGURE 3.3.- RSRA HUB FORCE/MOMENT MEASURE-
MENT SYSTEM CONFIGURATION -
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IT 
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X
R 
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TOP VIEW 

SIDE VIEW 

FIGURE 3.4.- RSRA ROTOR HUB FORCE/MOMENT MEASURE­
MENT SYSTHI PARAMETER DEFINITIONS 
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CHAPTER IV 

MODEL STRUCTURE ESTIMATION 

Requirements 

System identification methodology has been used success­
fully in many applications. This wide scope of application 
has focussed attention to one particular phase of the system 
identification methodology--the model structure determination 
phase--as an essential step. This step consists of proces­
sing the input/output data to determine the significant 
linear and nonlinear equations and associated parameters 
which are necessary to represent an observed system response. 
The significance of model structure determination in the 
overall system identification procedure is illustrated in 
Figure 4.1. A number of techniques must be used in the data 
processing stage, particularly for nonlinear operation re­
gimes, to obtain the maximum information from the data for 
any particular rotorcraft. In the first stage, unmeasured 
or failed channels of data are reconstructed based on avail­
able measurements. This also gives preliminary force and 
moment coefficient time histories of interest. In the model 

TEST DESIGN 

• INPUTS 
• TEST DURATI ONS 
• INSTRUMENTS AND SAMPLING 

RATES 

TEST PLAN 

CONDUCT TEST 

TEST DATA 

DATA PROCESSING 

• DATA RECONSTRUCTION ,. MODEL STRUCTURE I 
DETERMINATION (MSD) 

• MAXIMUM LIKELIHOOD 
IDENT! FICATION 

SYSTEM MODEL 

MODEL VERIFICATION 

• CONFIDENCE BOUNDS 
• PREDICTION CRITERIA. ETC • 

, 
FIGURE 4.1.- ROLE OF MODEL STRUCTURE DETERMINATION IN 

ROTORCRAFT SYSTEM IDENTIFICATION PROCEDURE. 
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structure determination (MSD) stage, the dependent forces 
and moments are related to the independent variables (e.g., 
angle-of-attack, Mach no., etc.) to provide the model with 
the most useful predictive capability. The maximum likeli­
hood method is used in the third stage to refine the para­
meters of the model structure selected in the previous stage, 
as well as to validate the model structure. 

It must be noted that this procedure will produce a 
mathematical model from the data which represents the par­
ticular data characteristics. No one set of data can com­
pletely define a unique model for all possible conditions. 
Additional dynamic tests (with specified input designs), 
scale model tests, or analytical correlation are always 
required to arrive at such a unique model. These additional 
requirements are discussed in detail in this chapter. 

This step is particularly important in rotorcraft model 
identification because: (1) general rotorcraft models tend 
to be of high order with many dyna~ic effects, (2) rotor 
dynamics mayor may not be important in any maneuver, (3) 
longitudinal and lateral motions may be coupled, and (4) 
there are significant non1inearities in aerodynamic behavior 
particularly near hover and in'transition. 

Clearly the model structure determination is an extreme­
ly important step in rotorcraft identification work. Yet, 
the authors 'think that this is the first attempt at MSD for 
rotorcraft. The basic rotorcraft characteristics add new 
complexities to the problem. This chapter will also discuss 
how some techniques previously used for fixed-wing airplanes 
are specialized to rotorcraft applications. Numerical ap­
proaches are also described because the number of models to 
be tested may be very large. 

The second section discusses the general model struc­
ture estimation method. Specializations required for rotor­
craft applications are given in the third section. Finally, 
the fourth section describes the basis of a specific algo­
rithm on which the computer program developed in this effort 
is based. 

Model Structure Estimation Approaches 

Though the fundamental problem of model structure esti­
mation has been recognized since the origin of physical 
science, the utilization of statistical methods to systemat­
ically determine significant characteristics in nonlinear 
dynamic systems was first presented in 1974 [12,13]. Such 
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methods have been applied to static systems [14] (e.g., 
in econometrics and biometrics) and to linear systems 
[IS]. From a more fundamental approach, however, the 
work of Akaike [16] and Kullback [17] provided the sig­
nificant theoretical formulation concepts for both linear 
and nonlinear systems. The theoretical basis of the methods 
discussed in this chapter is found in the cited work of 
Thiel, Akaike and Ku11back. The application to aerospace 
systems can be traced to the work of Gerlach [18] in the 
Netherlands who demonstrated the use of a linear technique 
on actual test data. 

The model structural determination process for rotor­
craft has been isolated into three significant issues: 

(1) Specification of classes of a priori models. 

(2) Criteria for hypothesis testing of data against 
models. 

(3) Numerical procedures. 

Specification of classes of a priori models.- The 
first major step in the model structure estimation process 
is the selection of mathematical forms to be correlated and 
tested against data. The specification of these models must 
be sufficiently broad to include the most probable relation­
ship without attempting to consider all models. In order 
to form a tractable a priori model base, the following gen­
eral considerations have been found to be relevant: 

(1) It is useful to recognize two aspects of mathemati­
cal models of physical systems. Basic models are 
derived from fundamental physical laws. Useful 
engineering models are, to some extent, empirical, 
wherein many of the system interrelationships are 
defined by tests and appropriate interpretation of 
the results. This obviously means that the role 
of physical engineering analysis in the model 
structure estimation process is essential. In 
particular, it is important to keep in mind that 
rotorcraft may have faster and slower modes. 

(2) The ultimate validation criteria, which include 
ability to explain existing data, consistency of 
empirical results with phenomenological considera­
tions and ability to predict data, dictate model 
form. 
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(3) The objective for which the model is to be used 
will indicate the levels of complexity required 
and the regime over which the model should be 
valid. This means that there may not be a unique 
model to describe a particular vehicle. In fact, 
model selection depends mainly on the use to which 
the model is put. 

Selection of Functional Forms.- In order to optimize 
the initial model for computational speed and numerical 
accuracy, it must include elements of known phenomenological 
behavior supplemented by various classes of functional 
forms, depending on the particular problem. In the absence 
of strong phenomenological evidence to the contrary, poly­
nomials are well known as simple and versatile choices for 
mathematical models. Indeed, polynomials serve exceedingly 
well in modeling lift, drag, and moment coefficients for 
helicopters. If, however, it is known that the process is 
susceptible to a growth phenomenon, such as vortex buildup 
from aircraft control deflections, exponential or logarithmic 
functions are desirable. The use of polynomials should 
therefore be undertaken with a reasonably clear understanding 
of the limitations. This fact was emphasized in the second 
chapter. Factors which affect the particular polynomial form 
including the following: 

(1) A priori phenomenological information about the 
process. 

(2) Range of variation of the dependent variables (and 
possibility of differences in physical phenomena 
over that range). 

(3) Specification of whether the polynomial is to be 
differentiated (requiring valid slope representa­
tion) or integrated (requiring high reliability in 
the initial value). 

(4) Computational resources available to use the model 
(in terms of speed and memory). 

To meet these requirements, two basic polynomial formu­
lations have been used, as shown in Table 4.1: 
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(1) A regular polynomial is used to represent a simple 
continuous phenomenon. This polynomial is usually 
linear in the unknown parameters C. (though many 

1 

cases arise in which the polynomial is nonlinear 
in the unknown parameters). For improved numeri­
cal conditioning, orthogonal polynomials are 
desired. The classical orthogonal polynomials of 
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TABLE 4.1.- SELECTION OF FUNCTIONAL FORMS FOR MODEL STRUCTURE DETERMINATION 

TYPE OF BASIC FORM IMPROVED NUMERICAL CONDITIONING PHENOMENON 

POLYNOMIAL ORTHOGONAL POLYNOMIAL 

m i m 
Homogeneous y = l: C.x Y = l: c.p.{x) o < x < 1 

i=O 1 i =0 1 1 

b 
where ~ Pm Pn dx = 0mn 

a 

SPLINE B-SPLINE 

m . n m . m+ 1 (m + 1)( x - x . + 1 ) q 
1 (1 Heterogeneous y = l: C.x + l: l: C .. x-x.) y = l: 1 

i=O 1 j=l i=v+1 lJ J j . 0 w.(x.+.) 
1 = J 1 J 

v = m-l 
. f 0 

x < x. 
where (x_x.)l = . J Wj (x) = (x-xj )(x-xj+1) ... (x-xj +

Q
+1) J 1 (x-x. ) x > x. 

J - J 



Legendre, Laguerre, and Hermite may be generated 
by three term recurrence relations which are easily 
programmed. The Tschebycheff polynomial is known 
to demonstrate the properties of both the Fourier 
series and the orthogonal polynomials [19]. 

(2) A spline of order n and continuity v is used 
to represent a simple heterogeneous phenomenon. 
The spline function consists of piecewise poly­
nomials wherein the derivatives are continuous. 
Hence, the spline preserves the continuity of 
lower order derivatives across function discontin­
uities. There.are n+l regions defined by 
x < xl' xl .:: x < x2 ' ... ,xn .:: x. At each of the 
transition points, xi' which are called knots, 
the first derivatives of the function yare 
continuous. The independent variable y is a 
linear function of parameters, C., but is a non-

1 

linear function of knot locations. B-splines are 
used for improved numerical conditioning (see 
Table 4.1). 

The representations for a single independent variable 
can be generalized to many independent variables in several 
ways. Straightforward generalizations of the polynomial and 
spline forms for two variables are given in Table 4.2. Such 
an approach is useful for cases where the number of indepen­
dent variables and/or terms in approximating polynomials is 
small. For several independent variables, a more organized 
procedure has been found necessary. The method which has 
been implemented to achieve this is an extension of 
Ivakhnenko's group concept [20]. Table 4.2 shows the typi­
cal equations which are used to evaluate large levels of 
subsets of model terms. For example, the equation of Table 
4.2 (for regular polynomials) is written in terms-of the 
second variable for all the unknown variables in the first 
equation. 

The models specified using the above procedure will 
in general be too complex. The next section discusses sta­
tistical criteria which are used to simplify the above rep­
resentations such that useful models are obtained from a 
limited set of data. 

Quantitative criteria for comparison of competitive 
models against test data.- The representations of the pre­
vious sections are quite flexible and allow for a very large 
number of model structures. In certain applciations, several 
competing representations based on different independent 
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TABLE 4.2.- GENERAL POLYNOMIALS FOR FUNCTION OF SEVERAL VARIABLES 

TYPE OF 
PHENOMENON 

Homogeneous 

lIeterogeneous 

BASIC FORM 

m1 mZ . • 
y = E E C

1J
. x1(1) xJ(Z) 

1=0 j=O 

POL YNOMIAL SPLINE 

m} mZ 1 1 
y = E E C

1 
1 x 1(1) x Z(Z) 

11=0 iz=O } Z 

n} nZ m} mZ 
E E E E 

j}=l jZ=l i}=v}+} l Z=vZ+l 

CiljlizjZ[X(l)-Xjl (1)]i1[X(Z) 

i 
_ X. (5)] Z 

JZ + 

ItlERARCIII CAL FORM 

MULTIPLE SUBSET POLYNOMIALS 

01} . 

Y = E C.x 1
(}) 

1=0 1 

filZ' 
_ ,1 f 

C. - E C .. X (Z) 
1 j=} lJ 

MULTIPLE SUBSET SPLINE 

m} . m} 01} 

Y=.E Ci Xl(}) +.l: . l: ciJ·[x(l)-xJ.(ZJJ! 
1=0 J=O 1=vq 

mZ . m2 IOZ . 
C = E d

i
x1 (Z) + l: l: d .. [x(Z) -x.(Z)]! 

i=O j=} j=v +} lJ J 
2 



variables may be hypothesized leading to a further increase 
in the number of plausible model structures. The use of 
measured data isolates the most likely model and indicates 
model adequacy in explaining the observed behavior. This 
section discusses several classes of criteria used for this 
purpose. The tradeoffs to be considered in the particular 
selection of the criteria are: 

(1) The distribution function of the noise. Certain 
criteria are applicable when the noise is white 
Guassian while others are more general; 

(2) A priori knowledge about noise distribution func­
tion; and 

(3) Number of models to be compared. 

Let there be N sets of measurements (or reconstructed 
values) represented by y. and x. (1), x. (Z), ... , x. (p), 

111 1 

i = 1, Z, ... , N. Quanti tati ve criteria used for model substan­
tiation based on this data may be divided into four broad 
categories, shown in Table 4.3. Note that all these criteria 
can be used with both the equation error and the dynamic 
model formulations. 

Fit error statistics. Fit error is a measure of the 
difference between the measured response and its estimate 
based on the model. Suppose two models Ml (with m1 para-
meters, 61) and MZ (with mZ parameters, 6Z) are to 

be compared. Let 9i (Ml '§1) and 9i (Mz,§z) be the esti­
mated values of y. based on models Ml and MZ' respec-

'" ",1 
tively (6 1 and 6Z are the corresponding parameter esti-
mates). Then the fit error leads to the following criterion 

1 N '" '" 2 
-N E [y. - y. (Ml , 61 ) ] 

. 1 1 1 1= 
< 1 Select Model Ml 

(4.1) 
> 1 Select Model MZ 

Improved results are obtained if the fit error is corrected 
for the number of unknown parameters in the model. The 
adjusted fit error for model Ml is 
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TABLE 4.3.- COMPARISON OF CRITERIA FOR VALIDATION OF 
MODELS AGAINST TEST DATA 

CLASS EQUATION COMMENTS 

FIT :RROR 

• Error Covariance 
1 ~ Z • Since fit error always increases with N" Z(Yi-Yi) 

number of parameters, subjective termination 
criteria required. 

• Whiteness Test 
1 (~ ~ 
N E Yi-Yi)(Yi+l-Yi+l)etc. 

• Fit Error Corrected for 1 • ~ Z 
Degrees of Freedom 

N-m
1 

~(Yi-Yi) 

LIKELIHOOD APPROACH 

• Likelihood Ratio P(YIMl ,61)/P(Y HZ·aZ) • Equations given for two mOdels-osee text for 
genera Ii za ti ons 

• Requires knowledge of probability distribu-
ti ons. a pri ori 

• Log Likelihood Ratio log{p(YIM1·S1)/P(YIMZ,9Z) • ~orks with any noise distribution 
Corrected for Degrees 
of Freedom -Zml + 2m2 

PREDICiION ERROR N 
• Direct Determination 1 p 2 _ r 

(Yi - Yip) • Excellent when model is used for prediction over an Independent· Np i;1 
Data Set 

• Estimate Over Same N+ml 1 N ~ Z 
• Automatically incorporates degrees of freedom ::legion as Data N-m

l 
• N • . r (Yi-Yi) 

1s 1 

• Estimate Over a New 1 
Np 

2 ~2 
- E [oi +Oi(M1)) Region Np i2~ 

F-RATIO 
RZLm • Equation F-Ratio 

(l_R2 )/(N-m) 
• Most used test in econometrics and biometrics 

2 2 

• Parameter F-Ratio 
(RZ-Rl )/m2 • Easy to implement 

(l-R~)/(N-ml-mZ) 

• Parzen's Test See Ref. 13 • Excellent for a first cut . 
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1 N A A Z 
E [y. - y. (M

l
, 6 1) ] 

.11 1 1= 

(4. Z) 

The fit error should be rarely used directly for comparison 
of models. It is, however, very useful in establishing the 
validity of the model selected by other approaches. 

Likelihood ratio statistics. The likelihood approach 
has been used extensively for both parameter estimation and 
comparison of competitive models based on test data. The 
central concept is the likelihood function, which defines 
the probability that the measured data were generated by any 
specific model or any set of parameter v~lues. The likeli­
hood function for model Ml is p(YIMI ,6 1) where Y is 

the set of measurements Yl'YZ' ... 'YN and 81 is the maxi­
mum likelihood estimate of 61 assuming model Ml holds. 
The model selection criterion is the ratio of the likelihood 
functions for models Ml and MZ. The likelihood ratio 
must, however, be corrected for the degrees of freedom. 
Otherwise the results will always favor more complex models. 
When there are p competitive models to be compared, the 
following procedure may be used. 

Step 1: Compute 

Step Z: Let J. 
J 

J. > 
J 

Then J. 
J 

J ., i =. 1 , Z , • • • , P 
1 

be such that 

J. , i :f j 
1 

is the "most likely" model. 

For two candidate models the method simplifies to 

1 
P(YIMl,al) 1 J > 0, Select Ml 

~n A - Zml +ZmZ 
p(YIMZ,6 Z) < 0, Select MZ 

(4.3) 

Important generalizations of the likelihood ratio re~ult 
when one model is the subset of the other model, or ln gener­
al, all models considered are subsets of the same maximum 
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model. Let the maximal model be characterized by parameters 
e. When certain parameters are zero, a lower order subset 
is obtained. (Note that this may be used to model a wide 
variety of situations.) The log likelihood function may 
then be expanded in a multidimensional Taylor series about 
our best estimate e of e. 

in p(Yle) = in p(Yle) + a in ~(Yle) (e - 6) 
ae 

1 " T " + 2" (e-e) M(e-e) + 

(4.4) 

where M is the information matrix. Since e is the best 
estimate of e, the first gradient of the likelihood has 

mean zero and covariance M- l . To test the hyyothesis that 
a lower order model is valid, the estimated e equal to 
zero will decrease the likelihood function significantly. 
A model structure determination principle based on this con­
cept was detailed by Gupta [21]. 

The likelihood method is optimal under a variety of cir­
cumstances. Its rigorous applicability is limited by the 
theoretical requirement to know the probability density of 
the measurements for each model. 

Prediction error statistic.- The capability of a model 
to predict system responses for a class of inputs is a 
desirable quality. Therefore, prediction error of models 
may be used as the quantitative criteria to select the model 
which best substantiates the measured data. There are two 
methods to determine the prediction error of a model. In 
the first method the measured data is divided into two parts. 
The first part of the data is used to estimate unknown para­
meters in each model. The estimated models are then used 
to predict the response for the second data set. The model 
which predicts the response most accurately is the desired 
model. The second method is indirect where the prediction 
error is estimated statistically. The prediction error is 
either based on the same input as the one used to estimate 
the models or covers a different region (the choice depends 
on the ultimate application of the model). A good estimate 
of prediction error for a model Ml with ml parameters 
over the data region may be shown to be [16] 

(4.5) 
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The prediction over a data 

computed as follows. Let 
region Yo, i=1,2, ... ,N 
" " p1 p 
ypi(Ml ,8 1) be the estimated 

is 

value for Ypi "2 with mean square error a i (M1) for model 
M If 2 " 

1 . ails the variance of noise in Ypi' the predic-
tion error is 

1 Np 2 ,,2 
E [a" + a 1" (Ml ) ] 

Np "l 1 1= 
(4.6) 

Prediction error criteria are most useful when the estimated 
model is to be used for simulation. They automatically in­
corporate the degree of freedom correction for number of un­
known parameters in the model. 

F-ratio statistic.- The F-ratio is perhaps the most 
widely used statistic for model hypothesis testing 
in econometrics and biometrics. The test is basea on 
the assumption of normally distributed random disturbances 
and requires a priori specification of acceptance-rejection 
boundary. 

These assumptions are restrictive, and as noted in Ref. 
12, F-tests should not be used as the only criterion for the 
adequacy of a model. On the other hand, they do have com­
pensating attributes which include the following: 

(1) Standard algorithms have been optimized for com­
puter implementation of F-ratio statistical hypo­
thesis testing. They allow the consideration of 
an extremely large number of models. 

(2) A relative maximum of the F-ratio l'lith the number 
of parameters is often found in practice. This 
maximum is cited in Ref. 12 as an experimental 
result, which to the authors' knowledge, has not 
yet been investigated by other researchers. 

(3) For many practical cases, it gives the same result 
as more sophisticated approaches. 

The desirable performance of the F-ratio, in spite of the 
assumptions, is presumably due to the robustness of the 
statistic and the particular self-check features used in the 
implementation. In particular, application of the F-test 
criterion on properly prefiltered data has been found to 
improve the utility of the statistics. Three approaches 
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- have been used based on: (1) equation F-ratio, (2) parameter 
F-ratio, and (3) Parzen's test. The equation F-ratio tests 
the validity of the entire model. It is given by 

F = (4.7) 

where R is the equation multiple correlation coefficient, 
N is the number of data points, and m is the number of 
parameters in the equation. 

The parameter F-ratio statistic is applied as follows. 
Suppose that the complete set of parameters 8 is divided 
into two subsets of 8 1 and 8 Z of size ml and mZ. An 
F-test can be used to test the hypothesis that 8Z is equal 
to any specific value (usually zero) while parameters 8

1 
are chosen to minimize fit error. The F-ratio of parameters 
8 2 is 

(4.8) 

where 

is multiple correlation coefficient with para­
meters 81 
is multiple correlation coefficient with para­
meters 81 and 82 

If the F-ratio is small compared to a threshold, parameters 
8Z may be set to zero. F-ratio for parameters in the equa-
tion is computed in a similar manner. In practice, the F­
test is performed on single parameters rather than on sets 
of parameters. 

Parzen [22] devised a unique method based on the F­
statistic to develop models for physical systems. The 
method assumes that the "true" model is very complex and 
has several degrees of freedom. Since the measured data 
contains noise and does not encompass the entire operation 
regime, the estimated model must be a simplified version of 
the true model. Each simplified model is then compared with 
a high order model using an F-statistic. 
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Summary.- Quantitative criteria presented in this sec­
tion look at model structure optimality from different view­
points. Extensive experience has indicated that for well­
behaved systems, all the tests (except fit error) give simi­
lar model structures if the noise has a normal distribution 
and the specified a priori minimal model includes all the 
effects observed in the data. If the distribution of the 
noise is significantly different from normal or if the noise 
is not white, the likelihood ratio test gives the best 
results. 

Numerical ¥rocedures.- Implementation of methods to 
develop models rom test~ata must consider the following 
factors: 

(1) The number of hypothesized models may be very 
large (number in billions or more is common). 

(2) All models contain some level of modeling error 
(i.e., no model of a physical system is perfect). 
The models are "good" or "poor," not "right" or 
"wrong." 

(3) Many physical systems are dynamic. The modeling 
of system dynamics may improve the model structure 
estimates. 

(4) Distribution functions are usually not known and 
must be approximated. 

(5) It should be possible to incorporate the analyst's 
opinion. 

(6) Computation time should be reasonable. 

These factors indicate that proper implementation is a key 
part of the successful model structure determination process. 

Three formulations have been successfully used: 

(1) Equation error. 

(2) Kalman filter (or Extended Kalman filter). 

(3) Maximum likelihood (or its special case, output 
error) . 

Equation error formulation.- In the equation error for­
mulation, measurements of dependent and independent variables 
are related by 
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- y. = f(X.,8) + E. 
1. 1. 1. 

i = 1,2, ... ,N 

X. is the set of p independent variables at the ith 
1. 

point and 8 is the k x 1 vector of unknown parameters. 

(4.9) 

y. and X. are obtained by reconstruction from available 
1. 1. 

measurements. For example Yi may represent angular accel-
erations obtained by differentiating measurements of angular 
rates. Such reconstruction is often necessary in equation 
error formulations. The results shown here are for uncor­
related and Gaussian noise, though extension to other cases 
is straightforward. The above equation is linearized about 
the nominal value 8 of the parameter vector o 

af (X. ,8 ) 
y. - f (X. , 8 ) ~ 

1. 1. 0 
1. 0 (8 - e ) + e:. 

a8
0 

0 1. 
(4.10) 

i = 1,2, ... ,N 

which may be written as 

flY = Afle + e: (4.11) 

flY is an 
that Eq. 

(N > K) . 

Nx1 vector and A is an Nxk matrix. Note 
(4.1) will usually be an overdetermined system 

fle is chosen to minimize I I flY - Aflel 12. 
Nominal parameter values 80 are obtained either from 

a priori estimates or from a previous iteration. Equation 
(4.11) must be solved a number of times until convergence 
occurs. Most nonlinear equations of engineering signifi­
cance can be solved by iteratively forming and solving a 
series of linear equations (4.11). 

A straightforward way to evaluate all of the possible 
models is to solve the complete least square problem for 
each of the parameter subsets. This is unpractical even 
for systems with 25 unknown parameters (34 million models). 
One method to make the procedure feasible is to use the 
stepwise regression procedure [12]. By considering one 
parameter at a time, only a small fraction of all the sub­
sets is tested. This allows the analysis of models having 
up to 400 candidate parameters. One disadvantage of the 
method is that it usually finds only one subset of each size, 
unlike the complete search methods. 
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Kalman filter.- The Kalman filter and extended Kalman 
filter have been applied to many problems in state estima­
tion, parameter identification and fault detection. Like 
the least squares method, the parameter estimates resulting 
from a Kalman filter are biased. To use this approach for 
model structure estimation, one set of dynamic equations is 
written for each model proposed, i.e., for the ith model 

. 
x. = f (M. , x.) + w (t ) 
111 

a < t < T (4.12) 

k = 1,2, ... ,N (4.13) 

The states x., of course, include the unknown parameters 
1 

in each model. An extended Kalman filter is developed for 
these equations. One or more of the following quantities is 
then used to compare the models; 

(1) Innovations: The innovation for model i is 
A 

y(k) -y(k,k-l,M.). Its bias and covariance is 
1 

a good measure of one-step-ahead prediction error. 
It could also be used to compute certain likelihood 
ratios by making suitable assumptions. The prob­
lem with innovation is that while the parameters 
are being adjusted in the initial portion of data, 
innovations are large and more complex models may 
be unnecessarily penalized. 

(2) Fit Error: The fit error for model i is 

(3) 

A 

y(k) - y(k N,Mi ) and can be used like innovations 
to compare models. Residuals may also be used. 

P·arameter Estimates and Covariances: This is a 
poor basis of a test because predicted covariances 
are often grossly in error when determined using a 
Kalman filter. 

Problems with using a Kalman filter for model structure 
determination are: (1) choice of measurement and process 
noise covariance have a strong influence on model; in general, 
increasing process noise covariance will result in less com­
plex models, (2) filter divergence because of poor starting 
values may invalidate an otherwise good model, and (3) since 
one extended Kalman filter is required for each model (34 
million Kalman filters for a problem with 25 parameters, 
each of which could be zero), the method often requires un­
acceptable computation time in practical systems. 
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Maximum likelihood method.- Several of the problems 
associated with extended Kalman filter may be solved by 
using the maximum likelihood method. This method has been 
described extensively [12,13] in the literature. It gives 
accurate estimates of parameters as well as associated error 
covariances. Though all of the quantities used for model 
comparison with Kalman filter may be applied, the liklihood 
ratio and prediction error tests are most appropriate. In 
certain cases, log likelihood ratio expansions of the kind 
shown in the likelihood statistic test section can simplify 
the implementation significantly. 

The maximum likelihood procedure is very general and 
includes equation error and Kalman filter procedure as spe­
cial cases. A major problem with a direct application of the 
procedure for model structure estimation is the excessive 
computation time requirement. This technique is best applied 
when the equation error has substantially reduced the number 
of plausible models. 

Summary.- A comprehensive advanced model structure 
determination for dynamic systems is an essential aspect of 
system identification for rotorcraft. The critical elements 
of such a procedure are: 

(1) Specification of functional forms for useful 
models. 

(2) Criteria for selecting an adequate model against 
competing models. 

(3) Efficient numerical algorithms for integrating the 
conflicting requirements of adequate functional 
forms and accurate criteria. 

The next section will show how these choices are made 
for rotorcraft model structure determination problem. 

Rotorcraft Model Structure Estimation Method 

The previous section discussed a fairly comprehensive 
model structure determination method for a wide variety of 
rotorcraft. Conceptually, any combination of functional 
form, model evaluation criteria and numerical procedure may 
be used in developing mathematical models of rotorcraft from 
real time data. Practically, the choice of an acceptable 
combination is dictated by the following considerations: 
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(1) Rotorcraft models are usually of high order with 
complex interactions, both mechanical and aero­
dynamic between rotor(s) and fuselage. 

(2) There are many different classes of rotorcraft and 
very little experience exists in processing rotor­
craft data. 

(3) There is poor wind tunnel data base for many 
helicopter types and analytical simulations (like 
C-81) though useful for simulations are not as 
good for determination of model form. 

(4) The characteristics of typical rotorcraft change 
significantly from hover to transition and cruise. 
In addition, functional relationships between forms 
of aerodynamic coefficients at various speeds is 
not thoroughly understood. 

(5) Because of model complexities, certain important 
interactions are likely to be unidentifiable for 
any maneuver. 

(6) In the face of the above problems, the computation 
time should be reasonable even for complex and long 
maneuvers in which several control inputs are 
applied sequentially or simultaneously. 

These considerations suggest the following selections: 

(1) A model based on dynamic equations of motions, in 
which all unknown functional forms (aerodyn~mic 
coefficients, interaction coefficients, unknown 
torques, moments and forces) are written as multi­
dimensional polynomials in corresponding indepen­
dent variables. 

(2) F-ratio, equation F-ratio or prediction error 
criteria are used in model selection. 

(3) The equation error method is used in the model. 
This is partly justified because the MSD step is 
followed by a parameter identification step based 
on the maximum likelihood technique. 

We now describe an algorithm based on the above selec­
tions in detail. 
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Description of a Model 
Structure Estimation Algorithm 

The use of the state estimation approach as the first 
step on the data, and the selections of the polynomial func­
tion forms and equation error approach lead to a model struc­
ture problem in the following general form 

y = xe + e: (4.14) 

where y is an (mxl) vector of observations, X is an mxp 
matrix of known coefficients (m > p) and e is a pxl vector 
of parameters. e: is an (nxl) vector of disturbance' or error 
random variables 'with 8(e:) = 0 (zero mean) and variance 
1o"(e:e: T) = 0'21 (components of e: are uncorrelated ,'lith the 
same variance 0'2). 

Basic principles.- Minimization of J with respect to e 
yields the well-known least squares estimator 

where (XTX) is nonsingular. Substituting Eq. (4.14) into 
Eq. (4.15), it is easily shown that 

where X is fixed in repeated samples and assuming 

8(XTe:) = O. 

In actual experimentation, 0'2 is not known and must 
be estimated. This is due to the fact that e: = y - xe, the 
error, is a nonobservable, stochastic variable. However, 

estimates of the variance of E = y - xe (Fig. 4.2), s 2, may 
be determined which' estimate 0'2. The sum of squares of 
the residuals is found by solving Eqs. (4.11) and (4.14) for 
"T" e: E, i.e., 

(y - Xe) T (y _ Xe ) = e: T ./11e: 

T = Y u{ty 
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where vl(= (Tm - XQXTX) -lXT). Note that v/{2 =vlt =utl. Since 

vIr is thus idempotent and trvlt = m - p, * taking the expec­
tation of Eq. (4.18) yields 

"T A 

= L.f. 
m-p 

which estimates 0
2. Equation (4.19) in Eq. (4.17) gives 

the sample estimate of the covariance of @ 

" 

(4.19) 

(4.20) 

Note that Eq. (4.15) produces unbiased estimates of e ohly 
if the model is correct. 

Decomposition of variance.- Substituting the estimate 
into J, it is found that 

(4.21) 

where 

" " y = E (yIX) = xe (4.22) 

Equation (4.21), a consequence of orthogonality theorem of 
least squares, decomposes the sum of squares of the data 
variation (yTy) into the contribution from the sum of 

f h (yATyA) d f squares 0 t e regression equation an sum 0 squares 
of the residuals (~T~), i.e., 

(4.23) 

The basic idea of subset regression is to compute the 
"T" reduction in error sum of squares (e: e:) relative to the 

, 'f (y"Ty") h' 1ncrease in regress10n sum 0 squares w 1ch is 

*The rank of I -ull = X(XTX)-l is p, and the rank of 1m 

is m. If the observations are not centered, then p is 
replaced by p+l. 

90 

..., 

..... 

...., 

-

"""i 
\ 

...., 
I 

-
...., 

i 

! 



-

caused by adding (or subtracting) new variables e. in the 
~ 

regression. Ratios based on these incremental sum of squares 
may then be used to determine the significance of these 
added parameters. These ratios may be formulated as test 
statistics for which, under the assumption of normally dis­
tributed errors, £, standard significance testing may be 
performed. That the errors are, in fact, normally distri­
buted, is justified by the central limit theorem on the nor­
mality of the distribution of a large number of random dis­
turbances. 

" Si nificance of the re ression e uation.- The solution 9, 
Eq. 4.15, to t e minimization of error sum of squares is 
unique when X has full column rank. Any coefficient vector 
which differs from the least squares vector e must lead to 
a larger sum of squares. That is, for any other coefficient 
vector, 9, 

(y-X9) = (y-X8) X(8 - 8) (4.24) 

has an error sum of squares 

A T T A 

Y + (8-8) X X(8-8) . (4.25) 

The quantity (8-6) is the "sampling error" of the regres­
sion. 

Assume that it is desired to test the hypothesis that 
8 is some specific numerical value, say 8

0 
(e. g., 8 a = 0 

if there is not dependence of the data on 8). Then, if 
8 is the true value of 8, a 

Using Eqs. (4.18) and (4.16), Eq. (4.23) then becomes 

T _ T (y-xe ) (y-X8 ) - £ E + E T (I -u/t) £ (4.27) 
a a 

In order to fulfill the requirements for using statis­
tical tests based on the sum of squares of Eq. (4.27), it is 
necessary to recall the fact that an indempotent quadratic 
form in independent standardized normal variates is a chi­
squared variate with degrees of freedom given by the rank of 
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the quadratic form* (Sec. 15.11, Ref. 23). Furthermore, if 
the two normalized sum of squares S./a 2 and S./a 2 are 

1 J 
xZ(V i ) and xZ(V j ) distributed, and Si and Sj are 
independent, then 

S./V. 
F = 1 1 

S./V. 
J J 

(4.28) 

is a Fisher F-ratio distributed with 
of freedom. 

V. 
1 

and v. 
J 

degrees 

As discussed after Eq. (4.18), the rank of ult is m-p 
and that of I -.j/ is p. Thus, 

e: T (I -ull) e:/E 
e: T e:/m-p 

is distributed as F(p,m-p), if 
(4.18) and (4.19), e: T e:= (m-p)sZ 

e: T (I -•. Jt)e: = (S-6
0

)XTX(e-6
0
)' if 

the ratio 

6 = 6. But from Eqs. o 

·(4.Z9) 

and it is easily shown that 

6 = 6 o Hence, 

(4.30a) 

Examination of Eq. (4.Z4) shows that the numerator of Eq. (4.Z6) 
is the difference between the sum of squares regression on 
6 and the sum of squares of the actual parameters 6. o 
High values of F(p,m-p) correspond to rejection of the 
hypothesis that 6 = 6

0
. In particular, to test whether the 

data depends on a specific parameter, 6. of 6, the 
1 

F(p,m-p) ratio is evaluated for 6
0 

= O. 

* T A sum of squares S. can be written as y Ay where y is 
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vector, A is a matrix of known constants. Then the number 
of degrees of freedom of Si is defined to be the rank of 
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- A recurs i ve form of Eq. (4. 30a) is 

F(q,m-p) = (4.30b) 

where q is the number of parameters in the regression at 
any stage in adding (or deleting) parameters to improve fit. 

The F-ratio tests are based on quotients of regression 
"fit" to error "fit." The quantity, 

R2 = (X9) T (X9) 

yTy 

(4.31) 

measures the regression sum of squares to observation sum 
of squares. The positive square root of Eq. (4.31), R, is 
the multiple correlation coefficient. The closer R is to 
unity, the better the performance of the subset of regression 
variables. Note that R is the cosine of the angle between 
the data vector and th.e p dimensional subspace spanned by 
the included subset of regression variables. 

From the sum of squares decomposition (4.20), and 
Eq. (4.31), it may be shown that 

F = (4.32) 

which expresses the F-ratio in terms of R2. 

The closer R is to unity, the stronger the dependence 
of the data on the regression parameters and the higher the 
F-va1ue. If there is little dependence, R is "small," 
the hypothesis 6. = 0 is "correct," and F is "small." 

1 

This test is dependent on choosing a critical value of F 
which specifies the cutoff levels. This critical F is 
chosen as a function of m (number of observations) and p 
(number of parameters) from tables of F statistical tables 
for a desired confidence level. The confidence level can be 
selected on the basis of a priori knowledge about level of 
noise in data. 
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Significance of individual conditions to the regression 
e*uations.- The multiple correlation coefficient measures 
t e dependence of the data on the complete set of regression 
variables. If several sets of parameters are to be evaluated 
with respect to their respective explanations of the data, 
the R coefficient would serve as one measure of relative 
performance. Unfortunately, it follows from the definition 
of R that increasing the number of explanatory variables 
always increases R, unless the added variables are linearly 
related to other included variables. Beyond a certain point, 
the added variables start fitting the random noise E. For 
example, if the number of variables is increased to m, a 
perfect fit can be obtained and R is one. In order to 
eliminate parameters not significant, only the most linearly 
independent variables are desired. 

Stated in terms of the sum of squares principal, it is 
desired to incorporate those new variables into the regres­
sion which most reduce the error, given that the other vari­
ables are included in the regression. If the increase in 
regression sum of squares due to adding a new variable, say 
xo, after variables x. have been included in the regres-

J lA 
sion, is denoted as illl y II , then the ratio 

RZ 
YXo-xl,xZ'···'x. l'xo+I,···,x J J- J P 

= 

(4.33) 

measures the partial contribution of x. to the regression. 
The square root of RZ is ihe partial correla-

YX j xl"'" xp 
tion coefficient. Several forms of t~is definition may be 
written. One is defined by letting y be the residuals 
from the regression of x. on the same variables. It may 
then be shown J 

2 
R-- = YXj 

O:yx.) 2 
J (4.34) 

Note that, in general, 
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- (4.35) 

where Xl includes q variables and X2 contains p-q 

variables. Then 

(4.36) 

which shows that an estimate of 9 Z could be obtained by 

regressing the residuals from the regression of y on Xl 

(i.e., which estimates 61). Then the vector y-X1 6 l is 

regraded as a new observation, say yell, which may be 
regressed on Xz to estimate 9 Z. This decomposition can 

be applied to each possible subset of variables, X., "bring-
1 

ing in" new variables from the right to left hand side of 
Eq. (4.36). The requirement on "bringing in" new variables 
may be satisfied by examining the significance of each vari­
able. 

The F test may be used to determine the significance 
of a single parameter by noting the estimate of the variance 
cr Z, sZ, is distributed as crZXZ : Hence, sZ/crZ",(x Z )/(m-p) m-p m-p 
from Eq. (4.19). Then for the parameter 9i , 

A 

9. - 9. 
1 1 

S9i 
= (4.37) 

where is the standard error of 

(4.20) is 

6. , 
1 

which, from Eq. 

s9. = s ~ 
1 11 

(4.38) 

where s.. is the square root of the ith diagonal term of 
11 

(XTX)-l. 

Since (§.-6.)/a. '" n(O,l), it follows that, by defini-
111 

tion of Student'S t distribution that 
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'" e. -e. 
1 1 'V t 
Si m-p 

In particular, if it is desired to test the hypothesis 
e i = 0 (i.e., y does not depend on e), the statistic 

(4.39) 

t =. e./se· is used. It is shown [23] that the F distri-
1 1 

bution with 1 and (m-p) degrees of freedom is equivalent 
to the t 2 distribution with m-p degrees of freedom. 
Hence, the significance of individual regression coeffici­
ents, e, is determined from F-ratios 

F = e?/s? 
1 1 

(4.40) 

If the ratio (4.40) indicates a variable is not sig­
nificant, then the variable is deleted. To bring in another 
variable, the partial correlation coefficients of all other 
parameters are examined. To form the F-ratio for these 
coefficients, Eq. (4.33) (with Eq. (4.38)) may be manipulated 
to show . 

(e./se·) 
J J 

2 (e./se') + (m-q) 
J 1 

(4.41) 

where q is the number of variables already in the regres­
sion. The corresponding F-test is 

r3_ (m-q) yx. F. = ___ J ..,...-__ 
J 2 l-r-­YX j 

(4.42) 

The variable (F-ratio with 1 and m-q degrees of freedom), 
is calculated for each of the remaining variables. The 
variable with the highest value is then brought into the 
regression. 

Summary.- The variables xl ,x2 , ... ,xp are postulated 
as possible causative factors in determining the observed 
data, y (Eq. (4.35)). The variables x l ,x2 , ... ,xp are 
ranked according to the magnitude of their individual partial 
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correlation coefficients with y. The variables with the 
highest significance (F to enter) is added to the regres­
sion. The significance of the added parameter is then 
tested to determine if it is above the critical F value 
for deletion (Eq. (4.40)). As variables are entered, new 
F-ratios are computed from the remaining variables not in the 
regression since the degrees of freedom have been reduced. 
This process is terminated when no new variables satisfy the 
F-ratio required to enter and when one is to be removed. . 

At each variable incorporation, the multiple correlation 
coefficient (R, Eq. (4.31)), the equation F-ratio (Eq. (4.32)), 
and the standard error of the entered parameter (Eq. (4.38)) 
are all included. 

It is noted that, in general, the particular variables 
finally selected are not unique. Use of orthogonal variables 
would result in uniqueness. 

Numerical methods.- The previous sections have demon­
strated that both classical and subset regression parameters 
are obtainable from steps in the solution of a set of linear 
equations (ref. Eq. (4.15)). In order to reinforce this 
connection, consider the augmented data-coefficient matrix 
(wi th rank p+ 1) 

A = 

Using the inversion of Eq. (4.15), it is found that the 
final element of A-I, a f , is 

1 = 

i.e., the multiple correlation coefficient (and the sum of 
squares 11£1 I) are directly obtainable. Similarly, it is 
found that the diagonal element of (XTX)-l corresponding 
to the ith coefficient of x, is 
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1 
2 -T­(1 - P.)X.X. 
111 

where P~ is the multiple correlation coefficient of the 
1 

regression of xk on xl,xZ, ... ,xi_l':i+l' ... 'xp. It may 
be further shown that the variance of e. is 

1 

2 T . 
(l-P.)x x. 

1 1 

Computationally, the inversion of A is based on the 
Gauss-Jordan pivot algorithm. Let the kth diagonal element 
of A be nonzero. Applying a Gauss-Joraan pivot on this 
element is a new amtrix whose ijth element is a .. , i.e., 

1J 

a ij - a ik akj/akk i :f k, j :f k 

-aik/akk i :f k, j = k 
a .. = 

1J akj/akk i = k, j :f k 

l/akk i = k, j = k 

The final result of this inversion is the matrix B, 

B = [CXTXl- 1 

"T -8 II:IJ 
The recursive algorithm of the Gauss-Jordan pivot sweeps 
through the A matrix, generating statistical parameters 
which guide the deletion and addition of new variables. 
Details of this selection for the Gauss-Jordan pivot are 
found in Ref. 24. One further parameter of this method is 
the tolerance. This is a parameter of the computation algo­
rithm itself and is a measure of the accuracy of the calcu­
lations and computer. If' a ii is the value of the ith 
diagonal element of the non-negative matrix (a ij ) after 
pivoting on several elements, then a.·/a .. is the tolerance. 
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CHAPTER V 

ROTORCRAFT PARAMETER ESTIMATION 

Introduction 

Rotorcraft parameter identification is the process of 
extracting the stability and control derivatives for a given 
mathematical model structure using a set of flight test or 
simulated data. In the past, aircraft identification has 
been carried out as an ancillary part of experimental flight 
test work. The principal source of stability and control 
derivatives has always been wind tunnel results and theoreti­
cal calculations. However, as the result of what is often 
gross disagreement between wind tunnel and flight test 
derivatives, and the known difficulties of obtaining wind 
tunnel values, as well as extrapolating these values to full 
scale, there is an increasing emphasis on obtaining these 
parameters from actual flight data. 

In the field of system identification, most of the ef­
fort had been, for a number of years, confined to the solu­
tion of low order linear problems. However, during the past 
few years, powerful digital techniques have been developed 
which are capable of solving the more difficult nonlinear 
aircraft problems. The problem of extracting aerodynamic 
coefficients for rotorcraft is one of the most difficult 
identification problems. 

The development of accurate parameter estimation is a 
logical step following model structure determination. This 
is because the model structure estimation step (described in 
the previous chapter) gives a reasonable model of rotorcraft 
forces, moments and other dynamic parameters, but the esti­
mates of parameters resulting from the least square approach 
may be of questionable accuracy. Several procedures have 
been used for estimating nonlinear system parameter in the 
past. Because of the complexity of rotorcraft dynamics, the 
selection of an appropriate identification method is extremely 
important. This chapter discusses various identification 
methods pointing out the advantages and disadvantages of 
each. Finally, one method is selected for further investi­
gation. 

Rotorcraft Parameter Estimation Approaches 

General discussion.- Most identification methods that 
have been or are currently being applied to rotorcraft prob­
lems can be classified as either: 
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(1) equation error methods, 

(2) output error methods, or 

(3) advanced methods. 

These methods differ by: (1) the performance criterion that 
they are developed from, (2) the kind of estimates they pro­
duce, and (3) the problems to which they can be applied. 

Equation error methods [25] assume a performance cri­
terion that minimizes the equation error squared (the process 
noise). All of these methods are basically least squares 
techniques. In general, it is necessary to measure the 
response variables and their time derivatives td apply these 
methods. This results in n or more linear equations in 
n unknowns. For the case where the time derivatives are 
not measured, various "method functions" are used to operate 
on the equations (e.g., time derivatives, Laplace or Fourier 
transforms, etc.), to obtain equations that are linear in the 
unknowns. Since these methods do not allow for measurement 
errors (sensor noise, etc.) they result in biased estimates 
when this type of error does exist. The principal use of 
these methods are as start-up techniques for the output error 
and advanced methods. The equation error methods have been 
used or are being used by Calspan Corp. [25], Air Force 
Flight Test Center [26], and by Gerlach [27]. 

Output error methods [28-33] minimize the square of the 
error between~the actual system output and the output of a 
model. These methods assume measurement noise but no process 
noise. Typical output error methods inClude Newton-Raphson; 
Gradient methods; the Kalman filter (without process noise); 
and modified Newton-Raphson, differential correction, and 
quasilinearization (all three of which are the same method). 

It should be noted that analog matching is basically 
a manual form of the output error methods (it attempts to 
match the simulated response to the actual response). This 
method has been used by the Air Force Flight Test Center [26], 
the Naval Air Test Center [34], and the NASA-Dryden Flight 
Research Center [35] for the F-l04, X-IS, B-70, HL-lO, M2/Fe, 
X-24, and PA-30 aircraft. The modified Newton-Raphson method 
has been used extensively in flight test applications for the 
past several years. It is the one method that has been used 
on an operational basis and for which the most experience exists. 
It is known that this method has been or is being used by: 
(1) the NASA Dryden Flight Research Center [35] on lifting 
bodies (X-24, F-3, X-14, SB-70, 990, HL-lO, M2/F3), Jet Star 
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and PA-30 aircraft, (2) the NASA Ames Research Center [36] 
on the Learjet, XV-S, 990, and C-8 aircraft, and (3) the 
NASA Langley Research Center [37] on the XC-142, Navion and 
F-4 aircraft. 

The principal disadvantage of output error methods is 
that, because they do not include process noise in their 
performance criterion, the results degrade when process 
noise (gusts, modeling errors) exists. This may result in 
the program not converging or in estimates that have large 
variances or poor estimates [38]. However, as long as these 
methods are applied to linear flight regions, or where the 
form of the equations are known, and where gusts are not 
significant, they work very well. 

There are two advanced methods which have been applied 
to flight data with both process and measurement noise. 
These are: 

(1) The Kalman filter and smoother [39-41] 

(2) The maximum likelihood method [42-47] 

Because of the advanced nature of these algorithms, they are 
discussed in some detail in the following subsections. 

Extended Kalman filter/smoother parameter identification 
methods.- In 1961-1962, R.E. Kalman published a sequence of 
papers in which he proposed a filter with the capability of 
estimating randomly disturbed states of a system from noisy 
measurements. The Kalman filter has, since then, been the 
object of intense research and development. It is signifi­
cant to note that the Kalman filter for state estimation is 
a particular solution to a more general problem of estimating 
both unknown states and parameters of a dynamical system. 
Kalman, himself, suggested in this early work that the fil­
ter could be adapted for estimation of the parameters as 
well as the states by simply augmenting the parameters to 
the state and estimating both simultaneously. This is still 
the first approach that is usually tried in developing para­
meter identification algorithms, because it does have a 
strong intuitive and simple implementation. Unfortunately, 
the approach is found to suffer from certain inherent prob­
lems in actual implementation, particularly for high order 
systems perturbed by both process and measurement noise. 

There is a simple reason for the difficulties encounter­
ed by this approach. The Kalman filter is strictly a state 
estimator derived on the assumption of known parameters. 
Assuming a filter of the Kalman type for also estimating the 
parameters is an "after-the-fact" adjustment. Practically, 
the result is that to apply the Kalman filter to even a 

101 



linear system requires that the linear system be converted 
into a nonlinear system. Although this transformation does 
not, in itself, degrade the algorithm effectiveness, it does 
cause other problems which can. Other problems which are 
reported are: 
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(1) The Kalman filter approach, even with the algo­
rithm modifications such as smoothing, produces 
biased estimates of the parameters [41]. Hence, 
the parameter estimates may be in error. 

(2) Any Kalman filter algorithm requires initial 
guesses for both states and parameters, as well as 
their respective state and parameter variances 
[39,41]. The necessity for providing good state 
variances is not a severe limitation. However, 
parameter variances are usually· much harder to 
guess than state variances. Unfortunately, the 
Kalman filter approach does require accurate para­
meter variance initiation to obtain good estimates. 
A common technique is to use initial guesses and 
variance obtained from a least squares regression 
on the data. These results are biased, however, 
and in order to account for bad guesses, arbitrary 
variance multiplication "factors" mus t be used t9._ 
ensure even algorithm conve~gen~e [41]. Such 
"guesses" for each type of case run require highly 
skilled personnel. 

(3) The Kalman filter approach is often claimed to 
estimate parameters in the presence of process 
noise, even though there is no theoretical justi­
fication for its ability to do so. What is done 
is actually to either filter the data by some 
smoothing technique or simply adjust the process 
noise covariance terms of the filter until con­
vergence is achieved. Mo1usis [39] uses the 
smoothing approach to filter the data. The prob­
lem with this approach is that the resulting data 
may contain less information about the parameters 
of interest, again causing errors in the estimates. 
The iterating smoothing approach suggested by 
Chen, et aL [41] is probably the best implementa­
tion of extended Kalman filter for parameter 
estimation. 
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Maximum likelihood methods.- The previous section 
alluded to the fact that the Kalman filter for state estima­
tion is a particular solution of the more general problem of 
simultaneous state and parameter estimation. Realizing the 
difficulties of trying to use the Kalman filter approach in 
practical application, a return to the orig~nal.formulation 
of the simultaneous state and parameter estlmatl0n problem 
leads to a more general estimator. This formu1ation--a 
maximum likelihood approach--is one of the ways a Kalman 
filter state estimator is derived. The maximum likelihood 
method is illustrated in Figure 5.1. Conceptually, this tech­
nique can be summarized as follows: 

"Find the probability density functions of 
the observations for all possible combina­
tions of unknown parameter values. Select 
the density function whose value is highest 
among all density functions at the measured 
values of the observations. The correspond­
ing parameter values are the maximum likeli­
hood estimates." 

The method is a combination of three steps: 

(1) A Kalman filter to estimate the states. 

(2) A Levenberg-Marquardt optimization technique 
for the parameter estimates. 

(3) An algorithm to estimate the noise statistics 
(mean and variance of the measurement and process 
noise). 

The method has the following important features: 

(1) Parameter Estimate Variances. In estimating para­
meters from flight data, it is essential to pre­
dict the error in these estimates, that is, the 
confidence level associated with the estimates. 
The maximum likelihood method automatically com­
putes the lower bounds on the variances of the 
parameter estimates. Since the maximum likelihood 
estimate is asymptotically efficient, the actual 
variances in the parameter estimates approach 
these bounds for long data records. The method 
does not require initial parameter variances to 
initialize the algorithm. 
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FLIGHT TEST DATA, WIND TUNNEL VALUES OF 
AERODYNAMIC PARAMETERS 

NO 

START-UP 
PROCEDURE 

STATE AND COVARIANCE TIME HISTORIES 

EXTENDED KALMAN 
(NONLINEAR) FILTER 

LIKELIHOOD FUNCTION 
CALCULATION 

SENS1TIVITY FUNCTIONS 
AND GRADIENT 

CALCULATION 

INFORMATION MATRIX 
CALCULAT ION 

STEP SIZE 
DETERMINATION 

USING LEVENBERG­
MARQUARDT 

ML ESTIMATES OF AERODYNAMIC 
PARAMETERS, CONFIDENCE LIMITS 

FIGURE 5.1.- FLOWCHART OF MAXIMUM LIKELIHOOD 
IDENTIFICATION PROGRAM 
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(2) Noise Statistics. Many identification algorithms 
assume that the means and variances of the process 
and measurement noise are known. In fact, these 
quantities are generally not known and should be 
identified. Typical noise parameters that should 
be identified include sensor biases, c.g. off­
sets, the variance of the random measurement noise, 
and the mean and variance of the 

require a priori knowledge of the process or meas­
urement noise covariances but determines them as 
part of the identification procedure. 

(3) State Estimates. In addition to estimating the 
parameters of the aircraft models (stability and 
control derivatives), it is also necessary to 
estimate the airplane response variables (state 
variables). The maximum likelihood method obtains 
the best mean square state estimates as part of 
the parameter identification process. 

In addition, the generality of the maximum likelihood method 
has important operational features: 

(1) In the absence of process noise, the method is 
equivalent to the output error method which many 
flight test agencies already use. 

(2) In the absence of measurement noise, the maximum 
likelihood method reduces to a least squares 
approach. 

(3) The method requires no "fine tuning" or "fiddling" 
to provide estimates for new cases. 

Rotorcraft Parameter Identification Method 

It is clear from the discussions of the previous sec­
tion that the maximum likelihood provides an optimal blend 
of optimality and flexibility in rotorcraft identification 
problems. It is for this reason that the maximum likelihood 
method has been selected for investigation in rotorcraft 
applications. The maximum likelihood method is one of the 
most flexible techniques in statistics for identification of 
parameters from input-output data. Suppose it is possible 
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to make a set of observations on a system, whose model has 
p unknown parameters e. For any given set of values of 
the parameters e from the feasible set e, we can assign 
a probability p(Zla) to each outcome Z. If the outcome 
of an actual experiment is z, it is of interest to know 
which sets of values of a might have led to these observa­
tions. This concept is embedded in the likelihood function 
~lelz). This function is of fundamental importance in 
estimation theory because of the likelihood principle of 
Fisher and others [48-50] which states that if the system 
model is correct, all information about unknown parameters 
is contained in the likelihood function. AThe maximum like­
lihood method finds a set of parameters a to maximize this 
likelihood function 

e = max 
SEe 

~(alz) (5.1) 

In other words, the prob~bility of the outcome of z is 
higher with parameters e in the model than with any other 
values of parameters from the feasible set. Usually it is 
more convenient to work with the logarithm of the likelihood 
function (it is possible to do so because the logarithm is 
a strictly monotonic function). 

Consider a nonlinear rotorcraft of the following form 

. 
f(x,u,s,t) + r(s,t)w 0 T x = < t < - -

E[x(O)] = xo(S) 

E{[x(O) -xo(e)][x(O) -xo(S)]T} = Po (e) 

where 
x(t) is nxl state vector 

u(t) is txl input vector 

S is pxl vector of unknown parameters 

r is nxq process noise distribution matrix 

wet) is qxl random process noise vector 
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Let there be m measurements y(tk) taken at discrete times 
tk 

y (tk ) = h(x(tk),u(tk),S,tk ) + v(tk) 

k = 1,2,3, ... ,N 

wet) and v(tk) are Gaussian random noises with the follow-
ing properties 

E[w(t)] = 0 E[v(tk)] = 0 

E[w(t)WT(T)] = Q(S,t)O(t-T), 

T E[v(t.)v (tk)] = R(S,t.)o.k 
] ] ] 

The log-likelihood function for this mathematical model can 
be shown to be of the form 

N 
log [.P (S I z) ] = 1 ~ { v T (i) B- 1 (i) v (i) + log I B (i) I } 

-2 i=l 

where v(i) is the innovations vector at sample point t. 
1 

and B(i) is its covariance. An estimate of the unknown 
parameters is obtained by maximizing the likelihood function 
or the log-likelihood function from the feasible set of para­
meter values 

" S = max log [oe(slz)] (5.2) 
SEG 

(5.3) 

The log-likelihood function depends on the innovations 
and their covariance. To optimize the likelihood function, a 
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way must be found for determining these quantities. Both 
innovations and their covariance are outputs of an extended 
Kalman filter. The developments of the required Kalman 
filter is discussed in subsequent paragraphs. 

The extended Kalman filter is conventionally divided 
into two parts. In the first part, called the prediction 
equations, the state equations and state estimate covariance 
equations are propagated in time from one measurement point 
to the next. In the second part, called the measurement 
update equations, the measurements and associated measurement 
noise covariances are used to improve state estimates. The 
coyariance matrix is also updated at this point to reflect 
the additional information obtained from the measurements. 

Prediction equations.- The state prediction is done using 
the equations of motion. Starting at time t. 1 with current 

1-

estimate ~(i-1Ii-l) of the state x(t i ) and the covariance 

P(i-lli-1), the following equations are used to find the pre­

dicted state ~(ili-1) and the associated covariance p(ifi-1); 
see Bryson and Ho (Ref. 10). 

d A A 

dt x(tlt i _1) = f(x(tlt i _1),u(t),e,t) (5.4) 

(5.5) 

t. 1 ~ t ~ t. 
1- 1 

The nxn matrix F is obtained by linearizing f about the 
best current estimate 

F(t) = 
af(x(tlti_l),u(t),e,t) 

Using (5.4) to (5.6), we can obtain 

x(t·lt. 1) 6 x(ili-l) 
1 1-

Thereafter, the measurement update equations are used. 
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Measurement update equations.- The covariance and state 
estimate are updated using the measurements. The necessary 
relations are derived by Bryson and Ho Cref. 10) and are 
presented here without proof. The innovation and its covari­
ance are 

(5.9) 

BCi) = HCi) PCili-l) HTCi) + R (5.10) 

where H is obtained by linearizing h, 

HCi) = 
ah (xCi I i-I) ,uCt. ,8, t.)) 

1 1 

axCili-l) 
(5.11) 

The Kalman gain and the state update equations are 

(5.12) 

~(i.li) = x(ili-l) + K(i) v(i) (5.13) 

Finally, P(ili), the covariance of error in updated state, is 
obtained by 

PCili) = (I-K(i) H(i)) p(ili-l) (5.14) 

The maximum likelihood method can be shown to reduce. to 
output error in the absence of process noise. If there is no 
measurement noise, it reduces to the equation error method. 
These simplifications are discussed in Appendix A. 

Optimization procedure.- It is possible to use anyone 
of several numerical procedures for this optimization problem. 
The authors have found by experience that the Levenberg­
Marquardt optimization technique provides the most rapid con­
vergence. This technique has both the Newton-Raphson and the 
steepest descent algorithms as special cases. The general 
Levenberg-Marquardt approach is discussed in references [51 
and 52]. The algorithm requires computation of the first and 
second order partials of the log-likelihood function. 
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The last three terms in the equation for second partial of the 
the log-likelihood function involve second partials of innova­
tion and its covariance. Those terms are usually dropped. 
So, the second partial is approximated by 

a 2 log (Il'(SI z)) ~ laV
T

(i) B- 1 (i) aV(i) -
aSjaSk - i=l aSj aSk 

avT (i) B- 1 (i) aB (i) B- 1 (i)v(i) 
aSk ae· 

J 

aV(i) B- 1 (i) aB (i) B- 1 (i)v(i) 
as· aSk J 

(5.16) 

The gradients of innovation and its covariance for parameter 
e. are: 

J 

aB (i) 
ae. 

J 

av(i) = 
ae j 

= aH (i) 
ae. 

J 

ah I 
ax x=~(ili-1) 

ax(ili-1) 
ae 

ah 
ae 

j = 1,2, .•• ,p; i = 1,2, ••• ,N 

p(ili-1)HT(i) + H(i) ap(ili-1) HT (i) 
ae. 

J 

+ H(i) P(ili-1) aHT (i) + aR 
ae· ae· J J 

j = 1,2, ... ,p; i = 1,2, ••• ,N 

(5.17) 

(5.18) 
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Recursive equations can be obtained for gradients of the 
predicted state and its covariance. This is done in stages 
by using the prediction and measurement update equations of 
Kalman filter. Differentiating (5.4) to (5.6) with respect 
to e. 

J 

af(x(t It i _1) ,u(t) ,t,e) 
= 

ax(oIO) = 
aej 

d ap(t I t i - 1 ) 

dt ae· 
J 

aF(t) 
ae 

+ 
ap(tlt i _

1
) 

FT(t) 
ae· J 

.i9... rT + 
T 

+ r rQ ~ 
ae· ae· 

J J 

ap(olo) = aPo(e) 
ae j aej 

+ 

ae· J 

ax (e) 
o 
ae· J 

P(tlt i _1 ) 

ax(tlt i _
1

) 

ae· 
J 

aFT (t) 
+ ar 

ae· J ae· J 

t. 1 < t ~t 1-

j = 1,2, ... ,p 

(5.19) 

QrT 

(5.20) 

(5.21) 

The sensitivity functions are updated at measurement points 
by differentiating (5.11) to (5.14) with respect to e .. 

J 
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aK(i) 
a e· J 

aH(i) 
ae· J 

= 
a 2h (~ (i I i -1) , u ( t i) , e , t i) 

ae. ax(ili-1) 
J 

ax(i I i) 
ae· 

J 

= ax(ili-1) + 
aej 

dK(i) v(i) + K(i) aV(i) 
aej aej 

ap(ili) = 
ae· 

J 
I-K(i) H(i) p(ili-1) 

ae . 
J 

- K(i) aH(i) p(ili-1) 
aej 

K(i) -~ H(i) p(ili-1) 
ae· 

J 

j = 1,2,3, .•• ,p 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

The negative of the matrix of second partials of the 10g­
likelihood function is called the information matrix M. The 
step size ~e for parameter estimates is given by 

~e = (M+ 1)-1 a log (.p(elz)) 
p a. ae (5.26) 

where a. is the Marquardt parameter and p is a scaling term. 
Observe that as a. + 0 the step approaches that of the Gauss­
Newton procedure. As a. + 00 (with pia. finite) the step 
approaches that for the steepest descent algorithm. During 
the optimization, it is desirable to change the Marquardt 
parameter to promote rapid convergence. If it is found that 
the step is too large (i.e., the log-likelihood cost increases), 
the step is cut by increasing the Marquardt parameter by a 
given factor and another step is taken. If the cost deereases, 
the Marquardt parameter is decreased by the given factor so 
that the following step is larger. This is to prevent the 
slow convergence that results from taking a small step - as 
is often characteristic of steepest gradient algorithms. 
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Linear systems.- In a linear system, the functions f 
and hare def1ned as 

f(x,u,S,t) ~ F(S,t)x + G(S,t)u 

and h(x,u,S,t) ~ H(S,t)x + D(S,t)u 

The basic algorithm is the same. However, some of the 
equations can now be simplified. Equations (5.4) and (5.9) 
now become 

F(S,t) x(tlt i _l ) + G(S,t) u(t) 

and 

\lei) = y(i) - H(S,t.) x(ili-l) - D(S,t.) u(t.) 1 1 1 

Equations (5.17) and (5.19) can be written as 

and 

a\l(i) = 
aSj 

aD(S,t.) 
_----: __ 1_ U ( t 1. ) 

ae. 
J 

H(S,t.) 
ae.

1 
x(ili-l) 

J 

as· 
J 

ax(tlt i _l ) 
= F(e,t) as. + 

J 

aF(e,t) A I 
ae. x(t t i - l ) 

J 

+ aG(S,t) u(t) 
aej 

All other equations remain the same. 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

There is considerable reduction in computation require­
ment for time-invariant linear system. In this case, matrices 
F, G, H, D, r, Q and R and their derivatives with respect to 
parameters are constant. 
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For many cases, the Kalman filter is in steady state for 
the duration of the experiment. This occurs when the Kalman 
filter is in operation for a sufficiently long time and the 
process and measurement noise covariances do not change. The 
Kalman gain and the innovations and the state covariances ap­
proach constant values. The time update and measurement up­
date equations for the covariances are 

I 

d~ P(~lti_l) = FP(tlt i _l ) + P(tlti_l)pT + rQrT 

B = HP(ili-l)HT 
+ R 

p(ili) = (I-KH) p(ili-1) 

By definition of the steady state 

P(i-1Ii-l) = p(ili) 

Therefore, from (5.31) 

p(ili-l) = eF~t P(i-lli-l) 

T 
= eF~t (I-KH) P(ili-l)eP ~t + 

~ ~(~t) (I-KH) p(ili-l) ~(~t) + Q~ 

= ~ (~ t ) ( P (i I i - 1 ) - KB K T) ~ (~t) + Q ~ 

(5.31) 

(5.32) 

(5.33) 

(5.34) 

(5.35) 

Using (5.32), (5.33) and (5.34), we can solve for p(ili-l) 
and then find K an~ B. Also, it can be shown that 

(5.36) 
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aK (I - KH) ap HT (HPHT + R)-l + AZ -- = ae· ae· 
J J 

C5.3Z) 

aB = -B!.. PHT 
+ H ~HT + HP aHT 

+ aR -- (5.38) 
ae· 

J 
ae· 

J 
ae· 

J 
ae· 

J 
ae· 

J 

""here 

Al = <j> (I - KH) 

AZ = ~ (I-KH)P<j>T + <j>CI-KH)P a<j>T - <j>K -B!.. p<j>T + ~ 
ae· ae· ae· ae· 

J J J J 

A = aH
T 

B-IH + HTB- l -B!.. PHT + HP aH
T 

+ ~ B-IH 
3 aej aej aej aej 

P ~ PCili-l) 

Thus, it is possible to solve for a~~ using (5.36) and then 
. aK aB J 

flnd ~ and ~ from (5.37) and (5.38). Equation C5.36) is a 
J . J. ap 

linear equatl0n ln ~ and the coefficient of the unknown 
J 

matrix does not depend on the parameter e .• Thus, the 
J 

sensitivity of state covariance matrix can be determined 
very quickly for all parameters. Once the sensitivity of P, 
K and B for unknown parameters is determined, only state 
sensitivity equations need to be updated. 

An approximation simplifies the problem further. The 
unknown parameters are defined to include elements in K and 
B matrices instead of Q and R. Optimizing the log-likelihood 
function for parameters in B gives 
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The gradient of the log-likelihood function with respect to 
other unknown parameters is 

a Log (p(elz)) = 

aej 

The sensitivity of innovations to parameters is determined 
using the following recursive equations 

d ax(tlt i _l ) aF "- ax (t It i-I) 
+ ~ u(t) dt = ae:- x(tlt i _l ) + F 

ae· ae· ae· 
J J J J 

j = 1,2, ... ,p t. 1 < t $ t. 
1- 1 

v C i ) = Y C i ) - Hx C iii - 1 ) - Du Ct. ) 
1 

Note that 

aK 
ae· J 

= 0 

x(ili) = xCiii-I) + Kv(i) 

~ v(i) + K aVCi) 
aej aej 

j = 1,2, ••• ,p 

if e. is not an element of K matrix 
J 

(5.40) 

(5.41) 

(5.42) 

(5.43) 

(5.44) 

(5.45) 

(5.46) 

where Ij~k~ is a matrix of all zeroes except a 1 at the j~,k~ 

position. 
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CHAPTER VI 
INPUT DESIGN 

In previous sections, we have considered aspects of rotorcraft 
system identification methodology which address the post flight 
data processing phase. Data are presented to the procedure, and 
some level of model and coefficient estimation achieved. One does 
not have to perform this task many times before it is evident that 
no post-flight data procedure can identify coefficients if the in­
formation on these parameters is not in even the uncorrupted mea­
surement response. An input design requirement, therefore, has 
arisen because of the need to improve the efficiency of flight 
testing by obtaining more accurate estimates from response data in 
less time. 

Requirements for Input Design 

There are several factors that must be considered when choosing 
inputs for flight tests. These include: 

(1) Efficiency: The inputs should improve the efficiency of 
stability and control flight testing by maximizing coefficient 
identifiability in fewer maneuvers. 

(2) Structural- and Safety Constraints: The inputs should ex­
cite the modes of interest without violating rotorcraft safety and 
structural constraints. 

(3) Identifiability: The inputs selected must improve param­
eter estimation accuracy and avoid identifiability problems in the 
post-flight data analysis stages. 

(4) Pilot Acceptability: If the flight test is to be carried 
out with a pilot onboard the rotorcraft, it is necessary that the 
control inputs be acceptable to the pilot. The inputs should not 
maneuver the aircraft into a flight regime from which a pilot can­
not recover. In addition, the inputs should be reproducible by the 
pilot. 

(5) Instrumentation: The inputs must consider specific in­
struments available, and their dynamic range and accuracy. The 
primary impact of the instruments on input design is on the signal/ 
noise ratios which the response must have for sufficiently accurate 
data. 

(6) Modeling Assumptions: The inputs that are designed must 
also consider the model that is assumed. For example, inputs 
chosen for a linear mode should not cause such large rotorcraft 
motions that the assumption of constant stability and control de­
rivatives is invalid. 
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Input Design Methods 

Since the first efforts of applying parameter extraction 
technology to aircraft flight test data, many different control in­
puts have been used. In one approach, the flight vehicle is ex­
cited by sinusoidal inputs over a range of frequencies, usually 
around the natural frequency of the specific mode, until a steady 
state is reached at each frequency. The parameters of a suitable 
linear model are selected to obtain the best fit to the variation 
with input frequency of the output/input amplitude ratio and phase 
difference. These inputs work satisfactorily but require much 
flight test time. Pulse inputs have been used to identify simple 
low order linear systems. Doublets, steps and finite duration 
pulse inputs have also been used to identify aircraft parameters. 
However, the estimates of certain parameters may be quite poor and, 
in some cases, a set of parameters may not be identifiable at all. 

The definition of information matrix, M, which provides a 
quantitative meaning to the knowledge about a certain set of param­
eters, is the starting point for a systematic study of the input 
design problem. The inverse of the information matrix, referred to 
as dispersion matrix, is a bound on parameter error covariances, 
i. e. , 

I " " Tl 1 cov 1(9-9) (9-9) f ~ M- ~ D 

where 9 is the actual value of a parameter and 9 is the esti­
mate. Most of the analytical methods in input design use a func­
tion of information or dispersion matrix as the extremizing crite­
rion. 

Optimal input design for dynamic ststems.- In this section, we 
describe a method consisting of two dif erent techniques for design 
of input signals which provides estimates of unknown parameters in 
linear systems. The first technique used the time domain represen­
tation of system dynamics and develops methods to compute the time 
history of control input sequence for any duration of the experi­
ment. In the second technique, the system is assumed to be in 
oscillatory steady state and a frequency domain representation is 
utilized. This gives the optimal control input spectrum. The 
corresponding time history is "optimal" only for long experiments. 
The time domain approach is computationally much more complicated 
than the frequency domain approach. The two approaches are, there­
fore, complementary. The frequency domain approach is suitable for 
long experiments and the time domain approach should be used for 
short and medium duration experiments. 

Consider a linear, time-invariant, dynamic system described by 
the following differential equation: 

120 

.... 

.... 
i 
1 

i , 

I 
! 

-I 
I 
j 

..., 
I 

-, 
i 

...., 
I 

..... 

i 
) 

I 



x = Ax + Bu 
(6.1) 

x(O) = 0 o < t < 1 

where x 
A and B 
parameters 
nations of 

is a 
are 
e. 

the 

nxl state vector, u is a qx1 input vector, and 
appropria te rna trices which depend on m unknown 

Let there be noisy measurements of p linear combi­
state vector 

y = Cx + v 

where v is assumed to be 
tensity R, and matrix C 
mostly concerned here with 
without loss of generality 
tical reasons, we impose a 
the input and the states 

(6.2) 

a Gaussian white noise vector with in­
is a function of e. Since we are 
finite time problems, we may assume 
that the final time is one. For prac­
constraint on a quadratic function of 

(1 T T 
J = Jo (x Qx + U U)dt < E (6.3) 

For linear sytems, the inequality sign can be replaced by a equal­
ity sign. The information matrix, M, for parameters e is 

(6.4) 

The input u(t) is chosen to minimize parameter estimation errors 
(in terms of the weighted trace or the determinant of the disper­
sion matrix) subject to the constraint (6.3). This problem can be 
reformulated [53]as a two-point boundary value problem. 

-ll 

--1-R C 
(6.5) 

x(O)=o, A(l)=O 

-T u opt = -llB A 
(6.6) 

The smallest value of constant II for a nontrivial solution to 
the two-point boundary value problem gives the optimal control - - - -input. The quantities X, A, B, T and R are defined below: 
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-
A = 

A 

dA 
asl 

de 
aem 

R 

R = 0 

o 

A 

o 

o 

e 

o 

o 

O ••• 0 

R 

o . R 

(6.7) 

o o 

o o 

(6.8) 

A • • • 0 

o . . . A 

........ , (6.9) 

o . . • 0 T 1 

e ... 0 ~ T2 (6.10) 

O. • e 

(6.11) 

The solution to this two-point boundary value problem, based on the 
symplectic;: properties of the Hamiltonian matrix H, is discussed in 
[54] . 

If the duration of the experiment is much longer than the sys­
tem characteristic time, it is possible to design inputs based on a 
variety of criteria quickly by making the assumption of steady 
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state. In an ingenious approach, Mehra [55] converts a linear time­
invariant system into its frequency domain representation. This 
eliminates the dynamics of the system. The parameter estimation 
problem becomes a regression problem in which input frequencies 
and the power in each frequency are the control parameters. These 
parameters, which define the input design, are chosen by an itera­
tive procedure. 

Consider the state space representation of a discrete-time 
linear system 

x(k +1) = 4>x(k) + Gu(k) k=1,2,3, ... ,N (6.12) 

and the noisy measurements 

y(k) = Cx(k) + v(k) (6.13) 

4>, C, and H 
parameters 8. 

are appropriate matrices and contain m unknown 
Fourier transform y(k) to get 

yen) 
(6.14) 

-
~W(n,8)u(n) + v(n) 

As the number of sample points increases, the information matrix 
per sample approaches [55] 

(6.15) 

where Fuu is the spectral distribution function of u and Svv 
is the spectral density of v and superscript ,*, denotes the con­
jugate transpose of a matrix. An algorithm based on this approach 
is outlined in [54]. 

Optimal multistep inputs for parameter identification.- Several 
algorithms have been developed for a solution of the boundary value 
problem leading to the solution of the optimal input design problem. 
The application of this theory has been limited to low order time 
invariant systems due to the complexity of the computation proce­
dure. The optimal input selection algorithms may be considerably 
simplified, for time variant as well as time invariant systems, if 
the inputs are restricted to be multistep. In this approach, -
the state equations are first propagated to obtain the state time 
histories. A simplifying assumpti6n is then made by approximat-
ing the states to be multistep and are represented as sums of 
Walsh basis functions. They may then be determined by using the 
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methods developed by Corrington [56] and applied to the linear quad­
ratic feedback control design problem by Chen and Hsiao [57]. This 
approximation may degrade the quality of the input, particularly 
if the state variables change significantly over the duration of a 
step. . 

We consider the system defined by equations (6.1) and (6.2) 
subject to the constraint (6.3). Matrices A, Band C may be 
functions of time. 

The information matrix for parameters 9 is 

The dynamics of the augmented vector x are defined by the equation 

x = A x + B U (6.17) 

- - -where A, B, x are defined by equations (6.8)-(6.10). Further, 

az(t) = 
a e. 

1 

C(t,9) x(t) + C(t 9) ax(t) 
a9. ' a9. . 

1 1 

(6.18) 

A typical element of the information matrix may be written in terms 

of x(t) 

where T. 
1 

M .. 
1J 

and 

(6.19) 

Tj are defined by equation (6.10). 

It is shown that certain mild restrictions on the class of in­
puts simplifies the input design problem considerably. Two cases 
are considered in this report. 

Case 1: The inputs are 
steps each of duration 
ities are obtained by a 
tions. 

restricted to be multistep with s 
~. The state and output sensitiv­
solution of the differential equa-

Case 2: The inputs are restricted to be multistep with s 
steps each of duration ~. The state and outputs are 
approximated to be multistep. 

As the number of steps is increased the multistep inputs approach 
the general unrestricted input. 
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The equations for the information matrix and the quadratic 
constraint are specialized for multistep inputs. These will be 
used in the derivation of the multi-step input algorithms. The 
two cases are discussed separately because different techniques 
are involved in determining the augmented state vector x(t). 

Case 1 

Under the first approximation, a general representation for 
input u is 

u(t) = Hs(t) (6.20) 

where H is a qxs matrix and s is an sx1 vector such that 

si (t) = 1, (i-1)f12. t < i 
(6. 21) 

= o , elsewhere. 

Let Xi.(t) be the response of the augmenta1 sensitivity system 
J 

(6.17) when a single element H .. 
1J 

of H equals one and the re­

general time-varying case xi. (t) 
J 

direct solution of the differential equation 

zero. In the maining elements are 
may be obtained by a 
for each i and j. 
tivity system, it is 

Then because of the linearity of the sensi­
clear that 

q s 
x (t) = E E H .. x .. (t) 

i=l j=l 1J 1J 

(6.22) 
qs 

f1 E h. -m (t) i=l x. 
1 1 

where 

(')(j-1)q+i = (')ij 

Using Equations (6.19) and (6.22), a specific element of the 
information matrix is 

s~ !Tk 

qs 
- IT -1! 

qs 
Xj (t) I Mk9., = E h. xi(t) R T9., E h. dt 

i=l 1 i=l J 

hT 
(6.23) 

= V(k,9.,)h 

125 



where V(k,t) is a qs x qs square matrix such that 

V .. (k,t) = 
1J 

(6.24) 

Matrices V(k,t) do not depend upon the input u and therefore 
they need not be computed again and again in the iterative proce­
dure described in the next section. Notice that a considerable 
simplification results if the measurement distribution matrix, C, 
is time invariant. Then 

V .. (k,t) J TR 
1J i 

1 

1 - - T x. (t) x. (t) o J 1 
(6.25) 

~ dt 

~ Tr ~T~ R-
l 

Tt Rxx(i,j)} 

The quadratic constraint on the input and states may also be 
written in terms of h 

(6.26) 

or 

(6.27) 

where 

-
1 II T TT -1 

Xj (t) Q .. = E 0 xi (t) R TO dt+tJ.O .. ~ 1J 0 1J 
(6.28) 

O .. = ~ ~ j =j 
1J ifj 

Case 2 

When the state and outputs are assumed multistep, the Walsh 
functions prove useful. Details of the properties of the Walsh 
functions are covered in References [56], [57], and [58]. The impor­
tant properties for the purpose of the present application are 
summarized in Appendix B. To simplify the various derivations it 

is assumed that s = zn, where n is an integer. Let ~i' 
i=O,l, ... ,s-l be the ith Walsh function in the dyadic order and 
let the input be assumed to be 
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u(t) = H ~ (t) (6.29) 

~(t) is a vector of Walsh functions from 0 to s-l. It is shown 
in Appendix [C1 that equations similar to (6.23) and (6.27) can be 
obtained for information matrix and quadratic constraint respec­
tively. 

In the next section, we use the expressions for the informa­
tion matrix and the quadratic constraints together with some 
theorems on certain properties of the optimal input leading to a 
computationally attractive algorithm for the selection of optimal 
multistep inputs. 

Algorithm description: Criteria for input design have been 
discussed in previous literature [591 Here, we consider two of the 
many criteria which are useful. They are: (1) A-optimality (mini­
mize weighted trace of the dispersion matrix, i.e., minimize 
Tr(wm- l ) where w is positive semidefinite) and (2) D-optimality 
(minimize the determinant of the dispersion matrix). Extensions of 
the theorem and algorithms to other criteria is straightforward. 

In deriving the algorithms we consider only nonrandomized in­
puts. Such an input is completely described by a vector h. An 
input h which satisfied the quadratic constraint on states and 
input is called a feasible input. It is known that the information 
matrix is always semidefinite. The following algorithms may be 
used for detection of inputs. 

Algorithm 1 

(1) Set i=O and select a feasible input h(i) such that 

the corresponding information matrix M(i) is nonsingular. 

(2) Compute V 

V = 
(6.34) 

to min 1M- I I 

(3) Find the maximum eigenvalue A and the corresponding 
eigenvector h of the equation 

-V h = Q h (6.35) 
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If the eigenvalue A 

min Tr (WM- I ); and m 
to (4). 

is close to its minimum value (Tr(WM(i)-I)to 

to min 1M- I I ), stop. Otherwise, proceed 

(4) Find an input 

h(i+l) = Iali(i) + 18K (6.36) 

by choosing a and 8 such that it is feasible and minimizes the 
corresponding cost function. 

(5) Change i to i+l and return to (2). 

The above algorithm converges to the global optimu~. 

NOTE: What these theorems have achieved for us 
which converts a complex nonlinear problem into 
linear eigenvalue problems. Though the matrix 
tively high order, it is positive semidefinite 
terested in its maximum eigenvalue - a problem 
finding all eigenvalues of a matrix. 

is an algorithm 
a succession of 
V may be of rela­

and we are only in­
much simpler than 

Extension to nonlinear systems: For rotorcraft application, 
we have to extend the multistep input algorithm developed for 
linear systems to nonlinear systems. 

Selection of parameter identifying inputs in nonlinear systems 
is extremely complex. One major problem is that the inequality 
constraint on the quadratic function of the input and response, 
Equation (6.3) cannot be converted into an equality constraint. In 
fact, it is shown in Reference [60] that to best identify parameters 
associated with a local instability observed at high angle-of-attack 
flight of airplanes, a lower amplitude input is better than a high 
amplitude input. In addition, the theorems corresponding to 
theorems 1. and 2 on the properties of optimal inputs for linear 
systems cannot be proven for nonlinear systems. Here we describe 
an approximate method for input selection for the following system . 

. 
x = f(x,u,t,0) 

(6.37) 
y = h(x,u,t,0) + v 

where v is white Gaussian noise with power spectral density R. 

Algorithm 2 

(1) Select an input ug(t) which satisfied the constraint of 
Equation (6.3) and gives a n nsingular information matrix MO. Let 
the corresponding state trajectory be xO(t). 
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where 

(2) Linearize the system around xO(t), uO(t) to get 

~x = A(t,e)~x + B(t,e)~u 

~y = C(t,e)~x + v 

~x (t) = x (t) 

~u(t) = u(t) - uo (t) 

(6.38) 

(6.39) 

(3) Design an optimal input ~u(t) for the system of Equa­
tion (6.38) under the constraint 

(6.40) 

+ 6u(t) + uO(t) T 6u(t) + uO(t) I dt < 1 

~u(t) may be obtained by a modification of Algorithm 1. 

(4) If ~uCt) is small, stop. Otherwise, update uCt) and 
x(t). 

(5) Return to (2). 

Figure ~.l] is a flow chart of the rotorcraft nonlinear model 
input design algorithm. The algorithm is made up of Algorithm 1 
and Algorithm 2. First, a trajectory from a previously estimated 
nonlinear model is generated and linearized. A perturbation input 
is synthesized for this linear model based on Algorithm 1. The 
perturbation input is then added to the original nominal input and 
relinearization of the nonlinear model response to the total input 
computed. The iteration is continued until a minimum variance 
solution has been obtained. 
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FIGURE 6.1. FLOW CHART OF INPUT DESIGN PROGRAM 
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C~APTER VII 

DATA PROCESSING RESULTS 

CH-53 Results 

The CH-S3A data processing results fall into two cate­
gories: simulation data processing and flight data process­
ing. For the simulation data processing phase, a mathematical 
model was simulated and the outputs contaminated with random 
measurement noise. These noisy outputs were then used for 
validation of various computer programs. The flight data 
processing phase uses actual flight data when executing the 
computer programs. 

CH-53A simulation data processing. - Simulation data pro­
cessing for the CH-53A consisted of: simulating the CH-53A 
and contaminating the outputs with random measurement noise, 
and processing this data through the SCIDNT, NLSCIDNT and 
DEKFIS computer programs. 

CH-53A simulation: A nine degree of freedom linear 
model for the CH-53A at 100 kts. was used for the simulation 
data base. This was a 14 state model with the body s~ates: 
u, v, w, p, q, r, ~ and e; and the rotor states: So,So,8 lc ' 

SIc' 8ls and 8ls ' There were 4 control inputs: B1s ' Als ' 

~Ta~l Rotor and eMain Rotor' and 14 outputs: ax' ay ' a z ' 
p, q, r, p, q, r, ~, 8, So' SIc and 8ls ' The linear model is 
shown in Table 7.1. This model was simulated to the input­
shown in Figure 7.1, which is superior to the more common step 
or doublet input [Refs. 61 and 62]. The outputs were contam­
inated with a zero mean white Gaussian measurement noise with 
variances: (units - ft., rad., sec.) 

R = diag [3*0.25, 3*0.0003, 3*0.000076, 2*0.000003, 3*0.000012] 

The data record was 5 seconds long and sampled at 100 samples 
per second for a total of 500 data points. 

SCIDNT runs on CH-53A simulation data: The linear identifi­
cation program was used to identify 60 of the parameters in the 
model. The start-up values of the SCIDNT run were arbitrarily 
chosen as the simulation values ~2S percent. 

Table 7.2 sh9wS a comp'arison of several parameters. 
(The quantities 8ls /S ls , 8lc/S ls and Slc/~ls 

~ 

Because of the extensive data processing done under this 
contract, only a portion of the overall results have been 
presented. An attempt has been made to present the more 
interesting and potentially useful information. 
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N 
TABLE 7.1 

NINE DEGREE OF FREEDOM LINEAR MODEL FOR CH-53A 100 KTS NO SAS 

I::~ SIAl[ • P IIIRIVAIIVI IFl~SH' w 

"' \IAIF 
Iff/SEq I ff/SEtI IRAO/SEq 

U. (H/~ec') ·.0048 .00042 .0942 -.126 

W. (rtlsf.>c l
) .0I5fi -.0561 .00216 6.63 

V. (ft/seoc') -.124 -.0011 - .144 -6.12 

p. (rad/sf'e') -.0011 -.0158 - .0099 -.112 

oj. I .. d/spc') - .0005 .0021 .0016 -.11CJ'j5 

r. (nd/sf"c') -.0016 .0001 -.0002 .111 

t. I ... ",.d 0 0 0 1.0 

A. Irad/spd 0 0 0 0 

;:0' (raft/sec) 0 0 0 0 

~o. (ritd/sec 1
) .0294 .0005 .432 .495 

"'c' (I'"ad/sf!c) 0 0 0 0 

tic" (rad/sec') .OMI -.0101 .OJI9 -8.46 

I~h' (lad/sec) 0 0 0 0 

lis" (rad!sf'c) -.0644 -.0506 - .0945 -15.2 

__ J . __ J ---.1 .. .----J .. _...1 

q r • e 
IRAomc. IRAO/SEq (RAO' IRAO' 

-9.91 .865 0 ·31.2 

-.659 -161. 32.2 0.054 

193. 4.40 O.M -1.44 

.0110 .443 0 0 

-5.0 .0015 0 0 

.0594 -.128 0 0 

0 .0-141 0 0 

1.0 0 0 0 

0 0 0 0 

-1.91 -1.96 0 0 

0 0 0 0 

-18.8 . 156 0 0 

0 0 0 0 

12.1 -.12 0 0 

<.1'1 
~ 
Cl 
z: 

0.5 
::c 
:x 
~ 0.0 

~ ;:: 
~ -0.5 
== u 0>-
.... u 

<0 
~ 

a 1.0 

~. ~o ~Ie 81e 
(RAO' IRAO/SEq IRAO) IRAO/SEt) 

25.1 .0-116 -24.0 ·2.51 
-10.1 -.316 4.32 -.210 

-218. .199 -1'-' 1.18 

-.520 -.01 -4.56 -.412 

-.064 -.0421 1.84 .30 
-1.4 -.0152 -.83 -.0512 

0 0 0 0 

0 0 0 0 

0 1.0 0 0 

-16B. -1l.1 19.0 .999 

0 0 0 1.0 

89.5 1.32 -41 • -19.4 

0 0 0 0 

,'.11 1.56 154. 22.8 

2.0 3.0 4.0 5.0 

TIME. SEC. 

~Is ~Is 8" 
IRAO' IRAn/SEq (RAO' 

·1.91 -.49 ·4.92 

25.8 .923 12.0 
ILl -4.49 124. 
11.8 1.01 .91l 

1.00 .104 -.152 
1.84 .08 -.0905 
0 0 0 
0 0 ;, 
0 0 0 

-16.8 -.59 -64.2 

0 0 0 

-161. -21.1 -111. 

0 1.0 0 

-48.1 -11.6 163. 

-

FIGURE 7.1 CONTROL INPUT FOR CH-53A SIMULATION 
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3.85 -1.45 
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TABLE 7.2 - TYPICAL CH-53 PARAMETER ESTIMATES 
AFTER TWO ITERATIONS 

SIMULATION VALUE IDENTIFIED VALUE F-RATIO 

Xu -0.0048 -0.00075 0.33 

Mu -0.0005 -0.0017 248.9 
Yv -0.0567 -0.069 60.8 
Y 0.00216 0.046 0.008 w 
Zw -0.744 -0.37 414.5 

~ 0.0016 -0.0066 1 SO. 1 

Mp -0.0055 0.057 0.08 

Np 0.111 0.099 68.2 

Lq 0.017 0.47 0.05 

Mq -5.00 -5.40 64018.8 

Mr 0.0045 -0.0349 0.02 
N .. r -0.728 -1. 19 781.6 
8/6 
.• 0 0 

-168.0 -138.15 1747.5 

~1 e~ 60 
89.5 42.80 609.3 

6 160 -13.7 -9.59 494.3 
.• 0 
61/S0 

3.32 5.89 8.6 

~60 0.78 -2.29 23.8 
6

0 / 61 e 19.0 24.65 375.5 

~1/61e -47.0 -51.14 523.5 

61s/81e 154.0 175.13 168157.0 

MS 0.30 0.28 2675.7 
.. 1e 
6 IS 1.00 1.24 97.95 
.. 0 lc 
~le/81s -161.0 -172.84 3750.6 

~ls/61s -48.7 -29.25 761.3 

~o/Sls -0.59 -3.17 431.5 

~l/~lS -23.7 -19.92 12022.3 

61s/61s -17.6 -22.22 14004.9 

X -4.92 -5.39 11 5.4 Bls 12.0 16.59 1185.0 Y B1s 124.0 101. 71 19243.9 Z B1s 0.913 1.29 968.9 L 81s -0.352 -0.387 486.6 M B1s -0.091 -0.0075 27.7 NB 
.. 1 s 
~o/B 1 s -64.2 -49.67 8558.6 

61e/81 s -117.0 -149.7 55842.1 
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are rotor stability derivatives, e.g., SIs/SIs = aSIs/asIs )' 
Only two iterations on each of the 60 parameters were made. 
Correspondence is reasonable, with the exception of those 
with low F-ratios signifying poor identifyability. 

Table 7.3 shows a comparison of the starting and final 
poles of the transfer function of the vehicle response. The 
simulation values are also given. 

for 
and 
the 

CH-53A flight data processin~. - Flight data processing 
the CH-53A cons1sted of: rea ing the flight data tape 
preprocessing the data, and processing this data through 
DEKFIS, OSR and SCIDNT computer programs. 

CH-53A flight data: The CH-S3A flight data was provided 
by the Sikorsky Aircraft Division of UTC under contract by NASA. 
The maneuver processed was specifically flown at 100 kts for 
system identification purposes. The ~ontrol input sequence for 
this maneuver is shown in Figure 7.2. The data record was 27.5 
seconds long and sampled at 100 samples per second. The 
following measurements were available: ax' ay ' a z ' p, q, r, 

V, S, a, p, q, r, ~, a, ¢, SLONG ,SLAT ,6pED ,SCOLL 
PILOT PILOT PILOT PILOT 

(pilot control deflections), 0LONG' SLAT' SpED' SCOLL (aux 
AUX AUX AUX AUX 

servo deflections in equivalent stick deflections - sum of 
pilot + SAS) , Si, i=1,6 (blade flapping angle for all blades) 
and cos ~R (rotor azimuth). 

DEKFIS runs on CH-53A flight data: The CH-S3A flight 
data was processed through the fuselage/gust estimator and 
the rotor state estimator options of DEKFIS. 

The primary purpose of the fuselage gust estimator is 
to provide data consistency between the measurements by 
correcting for bias and scale factor errors and eliminating 
random nois& effects. A secondary purpose is to provide 
estimates of u, v, wand their derivatives since the meas­
urements are V, S, a, ax' ay and a z ' 

Figures 7.3a and 7.3b show the actual measured and esti­
mated time histories of the normal accelerometer and the 
angle-of-attack vane. In both cases, the estimated measure­
ments track the actual measurements well. There is a well 
defined oscillation on the a-vane measurement (attributed 
later to boom natural frequency which was not included in 
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TABLE 7.3. - COMPARISON OF IDENTIFIED CH-53A POLE LOCATIONS 

STARTING POLES CONVERGED POLES SIMULATION VALUES 

-10.1~1.17j -13. 9 ~ 20. 1 bj -11 .46 + 21.7 j -
-8.4 ~ 19.9j -6.48 ~ 3.54j -6.81 + 2.S8J 

-4.39 ~ 10.2j -4.68 + 10.5j -6.26 ~ 10.9j 

-0. 246 ~ 1. 33j -0.334.:': 1.25j -0. 21 0 ~ 1. 23j 

-0.0123 .:': 0.0874j -0.0120 + 0.0920 -0.0145 .:': O. 11 OJ 

-5.59 -4.75 -4.41 

-1.48 -2.29 -2.34 

-1.21 -0.959 -0.955 

-0.219 -0.285 -0.167 

a TIME, SEC. 27.5 
- SAMPLED AT .01 SEC. 

FIGURE 7.2 CH-53A FLIGHT DATA PROCESSING - SI MANEUVER 
INPUT SEQUENCES 
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the filter model). Figure 7.4 shows the scale factor error 
calibration on the accelerometers and gyros for this test. 
The comparison is based on the value of scale factor assumed 
prior to the filtering, indicating the change in scale fac­
tor error concluded by the additional information provided 
by the flight data. Table 7.4 shows the bias error estimates 
obtained from this data processing. 

The rotor state estimator was used to process the six 
main rotor blade flapping measurements and the rotor azimuth 
measurement and estiamte the fixed system states Bo (coning 

angle), Blc (longitudinal flapping) and Bls (lateral 
flapping). Initially, the trim portion of the maneuver 
(first second of data) was processed to obtain any biases on 
the blade flapping measurements. Coning, longitudinal and 
lateral flapping were approximated as constants in trim. 
Then, the entire maneuver was processed holding these biases 
fixed, and allowing Bo ' Blc and Bls estimates to vary in 
time. The rotor state estimator also provided first and 
second derivat~ves of Bo ' Bl ' and Bls for subsequent use 
in OSR processIng. c 

An example of the estimation of flapping angles with 
the rotor state estimator option of DEKFIS is shown in 
Figure 7.5 for blade S. 

OSR runs on CH-S3A flight data: One of the key issues 
in rotorcraft modeling is the degree to which an explicit 
rotor model should be included in a stability and control 
simplified linear model. The objective is, of course, to 
work with the minimum order model which predicts stability 
or control requirements adequately. The model structure es­
timation was applied to CH-S3 flight test data to determine 
the significance of the rotor in explaining the vehicle 
response. Three generic models were formulated: 

(1) A six degree of freedom (6 dof) model with fuse­
lage states (u, v, w, p, q, r, ~,8). This is a quasi­
static model in that the rotor dynamics are assumed much 
faster than the fuselage/body dynamics and are lumped in 
with the fuselage/body dynamics. 

(2) A nine degree of freedom ( 9 dof) with a first 
order rotor model with the nine fuselage states and three 
rotor tip-path-plane states (B o ' Blc ' Bls )' The first order 
rotor assumes a tip-path-plane but assumes only first order 
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- dynamics for each rotor degree of freedom. (They do couple, 
however). This model corresponds to a rotor precession model. 

(3) A nine degree of freedom with a second order rotor 
model. Now, second order dynamics are assumed for each tip­
path-plane degree of freedom. The additional states are the 
tip-path-plane rates (6, 81 ' 61 ). o c s 

Each of these three rotorcraft models was identified for the 
augmented and unaugmented CH-s3A. Referring to Figure 7.6, it 
is clear that closed loop parameters (with the SAS lumped in) may 
be identified by formulating the identification with iPILOT as 
the control input, and y as the measured output. It is also 
possible to identify the-unaugmented helicopter by using 
i AUX SERVO as the control inputs. As long as there is sufficient 

control excitation, the iAux SERVO channel will be independent 
of the states being fed back. One might expect the identification 
of the unaugmented vehicle to provide better results since the 
SAS dynamics and nonlinearities (e.g., saturation) are inherent 
in the i AUX SERVO input and are not being lumped into the model. 
In addition, problems due to stick slop and hysteresis that occur 
between the pilot station and the auxiliary (SAS summing) servo 
are avoided, so that the i AUX SERVO input also provides a 
cleaner control input Jor identification. 

OSR identified models for each of the six cases are 
presented in Tables 7.5 through 7.10. It is possible to assess 
the quality of the results by observing the statistics in the 
tables. Any given run generates one column in the tables. The 
RZ (multiple correlation coefficient squared) at the bottom of 
any given column is indicative of the fit error, being the ratio 
of the regression sum of squares, to the observation sum of 
squares. The F-ratio at the bottom of any given column gives the 
total F-ratio for that regression. The F-to-remove number 
provides F-ratio for that regression. The F-to-remove number 
provides a measure of the relative identifiability within a given 
column. A high F-to-remove indicates a well identified parameter 
(e.g., MS in Table 7.7). A low F-to-remove indicates poor 

lc 
identifiability. Note that it is not advisable to compare 
F-to-remove values between column, unless the columns have a 
similar overall fit. 
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Results for three of these models are cross tabulated in 
Table 7.11 for the q dependent variable regressions. The 
corresponding regression fits are presented in Figure 7.7. Based 
on these, the model structure estimation program analyzed the 
relative significance of the three models with two criteria, the 
R2 multiple correlation coefficient and the F-ratio. Figure 
7.8 illustrates the relative significance of explicit rotor 
modeling. By both criteria, the increase in model accuracy is 
notable by including at least the rotor precession. Further, but 
less significant, improvement is obtained by the complete tip 
path plane model. Note, however, that in Table 7.11 the first 
order rotor model tended to enter the controls into the 
regression; whereas, one would expect most of the control effects 
to come through the rotor flapping terms. The second order rotor 
model does not enter these controls into the regression; rather, 
the tip-path-plane rates are entered giving an improved fit! On 
the other hand, inclusion of the rotor dynamics does not always 
lead to an improved fit. One can observe this in the X-force 
(u) and Y-force (v) equations. Although the R2 multiple 
correlation coefficient increases, (which is generally expected 
since the number of terms in the regression has been increased), 
the total F-ratio decreases. This can be attributed to the 
independent regression variables fitting the noise and not the 
process. This is generally the case whenever there is a low 
signa1-to-noise ratio resulting from insufficient signal 
excitation. 

Table 7.12 shows a comparison between the SAS on 
quasi-static model and the SAS off quasi-static model. It is 
interesting to note that the SAS off Mq stability derivative is 
positive (but with a very low F-ratio) and it becomes negative 
with the inclusion of SAS. (Mq may well be positive for the SAS 
off case since/we are dealing with a reduced order (quasi-static) 
model that has the rotor dynamics lumped in. It is difficult to 
be certain in this case since Mq is basically unidentifiable.) 
For the higher orger models, the SAS on effect manifests itself 
in the Mq and Slc/q stability derivatives. 

SCIDNT runs on Ch-53A flight data: a limited number of 
SCIDNT runs were attempted on Ch-53A flight data. Because of the 
high order of the model (14 states), the large number of 
parameters involved (>100) and the number of data points being 
processed (2750 time points for 19 channels) it was determined to 
be infeasible to run SCIDNT on the fully coupled 9 dof 
helicopter. (A problem of this magnitude, whereas possible with 
the SCIDNT software, would be extremely costly in terms of 
computer time, and would require a large number of iterations to 
insure proper cnvergence*.) Hence, a high order identification 
model was abandoned and a simple 3rd order model (states e, q, 
SIc) was adopted, using only the longitudinal stick input 
portion of the maneuver. The modeling errors were compensated by 
including process noise in the model. Unfortunately, the 
converged parameter values were not reasonable, and proved to be 
very dependent. 

* The numerical efficiency of the current version of SCIDNT 
(1980) has been improved 20:1 relative to the version used for 
this study. 141 
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TABLE 7.5. - CH-S3A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

• 100 kts, with SAS 
• Aerodynamic terms only 

• S I 11aneuver 
• 6 dof quasistatlc model 

u r w p q r 
ft/sec2 ft/sec2 ft/sec2 RAD/sec2 RAD/sec2 RAD/sec 2 

u, ft/sec -.1722/29.24 -.07939/3.812 .008592/2.413 -.006343/20.30 

v, fLlsec - . 08335/126.9 -.Q3447/14.78 .001572/32.05 .003533/117.5 

w, ft/sec -.03696/3.937 -.05283/5.826 .01017/11. 28 -.01339/327.7 

p, RAn/sec -1.737/9.040 -2.325/13.13 1.542/6.084 -1.075/123.0 -.1045/13.36 

q, RAO/sec 5.100/6.292 3.467/3.846 18. 9!l17l. 32 -.6639/92.09 .5666/56.02 
I 

r, RAD/sec 2.881/2.400 -3.387/2.983 1.854/29.01 -.3331/17.80 -.6182/57.32 

°long,lnChes 2.318(69.69 .8789/14.36 4.555/236.5 -.1435/231.7 • 03488/11 .96 

0lat' inches .3150/4.691 .3841/233.5 -.02354/24.06 .04597/48.00 

° 11 inches co , -.5512/7.278 -7.295/780.4 .06481/3.838 .03535/18.91 

oped' inches -2.597/22.15 .2188/5.555 -.08264/14.19 -.3877/247.0 

F-RATIO 23.27 30.83 154.0 54.64 134.87 76.62 

R2 .1459 .3639 .6655 .4137 .6660 .5312 

__ J _____ J ___ J ___ J __ J ____ J __ 1 ____ J ~ ___ J . ___ J . ___ J . ___ J ____ J 
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TABLE 7.6. - CH-53A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

• 100 kts., with SAS 
• Aerodynamic terms only 

• S I Maneuver 
• 9 dof model - 1st order rotor 

u v w p 

ftlsec 2 ft/sec 2 ftlsec 2 RAO/sec 2 

u, ft/see -.1730/30.37 -.06570/5.219 .005569/4.989 

v. ft/see .01374/2.660 -.083911135.0 -.02101/11.73 -.001422/6.045 

w, ft/see -.05269/7.931 -.04706/3.349 

p, ft/see -1. 521/5. 960 - 1. 140/4.902 .3336/31.26 

q, ft/see 3.644/2.754 3.495/4.032 4.654/8.728 

r. ft/see 3.058/2.114 -4.283/4.878 -4.266/6.527 .9565/41.03· 

So, RAO -308.4/302.0 -6.155/27.81 

1l1c, RAO -12.44/2.755 -50.16/50.67 

Ills, RAO -16.86/4.749 28.10/20.83 25.34119.22 29.61/1939. 

610ng, Inches 1. 838/23. 66 .9946/18.70 

61at, Inches -.03842/6.392 

6co11. Inches -.6403110.10 -2.079/45.84 .07251/1 O. 24 

6ped, Inches -2.516/21.38 -.9547/4.065 • 2806/41. 46 

F-RATIO 14.99 33.35 281.0 422.9 

R2 .1622 .3822 .8390 .8758 

q 
RAO/sec 2 

-.002059/6.290 

-.001211/3.737 

-.1356/52.34 

.2000/14.50 

6.334/898.6 

-1.113/25.64 

.04000/22.70 

-.008685/3.152 

.01421/7.221 

395.7 

.8683 

KEY: 
Parameter value 

1ixxxx/xxxx, 
F to Remove 

r Ilo 
RAO/sec 2 RAO/sec 

-.005380/16.62 

.004069/173.7 

-.006328/37.31 

.1015/21.09 -.09729/28.47 

.2030/6.214 -.4021/64.94 

- .8988/111. 5 

1.099/6.032 

-2.718/61.01 -.6362/17.41 

3.572/170.4 -.9623/20.67 

-.3280/5.820 -.04142/24.55 

.01654/11.65 

.01907/5.053 

-.4212/326.9 

87.72 13.93 

.6194 .1708 

1l1c 
RAO/sec 

.001944/5.195 

-.002832/ 19.78 

-.1103/50.93 

-1.425/687.5 

3.533/132.4 

-2.489/114.7 

-.1280/227.6 

.01268111.17 

-.01899/2.629 

88.27 

.5953 

1 

Ills 
RAO/sec 

- • 0009028115.92 

-.3032/153.0 

-.1587/8.388 

-.1351/6.725 

2.544/28.24 

-.9873/12.79 

.04978/63.57 

-.02514/6.898 

28.01 

.2929 
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TABLE 7.7. - CH-53A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

u 

ft/sec 
2 

u, ft/see 

v, ft/see 

W, ft/see 

p, RAO/see -2.798/21.27 

q, RAO/see -13.16/25.43 

r, RAD/see 

flo' RAO/sec 6.861/8.872 

Ric' RAD/sec -13.23/45.56 

lI is ' RAD/see -2.988/4.021 

Bo' RAO 30.63/5.021 

fl1e , R/ID -41.12/54.86 

131s ' RAD 

'\0119' Inches 

ala t' Inches 

°coll,lnches . 
6 Ped' Inches 

. - ---------
f-RATIO 1~.4U 

R2 .2003 

____ J __ J ___ J 

• 100 kts., with SAS 

• Aerodynamic terms only 

• S I Maneuver 
• 9 dof model - w/ 2nd OI-der rotor 

v w p 

ft/sec 2 ft/sec2 RAO/sec 2 

- .1746/32. 95 -.06034/5.002 .005909/7.374 

-.07649/114.6 -.01818/10.23 -.002701/28.68 

-.07854/17.21 -.06330/7.707 

2.051/5.795 . -.08598/2.264 

11.50/23.62 -.5186/15.05 

-3.627/3.657 - 5.294/11. 01 .8932/48.06 

-10.78/67.29 

5.765/16.37 -.4539/25.86 

5.188/18.00 -1.148/165.0 

-288.3/292.0 

-62.75/95.14 

39.14/25.75 21. 36/14. 92 27.79/7612. 

I. 706/42.81 -.4456/3.508 

-.5313/7.947 .03299/6.041 

-1. 015/23. 77 -2.041/46.09 

-2.392120.58 -I. 297/8.347 .2951/60.80 

---.. -
30.34 288.6 526.5 

.4239 .8551 .9071 

KEY: 

~arameter value 
xxxx/xxx~ 

F to Remove 

q r 

RAO/sec 
2 RAO/sec2 

-.001306/3.117 -.005953/21. 56 

.004191/192.9 

-.002838/26.48 -.005714/31. 26 

- .1805/272.8 .1724/26.89 

-.2470/22.92 .6851/58.83 

-.9109/127.4 

-.2493/31.14 -.1671/4,685 

-.2372/40.64 .3968/31.25 

2.187/60.72 -1.623/10.89 

5.219/1143. -2.030/53.41 

-I. 444/93. 95 3.891/120.6 

-.01542/3.885 

-.4193/359.4 

491.6 74.36 

.8924 .6433 

110 

RAO/sec2 

-.01913/7.310 

.08361/154. I 

-.7654/39.09 

3.018/19.14 

-I. 287/8.091 

-.7367/2.993 

2.496/36.42 

-1.369/25.20 

-128.0/663.6 

21. 75/79.20 

4.291/8.274 

-.3986/21.11 

1.843/470.7 

-.3290/7.714 

60.50 

.6129 

____ J ___ J ___ J ___ J ___ J ~ __ J _____ J __ J ____ 1 

1I 1c 
RAO/sec2 

-.7521/14.88 

-3.675/41;26 

-3.113/29.10 

-2.928/65.06 

-49.60/113.3 

-21.86/135.0 

-1.025/117.5 

. 1366/10.17 

.9106/99.79 

-.6093/15.83 

42.56 

.4412 

____ J 

e1s 
RAO/see 2 

.04008/24.41 

-I. 729/38.01 

6.122/51.76 

1.266/4.809 

4.248/74.02 

-.6940/2.548 

24.52/25.00 

-46.11/234.9 

.5862/22. ' 
! 

.5628/69 . 

31.67 

.3101 

) 
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TABLE 7.8. - CH-53A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

• 100 kts, without SAS 

• Aerodynamic Terms Only 

• SI Maneuver 

• 6 dof quasistatic 

u 2 v 2 w 
RAo~sec2 q 2 r 2 ft/sec ft/sec ft/sec 2 RAO/sec RAO/sec 

u. ft/sec -.1569/25.94 
I 

v, ft/sec .01573/3.175 -.09861/198.5 -.005183/26.05 .001326/22.99 .003600/136.0 

I w, ft/sec -.09037/1 0.77 -.1203/30.61 - .. 3201/177 . 7 -.004692/31.34 -.001968/3.465 

p, RAO/sec -1. 209/3. 916 -2.774/34.11 2.696/29.37 -.5123/51. 96 -.05173/7.385 
I 

q, RAO/sec -5.861/7.084 -7.306/15.20 .6538/8.639 
I 

.1569/6.085 .3786/24.46 : 

r, RAO/sec 1.049/25.25 -.2050/7.749 
I 

°lon9 aux, 
inches 2.971/66.62 1.416/27.58 7.103/522.1 -.2282/468.7 .06784/27.16 I 

I 

: 

°lat aux, 
inches .6672/45.70 .3803/755.8 .02145/34.72 .05630/149.2 I 

/ico11 aux, 
inches -.6170/6.007 -.5674/8.529 -8.220/1435. .09366/11.97 .05507/54.00 -.04522/26.03 

, 

Oped aux, 
inches -2.481/13.86 .3927/20.93 -.05997/6.232 -.4620/262.7 , 

F-RATIO 16.35 47.56 291. 48 148.3 191.1 82.74 

R2 .1530 .3805 .7631 .6570 .7387 .5503 
------ ----- -- -- --- --
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TABLE 7.9. - CH-53A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

• 100 kts., without SAS 

• Aerodynamic terms only 

• SI Maneuver 

• 9 dof model - 1st order rotor 

u v w p q r ao alc 
ft/sec 

2 
ft/sec 2 

ft/sec 2 2 RAO/sec2 -2 
RAO/sec RAD/sec RAO/sec RAO/sec 

u, ft/sec -.1769/34.09 -.001906 .001526/3.902 

v, ft/sec -.11 06/234. 2 -.001137/3.267 .0005303/9.281 .004441/184.9 -0004905/7 . 606 -.0006978/12.79 

~/, ft/sec -.1134/10.33 -.08100/13.06 -.09912/14.06 -.003352/37.12 -.003908/14.18 .003404/39.73 .002154/1.307 

p. RAD/sec -2.532/13.95 -4.367/50.95 2.669/24.76 .3134/38.12 -.1179/94.72 .1394/32.95 -.09999/44.22 -.1397/62.95 

q. RAO/sec -5.832/6.324 2.528/2.842 -.09554/4.715 .3622/21.72 - .6268/189. 7 

r. RAO/sec -4.006/7.383 .5212/16.30 -.2898/15.56 .1008/6.210 

80, RAO 63.62/5.676 -261. 4/170. 9 -6.227/26.33 3.824/46.05 

RIc' RAO 63.25/29.76 -72.89/84.08 7.035/836.7 -2.813/31.36 -1.920/45.19 -4.114/159.6 

Ills' RAD -62.06/16.33 -45.12/12.1 8 59.69/29.80 31. 33/920. 7 4.125/206.5 -1.972/38.20 -1.952135.99 

olong aux, 
Inches 3.632/46.56 4.030/53.10 .09085/55.23 -.04166/2.654 -.1453/114.1 -.2386/264.8 

°lat aux. 
inches .8471/12.23 1. 259/37 .10 -.5632/10.81 -.05912/12.62 -.02750/128.0 .03080/37.06 .04059/63.64 

'\011 aux. 
Inches -1.465/7.778 -.9610/20.11 -3.181/87.30 .08012/11.61 -.03909/15.89 .05904/125.1 .03114/8.744 

6 ped aux. 
inches -3.085/31. 07 .2820/29. 11 -.4829/211. 3 .03795/5.355 

F-RATIO 14.48 42.46 304.47 462.5 513.1 76.79 30.53 91.08 

R2 .1764 .4144 .8496 .8724 .8835 .5876 .3110 .6884 
---- ---- --- - ---

____ J ._1 __ 1 .. __ J ___ J _ ._ .J __ J __ J . ____ J . __ J . ___ J . __ J . ___ J 

als 
RAO/sec 

-.001370/31.89 

-.2638/181. 1 

-.1513/9.245 

-2.712/33.60 

-3.590/81. 29 

.07513/137.0 

-.02269/6.264 

-.02905/2.077 

38.44 

.3624 

..J _-1 
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TABLE 7.10. - CH-S3A FLIGHT DATA - OPTIMAL SUBSET REGRESSION RESULTS 

• 100 kts .• withQut SAS 

• Aerodynami e tenns only 

• 51 Maneuver 
• 9 dof model - 2nd,order rotor 

.. 
Ble u v w p q r 60 

ftlse/ ftlsee 2 ft/see 2 RAO/see2 RAO/see2 RAO/see2 RAO/see 2 RAO/see2 

u. ft/sec -.1817/37.35 .004233/3.545 -.001295/3.115 -.01118/2.823 .02233/7.334 

v. ft/sec -.09508/195.2 -.009164/2.127 -.003159/30.86 .0005216/9.925 .004771/205.4 

w. ft/sec -.09864/1.880 -.1606/47.91 -.08390/1 O. 75 -.003514/40.37 -.004621/12.63 .1186/310.1 .04956/35.28 

p. RAO/see -5.465/46.24 -1. 454/6. 977 .8080/2.453 -.1301/5.128 -.1265/114.9 .2042/43.32 -.7297/24.86 -.9488/27.40 

q. RAO/sec -16.75/41. 36 2.997/2.441 -.6353/19.19 -.2358/21. 15 .7383/11. 55 5.486/139.0 1.773/9.521 

r. RAO/sec -4.029/8.039 .4729/15.32 -.3446/24.23 -.7296/4.214 -1.471/11.17 

flo. RAO/sec 5.011/4.799 -11. 23/59. 66 -.2222/25.85 -1. 137/7.904 -1.736/12.01 

6ic ' RAD/sec -16.70/71.39 9.542/36.58 -.1825/23.59 .5920/81.97 1.961/23.92 -1. 223/6. 067 

61s ' RAO/sec -7.351/22.44 3.421/8.511 -1.727/2.861 -1.200/18.90 -3.440/101.2 

Bo' RAO 143.8/23.87 -241.4/160.1 1.7323/39.09 -2.873/10.69 -142.7/752.9 -48.33/56.35 

(llc' RAO -66.48/38.14 89.94/55.01 -87.31/57.51 -3.429112.86 5.139/1115. 9.844/9.475 -50.99/165.7 

~ls' RAO -99.64/37.03 25.33/20.31 25.53/678.0 4.935/15.37 10.07111.97 -14.20/15.53 

~long aux. 
inches 6.533/88.21 -.9083/2.976 -.1977115.65 .1073/31. 97 -1.41.5/81.32 -2.911/224.5 

'\lat aux. 
inches 1. 732/42.64 .3774113.89 .06482115.10 -.02470/108.7 -.01776/3.699 -.07459/2.509 .3473/35.46 

<I 
colI aux. 

inches -1. 389/8. 648 -1. 885/5716 -2.822/61.07 .08207/19.52 -.04923/7.590 2.198/507.0 1. 357/145.8 

<I ped aux. 
inches -2.975/27.84 .2044/34.41 -.5070/327.7 -.2679/3.969 -.5812/12.18 

F-RATIO 18.37 40.36 281.5 404.9 460.0 76.04 68.90 45.98 

R2 .2730 .4521 .0628 .9076 .8951 I .6295 .6593 .5636 

6 
Is 2 

RAO/sec 

-.01333/30.08 

.02797113.76 

-2.521/107.7 

2.826/17.52 

.8181/2.494 

2.442/ 19.41 

-2.294/29.92 

7.777/2.560 

22.93/23.33 

-90.04/383.2 

.9066/17.54 

1. 129/217.1 

I 

43.40 

.4923 



TABLE 7.11.- OSR RESULTS FOR THREE LINEAR MODELS 

~ 6 DOF 9 DOF 9 DOF 
DERIVATIVE 1st ORDER ROTOR 2nd ORDER ROTOR 

Mu' l/(ft*see) - -.00206/6.290 -.00131/3.117 

Mv' l/(ft*see) .00157/32.05 -

r~w' l/(ft*see) -.01339/327.7 -.00121/3.737 -.00284/26.48 

Mp' l/see - -.13561/52.34 -.18051/272.8 

Mq, l/see -.66386/92.09 .20003/14.50 -.24699/22.92 

Mr , l/see -.33308/17.80 - -
2 2.18694/60.72 MSO ' l/see - -
2 6.33428/898.6 5.27916/1143. Ms1e , l/see -
2 -1.11285/25.64 -1.44412/93.95 MS1s ' l/see -

MSO ' l/see - - -.249272 

Male' l/see - - -.23720/40.64 

MS1s ' l/see - - -

MoLONG' 1/(see
2
*in) - .14347 .03999/22.70 

MoLAT' 1/(see
2
*in) -.02354/24.06 -:.008685/3.152 -

MoCOLL' 1/(see
2
*in) .03535/18.91 .01421/7.221 -

MoPED' 1/(see
2
*in) -.08264/14.19 - -

R2 .666037 .868342 .892402 

F-Ratio 134.87 395.73 497.63 

• CH-53A F11ght Data, 100 KTS 
• SAS On 
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TABLE 7.12.- OSR RESULTS WITH AND WITHOUT SAS 

~ DERIVATIVE SAS ON 

t~u ' l/(ft*sec) -

Mv' l/(ft*sec) .00157/32.05 

M , w l/(ft*sec) -.0134/327.7 

Mp' l/sec -
Mq, l/sec -.664/92.09 

Mr , l/sec -.3331/17.80 
2 MBO ' l/sec -
2 

MB1c ' l/sec -
2 MB1s ' l/sec -

MSO ' l/sec -

Msic' l/sec -

MS1s ' l/sec -

M8LONG' 1/(sec2*in) - .143/231. 7 

M8LAT , 1/(sec2*in) -.0235/24.06 

M8COLL' 1/(sec
2
*in) .0354/18.91 

M8PED ' 1/(sec2*in) -.0826/14.9 

R2 .666037 

F-Ratio 134.87 
r • CH-53A F11ght Data, 100 KT~ 

• 6 DOF Linear Model 

SAS OFF 

-

.00133/22.99 

-.00469/31.34 

-.0517/7.39 

.1569/6.09 

-

-
-
-

-

-
-

-.2282/468.7 

.0215/34.72 

.0551/54.00 

-.05997.6.23 

.73865 
191. 13 

,PARAMETER VALUE 

4 xxxxx/xxxxx~ 
F TO REMOVE\ 
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on the level of process noise chosen. Further attempts to iden­
tify the process noise power spectral density were inconclusive. 
The moral of this effort is that it is dangerous to rely on low 
order models when significant higher order dynamics are present. 

Bell 609 Rotorcraft Results 

Parameter identification results wer~ generated with linear 
SCIDNT for the Bell 609 rotorcraft, using actual in-flight data 
as input. This flight data was acquired from Bell Helicopter 
(Textron) on a magnetic tape which contained control and 
measurement time history redords of longitudinal maneuvers 
performed on May 23, 1973. The particular maneuver data used in 
this identification example was #4158, which consisted of a 1 
second aft pulse on the stick (longitudinal cyclic input). This 
particular maneuver was chosen because there was very little 
lateral stick motion. 

A fourth-order linear model was used in the parameter 
identification program. This model is 

d at x (t) Fx (t) + Gu (t) 

yet) = Hx(t) + vet) 

E[v(t)vT(T)] = RO(t-T) 

Assigning the states u(t), wet), q(t), and e(t), long­
itudinal velocity. vertical velocity, pitch rate, and pitch 
atti tude to x and y, and assigning the controls Blc (t) 

and 1. to u, the model can be written as follows: 

["1] [" 
Xw xq-wo 

-g '"""] ["1] d wet) • Zu Zw Zq~Uo -gsin60 wet) 

aE q(t) M Mw ~lq a q (t) 
. u 

e (t) O. O. 1- O. e (t) 

[' X"J 
e~~ (t)] 

ZB Zo 

~ :3 :0 
151 
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Urn (t) 1. O. o. o. u(t) nu(t) 

wm (t) O. 1. O. O. wet) nw(t) 
= + 

qm (t) o. O. 1. O. q(t) nq(t) 

em (t) O. O. O. 1. e (t) ne (t) 

The time history measurements used were: Vm, total 

velocity, am' angle-of-attack, qm' pitch rate, and 
em' pitch attitude. Vm and am were resolved into urn 
and wm' and after proper units conversion, the tape was 
read by SCIDNT. A total of 287 points, spaced at a .125 
second sample interval, were used (every 64th point was used). 
The nominal airspeed of the maneuver was 60 kts (100 ft/sec). 

The SCIDNT run was started with most of the 
parameters in F and G as zero. The F and 
were initially input as follows (with parameters 
tified starred). 

* * * o. o. O. -32.17 

* * * 
F O. O. 100. .337 = 

* * * O. O. O. O. 

O. O. 1. O. 

* * O. O. 

* * 
G = O. O. 

* * O. O. 

O. O. 

unknown 
G matrices 
to be iden-
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i 

--. 
I 

...., 
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...., 
I 

--. , , , 
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After 27 iterations, linear SCIDNT calculated the follow­
ing F and G matrices: 

Final F = 

3.59xlO- 6* -1.83x10 -6* -31. 7* -32.17 

-.157* 4.93x10- 7* 66.9* .337 

.00567* -9.0xlO -9* -3.83* 0 

0 0 1. 0 

Final G 

.116* - 5.41* 

.837* -40.3* 

-.0244* 1.16* 

O. O. 

The final F matrix had the following eigenvalues: 

-3.8, 0.0, and -1.73 ~ jO.22. 

The particular estimates from these matrixes, as well as 
the standard deviations and F-ratios are presented in Figure 7.9. 

It can be seen from the F-statistics that the pitching 
moment coefficients should be regarded as the most accurate para­
meter estimates. This is to be expected, as longitudinal stick 
motion primarily excites pitch dynamics. Other parameters, such 
as Xu' Xw' Zw and Mw are basically unidentifiable as is 
indicated by the low F-ratios. 

Since the initial value of the control was not subtracted 
nut of the data, and bias terms Xo ' Zo' and Mo are estimated, 
an approximate value of the control bias can be calculated as 

B = _(X 2 
+ Z2 + M2)/(XB X + ZB Zo + MB Mo) 

lco 0 0 0 lc 0 lc lc 
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The estimate of the control bias is fairly gooa, that is, 48 
percent, compared to an actual value of 50 percent. 

In conclusion, careful preliminary analysis of the flight 
data and the modeling should be made prior to any SCIDNT run. In 
particular, it is recommended that DEKFIS be used to verify 
flight data consistency and OSR be used to assure proper 
modeling. In this case, it was attempted to bypass these steps 
with obvious consequences. 

RSRA Results 

Results for the rotor systems research aircraft (RSRA) 
consist of simulation data processed through the optimal subset 
regression (OSR) computer program 

The simulation data was provided by NASA Langley Research 
Center and was generated by the Nonlinear RSRA simulation 
mathematical model [Ref. 63]. This model was simulated to the 
control inputs shown in Figure 7.10. These inputs are superior 
to the more common step and doublet inputs usually used for 
identification [Refs. 61 and 62]. Unfortunately, the magnitude 
of these control inputs was exceedingly large, and the unstable 
simulation model diverged over the length of the 25.5 second 
maneuver. Nevertheless, the data were processed through OSR to 
show its flexibility in breaking out the rotor force and moment 
contributions. Whereas the results alone are of questionable 
value, the techniques investigated should prove to be quite 
useful when processing actual RSRA flight data. 

Three different models were identified from this data. 
These were: 

(1) 12 dof with 2nd order rotor; (2) rotor hub force/moment 
breadkdown; (3) 6 dof with rotor hub force/moment contributions. 

The first model is a 12 degree of freedom (dof) model with 6 
body doffs, 3 rotor flapping doffs and 3 motor lagging doffs. 
Each rotor flapping and lagging degree of freedom is of second 
order. The resulting OSR identified model is shown in Table 
7.13. Because of the large nonzero mean excursions in the 
independent variables (i.e.,u,w,q), the parameters identified in 
the linear model are not physically realistic. An attempt was 
made to identify some nonlinear (polynomial type) parameters. 
This is shown in Table 7.14. 

The second model is a rotor hub force and moment breakdown 
model where the hub forces and moments were treated as dependent 
variables and the 12 dof rotor (only) model was identified. 
Table 7.15 shows this breakdown. 
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The third model identified is a 6 
where the rotor hub forces and moments 
inputs (i.e., independent variables). 
Table 7.16 

dof body/fuselage model 
are treated as control 
The results are shown in 

Note that in many cases quite reasonable regression fits and 
F-ratios were achieved. These results can be deceiving, 
however. Since the sum of squares of the signal was large, the 
residual error will be proportionately large for a given multiple 
correlation coefficient (R2). These residual errors are 

Standard 
Parameter Estimated Value Deviation F..;Value 

Xu 3.59xlO-6 1.62xl0-3 4.93xl0-6* 

Zu -.157 .0482 10.5 

Hu .0057 .0005 126. 

Xw -1.83xlO-6 7.78xlO-3 5.56xlO-8* 

Zw 4.93xl0- 7 6.73xl0-3 5.36xlO-9* 

Mw -9.0xlO-9 1. 48xlO-4 3.69xlO-9* 

Xq -31.65 1.84 29.4 

Zq -33.08 33.06 4.09 

Hq -3.B3 .336 130.0 

X Ble 
.115 .023 25.2 

ZB .837 .160 27.26 
le 

M Ble 
-.0244 .00171 20.3 

Xo -5.42 1. 14 22.6 

Zo -40.4 7.63 27.9 

Mo 1.16 .0818 201.1 

* Not Identifiable 

FIGURE 7.9 - PARAMETER ESTIMATES AND STANDARD DEVIATIONS 
FOR BELL MODEL 609 AT 60 KTS. 
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not negligible, and substantially more nonlinear modeling is 
required to yield reasonable numbers. On the other hand, if 
too many additional independent variables are added, the number 
of independent variables can equal or exceed the number of data 
points in the regression. For the supplied sampling period 
(T=0.2 sec), it is neither reasonable to substantially increase 
the number of independent variables to model the nonlinearities 
nor to reduce the length of the data segment to maintain the 
linearity of the data. 

UH-IH Results 

The UH-IH results consist of control input design and 
flight data processing through the SCIDNT computer program. 
Initially, a series of stepwise control inputs were designed 
for implementation in the UH-IH flight test program based on 
a UH-IH linear model. These inputs were subsequently dupli­
cated by the pilot during the flight testing. The conven­
tional doublet inputs were also used in the flight tests. 
The final step was to process the data through the SCIDNT 
parameter identification program and get improved linear 
models. 

Input design for UH-IH fli~ht testing. - To illustrate 
the sequence of computations an type of inputs, the applica­
tion of the input design algorithm to a low order simulated 
linear model of a UH-IH helicopter (no stabilizer bar) at 60 kts 
was computed. Only the longitudinal dynamics were considered, 
and thus the quasi-static rotor assumption is evoked. The . 
assumed model, based on C-8l [Ref. 64] computations, is shown in 
Figure 7.11, where five measurements are assumed eu, w, q, 8, 
a z) and with measurement random noise power spectral density 

(units ft, rad, sec) 

. -4 -4 ] R = dlag [4. ,4. ,10 ,10 ,4. 

The two controls, collective stick 0COLL and longitudinal 

cyclic stick 0LONG are assumed applied individually. It is 
desired to design inputs which maximize the accuracy of the 
parameters underlined in the matrices (10 parameters). For 
this input, 8 seconds of total input time are specified, with 
only 1 second steps allowed. For both inputs, 0COLL and 

0LONG' mean square control excursions are limited: 

f
s 

100 02 dt = 1.0. 
o 
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FIGURE 7.10.- RSRA SIMULATION CONTROL INPUTS 
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TABLE 7.13. - RSRA SIMULATION DATA - OSR RUNS - LINEAR - 12 DOP WITH 
2ND ORDER ROTOR 

u. ft/sec 

v. ft/sec 

w. ft/sec 

P. rad/sec 

q. rad/sec 

r. rad/sec 

41. radians 

<1>. radians 

fl. rad/sec 

ill c. rad/ sec 

III s' rad/ sec 

flo. "ad 
flle • rad 

I>ls' rad 
~o' rad/sec 

~Ic' rad/sec 
i,Is' rad/sec 

Co' rad 
C1c ' rad 

r.1s ' rad 

0LONG' inches 

0LAT' inches 

0COLL' inches 

oPED' inches 

F-Ratio 
-jp 

_____ 1 _____ .1 

u v w 
FT/SEC' FT/SEC' FT/SEC' 

-.108938/659.7 - -.0982755/55.62 

- .780321/582.7 .527098/36.42 

- -1. 32923/134. 1 -
.792670/17.20 - -

- -10.7371/5.915 136.726/266.3 
-38.5933/456.2 -154.652/403.9 78.9239/17.53 
-2.75896/660.8 - -

- 35.8445/1623. - -
- -38.0693/23.41 -

-6.37844/75.98 44.5946/23.29 16.9444/19.89 
27.5079/72.46 -207.816/376.6 -190.027/133.4 

- 495.536/69.57 -
- 135.652/149.2 125.448/23.94 

- - -
- - -
- - -
- - -

25.5739/98.12 - -149.185/69.88 

- - -
.0849889/30.03 - -

- - -
- -1.66441/85.07 -.569339/33.32 

- - -

4631.7 179.25 46.271 
.997177 .938729 .798175 

P 
RAD/SEC' 
-

-
. 0040090/11. 15 

-
-
-
-
-
-

2.33184/35.98 

-1.64247iI80.6 

10.2840/439.9 

-

-

-
-
-

-
-
-
-
-

-
-

181.12 

~-::3-F to Remove 

Coefficient Value 

q i-
RAD/SEC' RAD/SEC' 

---_._-
-.0001866/42.16 

.0025545/61. 72 

-.00131511/36.62 

- .0424003/45. 91 

-.500467/161.4 -.309070/23.53 

.0292561/119.6 

- .0613266/15.35 

.253363/14.37 -.154603/6.503 

-.15317/45.97 .137973/38.46 
1.66507/265.4 -.351517/20.73 

-2.02214/170.9 

.430655/181.5 

.631489/52.49 -.662435/105.6 

.0014917/17.53 

.0092254/232.6 

.854863-- ---49ml---I---~U7t49-----

_.__ J _ -- J .. __ 1 --_1 ____ J _- __ J _ . __ J ____ J -----1 •. _ J __ J 
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TABLE 7.13. - CONCLUDED 

il 
0 

ii1e 
RAD/SEC' RAD/SEC' 

u. ft/see - -
v, ft/see - -
W, ft/see - -
p, rad/see - -
q, rad/see - -
r, rad/see - -
4>, rad - -
6, rad - -
~o' rad/see 1. 24137/14.70 -3.70532/50.43 

B1c ' rad/sec .615372/35.19 -2.49783/255.3 

~s' rad/sec 1. 66034/21. 50 -3.05377/27.76 

13
0

, rad - -
a1c , rad - -

!lIs' rad - -
~o' rad/sec - -
~IC' rad/sec 3.36914/11.45 -
1: 1s ' rad/sec - -
/;0' rad - -
~lc' rad - -
tIs' rad - -
0LONG' Inches - -.022818/44.47 

0LAT' Inches -.0165573/60.87 -
.sCOL L' I nclles - -
0PEO' inches - -
f-Ratlo 64.373 255.34 
R' .775680 .8925 

<-. 

~. I 'H-f to Remove 
Coe flelent Value 

ii1s Co 
RAD/SEC' RAD/SEC' 

-
- -.00135146/93.50 

- -

- -
- -
- .487964/12.41 

- -
- -
- -

-1.1000/61.52 -
'-.506508/120.4 -

- -
-.532164/28.29 -

-1.1689/56.93 -
-.458404/33.76 -

- -3.89073/20.94 

- -

- -
- -3.92671/125.2 

- -
- -
- -
- -
- -
- -

87.987 47.629 
.78289 .607678 

----

1 

C1e cIs 
KAD/SEC' RAD/SEC" 

---------_ .. -

- .0005515/83.09 

- -

- -
- -
- - .161654/19.65 

-.111215/7.750 -
- -
- -
- -

-.479954/1009. .215715/163.4 

- -
- .658497/46.39 

- -

.331959/53.39 -

3.03866/134.7 -

- -
- -

- -

- -10.5956/145.4 

- -
-.002564/19.59 -

- -

- -
--_._------- - ----- ---_. --.-----

276.40 84.357 
-----:918883---- ----------:775646-------· 

_._------ ----- ---- ---------_.- , 



TABLE 7.14. - RSRA SIMULATION DATA - OSR RUNS 

- Longitudinal 
- Transgenerated u2, w2, q2, UW, U, q, wq terms 
- 12 dof w/ 2nd order rotor 

. .;'iJ( 
Coefficient Value 

<-- F to Remove 

. . 
u w q 

ft/sec 2 ft/sec 2 ft/sec 2 

u, ft/sec .0462094/45.23 

v, ft/sec -.150251/328.7 

w, ft/sec -.00222258/7.712 

p, rad/sec -51.4330/169.9 

q, rad/sec -12.0530/54.60 50.3129/38.40 .287329/45.96 

r, rad/sec 90.4102/72.66 -.479089/103.5 

u2, ft2/sec 2 -.000282046/709.7 
w2, ft 2/sec 2 

q 2, rad 2/ sec 2 -331.375/56.42 -1.90977 /72.51 

u'W, ft 2sec 2 .00720504/153.0 -.000014654/20.38 

u.q, ft.rad/sec 2 -.172689/132.4 .976432/139.4 

W'q, ft·rad/sec2 -1.16709/213.7 .0187846/43.95 

¢, radians -.733555/43.35 .0260525/153.6 

<p, radians -27.2399/1544. 

50' rad/sec 

51C' rad/sec - .220495/112.3 

~lS' rad/sec 1.30155/398.3 

13 0, radi ans 199.449/39.26 -1.48749/12.30 

61C' radians 8.79354/47.60 -1.01747/119.4 

61S' radians 840.703/189.9 

;0' rad/sec 

;1C' rad/sec 

21S. rad/sec 

1;0' radians -153.125/74.72 .591002/97.90 

/;1 C, radians 

\;1S' radians 

0LONG' inches -.595814/49.57 

0LAT' inches .00750275/42.01 

cCOLL' inches .00750275/42.01 

oPED' inches 

F-Ratio I 102;0. 49.731 129.75 

R2 t .998718 .809541 .936692 
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TABLE 7.15. - RSRA SIMULATION DATA - OSR RUNS - LINEAR, 12 DOF, 
2ND ORDER ROTOR - ROTOR FORCE/MOMENT BREAKDOWN 

Coeffi-_~/_ 
cient~~ --, 
Value 

F to ----------
Re- XR Y R ZR LR MR NR i 

Ilove ft/sec' ft/sec' ft/sec 2 rad/sec' .-ad/sec' rad/sec 2 

,.------- ----------- ----------- ------------, 
u. ft/sec -.00652639/45.39 -.155099/539.8 -.00120664/28.57 .000663154/71.47 .000338245/610.3 

v. ft/sec .02646/51.93 -.00416582/493.7 ' 

w. ft/sec -.679121/195.0 .00728603/46.09 I 

P. rad/sec 1.84322/615.0 I 

q. rad/sec -2.1530/62.34 .298756/158.4 

r. rad/sec 1.28644/3.263 .687865/16.19 .876033/563.6 I 

~. rdd -.192164/79.05 -3.43178/451.5 -.0975959/56.85 .03468&8/309.8 

e. rad 2.39862/155.0 -27.7042/324.0 -.0990877/41.31 

0LONG' inches .030524/66.35 , 

6lAT. inches 
0COLL' inches -.0240146/24.90 -1.17629/284.3 .00346815/110.7 

oPED' inches I 

ao• rad 267.937/111.6 -.393753/55.19 

!lIC. rad 83.0572/166.7 -1.10282/23.61 -.763121/404.2 

illS' rad 27.9802/32.99 -1.03361/284.2 

eo. rad/sec 1.40552/22.46 

alC' rad/sec -1.39531/131.1 -1.95725/122.8 -1.75356/268.9 

alS' rad/sec 7.19282/92.32 -20.4926/44.39 8.89439/478.3 .391089/111.1 

to' rad -.780116/375.1J 

~IC' rad 

"IS' rad 
~o. rad/sec -2.51541/56.39 -24.0639/157.0 -.838172/29.75 .334434/454.2 

~IC. rad/sec I 

tIS' rad/sec __ ____ _____________ ' 

F-Ratio 2089.3 383.57 501.07 159.66 1094.0 924.32 i 
R' .990440 ____ .957219 .917183 .924115 _________ ~819QQ _______ ~~1J4162 __ J 
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TABLE 7.16. - RSRA SIMULATION DATA - OSR RUNS - LINEAR - 6 DOF WITH 
ROTOR FORCE/MOMENT CONTRIBUTIONS 

~:-;l 
Coem-~ ~ 

-
F to Ii v W p q r 

dent Va lue Remove 
ft/sec' ft/sec' __ ft/sec' _.--raM s ec '-_____ ____ ___ !:.ad/sec' __ ______ rad/sec' --~ 

u. ft/sec -.106146/360.9 -.000151235/2.313 

v. ft/sec .009170~8/507 .2 

w. ft/sec .627368/50.99 -.00851137/341.4 -.00211978/66.10 

P. rad/sec -33.2212/144.4 - .0302990/1 0.27 .110442/52.49 

q. rad/sec 14.3666/48.48 110.979/132.9 

rad. rad/sec -22.1317/112.2 -49.6356/27.72 96.4448/90.56 -1.14855/209.1 

~. rad -2.68670/286.5 -3.38161/42.00 4.87067/115.7 .0320097/231.5 

o. rad -41.5172/1474. 13.9795/13.52 .0991914/16.96 

6LONG' inches -.00149956/8.895 

0LAT' Inches 

0COLl' Inches .493362/44.62 576395/23.85 -.00557196/176.6 

oPED. j nches 

XR' ft/sec' 3.51784/14.48 .0743372/30.05 .0102781/6.407 

YR. ft/sec' 15.1571/68.35 -.0367466/17 .04 

ZR. ft/sec' .357942/28.54 1.40466/105. I- -.00617716/40.11 

lR' rad/sec' -40.0115/259.8 1.10766/12460. .0958124/145.0 -.0538265/32.54 

HR' rad/sec' 12.3210/12.26 32.6719/17 .82 1.27048/38.70 

tiR. rad/sec' .522857/84.28 -.572691/74.12 .994565/613.1 -- ---------
F-Ratlo 3840.6 111.87 33.763 4596.4 94.979 139.06 
R' .995556 .882638 .663244 .991088 .864593 .929513 

--

__ J ____ J ____ .1 ____ J __ J ____ 1 _____ .1 ___ J ____ J ____ J ____ J _____ J 
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STATE EQUATIONS: 

.- ul f-.0227 .0587 -5.645 -32.09 u .7115 --

d I W 
.00l3 -.7542 101. 71 -2.314 W -9.818 

= + df q .00373 -.0032 -.5305 0 q .0064 

e 0 0 1.0 0 e 0 

MEASUREMENT EQUATIONS: 

uM l r 1.0 0 0 0 0 0 
u 

wM 

qM 

eM 
az M 

I I 0 1.0 0 0 0 0 
W 

= 0 0 1.0 0 + 0 0 

0 0 0 1.0 : I 1-9.~18 
0 

.0013 -.7542 0 0 2.460 

FIGURE 7.11. - THREE DEGREE OF FREEDOM LINEAR STATE 
AND MEASUREMENT EQUATIONS FOR THE 
UH-IH HELICOPTER 
• No Stabilizer Bar 
• 60 Kts 

.862 

2.46 
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cOLlJ - .180 clONG 
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Figures 7.12 and 7.13 show the iteration outputs as the 
algorithm minimizes the sum of the estimated variances of the 
parameter error covariance matrix (J). In both cases, a con­
ventional pulse input is used to start the iteration. The 
cyclic input is seen to reduce the cost J by 60 percent. 
The collective input reduces J by 68 percent. 

A considerably more complex input design approach was 
taken for flight test. The linear math model used in this 
design was derived from C-8l simulation. It is an eight 
degree-of-freedom, 10-state model with four inputs. It is 
assumed that we have measurements of 10 independent quanti­
ties. The states, controls and measurements are as follows: 

States (x): u, w, q, a, v, p, r, </>, aI' b l 

Inputs (u): 0LONG' 0LAT' oPED' 0COLL 

Measurements (y): u, w, q, a, v, p, r, </>, aI' a z 

The state and measurement equations are 
. 
x = Fx + Gu 

y(k) = Hx(k) + Du(k) + v(k) 

Nominal values of F, G, and H matrices used in input de-
sign are shown in Table 7.17. Note that we have continuous 
state equations with discrete measurements. v(k) is a noise 
term which is assumed zero mean white Gaussian with covariance 
(units ft., sec., rad). 

R = diag[4.0, 4.0, 0.0001, 0.0004, 4.0, 0.0001, 
0.0001, 0.0004, 0.0004, 4.0] 

There are about 80 parameters of interest. Since a single 
input could not possibly excite the system to identify all the 
parameters simultaneously, 10 individual sequences were de­
signed. Each input sequence was designed to maximize estima­
tion accuracy of only 10 parameters. Some important parameters 
are included in two or more sequences. Table 7.18 lists the 
parameters for which each of the 10 inputs is designed. The 
inputs are shown in Figure 7.14. Each input consists of a 
sequence of eight steps each of 1 sec. duration and has been 
designed to minimize total input energy (which in turn also 
restricts output energy). 
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ITERATIm 8 STEP HlPIJT J lARGEST I 
y CIGENVAlUE 

1 

'tONG~ 
• t 416.47 962.19 .37263 

2 
'tOtlif L __ 

• t 323.1i0 483.04 .67249 

'tO~~ • t 261.85 290.01 .81753 
3 ==:I 

'tOllGp , - .. t 255.92 269.58 .93734 
4 

5 't.,.~ .. t 251. 27 

FIGURE 7.12 UH-1H INPUT DESIGN - LONGITUDINAL STICK 
CONTROL, cLONG 

TERATIOI 8 STEP INPUT J 
LARGEST 

EIGENVALUE Y 

I 
'COLI P 

• t 
68051. 104385. .77643 

2 'C~L p-s • t 410599. 47168 . .3 .99022 
I 

3 '",L~ to t 46209. 46229.6 .99973 

4 'OOLLr to t 46195. 46196.5 .9999B 

5 'COLL P-= .. t 46194. 

FIGURE 7.13 UH-1H INPUT DESIGN - COLLECTIVE STICK 
CONTROL cCOLL 
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INCHES 1.0 
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1 
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I:;CHES I 

-.5'" 
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S

T 0 
INCHES I 1.0 

-.5_ 
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.~ .St 0 
'COll1 , \--~i----i--r--..,.-...,..--;:=d...=----+I 
INCHES 1.0 .L-.J 9 

-.5 

FIGURE 7.14 OPTIMAL INPUTS 
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Table 7.17 

Eight Degree of Freedom Linear State And Measurement 
For the UII-1H Helicopter 

• No Stabilizer Bar 

~ 60 Kts 
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TABLE 7.18. - INPUTS AND THE CORRESPONDING PARAMETERS FOR WHICH 
THEY ARE OPTIMIZED 

INPUT 11 INPUT 1/2 INPUT 1/3 INPUT #4 INPUT 15 INPUT 16 INPUT 17 INPUT la INPUT 19 

'\orlG 1 '\ONG 2 '\ONG 3 6LAT 1 lSLAl 2 lSLAT 3 lSPEDAL 1 °PEDAL 2 °COLL 1 

Mu V Xu Lv I~p Xv Vv Xv Zw u 
11 

1/ Lw Zu Lv Np Zv Nv ~ Mw 

Mw Lq LI/ Lp Mp Vv Lv Mv Mw 

Mq Lq Nu Lp Mr Nv Lr Mv Zal 

Mq Val Lu Lr Lal Mv Nr M r Mal 

Xal Lal Nq Vbl Xbl Lv Lr M r Mal 

Zal Nal Xal Lbl Zbl Vbl VoPED XoPED XlSCOLL 

Mal Lal XoLONG Nbl Mbl VoLAT LoPED ZoPED ZoCOLL 

Mal Mbl ZoLONG Lbl Mbl LoLAT NoPED MoPED "'OCOl.1. 

MoLONG LoLONG MoLONG LoLAT MoLAl NoLAl LoPED MoPED MoCOLL 

INPUT '10 

°COLL 2 

Vw 

Lw 

Nw 

Lw 

Lq 

Lal 

VlSCOLL 

LoCOLL 

"oCOLL 

LoCOlL 

. __ J . -.-1 .-----.1 . __ 1 '._ ~ . __ J ._-.-1 . ___ J ... __ J . __ J . .1 . __ J . __ 1 : ._1 ._ ... 1 

I 

I 



UH-IH Flisht Data Processing.- Flight data processing for 
the UH-IH conslsted of: reading the flight data tape, editing 
and preprocessing the data, and processing the data through the 
SCIDNT computer program. (Due to the limit imposed on computer 
resources, it was not feasible to run DEKFIS and OSR on this 
data. ) 

UH-IH flight data: Flight data for the UH-IH V/STOLAND 
helicopter was provided by NASA Ames Research Center. This data 
was from Flight 68 and dated February, 1978. The maneuvers 
processed were specifically flown.at 60 kts for system identifi­
cation purposes using the optimally designed inputs discussed 
previously. Conventional doublet inputs were also flown for 
comparison. The pilot's rendition of the optimal longitudinal 
stick input (oLONG3) is shown in Figure 7.15. The optimal 

input sequence is repeated three times in succession. Figure 
7.15 also shows the collective stick motion during this period. 
The optimal collective stick input analyzed is likewise presented 
in Figure 7.16. Optimal collective stick input 0 is 

COLLZ 
repeated three times at the beginning of the maneuver and once 
towards the end. Longitudinal and collective doublet inputs 
are shown in Figures 7.17 and 7.18 respectively. The four 
data records processed (each correspo~ding to the inputs of 
Figures 7.15 to 7.18 were 50 seconds long with a sample period 
of 0.0504 second (for a total of 990 ~ata points). ~he following 
measurements were utilized: VTOTAL' h, q, 9, ax' a z ' 0LONG and 
°COLL. 

SCIDNT runs on UH-IH data: The UH-IH flight data was pro­
cessed using a linear 3 dof, 4th order longitudinal model. (A 
simple longitudinal model was chosen in order to conserve com­
puter time.) Since all the maneuvers were flown at the same 
flight condition, it was decided to process a longitudinal stick 
input and a collective stick simultaneously to obtain a single 
identified linear model. Three separate longitudinal-collective 
stick maneuver combinations were considered. These cases are 
shown in Table 7.19. These cases produced three separate final 
estimated parameter models: a model identified using only optimal 
inputs, a model identified using only doublet inputs, and a model 
using the combination shown for Case 3 (to be discussed further 
below). 

The initial parameter estimates were based on C-8l computa­
tions for a 3 dof longitudinal model without stabilizer bar stabil­
ity augmentation. The F,G,H and D matrixes for this model are 
shown in Figure 7.19, with states, controls and outputs as follows: 

States: u, w, q, 9 

Control Inputs: 0LONG, 0COLL 

Outputs: VTOTAL' h, q, 9, ax' a z 
169 



This initial parameter model is shown simulated to the pilot's 
optimal longitudinal stick inputs (of Figure 7.15 in Figures 
7.20 (a) - (f). This simulation ("B" trace) is shown compared to 
the actual UH-IH response time history ("A" trace). Large 
discrepancies can be noted. The same model is likewise simulated 
to the pilot's optimal collective stick input (of Figure 7.16 
in Figures 7.21 (a) - (f). 

For Case 1, a new set of parameters was obtained by running 
SCIDNT. These parameters, along with the associated standard2 deviations and F-ratios, (which in this case is (Parameter/a) ), 
are shown in Table 7.20. Simulations of these parameters for ~ 
each of the optimal longitudinal stick input and the optimal I 
collective stick input are shown in Figures 7.22(a)-(f) and 7.23(a)-(f)~! 
respectively. These time histories are a marked improvement 
over the simulations of the initial parameters, although many 
discrepancies still exist. There are several possible reasons 
for this poor agreement. First, it is possible that there are 
unmodeled bias, scale factor and other measurement error effects 
in the 0COLL maneuver. Also, there may be substantial lateral 
coupling and unmodeled rotor effects present. Another possibil-
ity is that key 0COLL parameters had not converged resulting 

in the poor matches. This would be the case if the 0COLL and 
the 0LONG were at slightly different flight conditions, and 

the SCIDNT program converged to the 0LONG parameters because 
of the higher signal level. 

The SCIDNT results for Case 2 (doublet inputs) are presented 
in Table 7.21. Final parameter simulations to the longitudinal 
stick doublet input (Figure 7.17) and the collective stick doublet 
(Figure 7.18) are shown in Figures 7.24 and 7.25 respectively 
In this case, improved results were observed for the 0COLL 
maneuver. Note that this does not necessarily mean that doublet 
inputs are "better" than optimuiilTnputs. In order to properly 
compare doublet and optimal inputs, there must be a low level 
of external disturbances (i.e., gusts) and all other factors 
must be the same (particularly the energy of the input signals). 
In addition, the pilot must be able to adequately duplicate the 
oPtimal stick input. Even then, the doublet inputs may give 
better results. The optimally designed stick input may not really 
be optimal because of the procedure used for designing that 
input. It is possible that modeling errors (corning about from 
higher degrees of freedom, nonlinearities and/or erroneous para­
meter values) can cause large differences in the "optimal" inputs. 
In addition, there are inherent limitations in the multi-step 
input approach that can lead to differences. These limitations 
corne about due to the size and number of steps in the designed 
input. Large steps (i.e., large ~T ) can make identification 
of shorter period characteristics difficult. Increasing the 
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number of steps (to make the step size smaller) increases the 
computer time, core storage and accuracy requirements. Hence, 
there is also a limitation on the length of the maneuver. 

In order to obtain the best results at this flight condi­
tion, an additional run was set up using the optimal 8LONG 
control input and the doublet 8COLL control input for simul­

taneous processing. The results of this Case 3 are presented 
in Table 7.22 and the corresponding simulations in Figures 
7.26 and 7.27. These results are somewhat better but not 
completely converged. A comparison of the parameters estimated 
for all three cases are presented in Table 7.23. There are 
notable differences in these results which warrant further study. 

One of the principal benefits of a complete state variable 
model is that many transfer functions can be rapidly obtained. 
For the Case 3 model identified from the flight data, the follow­
ing stick to pitch attitude transfer function is derived: 

8(s) 
°LONG 

= 
.17s 2+.lOOs+.0017 

the poles of which are sl,2 = -.565 ~ j.99, s3,4 = -.024 + j.182 
and the zeroes of which are -.560 and -.017. (Here 8LONG is 
positive inches of aft stick.) The corresponding Bode plot is 
shown in Figure 7.28. 

Table 7.19 

Makeup of the Three Cases 

MANEUVER MANEUVER 
1 2 

Case 1 Optimal Longitudinal Optimal Collective 
Stick Input Stick Input 

Case 2 Longitudinal Stick Collective Stick 
Doublet Doublet 

Case 3 Optimal Longitudinal Collective Stick 
Stick Input Doublet 

171 



172 

.. .. .. ___________________________________________________ 0 · ... I , .. 
, I II 
I I 
I I 
I I 

I " I , .. 
I I .. · ... I I • 
I I II 
I 1-# 
I I 
I I 
I I 

I '" I I .. 
I I .. · ... I I • 

I '" I I. 
I I 
I I 
I I 
I I .. 

I '" ! !: 
I I • 
, In 
I I.., 
I I 
, I 
I I 

I '" I I .. 

! ! ; 
I I • 

I '" I ! "'" 

i : 
, I 
, I .. 
I I .. 

! !: 
I I • 
I I II , '''' , ' I I 
, I 

I '" I 10 
, I .. • • = , I • 

I '" , ' " I I 
I I 

I ' , I .. , , .. 
I , .. 

• 0 .. , ' . , I 1\ 
I ,-
I I , ' , I 
: I ~ 

! : : 
I : ~ , , .. 
, I_ 
I I 
, I 
I I 

I '" I , .. 
I I .. 
• .0 I I • · . ~ , I 
, I , , , , , , .. , ,co ! ____ • ____ o ____ o ____ • ________ • ____ • ____ • ____ • ____ !~ 

.. .. c co co c .. .. .. ... .. 
~ " c .. .. '" .. .. .. .. = .. .. co c .. .. .. .. .. .. 

~ '" " .ro c .r. .. or. .. "! .. · . ,. 
" 

. .,; 
'" '" 7 7 :\; , I 

U . 
III 

... 
;0: 

= 

E-o 
:::::l p.. 
Z 
1-4 

~ 
U 
1-4 
E-o 
Cf.l 

....:I 
< 
Z 
I-i 
~ 
:::::l 
E-o 
I-i 
c;I 
Z 
0 
....:I 
~ 

o-J~ 

<> 
:::8~ 
I-i~ 
E-oZ p..< 
0:::8 

,-.. 
cd 
'-' 
L.t') 

r-i 

r--

~ 
~ 
:::::l 
c;I 
I-i 
~ 

..., 
! 

--. 

--. 

1 
\ 



.----._---I 
I 
I 
I 
I 
I 
I 
I 
I · I , , 
I 
I 
I 
I , 
I · I , 
I 
I 
I 
I 
I 
I , · I 
I , 
I , , 
I 
I 
I · i , 
I 
I , 
I 
I 

! , 
I , 
I , , , 
I 
I · , I 
I , , , , 
I 
I · , 
I , , , , , , 
I · , , 
I , 
I 
I 
I , 
I · , , 
I , , , , , , .---- .. 

co 
'" ... 
• 

.----.----

co .. 
'" '" 

'" co 
co 

'" 

'" ~ .. • ____ • ____ • ____ • ____ • ____ • ____ .0 

c .. 
c 

" 

.. 
c 
'" . c .. 

CO 

'" 

I I • 

I '" I I ill 
I I 
I I 
I I 

I '" 
I '''' 
I '" · . " I , • 
I I ill 
I I. 
, I 
, I 
I I 
I , ... 
I 10 
I 10 · . '" I I • 
I ,~ 
I , • 
I I 
I I 
I , , '''' , , .. 
I '" · . ~ I I • 
, In 
t I." 
I , 
I , , , 
: : 0 
I '''' 
• • CO , , . 
I '''' I ,.., 
, I , , 
, I 

co 
CO 
C 

" 

Ie 
1:0 

'" ... 
I • 
,.II 
I " I , 
I 

'" " '''' · .. , 
Ie 

I " , , 
I 

'''' I .. 
I CO 

• ::> I • 
'11'1 · -, , 
I 

• C ... 
10 ... 
I • 
100 ,­
I 
I 
I 
, 00 
10 
'00 · .. , . 
• r> • , , 
I · ... '0 · '" ----.----.----.= 

C c: gO 
'" CO ::> 
'" 0: 
N 4 " 
,- ,- I 

r--.. 
Cl 
'-t:l 
~ 
Z 
~ 

E-< 
Z Z 
0 0 
U ~ 

'-' E-< 
u -< ... E-< ;It 

... ~ 
.0: r--.. U 

.0 >< 
'-' P-< 
L.n 
~ ~ 

~ 
r-- 0 

U 
'-t:l '0 
c:x: 
~ • ~ 
~ 

~ 

173 



174 

o 
• • _____ • ______________ • _____ - ___ • ____ • _________ • ____ +0 

, .... __ ._. ___ ... _ ... _ .. _ .. _ - -,- ,e" 
I I ' 0 
• I 11ft I I I 
I I I 
I I I 
I I l:t 
I I 10 
I ., 0 
• • . .0 
I I 0 
I 10/1 
I I .. 
I I 
I I 
I I 
I I. 

I '" I I. 
o 00 
I I 0 
I I. 
I I .. 
I I 
I I 
I I 
I 10 
I 10 
I I. · .. I I 0 

I I n 
I I ... 
I I 
I I 
I I 

I '" 
I '" I 1.:0 · .. I I 0 

I '" I I ... 
I I 
I I 
I I 
I 10 
I I. 

I '" · .. I I 0 
I ., 1'1 
t I I·" 
I I I 
I I I 
I I I 
I I 10 
I I I Ct , ,I a 
• •• C , ,I • 
I I l:t 

I I"" I I I 
I I I 
I I I 
I I 10 
I I' 0 
I I' g 
• •• :t I I I • 
I • 101\ 
I 1'-
I I I 
I I I 
I I I 
I • I Q I I I CI 
I ., 0 · ... I I 0 

I I 0 
I I_ 
I I 
I I 
I I 
I 10 
I I. 
I I 0 · ... I I 0 

I I JI 
I I 
I I 
I I 
I I 
I I 0 

I '" 
I '" 
+.___ _ ___ . _____ . ___ .0 

o 0 = c gee 0 c = ~o 
o 0 0 C Q 0 0 = 0 ~ ~ 
o c = Ct C C C = ~ = 0 
"': .c ./'! ~ ,.., N -: ~ ,_ f\j : 

... 
<oJ 

'" ... ... 

~ 
~~ 

>5 
H~ 
E-tz 
u< 
~~ 
....:l 
....:lE-
o:::: 
U~ 

Z 
....:lr-
~ 
::;;::~ 
HU 
E-tr-
Cl..E-
OU:: 

,...... 
~ 
'-' 
\0 
1""'1 

r--.. 

~ 
~ 
:::: 
c.::l 
H 
~ 

-I 
I 

-., 
I 

...., 

...., 



,.-

,-

e 
e .. • _________ • ____ • ____ • _________ • _________ • ____ • ____ +0 

I' I, • 
Ie 
loll 
I 

· , , 
I , , , , , 
I · , , 
I , 
I , , , , · , , , , 
I , , , 
I · , , , , 
I , , 
I , · , I , , , , , 
I , · , , , , , , , , , · , , , , , , , , , · I 
I , , , , , , , · , , , , , , , , , .----.---_.----+----.----.----.-.. 0 c c CO c 

" .. .. CO 0 .. .. 
.::I C .. CO .. .. " ": .. >1'. '" ~ ~ ..." 

M ...: ,., 
'" 

....:I r-. 

.... Z 
OH 
U"-' 

<0 

, 
I · I 
I 
I 
I , 
I 
I 
I 
I · 

· I 
I 
I 
I 
I , 
I 
I 
I · , I 
I , , , 
I , 
I · I 
I 
I 

I · , , , , , , 
! 

.. 
" .. 
.::I 

" 

I 
I 

'''' '" 10 · .. I • 
I"' 
10# 
I 
I 
I '0 '0 , .. ... , . 
'0 , . , , , 
'0 , '" , .. · '" , . 
, n , .. ., , , , 
'" , = , " ... , . 
i .;. ,.., , , , , .. ,= , .. ... , 
'I> , " , , , , .. , .. , " · " , 
'0 ,0. , , , 
'" , .. , .. · .. , . 
, ·n ,­, , , , .. , " , .. .... , . 
'" ,­, , , 
10 , ... , .. · .. , . 
, of> , 
I , , 
'0 '0 , 0 ---_. ____ + ____ .c 

C .::10 

" .. .. .. .. " I> c >1' • . 
" j' j' 

"""' 0 Z 
~ 0 
=:> H 

Z E-< 
H ~ 
E-< E-< 
Z H 

0 U 
U >< 
"--' ~ 

u .... 
:.; .... ". .., """' 0 
x ..0 U ... "--' c.o 

\0 
~ • 
r--. 

~ 
~ 
=:> 
C!) 
H 

~ 

175 



176 

.----.----.----.----.----.----.----I 
I 
I 
I 
I 
I 
I 
I 
I · I 
I 
I 
I 
\ 
I 
I 
I 
I · \ 
I 
I 
I 
\ 
\ 
I 
I 
I · . \ I 
I I 
I I 
I \ 
I I 
I I 
I I 
\ I 
\ I · . I I 
I 

· \ 
\ 
\ , , 
I 
\ 
\ 
\ · I 
\ 
I 
I , , 
\ 
I 
I · \ 
\ , 
\ , 
\ 
I 
\ 
I . ----.----+----+----+----.----+----
" .. .. " 

., '" " " .. '" .. '" .. " .. co c '" "; " or. e "': ... .n 
,., ., ~ ,.,. . 

.. .. 

co 
co 
co 

----.----.----.~ I · '" e--1111 
I ;::l I 
I 0... I " \ .. Z \ 0 -· " 1-1 
I · I '" I .. e--I 
I >.t.:l I 
\ .. ....:l 
I .. 

~ \ .. ... · .. :::l \ · \ .. 0 I .-
I ~ 
\ 
\ 
\ .. :::..:: I .,. 
\ .. U .... .'" I · 1-1 
I n e--I:'": 
I Cf) P:::i I 
I ~, 
\ 

....:l >-I '" '" oct: ~ -0" 
\ Z ~ 10 

'''' 1-1 Z \ 
I Ci ~ I U ;::l I 0 
I '" oJ e--! : '" -I • oJ 

t-f 
I .n ! e,:) 
1.\1 

Z \ 
\ 0 \ 

'''' ....:l I .. 
\ " · " .-
\ ; \ 
\ :\1 
\ ,....... 
\ 
\ CIi I .. 
\ " '-' 
I " [-... ... 
I .-l 
\ ." 
I-
I. 
I [-... 
I 
I .. 
I .. ~ '" • 0 ~ -I ,; -I --I- e,:) \ 
\ ...... \ 
\ 0 " 
I '" -I .. · " \ ;. \ 
I 
\ 
I 
\ , co 
\ 
I 

... _--.----.---- ... --"" .. "" ~ " '" " " .ll ., .... 

" 

--



-
-
-

• • co • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ .0 

I I • 
I I ~ 

I '''' I I 
I I 
I I 
I , ~ 

I '" I I CO 
• • :0 , I • · '''' I I .. 
, I 
, I 
, I · '" I I .. 
I • ~ · . '" • I • 
I '" · ... , , 
• I , . · ... 
• I ~ , '" · ... I I • 
I I n 
I •. ., 
I I 
I I 
I , , , ~ · '" I '" · . '" I I • 
I ... 
I I ~ 
I I 
I I , , 
I '0 
I , .. , , .. 

" " ~ .. 

. 
I 

• I , , 

.----.----.----.----.----.---~---.----.. .. .. 0 CO .. 
" C " .. C .. ~ .. 
~ " .. .. " " .. .. 

"; ~ ... '" .. , , , 
" 

, 

· .. I , 

'''' 'N , , , , .. 
10 , .. · .. , . , .. 
'"\I , 
I , 
'0 , " 
'" ... 
I • 
'I' , -, , , 
'" '" ':0 ... 
I • 

'" I-
I 
I , 
10 

'" , 0 
.0 , . 
'''' I , , , , .. , " · " • ____ +c 

"" .. .. .. = 
'" 

.., 
" " 

r-. 
~ Z 
~ 0 
:::l H 

Z E-o 
H < 
E-o E-o 
Z H 
0 U 
U >< 
'-" ~ 

..... 
1.1 .....:l 
~ r-. 0 '" ,.c U 
\oj .. '-" '0 

= r--
~ • 
r--

~ 
~ 
:::l 
C!) 
H 
~ 

177 



178 

.. .. .. • ______________ • ______________ • _________ • ____ • ____ .0 

I • I • 
I • ,$ 
I I • oft 
I I I 
I I I 
I I I 
I I I ~ 
I • 10 
, I t c:t · ..0 
I • I • 
• , '\1\ I I • .-
I I I 
I I I 
I I I 
• • • 0 
• I '0 I • I =-· ..0 
• I I • I I 1:11 t , , .• 
I I I 
I I I 
I I I 
, I"' 0 
I ' I=-
• I I ~ 
• •• :t 
I I • • I I II 

I '''' I I 
I I 
I I 
I • 10 

I • • ~ 
• I • ~ • • .0 
I • I • I I 10 
• I I,., I I I 
I I I 
I I I 
I ' • 0 I I , ~ 

! ! !: 
I I I • 

I I '''' 
• • I t\I 
: I I 
• ,. I , I 10 
I I '0 
I ' I=-· ..0 t I I • 
• f • 0 I I IN 
I I I 
I I I 
I I I 
I I 10 
• I 10 I I 10 
• •• :I 
• • I • 
• • ..t\ 
• I .-I I I 
I I I 
I I I 
I " 0 
• I • 0 
• I • 0 · ..0 
I • I • 
I I 10 
I I-
I I 
I I 
I I 

I '" I I .. 

f ~ t ~ 
I I ~ 
I I 
I I 
I I 
I I 

I '" I I .. 

I '" 
.______________ _ ____ • _________ .0 

o = Q ~ 0 Q 0 Q 0 C == 
~ 0 0 ceo = 0 coo = ~ = ~ Q ~ 0 ~ g r. = 
,., "';..., .= ~ ": I· I· :: 

... 
"" ~ ... 
~ .. 

E-< 
::J 
p... 
:z: 
I-t 

E-< 
>.t.:I 
....:I 
~ 
::J 
0 
0 

~ 
U 
I-t 
E-< 
en 
>.t.:I 
:> 
I-t~ 
E-<>.t.:I 
u:> 
>.t.:I::J 
....:I>.t.:I 
....:IZ 
0-< 
U~ 

I 
r-.. 

cO 
'--' 
00 
~ 

r-... 

>.t.:I 
~ 
::J 
t.!) 
I-t 
>-t. 

-, 

1 

..... 

-I 

..... 
I 
i 

..... 

-
-

..... 
! 

l 
I 

-I 
I . 

..... 
I 
I 
l 

~ 
I 

i 

-I 
I 



-

-

o 

'" o 

.----.~---.----.----.----.----.----.----.----.----.~ ,. I I • 
, I I =-
I I • .., 
I I I 
I I I 
I I I 

I • '" · ... , I 10 
• • ..:t I I I • 

• I I on 
• I , ... I • • 

• • • • • • 1 , 10 
I I l.:a 
• I 10 · . . ~ t • • • 
I I I ::I 
I I '''If • • • • • I • · ... · . .,. · ." · . '" · . . 
I '" I • ., 

• I • • I I · .:-· . '" I ... .. . . ~ 
I , , • 

• • l:a · , ,~ 
• I • • • • 
• • I 
• I 10 I • I -= 
I I • :II 
• • .0 
I I • 
I • • r. 
I I 1:\1 • • • I • • 

• I I I • Ie 
I • I Q 

• I I::» • • • -= • • • I I l:t 
I , I "\I 
I I I 

• • I I • I 
I I I :Ii 

• I I Q t • I :I · . " I • • 
I • " I • 
I I 
I I • • 
I '" · '''' I • '" 
• • • 0 I I I • 
I I • ~ · . ,-
• I • I I • 
I I I 
, I r 0 

• • 10 I I 10 · . . ~ I I I • 
I I • J". 
I • I 
I I I 
I I 
I • 
I I 
I • '" 

I '" .----.----.----.----.----.---~.---- ---_.---- ... = coo gOO 0 ~ 0 O~ 
~ 0 = Q C ~ 0 ~ 0 0 = . .. ~ ~ ~ ; ~ ; ~. ~ :. 

~ ,.; n: N • .: • ,. ,. 7 

;:; .. 
oF. 

't 

1"""'\ 

CI Z 
~ 0 
~ H 

Z E-< 
H -< 
E-o E-o 
Z H 

0 U 
U >< 
'-' ~ 

....:I 

....:I 
1"""'\ 0 
.0 U 
'-' '0 
00 
r-1 • 
r--.. 

~ 
0:: 
~ 
c..::l 
H 
>.I.. 

179 



...... 
00 
0 

F 

G 

H 

D 

- ... ) . __ J .. __ J 

1 2 3 '+ 
1 -?e:1001::-02 5.B100t-02 -3.0JOQE+OO -~.~lbl[+OI. lluENVALUl5 Of f -- kEAL PAHTS 
2 1.3000£-03 -7.5,+~ut-Ol 1.0591E+02 -9.2080[-01 1 
3 3.1300E-03 -3.?UOOl-U3 -~.305UE-Ul u. 1 -b.tl~!:iUE-Ol 
'+ o. O. 1.t.OOOE+OU O. " -b./l~5UI:-Ol 

3 3.1 l'lh~. -114.' 
4 :; .11'l6l-0t' 

1 2 
1 li.b200E-01 1.11~ut-Ol EI6ENVALUES ~f F -- I~AGINAHY ~ARTS 
2 2.4bOOE+00 -9.61dOt+00 1 
.3 -l.lIOOOI:.-ol 0.4110Ul-03 5.24bt>f-Ol 
4 O. O. C' -~.?46H-OI 

.3 3.4t..'J'it-Ol 
'+ -3.'+b~'Jt:-Ul 

2 3 '+ 
1 'J.'J~5"J~ -01 2.E1bl'Jt::-0? o. O. 
2 c.bbl~t-Oc -~.9'J5'lE-Ol O. 1.0~'J5E+02 
3 O. U. 1.0000E+00 O. .. O. O • U. 1.0000£+00 
5 -2.270111::-02 5.87"ul::-02 O. O. 
t> 1.3000E-03 -1.5420E-OI O. o. 

1 2 
1 o. u. 
? O. o • 
.3 O. O. 
4 O. O. 
~ 11.6200E-Ol 7 .115ut -01 
b 2.4600E+00 -'J.8180[+00 

FIGURE 7.19.- INITIAL PARAMETER MODEL USED FOR UH-1H IDENTIFICATION 
(BASED ON C- 81 ?-IODEL) 

__ -.J _-_J __ . __ J ___ J ____ J ---1 ___ 1 ____ J _____ J _J _J ___ J .--J 



VTOTAL 
(FPS) 

...... 
co 
...... 

) 

A- Measured 
B - Simulated 

30U.UOUD +-________ t ___ • _____ t _________ t _________ • _________ t _________ t ___ • _____ • _________ t _________ t _________ t 

25U.~000 , 

zoo. Dono • 

l!>u.OU~O 

100.OUUO • 

50.0000 • 

A 

• , 
" , , 

o.oouo l""1"'H\JA--A----t---------+---------t. 
l AAAlAAAA .iii 

II AAA" 
IIlllHIIHHH 

Ai 
-!>O.OO~O ' AA 

-100.00UO ' 

-151).0000 ' 

-lOU.QODO .--_______ • _________ • ________ ~.--------_.-----_---.-- _ ______ t _________ t _________ t _________ t _________ • 

o.nooo !>.OODO 10.00Uu I~.UUUO ~U.UUUU ~~,unou JU.UUUU ~~.UdOO 4U,UOOU 45,UOUU 5U,0000 

FIGURE 7.20(a) 

fll<E I St.e I 

SIMULATION OF INITIAL PARAMETER MODEL TO THE 
(lPTI~PL LONGITUDI1\.'\L STH~K INPUT COMPARED TO 
THE ACTUAL UH-IH RESPONSE 

• VTOTAL MEASUREMENT 



"'0 
"'0 Q) 
Q)-+.J 
s..n::s 
::J r­
Vl::J 
n::sE 
Q) .... 
LV') 

182 

... ... ... • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ .0 

• I C I • I I C I=» 
I • C '''' 
I '«' • ,c I I I·e I 
I I C I=-
I I"e I a 
• • C 10 • • c .0 I I C I • 
I I C 1;11 
• ,"e I .. 
I • C I 
• • C I I • C I 
I C 10 

• ':0 · .... · ... · . . I • :0 

• I .. I I 
I I 

• I I '''' 
I '" I 1:0 · ... I I • 
I I J'I 
I I,., 
I I 
I I 
I I 
I I :-
I 1:0 
I 1:0 · .~ I I • 

I '" I ' 1 I I 
I I 
I I 
• Ie,"" 
• I':) .; I I=- .r. 
• • :0 
I ' • ~ 
I I~ • 
I '." I I ~ 
I I 
I I 

I '" I I .. 

I '" 
• • :0 I I • 
I I .. 

I '" I I 
I I 
I I 
I I .. 
I 1:0 

I '" · . :-I I • 
I I n 
• I_ 

• I I I 
I I · '''' • I ... 
• • :0 
• • :0 
• I • 
• 1:0 
• t-
• I I • 

• • I I .. 

• I ... 
• Ie · .... I I • 
I • J'I • • • • 
• I I I 
• C I.;:J I I :-· '''' .----.----.----.----+---.+----.---- ----.----.----.~ .. ... ... : ~ '" co .. ~ ... ~o 

" .. .. .. " ~ '" " .. = .. '" ... " = = c co 
:0 ... ~ c c ~ '" ~ ... " ... 
; .; ,; .; .; .; . . 

= = .. 
J'I '" or> ... ;!; '" ~ III '" ~ .., ... N N I j' • 

,-... 
0 
~ 
;::, E-< 
Z Z 
~ ~ 
E-< ::: 
Z ~ 
0 c:t:: 
U ;::, 
'-" en 
I 

-< 
~ . , ::: 

,-... 
,!.l • .,c 
'-" 
0 • N 

r--. 

~ 
c:t:: 
;::, 
~ 
~ 

>.L. 

..... 

..... 
I 
I, 

--j 

..... 

..... 
I 

..... 
I 
\ 

-, 
I 

-"\ 

I 

.-, 
I , 

-"I 

I 
I 

.-, , 
I 
J 



,.... 

~ 
o -c ..... 

CIJ-+-l 
~ttI 
:l r­
VI :l 
ttlE 
CIJ· .... 

::E:V'l 

o .. .. 
• - - - - • - - - - • - - - - • - - - - • - - - -. - - - - • -.- - - ••• - - - • - - - - • - __ - • o· 
• • <C' • • · c. :. 
, III( I'" · C. I c·. · C. I C I ~ 
I C 1·0 
Ie. Q · . ~ · . . · . .., • •• • • 
• I · . -· ... · . '" · ... o ... 
• • · ." • •• • • , I 
, I 
r I .. , , .. 
, I .. · . ~ , I • 
, I r. · .. .., , I , , , , 
, '''' I 1= 
, I .. · ... I I • , , .. 
I 1:<1\ , . 
, I 
, I 

• I .. 
I '" , , .. 
o ... , , . 
I • I~ , '.'\1 , , , , , , , , .. , , .. 
, '" • • c , , 
, '''' 
I I " , , 
I , , , , , .. , , .. , , ~ · ... I I _. 

f I'" , ,-, , , , , , , , .. , , .. 
, I .. 
• • CO I I .• , , " , ,-, , , , 
, I , , .. , , .. , , .. · ... , , . 
, , .ll 
I , , , , , , , , , , , 
I . _ I C -. ____ 0 ____ 0 ____ • ____ • ____ • ____ • ____ - -----.----~ ____ .CO 

<> 
-", 

'" 

o 
<> 
CO 
o 

o ... 
_CO 

" 

,....... 
U 
u.l 
til 
......... 
Q 

0' ~ 
'-' 

c 

" '" 

'0 -= .. 
'" 
" 

" .. 
c 
.. " . , 

.. -, 
. 

-CO CO .. .. 
-l: 

" 

,......" 

Q 
IJ,:I 
0 
:z: E-o ..... :z: 
E-o IJ,:I 
:z: :z 
0 IJ,:I 
U c:: 
'-J 0 

tI) 

;:; < 
IJ,:I 

'" ,......" :z '" ... U 
'-J cr' 
0 
N • 
['-. 

IJ,:I 
c:: 
0 
(..:J 
~ 
p::. 

183 



o ... ... • ____ • ____ • ____ • ____ • _________ • ____ • ____ • ____ • ____ .0 

, ' . , I 0 
I I ~ 
I I 
I I 
I I 
I I ... 
I I ~ 
I I ~ · ... I I • 
I ' ~ , ' . 
I I 

I ' I I 
I I ... 
I I '" I I .. · . '" I I • 

I '''' 
I ' • 
I I 
, I 
, I 
, I ... 
I I .. 
I I ... · . '" I ' • 
I ' ~ I I .. 
, I , ' , ' 
• I': 
I '''' 
I '''' · .... , I • 
I , ... 

I '''' 
I ' , I 

I ' 
I ' C 
I '''' , '" · ... 
I ' • I In 
, 'N 

I ' I I 
1 I 
I '''' I I .. 
I , .. · . ,. 
I ' • I ,,. 

I •. " , I 
I I 
I I , '" , ,,. 
I , .. · ... I I • 
I 1:I't 
I I-

I ' , I 

I ' , '" , , ... 
I '" · ... 
I ' • I I .. , ,-
I ' I I 
I I , ' ,. 
I '" I I .. 
• • C I I • 
I I .II 

I ' , ' I I 
, I 

, ' I Ie 
, Ie .----.----.----.----.----.---_.---- ----.----.----.~ . ... '" 

,. ... ... ... '" '" <:> '" ,.'" ... <:> .. <:> c:; '" '" .. <:> <:> ,. 
<:> <:> ,. .. ,. .. .. <:> .. .. '" .II ,. JI '" III co ~ '" :II <:> or> . ..; n: N . . . 
'" - , , -; , 

184 
,-.. 
~ 
<:t: 

<D 0:: 
'-' 

,-.. 
~ 
>J.l 
~ 
Z 
~ 

Eo-< 
Z 
0 
U 
'-' 

;:; ... ,-.. 
"" 'ij ... ... '-' 
~ 0 

N 

r--

>J.l 
0:: 
~ 
c.:l 
~ 

~-

Eo-< 
Z 
>J.l 
::E 
>J.l 
0:: 
~ 
U) 

<:t: 
>J.l -...:. 
CD 

• 

-I 
\ 

-, 

-, 
I 

-, 
I 
l 

..... 
I , 

...., 
I 
t 

---

..... 

..... 
f 

I 

..... 
I 
I 

..... 

..... 

..... 
! 



-

-
-C 

-CQJ 
QJ+.J 
~ttl 
:;:, r­
Ill:;:' 
ttlE 
QJ.,.... 

::E:V'l 

.. 
o .. .----.----.----.----.----.----+----+. __ • ____ • ____ .0 · C. , 

• , 
• • , 
• ! , , , , , , , , , · , , 
• , , 
• , , 
• · , , 
• , 
• , , , , · , , 
i • I 
I 
I 
I 
I · I 
I , 
I 
I , 
I 
I , · I , 
I 
I 

• I 
I , , · I • I • , 
I , , 
I · I • I 
I 
I 

• • I • · I 
I 
I , 
I , 
I 
I , 

C 
C 

c 
c 

c 
c 

• I 
C C. .. , 

C • 
C • 
C I 

c 

.----+----.----+----+----.----+----
c .. .. 0; .. .. .. .. 0 '" c 0 CO CO .. 
0 .. .. .. .:> .. 0 .:> 
CO 0 0 .. .. ... .. 
.: ;. ; . .: . ., ,., , 

,..... 
N 

u 
UJ 
t/} 

>< .......... 
< E-< 

>-t. 
'-' 

.. 
C 

C 
C 

C 
C 

:f--:----
0; .. .. . 
j' 

, .. ,. 
'''' , 
• • · '" · .. '0 ... , . 
• 1ft , . , 
• , 
• • , . 
• 0 ... , . , .. 
• • , , , ,. ... , .. · '" , . 
, II · . ., , , , 
, '" , .. · .. ... , . , .. , ... 
• • , 
, 0 

'0 .0 ... · . 
• .II 'N • , 
• '0 '0 · .. ... , · .. · " • , , , .. 
'0 · '" · .. , . 
,.II ,­, , , , .. , .. 
'0 .0 , . ... ,­• , , 
'0 '0 
• 0 ... , . 
,.II , , , , , 
'0 '0 • ____ .0 

CO .... 
c .. .. " CO .. 
'" 

,.; 
I I 

185 

,..... 
0 
UJ 
::J E-< 
Z Z 
~ UJ 
E-< ~ 
Z UJ 
0 ~ 
u ::J 
'-' t/} 

-< ... UJ ... ~ 
~ ,..... ... (]) >< ,. 

'-' ro 
0 
N • 
I'-

UJ 
~ 
::J 
e,:) 
~ 

>-t. 



... ... .. • ____ • ____ • ____ • ____ • ____ • ____ • ___ •• ____ • _____ • ___ .0 

• I C I ••• 

• I C 10 I ,e' .n , , c , 
I • C , 
I I C I 
I C I :» 
1 I" 
1 1 0 
• • 0 1 1 • 
1 1 ~ 
1 I. 
1 1 
1 1 

• 1 • • 0 110 · ... 
• .0 · . . 
• I" · ... • • 
1 • 1 1 
.10 · . '" 

• I" · ... · . · ~ · ~ 1 • • • • • · ! 
i 
• • • • • • · • • • • • • • • • · 

· • • 1 • • 1 • • • · • I 
I 
I 
I 
I 
I 
1 
I .. 
'" .. .. 
; 
• 

186 

'" CO '" '" '" .. '" CO 

'" .. .. CO .. .. .. .. 
.: .; .: .: 
'" 0 ., 

'" 

'" '" 0 

'" CO .. .. .. ... .. .. .. 
; 

~ .: 
• 

. 
:-

"' 
o .. .. · '" I • 

I'" 
I " I 
I 
I 
10 
I .. 

• 0 .0 
1 • 
10 

1 '" • I 
1 
10 
I .. 
10 ... 
I • 

• ro I-

• I 
I 
I .. ,0 ... 
.0 · . · .. .-• • • · ... '0 '0 .0 · . :'" 
I • • '0 ... ... _____________ .+0 

... .. 
co .. .. 
'" • 

... .. 
co .. 
co 
• • 

. .. .. .. .. 
:-· :> 
<: 
I 

,......,. 
0 
~ 
::::> 
Z 
H 
E-< 
Z 
0 
u 
'-' 

u ,.. ,......,. 
on 4-1 ... '-' ,. 

0 = N 

t--. 

~ p::: 
::::> 
to? 
H 
~ 

E-< 
Z 
~ 
::s 
~ 
p::: 
::::> 
(/) 

-< 
~ 
:z 

N 
C'd 

• 

l 
I 

...., 

-. 
I 
I 

...., 
I 
: 
I 

...., 
i 

-I 
! 
I 

i 
I 

...., 

l 
i 

...., 
I 



. . 1 

VTOTAL 
(FT/SEC) 

I-' 
00 
-...J 

. 1 

A - Measured 
B - Simulated 

3'.UO~0 .---------t---------t---------t---------t--------_t ___ ------t---------.---------.--_______ • _________ • 

3U.QUOO 

25.0000 • 

lu.unou • 

15.0000 • 

lo.oono • 

A 

5.UOOO • A 

A 

A 

A A" 
AAA " A A 

.. 
I 

• • • 

• 
• • " .. A I 

" . 
I 
I 

" '"~ 
A A AU"" " A" "A Y" 

A A" A " 
AAU A"" A " A 

A A A " A AAA 
I A~ AAA" A " " A 

u.o~ou ~ 
IA 

I A A 

-5.0000 • 

A 

-10.0000 • 

,t---------t------A--t---------t-AA------t--A---··--t.--------t---------.---------.--------_. 

" 
" 

A 

AA A 
A 

A 

A 

A A 

A A 

AA 

" 

-l~.OOOQ t---------t---------.---------.---------.---------.--_------t---------.---------.---------.---------. 
0.0000 5.0000 10.uOOU IS.UOOU lU.OOOO ~S.OOUO 30.DUOU J;.UbOO 4U.UOUU 45.000U 5U.0000 

TI"U5ICI 

FIGURE 7.2I(a).- SIMULATION OF INITIAL PARAMETER 
MODEL TO THE OPTIHAL COLLECTIVE 
STICK INPUT. COMPARED TO ACTUAL 
UII-III RESPONSE 

• VTOTAL MEASUREMENT 

) . 1 



"'0 
"'OQJ 
QJ.j.J 
S-1'Cl 
~ r­
cn~ 
I'Cl E 
QJ .... 

::E:cn 

188 

• o 
o • _________ • ______________ • ___ •• ____ • ____ • ____ • ____ +0· 

• C I I • I I C 10 
I tel .n 
1 1 1 
1 1 
I Ie' 
, C I ~ 
I C I 10 
I <C t I 0 
• c • .0-
I C I I • 
• c • , :n 1 c. 
lie 
lie 
lie 
lie 
lie 

! ! c C 
lie 

1 C 1 
1 C 
lie 

1 1 
1 1 
1 
1 

! 
1 
1 
1 
1 
1 
1 
1 
1 
1 · 1 
1 
1 
1 
1 
1 
1 
1 
1 · 1 
1 
1 
1 
1 
1 
1 
1 
1 · 1 
1 
1 
1 
1 
1 
1 
1 
1 · 1 
1 
1 
1 
1 
1 
1 
1 
1 

° 1 
1 
1 
1 
1 
1 
1 
1 
1 

° 1 
1 
1 
1 
1 
1 
1 
1 
1 

.. 
c -

c 

• .. 

C ... 

• 'c 
c 

... 

---

• 

• 
• .. ... ... 
~ 
c 

~ . • 
... 

o 
1 co 
10 · ,. 1 • 
I ... , . 
1 
1 , 
1 .. 
1 .. 
1 .. 
0" 1 • 
I.r> 
I." 
1 
1 , , .. 
1 .. 
I .. 
0" , . · .. '''' 1 
1 
1 

o .. 
co ... . 

1 Jl I." , 
1 
1 
1 .. '0 1<> 0" , . 
'''' 1 N 
1 
1 
1 
, 0 · .. 1 .. 
o '" , . 
'.r> ,­, , , 
1 .. 
1 .. 
'0 · .. , . 
1 .. 1 _ 

1 
1 
1 '0 '0 1 .. 
'0 
1 • 
I .... , 
1 
1 
1 , .. 
I .. , .. . ----.----.----.----.-- ____ • ___ ._. ___ +0 

0 0 '" .. .. .. .. .. ... " co co .. 0 " .. co .. .. .. ~ " ~ .. 
.;. .; .; . .... ~ .. ... ... N N 

.. 
" .. ... 
;. 

Co .. .. .. 
'" 

co .. 
co .. . 
.r> 
1 

.. .. 
co 
co 

i 

. .... .. 
'" .. 
Jl , 

,-.. 
0 
~ 
~ 
Z E-o 
H Z 
E-o ~ 
Z ::E: 
0 >J.l 
U ~ 
'-' ~ 

Cf} 
u < ... 
;n >J.l 
.... ,-.. ::;z 
.: ,.0 

'-' ...c 
r'""I 
N • 
~ 

~ 
~ 
~ 
~ 
H 
ii. 

l 
I 

"""" i 
I 

-, 
1 

. ) 

-
-I 

I 

-, 
! 
I 
) 

"""" ! 
I 

-I 

-I 

i 
I 

-, 
I 
! 

-. 
I , 

"""" I 
I 

1 

"""" I 



-

-

r-

"0 
"OQJ 
QJ~ 
~tt:I 
::;, r­
Ill::;' 
tt:lE 
QJ.,... 

:E:V') 

.. 
~ 
~ • ____ • ____ • ____ • ___ •• ____ • ____ + ____ • ____ + ____ • ____ .0 

, C I I • 
I C I ,0 ,e' l.n 
, C I • ,e' • ,e' I 
I C '" I • C 10 
I • C 10 · .. ~ I I I • 
• C I~ ,e' .-
I I I 
I I I 
I I I 
I • 10 

I '" 
I '" o 00 

• C I • I C 10 
I C I .. 

• c. 
• I • c. 
• • 0 , C 10 

I '''' o 0 .. 

• I • 
• • .n ,e, .., 
• • I I 

• I 
I '" I C I=' 

! c !: 
I • • 

I '''' I C I f"'I · .. ' 
I I 
I I 
I 10 
I 10 ,e • .., 
o 0'" 
I I • 

I '''' I •• " 
I I 
I I 
I I 

I '" 
I '" I I CO 
o 0 .. 
I I 0 

I '" I IN 
I • 
I I 
I I 
I 10 
I I CO 
I I .. 
o 0 .. 
I I • 

• I 'n I I-
I I 
I I 
I I 
I Co' ~ , • 10 
, C I .0 
• c • .0 
• C I • • Ie. ~ , C • I_ 
I I I 
I I I 
I I 

I '" I •• 0 

! ! c ! ; 
• tel I 'C I.t'l 
I C I 
I I 
I I 
I I 
I 10 
I Ie 
, C 10 .-- __ • _________ • ____ • ____ +_c _______ - ___ + ____ • ____ +Q .. .. · 

.. 
C 
N 

.. 
co .. C 

C ., .. . 
.. .. 
'" .. 

0-

C 
C . .. 

,...... 
U 
P-l 
CJ) 

...... 
0 

~ 
'-' 

o .. 
'" .. o .. 

C .. . 
I 

C 
C 

'" .. . 
I I' 

. 
0" .. 
'" .. 

E-< 
Z ,...... ~ 

~ ::E 
~ ~ 
;:::::l p:: 

U Z ~ 
'" H CJ) 

'" E-< < '" ~ Z ~ 
0 -... """ U 
'-' 0" 

• 
,...... 
U 
'-' 
,..-j 

N 

r--

189 



"c 
"cQ) 
Q)+J 
S-ttl 
;:, r-­
III;:' 
ttlE 
Q) ..... 

:::E:U") 

190 

.. .. .. • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ • ____ .0 

.J. Ie' • 
I I C I" 
• I C I til I , C , , ,e' 
I C I 
I I ~ 

I '" 
I '" · ... I I • 

I '''' I ,'-
I I 
I I 
I I 
I I .. 

I '" I I .. · ... I I • 
I I .. 
I ,'-
I I 
I I 
I I 
I I .. 
I I .. 

I '" · ... I I • 
I I It 
I 1:-2 
I I 
I I 
I I 
I I ~ 

I '" 
I '" · . ~ I I • 

I '" liM 
I I 
I I 
I I 

I '" 
I '" 
I '" · ... I I • 
I I It 
I IN 
I I 
I I 
I I 

I '" 
I '" 
I '" · . '" I I • 

I '" , 1:'\1 
I I 
I I 
I I 

I '" 
I '" 
I '" · ... I I • 
I 1'(1 
I I_ 
I I 
I I 
I I 
I I ~ 

I '" 
I '" · ... I I • 

I '" I I-
I I 
I I 
I I 

I '" I I .. 
I I .. · ... : : ~ 
I I 
I I 
I I 
I I 

I '" 
I '" I .. t ~ • ____ + ____ • ____ • ____ •• __ .+ ____ • ________ • ____ • ____ .0 

'" " .. c .. .. .. .. .. co .. .. .. c .. .. .. .. .. .. .. G .. 
'" .. r .. '" " '" .. ./I .. :!! ... .., 

'" ~ .. " .. . . . .. . 
I' I' I 

..... , 
r-- I 
~ J 
~ 
;:::l 
Z E-< ..... 
H Z j E-< ~ 
Z :z l 
0 ~ 
U c::: 
'-' ;:::l ..... 

U) I < 
u ~ ... r-- :E 
oJ> '"(j ... 
% '-' CD ..., 

r-l ! N 0 
I 

l'--

~ ..... 
c::: ! 
;:::l 
t:..:) 
H 
~ ..... 

! 
J 

..... 
I 
I 

..... 
! , 
I 

..., 
1 , 
I 

..... 
! 
I 

l 
I 

..... 
I 

..... 
I 



AX 

(FT/SECZ) 

...... 
c.o 
...... 

'1 . 1 ~-~~ 1 '1 i . 1 

A - Measured 
B - Simulated 

. 1 

1.~OUO .--~------.---------.---------.---------.---------.---------+---------.---------.---------t----.----t 

1.0000 • 

• ROOD • 

A A 

.60(10 • 
A 

A 
.4000 

AI. A AI. 
A' 

A 
.zuoo • A A A 

-.UOOU 

-.20(10 • 

-.4000 • 

-.flOOO 

A 

A 

A 
A A A 

A A 

A 

A • A A 

• 
I 
I 
I 

AI 

--. 

A 

-. it 0 0 (t • - -----.--. - --------. --- - -----. ---------. ---------. -----..... - to---------. ---------. ---------. ---------. 
0.0000 ~.OOOO 10.0000 15.0000 ZO.DOOO Z~.OOOO 31.00UU l~.UOOO· 40.0600 45.000U 50.00'0 

FIGURE 

T1MEISECI • 

7.21(e).- (CONTINUED) 

• a 
x 

MEASUREMENT 

1 



___ J 

~ 
1.0 
N 

AZ 
(FT/SEC 2) 

_--1 ~ ___ J __ J 

A - Measured 
B - Simulated 

3U.0000 .---------t---------t---------t---------t---------t--_.-----t--------.• --------.•. _____ . __ • ____ . ____ • 

Z!>.OCOO 

Zo.OOOO • 

1!>.0000 • 

10.0000 

5.0000 

0.0000 

-10.0000 • 

-15.0000 • 

A" 
A 

A AA " 
A d 

A 

A 

-2U.OubO t _________ t _________ • _________ • _________ •• ________ • ___ .-----.---------.---------.---------.-------••• 

0.0000 5.0000 10.0000 lS.00UO 20.0000 ~!>.ooou 30.00uO 3~.0000 •••• o~o .~.eDOu So.ouoo 

___ J ____ J ___ 1 

FIGURE 7.21(f).- (CONCLUDED) 
• a z ~fF:\SUREMENT 

___ 1 ___ J ---~ __ J ____ J ___ J ___ J • _ J 



I-' 
!.O 
VI 

I 

Table 7.20 

Parameter Estimates and Standard Deviations for UH-lll 

• Case 1 

INITIAL FINAL PARAMETER STANDARD 
PARAMETER ESTIMATE ESTIMATE DEVIATION 

Xu' l/sec -0.0227 -0.0264 0000024 

Zu, l/sec 0.0013 -000255 0.00128 

Mu' l/ft-sec 0.0037 0.0025 0.00002 
Xw, l/sec 0.0587 0.0429 0.00070 

Zw, l/sec -0.7542 . -0.4258 0.00312 
Mw, l/ft-sec -000032 -000093 0.00005 
Mq , l/sec -0.5305 -0.7509 0.00775 

XOLONG' ft/sec
2
-in 0.8620 0.5947 0.0115 

ZOLONG' ft/sec
2
-in 2.4600 2.1250 0.0602 

MOLONG' 1/sec
2
-in -0.1800 -0.1709 0.0011 

XOCOLL' ft/sec 2-in 0.7115 0.2051 0.0094 

ZOCOLL' ft/sec 2-in -9.8180 -2.9867 0.0573 

MOCOLL' 1/sec 2-in 0.0064 -0.0332 0.0010 
-- ---------- ---------- --------

I 

F-RATIO 
: 

12296.49 
394.00 

11664090 
3757.95 

18572.47 
31510.22 
9396.00 

2677.86 
1246.41 

25094.51 

472.72 
I 2717.62 

1096.91 
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Table 7.21 

Parameter Estimates and Standard Deviations for UH-1H 

• Case 2 

INITIAL FINAL PARAMETER STANDARD 
PARAMETER ESTIMATE ESTIMATE DEVIATION 

Xu, l/sec -0.0227 -0.0328 0.00063 
Zu, l/sec 0.0013 -0.0221 0.00478 
r~u' l/ft-sec 0.0037 0.0040 0.00007 
Xw' l/sec 0.0587 0.0257 0.00201 
Zw, l/sec -0.7542 -0.5268 0.00601 
Mw, l/ft-sec -0.0032 -0.0075 0.00008 
Mq, l/sec -0.5305 -0.5170 0.01405 

XOLONG' ft/sec 2-in 0.8620 0.4725 0.01556 

ZOLONG' ft/sec 2-in 2.4600 2.7983 0.09074 

MOLONG' 1/sec 2-in -0.1800 -0.1103 0.00151 

XOCOLL' ft/sec 2-in 0.7115 0.2907 0.01036 

ZOCOLL' ft/sec 2-in -9.8180 -5.1817 0.07954 

MOCOLL' 1/sec
2
-in 0.0064 -0.0583 0.00130 
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TABLE 7.22.- PA~IETER ESTIMATES AND STANDARD DEVIATIONS FOR UH-IH 

• Case 3 

INITIAL FINAL STANDARD PARAMETER PARAMETER F-RATIO 
ESTIMATES ESTIMATES DEVIATION 

Xu' l/sec -0.0227 -0.0271 0.00026 11092.39 

Zu' l/sec 0.0013 -0.0226 0.00144 244.79 

Mu' l/ft-sec 0.0037 0.0027 0.00003 9694.58 

Xw' l/sec 0.0587 0.0391 0.00075 2701.15 

Zw' l/sec -0.7542 -0.4573 0.00337 18361.13 

Mw' l/ft-sec -0.0032 -0.0095 0.00006 28760.19 
Mq, l/sec -0.5305 -0.7017 0.00697 10141. 01 

XoLONG' ft/sec 2-in 0.8620 0.5871 0.01119 2754.05 

ZoLONG' ft/sec 2-in 2.4600 1.9616 0.06012 1064.63 

MoLONG' 1/sec2-in -0.1800 -0.1685 0.00106 25282.50 

XoCOLL' ft/sec 2-in 0.715 0.1691 0.01151 215.80 

ZoCOLL' ft/sec 2-in -9.8180 -3.9439 0.08663 2072.84 

MoCOLL' 1/sec2-in 0.0064 -0.0535 0.00163 1072.94 
~ - ------ --- --- ~--
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TABLE 7.23.- UH-IH FLIGHT IDENTIFIED PARAMETERS - COMPARISON OF THE THREE CASES 

• 60 Knots 
• 2 Maneuver Runs 

INITIAL CASE 1 CASE 2 CASE 3 
PARAMETER FINAL PARAMETER FINAL PARAMETER FINAL PARAMETER 
ESTU1ATES ESTIMATES ESTIMATES ESTIMATES 

Xu' l/sec -0.0227 -0.0264 -0.0328 -0.0271 

Zu' l/sec 0.0013 -0.0255 -0.0221 -0.0226 
Mu' l/ft-sec 0.0037 0.0025 0.0040 0.0027 

I 

Xw' l/sec 0.0587 0.0429 0.0257 0.0391 
I 

Zw' l/sec -0.7542 -0.4258 -0.5268 -0.4573 
Mw' l/ft-sec -0.0032 -0.0093 -0.0075 -0.0095 
Mq , l/sec -0.5305 -0.7509 -0.5170 -0.7017 

XoLONG' ft/sec 2-in 0.8620 0.5947 0.4725 0.5871 

ZoLONG' ft/sec 2-in 2.4600 2.1250 2.7983 1. 9616 

MoLONG' 1/sec2-in -0.1800 -0.1709 -0.1103 -0.1685 

XoCOLL' ft/sec 2-in 0.7115 0.2051 0.2907 0.1691 

ZoCOLL' ft/sec 2 -in -9.8180 -2.9867 -5.1817 -3.9439 

MoCOLL' 1/sec2-in 0.0064 -0.0332 -0.0583 -0.0535 
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CHAPTER VIII 

CONCLUSIONS 

An integrated methodology for rotorcraft system identifi­
cation has been described. This methodology consists of three 
distinct data processing steps and a technique for designing 
inputs to improve the identifiability of the data. These 
elements are as follows: 

(1) A Kalman Filter/Smoother Algorithm which 
estimates states and sensor errors from 
error-corrupteq data. GUst time histories 
and statistics may also be estimated. 

(2) A Model Structure Es-timation Algorithm for 
isolating a model which adequately explains 
the data. 

(3) A Maximum Likelihood Algorithm for estimating 
the parameters and estimates for the variance 
of these estimates. 

(4) An Input Design Algorithm, based on a maximum 
likelihood approach, which provides inputs 
to improve the accuracy of parameter estimates. 

A discussion of each step is presented, with examples to 
both flight and simulated data cases. 

Simulated data examples indicate that the software is 
valid for the idealized errors of such synthetic tests. 
Such simulation data processing provides intuitive insight 
into the manner in which various errors affect the identifi­
cation performance. One unexpected benefit of applying the 
algorithms presented as part of the methodology is that 
simulation bugs were rapidly found and, in some cases, 
corrected. 

The following principal conclusions are made from the 
experience gained on the flight data processing. 

(1) Any set of flight data poses unique problems 
for estimation of the data errors, model 
structure estimation, and parameter identifi­
cation. Maximum flexibility on the part of 
software is needed to quantify the numerous 
possibilities of errors. 

(2) Rotorcraft can pose a particularly severe 
instrumentation problem. For the data 
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provided to us for this effort, no rotorcraft, 
as expected, had a complete set of perfect 
sensors. Sensors were either completely 
absent, failed, or badly degraded on the 
data. This stresses the importance of the 
state estimation aspect of the methodology, 
which can be used to reconstruct very poor 
data channels. 

(3) Use of a sequential processing scheme provides 
valuable engineering judgement to be applied 
at key points in the processing. The three 
basic software algorithms can be used to 
actually check and double-check some estimates 
of each other. For example, sensor bias can 
be estimated by all the algorithms independently. 
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APPENDIX A 
MAXIMUM LIKELIHOOD WITH NO PROCESS OR MEASUREMENT NOISE 

The maximum likelihood method can be simplified when 
either process noise or measurement noise are absent. 

No process noise.- If the process noise is zero and 
initial states are known perfectly, i.e., wet) and P(O) are 
zero, the covariance of the error in the predicted state is 
also zero. It is clear that Kalman gains are zero. The 
innovations are the output error, i.e., 

v ( i ) = y ( i ) - h (x (t . ) ,u (t . ), 8 , t . ) 
. 1 1 1 

(1) 

and the innovation covariance is 

B(i) = R (2) 

the log-likelihood functionis, 

Log (2(8Iz)) = 1 N T 1 
E v (i) R- veil + log IRI 

2 i=l 
(3 ) 

which on optimizing for unknown parameters in R gives 

A 

R = 
1 N T 

E veil v (i) 
N i=l 

(4) 

The equality in (4) holds only for those elements of R which 
are not known a priori. For instance, even if R is known to 
be diagonal, the right hand side matrix will not be diagonal, 
in general; but, the off-diagonal terms should be ignored 

A 

before they are equated to R. Using (4) in (3) 

Log (2(8Iz)) = 1 N TAl 
E v (i) R- v(i)l~ constant 

2 i=l 
(5) 

The optimizing function is the same as that for the output 
error method except that the measurement noise covariance 
matrix is determined using (4) and is used as the weighting 
matrix in the criterion function. In the output error method, 
the measurement noise is assumed known and the weighting 
function is arbitrary. 
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The first and second derivatives of the log-likelihood 
function with respect to unknown parameters are 

a:. log (,P(Slz)) 
N 

vT (i) 
A_I av (i) = l: R 

as· J i=l J 
(6) 

a 2 log (,P(slz)) ~ 1 avT(i) A_I av (i) = R as. aSk i=l aek as. 
J J 

+ v T (i) R- I a
2
v(i) 

f as. aSk 
J 

(7) 

The terms in the second derivative are approximated as 

~ j av T (i) it-I av (i) l 
i=l 1 aSk aS j ~ 

(8) 

No measurement noise.- If all states are measured with 
no noise, the covariance of the error in state estimates is 
zero at the beginning of any time update, 

P(i-Ili-l) = 0 

and x(i-Ili-l) = x(i-l) 

It is easy to show in this case that for fast sampling the 
log-likelihood'function is quadratic in the difference be-

(9) 

tween measured values of x and f(x,u,S,t). The method re­
duces to the equation error method, the weight W being chosen 
as 

1 W = 
T 

jT (x _ f(x,u,e,t)) (x _ f(X,U,e,t))T dt (10) 

o 

Thus, the maximum likelihood method and equation-error 
methods are equivalent except for the technique for choosing 
the weighting matrix. 
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APPENDIX B 

This Appendix gives a brief description of Walsh functions and 
a short summary of their properties. The Walsh functions q,o(t), 

q,l(t),q, ... q,n(t) are a set of square waves which are orthonormal. 
Each Walsh function can be decomposed into more elementary square 
waves, or Rademacher functions. 

Rademacher functions rk(t), are a set of square waves of 
(l-k) unit height with periods equal to 1,1/2,1/4, ... , 2. In other 

words, the number of cycles of the squre waves of rkCt) is 
k-1 2. A few Rademacher functions are shown in Fig. B.1. The Walsh 

functions are defined in terms of rkCt) as follows: 

where 

q,oCt) = roCt) 

q,1 Ct) = r 1 Ct) 

<Pi Ct ) 

i k = [log 2 ] + I. 

[.] means taking the integral part 

the binary number expression of i. 
shown in Fig. B.Z. 

"." and bk,bk _l , ... , bl is 
Typical Walsh functions are 

Next, we consider some of the properties of the Walsh func­
tions. 

Integration of Walsh Functions.- Integrals of Walsh functions 
may be approximated by sums of Walsh functions. It is shown in 
Reference [4] that for the first four functions 

t 
I I £ cpCT)dT = 

1 a cp(t) 2 -4 -8 

1 a a 1 
4 -8 

1 a a a 8 
1 = P4x4 cp(t) 245 a 8 a a 



Higher dimension P matrices may be obtained straightforwardly. 

Evaluation of ~i(t)~(t).- If two Walsh functions are multi­
plied together the produce is a Walsh function obtained by the mod 
2 addition of the binary representation of the original functions. 
Therefore, ~i(t)~(t) may be written in terms of Walsh functions. 
It is easy to show that 

<po(t)~(t) = 1 

o 
o 
o 

~l(t)~(t) 0 
1 

o 
o 

<P z (t) (t) = 0 

o 
1 

o 

o 
1 

o 
o 

1 

o 
o 
o 

o 
o 
o 
1 

o 
o 
1 

o 

o 
o 
1 

o 

o 
o 
o 
1 

1 

o 
o 
o 

o 
1 

o 
o 

o 
o 
o 
1 

o 
o 
1 

o 

o 
1 

o 
o 

1 

o 
o 
o 

~ (t) 

~(t) 

~ (t) 

~(t) 

Delay Matrix.- A delayed <P(t) may also be written in terms 
of the Walsh functions. It is easy to verify that for first four 
Walsh functions 

1 1 (t ---) = 4" 3 -1 -1 -1 4 
~ (t) 

1 1 1 -3 

1 1 -3 1 

-1 3 -1 -1 = D4x4~(t) 
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It is clear that n2 will produce two units of delay, e. g. , 

1 n2~(t) 1 8 -8 0 0 ~ (t) ~(t-2) = = 16 
8 -8 0 0 

0 0 8 -8 

0 0 8 -8 
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APPENDIX C 

In this appendix we derive expressions for the information 
matrix and the quadratic constraint when the state and outputs are 
assumed to be multistep. Walsh functions are used in this deriva­
tion. Details of the properties of the Walsh functions are cov­
ered in References [56], [57], and [58]. The important properties 
for the purpose of the present application are summarized in 
Appendix To simplify the various derivations it is assumed 

that s=2n, where n is an integer. Let ~i' i=O,l, ... ,s-l be 

the ith Walsh function in the dyadic order and let the input be 
assumed to be 

u(t) = H <p (t) (1) 

<P(t) is a vector of Walsh functions from 0 to s-l. Also~ let 

X (t) = W <p (t) (2) 

Since x(O)=O, 

'" x (t) 
t 

= W fa <P(T) dT = W P <P (t) (3) 

where P is an sxs matrix described in Appendix A. Next, we 
approximate time varying matrices A, B, and C by Walsh series 

-A(t) = 

-B(t) = 

5-1 
E A(i) ~i (t) 

i=O 

5-1 
E B(i) ~i(t) 

i=O 

Using this approximation, Equation (6) becomes 

s-l s-l 

(4) 

W<P(t) = i~O A(l)~i(t) WP<P(t) + i:O B(i)~i(t) H<P(t) (5) 

where U(i) is an 5XS matrix such that (see Appendix A) 

~i(t)<P(t) = U(i)<P(t) 
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Matrix H can be rearranged into a vector as before and the matrix 
W may be rearranged into another n(m+l)s vector w by substi­
tuting its first column into the first n(m+l) element of w, the 
second column into the next n(m+l) elements and so on. Then 
Equation (5) becomes 

where 

therefore 

{ I 
5-1 J s-l 

B(i}@UT (i) h i:O A(i) ®(PU(i)) T w = r 
i=O 

BllA BIZA BlnA 

A®B = BZlA BZZA BZnA 

BnlA BnZA B A nn 

w = I -l:~~ ACi) ® (PU(i))T}-1 :~~ B(i) ®UT(i) h 

!::. L h 

Similarly, Equation (6.18) may be written as 

dZ 
a6k = 

= 

5-1 
r Tk(i) ~i(t) W~(t) 

i=O 

s-l 
r Tk(i) WP U(i)~(t) 

i=O 

A typical element of the information matrix is 

(6) 

(7) 

(8) 

(9) 

s -1 I I Mk~ = ~ Tr TkT(i) R- 1 T~(j) WP U(j) UT(i) pTWT (10) 
i,j=l 

Since w is a linear function of h, Mk~ may be written as 
T 

Mk~ = h V(k,~) h (11) 
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An explicit expression for V(k,~) may be obtained by the reader. 
The quadratic constraint may also be written in terms of the vector 
h. 

+ UT(t)U(t)ldt 

= Tr'~ ~~~ T~(i)Q TO(j) WPU(j) UT(i) pTWT t I,J=l 

+ HTH I = h T Q"h (12 ) 

We note that in both cases (see 6.2.2) similar kinds of relation­
ships are obtained for the information matrix and the state and 
input quadratic constraint. 
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