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SUMMARY

This final report describes the physical models em-
ployed in the NASCAP (NASA Charging Analyzer Program) code,
and presents several test cases. A NASCAP User's Manual is
available under separate cover.

NASCAP dynamically simulates the charging of an object
made of conducting segments which may be entirely or partially
covered with thin dielectric films. The object may be subject
to either ground test (electron gun) or space (magnetospheric)
user-specified environments. The simulation alternately
treats (1) the tendency of materials to accumulate and emit
charge when subject to plasma environment, and (2) the
consequent response of the charged particle environment to
an object's electrostatic field.

NASCAP is applicable when the Debye length in the
plasma environment is long compared with body dimensions.
Then particle trajectories are determined primarily by the
charge on the satellite and only trajectories which begin or
end on the object need be considered. For those cases in
which photosheath effects are important, a first order ex-
plicit sheath calculation is provided.

NASCAP contains an object definition language which
facilitates construction by the user of complex objects built
of the basic cube, wedge, and tetrahedron elements, and
allows specification of surface materials. The object
definition output provides the information required by the
conjugate gradient potential solver and by the various
charging and emission routines.

Parameterized formulations of the emission properties
of materials subject to bombardment by electrons, protons,
and sunlight are presented. Values of the parameters are



suggested for clean aluminum, A1203, clean magnesium, MgoO,
Sioz, kapton, and teflon. A discussion of conductivity in
thin dielectrics subject to radiation and high fields is
given, together with a sample calculation.

Results of test cases run with the NASCAP code are
presented. The test cases include bare aluminum and
dielectric~coated plates under test tank conditions, alumi-
num and dielectric~-coated spheres under space conditions,
and the SSPM (aluminum plate with four material samples)
under both ground test and space conditions.



1. JINTRODUCTION

This final report describes the work performed during
the past year at Systems, Science and Software under Contract
NAS3-20119 to study the electrostatic charging in materials.
The end result of our study is a computer code, NASCAP (NASA
Charging Analyzer Program) which can simulate three dimen-
sionally the dynamical charging of complex objects in either
laboratory or space environments. This report describes
the physical models employed in the code and presents the
results of the first NASCAP calculations. A NASCAP User's
Manual, which fully describes the operational details of the

code, is available under separate cover.

NASCAP is able to predict how an object made of conduct-
ing sections which may be entirely or partially covered with
thin dielectric films responds to a specified charged-particle
environment. The environments of interest are those found in
the earth's maghetosphere and in a ground-based test chamber
designed to simulate spacecraft charging effects. NASCAP's
approach is to divide the spacecraft charging problem into two
sections: (1) the tendency of materials to accumulate and
emit charge when subject to plasma environment, and (2) the

consequent response of the charged particle environment to
an object's electrostatic field. NASCAP treats both these

sections in sufficient detail to simulate the charging of a
complex satellite.

The objective of the materials study portion of our
program has not been to break new ground in understanding
fundamental material properties, but to review the existing
literature and determine which processes are the most impor-
tant ones to consider for the charging analyzer program.

Much study has gone into the selection of which material pro-
cesses are important so that the accuracy of any calculation
would not be impaired due to the neglect of a dominant



mechanism. This study has also exposed voids in literature,
where important relevant properties have not been adequately
measured, and where there are no good theoretical values for
necessary material parameters. In spite of such voids, we
believe that the material properties are sufficient for NASCAP
to be a useful dynamical charging model.

The response of the charged particle environment to an
object's electrostatic field requires the calculation of
the electric potentials on and near complex objects, and the
determination of how those potentials influence charged
particle trajectories. The electrostatic potential about the
satellite or in the test tank is calculated by NASCAP using a
finite element formulation of Poisson's equation. Under
magnetospheric conditions, the Debye length AD = (k'I'/41me2)1/2
is typically hundreds of meters, so that space charge can be
ignored, except for a positively charged satellite which may
develop a photoelectron sheath. The computational space
consists of an arbitrarily large number of nested cubic

4 linear equa-

meshes. The resulting set of several times 10
tions is solved using the Conjugate Gradient technique. The
satellite or test object is defined within the innermost mesh
and may have surfaces normal to any of the twenty-six cubic
symmetry directions. It consists of one or more conductors
which may be covered with thin dielectric layers. The con-
ductors may be floating, held at fixed potentials, or biased

relative to one another.

The net charge accumulation by each surface cell of the
satellite is calculated in the presence of the electrostatic
and magnetostatic fields about the satellite and specified
environmental characteristics. In the ground test case, the
incident flux is provided by a monoenergetic electron gqun of
specified beam profile. In the space case, the incident flux
of electrons and ions at surfaces is determined using the
reverse trajectory sampling method. The ambient plasma may

4



be isotropic and Maxwellian or may be represented by any of
several sets of data from ATS-5 prepared by MAYA Development
Corporation for S3. Alternatively, a spherical probe approxi-
mation may be used. Optionally, a first-order photo-sheath
calculation may be performed, but typically, because magneto-
spheric Debye lengths are large compared with spacecraft
dimensions, space charge is neglected.

Section 2 of this report describes the potential and
flux models used in NASCAP. The material property descrip-
tions are discussed in Section 3 and Appendix E, while test
case results are described in Section 4. Appendix A contains
a descriptiun of the ambient space environment. An experimental
plan for NASCAP verification is contained in Appendix B. Ap-
pendices C and D contain details of the finite element poten-
tial solver. Finally, a paper describing the c¢harging of a
materially complex spacecraft using NASCAP comprises Appendix
F. This paper was presented at the IEEE conference on SPACE/
RADIATION Physics held July 14-17, 1977, in Williamsburg,
Virginia.



2. NASCAP PLASMA MODEL

2.1 INTRODUCTION TO NASCAP

Because it is bombarded by ions and electrons, a satel-
lite will accumulate, emit and redistribute charge, as well as
undergo material degradation. In addition, the flux of par-
ticles to the satellite will be substantially influenced by
the satellite's own electromagnetic field. To describe this
process, we have developed a three-dimensional dynamical com-
puter code, NASA Charging Analyzer Program. This computer
code, NASCAP, simulates the charging of geometrically, materi-
ally, and electrically complex objects in both ground test and

magnetospheric environments. A block diagram of the code is
shown in Figure 2.1. In this section, we discuss the physical

models currently in the NASCAP code. More details of the
NASCAP model can be found in Reference 1.

A summary of typical length and time scales involved
is given in Table 2.1. A quick calculation shows that a one
meter satellite subject to the full incident current of
10—5 amperes/m2 will charge at '\ulO6 volts/sec. If we suppose
the satellite sufficiently near steady state that the net
charging current is at least two orders of magnitude below
the incident current and that ten volts per timestep will give
sufficient accuracy, then the timestep for our computation will
be m10‘3 seconds. During the differential charging process, a
satellite is even closer to steady state. In such circumstances,
NASCAP has been shown able to take timesteps of 100 seconds or
longer.

A timestep of one millisecond or longer is long compared
with any time characterizing the plasma, which can therefore be
treated by the time-independent Vlasov equation. This allows
us to calculate the flux to the satellite by the reverse tra-
jectory technique described below. The electrostatic potential

6
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Table 2.1. Orders of Magnitude Characterizing Satellite

Charging in the Magnetosphere

Object dimensions (L)

Transit times:
Light

Hot electrons

Hot ions
Plasma frequency (wp)
Collision frequencies
Incident current

Debye length

Larmor radius

Hot electrons
Hot ions

Time for

Circuit element breakdown (arcing)
Charging of bare conductor

Differential charging of thin
dielectric overlayer

Charge redistribution in a

dielectric

Change in environmental conditions

Material degradation

1-10 meters

-8

10 seconds

-7

10 seconds

10-5 seconds

5 6 s |

10°-10° sec

<<y
P

10-5 amperes/m2

102-103 meters

104 meters
106 meters

-8

10 seconds

10”3 seconds

100-103 seconds

2 seconds

~ 10
100-108 seconds

> 107 seconds



is governed by Poisson's equation. Since the timestep is long
compared with charge redistribution times associated with
metallic conduction, conducting portions of the satellite

may be treated as equipotentials. Differential charging,
however, is governed by the large capacitances and low conducti-
vities of dielectric films, so that a timescale of ].0"3 - 10"'3
seconds is suitable for its study.

While an entire satellite has a dimension of meters,
adequate representation of its geometrical and compositional
complexity requires a spatial resolution of 10 cm or better.
Even this coarse resolution requires ’blO4 mesh points in the
immediate neighborhood of the satellite alone. NASCAP there-
fore uses a finite elément, nested-mesh technique in order
to achieve an accurate potential near the satellite while
covering a substantial region of space with appropriately
reduced resolution. NASCAP generates automatically a series
of grids within grids as shown in Figure 2.2. All of the
object is constrained to be within the innermost grid.

Objects are constructed from the four basic building
blocks shown in Figure 2.3. These can be assembled in almost
arbitrary fashion to generate the variety of objects in

Figure 2.4. By adding these octagons, wedges, cubes, etc.
together, one can construct an object as complicated as the

primitive representation of ATS-6 shown in Figure 2.5. Some
limitations of the present object definition routines are
apparent in this figure. First, no object can be treated as a
thin sheet. As a result, the solar panels, for example, are
modeled to be a full cell in thickness. Secondly, booms must
also be a cell in width.

The surface of the object may be coveréd with a thin
layer of dielectric material, or may be exposed metal. The
code automatically handles the electrical coupling between
dielectric surfaces and underlying conductors. An example of

9
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Figure 2.3.

Four shapes of volume cells to be considered by
NASCAP code: (a) empty cube; (b) wedge-shaped
cell with 110 surface; (c) tetrahedron with 111
surface; (d) truncated cube with 111 surface.

1l
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Figure 2.4.

12

% _

Six objects constructed by the NASCAP code. The top

figure is drawn without hidden line elimination, and

the lower is a full shadowing treatment showing indi-
vidual surface cells.
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the variety of material surfaces possible is shown in Figure
2.6,

NASCAP is applicable when the Debye length in the plasma
environment, AD' is long compared to body dimensions. In these
circumstances, particle trajectories and the associated charg-
ing currents are determined primarily by the charge on the
satellite and are nearly independent of the distribution of
space charge around the satellite. 1In the absence of space
charge effects, only those particle trajectories which begin
or end on the object relate to spacecraft charging. Moreover,
invariance under time reversal and the conservation of phase
space volume along particle trajectories greatly simplifies the
determination of the current of particles intercepted at object

surfaces. Finally, when iject dimensions, L, are small com-
pared to }‘D' asymptotic potentials of the form Q/r, where Q

is the object charge, are attained at distances r < AD; conse-
quently, the computational mesh required for numerical solu-
tions is established by object dimensions rather than the much
larger Debye length.

From the computational point of view, the long Debye
length approximation reduces both storage requirements and
the expense of the iterative process that would be required in
the self-consistent determination of the potential and space
charge distributions. Thus, there is a substantial economic
incentive for NASCAP's utilizing the long Debye length ap-
proximation where the physical circumstances justify it.

The neglect of the effect of space charge on the poten-
tial distribution is valid in those circumstances in which the
satellite is differentially charged to large negative potentials
in the range of a few hundred to a feﬁ ten thousands of volts,
such as can develop during magnetic substorms. However, secon-
dary or photoelectrons can form sheaths with dimensions in the
range from several centimeters to a few meters near surfaces.

14
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When the surface is at a large negative potential, the emit-
ted electrons will be swept away; for positively charged
surfaces, or for negative potentials in the range of a few
volts or tens of volts, however, the space charge in such
sheaths will strongly influence potential fields around the
object.

The charges in the space surrounding a body consist
not only of ambient particles, but also of charged particles
emitted from surfaces as the result of impact of electrons,
photons and positive ions, and in some cases, of electrons
emitted prior to and during the process of dielectric break-
down. Emission processes and the trajectories of emitted
particles play.a prominent role in establishing the levels
of charge and potential on both dielectric and conducting
surfaces. Particie emission is taken into account by a

first-order explicit sheath routine.

The equations that describe the plasma in the
neighborhood of the satellite are the equilibrium Poisson-
Vlasov equations:

V2¢ = -eff d $/e° (2.1)
= df = a—f— *. - 9— [ a—f— ‘
0=5F=35+7 VE = Vo . | (2.2)

NASCAP uses an implicit equilibrium finite difference
analogue to these equations:

724t = -efft a3 /e, (2.3)
t+1

vevettl L e gt £ o o (2.4)
m v
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The time dependence occurs in the boundary condition. 1In
particular, the potential (Egquation (2.3)) reflects charge
buildup on the satellite in response to currents from the
external plasma.

In the following sections of this chapter are pre-~
sented the techniques used in NASCAP to solve the potential
Equation (2.3) and the Vlasov Equation (2.4). In the final
section, we briefly outline the time sequence of the code.
Further details of the code can be found in the NASCAP User's

Manual.[l]

2.2 POTENTIAL CALCULATION

In calculating the potential in three dimensions around
an arbitrary object, a gridded method must be employed since
the specification of the surface is far too general for ana-
lytical or multipole technigques. Since satellites are the
order of meters in length, we need at least 10 cm resolution
as an upper bound in the vicinity of the spacecraft. However,
for determining particle orbits, the fields hundreds of meters
away must also be known. In order to keep storage down to a
reasonable level, some type of variable gridding must be em-

ployed. This precludes the use of any straightforward Fourier
transform technique. One technique for achieving high reso-

lution in the region around the object and still being able to
handle vast quantities of space is through local mesh refine-
ment. Finite difference approaches, however, have difficulty
in mesh transition regions, especially when grid lines are
terminated and generally lose an order of accuracy in such
regions.

As a result of this, NASCAP employs a finite element
approach using right parallelepiped elements and blended
linear univariate edge interpolates. This permits the same
degree of accuracy over the entire mesh, even though the mesh

17



elements differ in size. It results in the standard trilinear
interpolation scheme for each element.

The fundamental approach is to solve Poisson's equa-

tion
eV2¢ = -p/eo (2.5)

by solving the associated variational principle

fdv'[g vor2 + %3]} +f{¢ v6-35 + L as{. (2.6)

(¢]

s

0= 3¢

The first term in the integrand corresponds to the Laplacian
operator. The second term is the volume spacecharge contribu-

tion. The remaining terms are surface contributions, refer-
ring to the surface charge and electric field, respectively

(see Appendix C).

In the variational calculation, we use locally defined
basis sets, that is, trilinear interpolants within each cube-
like element. Finite mesh volumes.are given the correct vari-
ational weight, ensuring the maintenance of accuracy through
mesh transition regions. The problem of local mesh refine-
ment is approached by having grids within grids, that is, a
chinese doll~like hierarchy of grids shown schematically in
Figure 2.2. The theory of this technique is discussed in
References 2 and 3. 1In order to have high computational
speed, the linear equations resulting from the variational
principle [Equation (2.6)] in the interface region were
coded up explicitly in a series of thirteen subroutines.
These same routines are used for interfacing any pair of the
meshes.

The NASCAP code does not require that objects be com-
posed solely of rectangular parallelepipeds; it allows surfaces

18



normal to any cubic symmetry direction, i.e., 110 and 111 as
well as 100. This requires the treatment of surface elements
shaped as right isosceles triangles, equilateral triangles,
and ¥2 x 1 rectangles, as well as squares, and three new
shapes of volume elements in addition to the cube (0<x<1,
0<y<l, 0<z<l) (see Figures 2.3-2.4).

(1) l<x+y<2, 0<z<l .
(2) l<x+y+2<3
(3) 2<x+y+z<3 .

. To meet the requirement that the potential be continuous,
we have adopted the convention that the potential be bilinear
on a square surface element, and linear on a triangular surface
element or face. This results in a proliferation of "special
cells" which have one or more square faces divided into two
right triangles by the presence of surfaces in neighboring
cells. Nonetheless, for any cell, we can write

|V¢|2 dv = z:wi. 0 94 (2.7)
il 3
cell

where i and 3j index the vertices of the cell. The coef-
ficients wij are derived by "linear blending” techniques

(see Appendix D). Thus, any "special cell” can be fit into
the finite element scheme. NASCAP provides for a sufficient
number of "special cells" to give the user reasonable flexibil-
ity in objeet specification.

A general derivation of the linear equations resulting
from application of the finite element formalism to a system
of charged conductors is given in Appendix C. In this sec-
tion, we specialize this method to a cubic mesh with plane
surfaces composed of thin dielectric layers.
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NASCAP requires an object constructed so that mesh
points lie on its dielectric surface. For each surface ele-
ment, define nodes on the conductor immediately below each
surface node. Taking the potential within the dielectric
element to be a linear interpolant of the potentials of its
eight (for a rectangular element, six for a triangle) vertices,
(C.25) becomes:

Ak Sk
WPCOND (I,n_) = €5 = -Zk: A a + 0y (2.8)

where I 1is a surface point, the sum runs over those surface
elements overlaying conductor n, of which I 1is a vertex,
and Ak' € v dk and n, are, respectively, the area, dielec-
tric constant, thickness,and number of surface points associ-
ated with the kth surface element. Terms proportional to the
dielectric thickness are ignored. Equations (C.22a) can now
be written

[- ;WPCOND (J,nc)] ¢n

+ WPCOND (J, J
. ; (,n_) 4 (3)

= p(nc) + Q(nc) (2.9)

where Q(nc) is the charge on conductor n, and

X,
p(nc) = zk: Ak Oy a—:-:- (2.10)

where the sum runs over surface elements associated with nc,
and Ok and Ei are the surface charge density and mean depo-

sition depth. (Similarly, the charge associated with a surface
point J is

g, 4, -x.
p(J) = ZA"n kX k) (2.11)
X M K
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Equations (C.22b) are written in the form
27

WPCOND (I,n_) ¢_ + El W(,I) 65 = p(I) (2.12)
o] J=

where the index J runs over I and the 26 points surrounding
I in the 100, 110 and 111 symmetry directions. The coeffici-
ents W are given by

W(J,I) =Z ekf VNI . VNJ (2.13)
k cell k

where k runs over all volume cells common to points I and J.
The coefficients and interpolation functions associated with
cell types implemented and the linear blending techniques
used to obtain the weights and interpolation functions are
described in Appendix D.

The resultant system of linear equations is solved
using a conjugate gradient technique. This technique is a
very efficient method for solving large systems of linear
equations. It is necessary to use an iterative technique
because of the large number (tens of thousands) of unknown
potentials. The implementation of the conjugate gradient
method in NASCAP is discussed in detail in the NASCAP User's
Manual.

2.3 FLUX CALCULATIONS

The solution of the Vlasov equation is approached using
the fact that phase space density is constant along a particle
orbit. The numerical method used for this purpose is the time-
symmetric, reversed trajectory method which enables us to bring
the information in the velocity space from the undisturbed
outer boundary to the spacecraft surface. Since ¢(n)' the
value of the potential distribution ¢ at the nth stage of the
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computational process is known, particle trajectories at the
nth stage can be computed. The incident flux on any given
surface element is determined by tracking time reversed orbits
starting from an object surface element and invoking the
principle of phase space volume invariance along particle tra-
jectories in a collisionless plasma. If a particle starting
at ;0,30 on an object surface reaches ;,;, then

+> > -+ >
f(ro,vo) = £f(r,v) (2.14)

where f is the phase space density. Thus, if T = ;(;o,go,t)
is.a point remote from the object, the orbit is one which a
particle incident from remote distances can follow to the
object; therefore, the flux of plasma particles incident on

the surface can be determined from
- - ->
= f(V 2.15
f(ro,VO) (V) ( )

where f(§) is the distribution function of particles in the
undisturbed plasma.

The procedure followed in connecting the spectrum of
particles in a given element at ;o to the unperturbed plasma
spectrum is ’

1. Track particles with specified velocities ;o
from their point of origin ;o along time reversed
trajectories until they reach the outer boundary
at ;p of the computational mesh, or until it is
clear that the particles will never reach the
outer boundary. Here, the outer boundary is
chosen so that the plasma beyond it is not sig-
nificantly perturbed by the presence of the

satellite.
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2. Identify the incident particle spectrum at ;o as

£(Z,,V,) = £(0) (2.17)

where V is the velocity with which particles on
their time reversed trajectories reach the outer
- boundary at rp.

This process is illustrated in Figure 2.7. 1If Gt is the
terminal velocity at the outer boundary due to the backward
trajectory tracing of a particle emitting with an initial

velocity ;i at the surface, then

£(r v;) = £(¥,) (2.17)
is the distribution function value at the point ;i' By scan-
ning these sampling points throughout the velocity space and

completing their backward trajectory calculations, we can con-
struct the whole distribution function f(fo,so).

£ (r ,vo) : f(@)

- e e wm o -
R P —
LI R R S —"

= > g
i Yo Ve v
v Figure 2.7. To construct the distribution function f(ro,vo) at

a spacecraft surface.
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In the general situation, we have to integrate the dis-
tribution function to obtain the charging current density for
each species, that is

21 1 ©
Ec = Hf f evgfo (Vo) dv_ndude (2.18)
o (o] Vm(UI¢)

where u = cosé, vm(u,¢) is the minimum escape speed of an
electron emitted from the surface element with an angle (6,¢)
with respect to H, and where fo(vo,u,¢) includes anisotropy
due to the magnetic field.

2.4 DYNAMICAL MODEL

The dynamical model then consists of three parts:

1. The calculation of surface charging currents
given potential distributions.

2. The calculation of dielectric, surface and
space charge distributions given potentials
and charging currents.

3. The calculation of potentials given charge
distributions and boundary conditions.

In the typical one- or two-dimensional equilibrium code, the
steps are iterated until a self-consistent solution is reached.
However, the additional complexities introduced by the three-
dimensional nature of the problem and the sophistication of
the material properties treatment make iteration for each
timestep prohibitive. Therefore, the solution sequence is a
timestepping procedure from one quasi-static state to another.
Initially, all potentials and charge distributions are speci-
fied. The dynamical parts of the problem are driven by charge
accumulation on the body from external sources (ambient, plasma,
electron gun, etc.), charge depletion (surface emission, etc.)
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and conduction in dielectrics. Each timestep includes, in an
explicit fashion, a fully three-dimensional electrostatic
potential calculation time-staggered with a procedure in which
incident charged particle fluxes, leakage currents, emission
currents and emission current induced space charge effects are
found according to the derived quasi-static equations.
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3. MATERIAL PROPERTIES

3.1 GENERAL CONSIDERATIONS

The interaction of charged particles at the surface of
a geosynchronous satellite and the redistribution of charges
in surface layers of the body are determinants of the electric
stresses in satellite materials. The most important pro-
cesses for satellite charging are charged particle deposition,
photoelectron emission, secondary electron production by
electron impact, electron backscattering and electron pro-
duction by proton impact. The last process is generally of
less importance than the others; in eclipse, however, where
at electrical equilibrium electron and -proton currents are
nearly in balance, protonic and electronic emission processes
are of comparable importance. NASCAP includes formulations
for all of these processes. Other processes, such as electron
emission by the impact of naturally occurring He and O ions,
are not considered by NASCAP, but could readily be included
if later judged to be important.

It is difficult to determine the particle emission
properties of a given material accurately by laboratory ex-
periments on well-characterized surfaces. For this applica-
tion, the situation is still worse, since the surface proper-
ties of satellite materials are not carefully controlled;
moreover, surface properties can be changed substantially by
exposure to the magnetospheric environment. These factors
should be viewed at this time as constituting a fundamental
limitation on the quantitative accuracy with which electric
potentials can be predicted.

Charged particles impacting a ‘surface not only cause
emission of other charged particles but also deposit charge
beneath the surface. While charged particle deposition is
not an important consideration for conducting materials, the
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depth of deposition and the processes affecting it can have
a profound effect on the strength and distribution of field
within dielectric materials. Among the parameters affecting
the internal electric fields are the intrinsic and field-
and radiation-enhanced conductivities of the materials.
Conductivity enhancement may occur by electron irradiation
in a layer of thickness of the order of the electron range,
by solar illumination to a depth depending on the optical
absorption characteristics of the material, and by the pro-
duction of charge carriers in strong electric fields

(210% volts/cm). Accurate determinations of the internal
fields are rendered difficult not only because of the limited
amount and quality of relevant data, but also because a com-
plete and unambiguous theoretical description based upon the
underlying physical processes is lacking for the materials
of interest. Even if such a description were available, its
incorporation into a three-dimensional computational scheme
could seriously limit the efficiency of that scheme.

Based on the uncertainties inherent in material
properties, as well as the high premium associated with the
efficient operation of a three-dimensional code, a pheno-
menological approach to the charged particle transport within
and emission from satellite materials is fully justified.
Section 3.3 describes NASCAP's approach for the determination
of electron emission resulting from electron, proton and
photon bombardment. The approach described is comparable
to state~-of-the-art methods for estimating emission cur-
rents, and in addition it extends those methods to permit
emission estimates over extended regimes of energy and angle
of incidence. The parameters required to estimate emission
currents from clean aluminum, A1203, clean magnesium, MgoO,
Sioz, kapton and teflon are presented.
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We show in the following sections that secondary emis-
sion due to electron bombardment and electronic charge depo-
sition are closely related to the range of the incident electron.
A substantial simplification in the description of deposition
profiles results if the energy and angle dependence of the
incident electrons can be described a priori; such a simpli-
fication permits useful estimates of upper bounds on the
electric field in the dielectric at its vacuum interface. One
possibly useful description of the deposition is described in
Section 3.2. The general validity.of such simplified treat-
ments of charged particle deposition as we consider here can
best be established by calculations of incident particle spectra
under a variety of charging conditions.

For conductors covered by a thin dielectric film, the
region in which we seek soclutions of Poisson's equation in-
cludes the dielectric. Boundary conditions are applied on
conducting surfaces, but the charge on the conductor is deter-
mined not only by plasma currents, but also by leakage currents
through the dielectric films. Except for extremely thin
dielectric layers (0.1 mil), the charge density and potential
distributions within a dielectric into which charge is injected
at one surface vary strongly as a function of position. More-
over, the injected charge is redistributed by charge transport
processes which are not well understood, and in any case, are

difficult to quantify.

We anticipate that in many practically occurring cir-
cumstances, the potential in the vacuum region depends only
weakly on the charge distribution within the dielectric layer.
In Section 3.6, we express the coupling between a conducting
surface and vacuum through a dielectric film by means of an
effective boundary condition at the dielectric surface. The
basic approximation that leads to a computationally simple
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boundary condition is that the thickness of the layer contain-
ing the injected charge is small relative to the film thick-
ness. This approximation leads not only to a simple boundary
condition, but also to the result that the electric field and
leakage currents are independent of position throughout most
of the depth within the dielectric. Under these circumstances,
it is unnecessary to "zone" the dielectric. Therefore this
simplified treatment is used by NASCAP.

While seeking to simplify the treatment of dielectric
films, it is recognized that there are reasons for knowing
the potential distribution in the dielectric and for under-
standing the processes which affect it. First, one should
understand the limitations on our treatment of dielectrics in
terms of an effective boundary condition. Second, knowledge
of the electric field and charge density structure within the
dielectric is likely to be of importance in the determination
of conditions marking the onset of breakdown through the film.

Section 3.7 describes a simple field-dependent bulk
conduction model for the transport of charge in a dielectric.
There it is argued that the potential drop across a thin sec-
tion of dielectric is insensitive to the detailed processes
which govern charge migration and carrier production within

the dielectric. This argument is considered in Section 3.8,

the subject of which is a detailed one-dimensional treatment

of charge migration that takes into account the production,
mobility and trapping of a single species of charged carrier.
Should the conclusion regarding the insensitivity of the
potential drop have validity beyond the examples that demon-
strate it, then separation of the calculation of surface potentials
from the detailed calculation of field distributions within di-
electric films would be valid. One can then invoke the surface
potentials calculated in three-dimensions as boundary conditions
for one-dimensional calculations of internal field distributions
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that incorporate physically reasonable descriptions of the
kinetics and transport of charged species.

3.2 CHARGE DEPOSITION

A good insulator will, with exposure to the space en-
vironment, develop a charge density profile similar to that
shown in Figure 3.1. Within a few tens of angstroms from the
surface a positively charged depletion layer forms due pri-
marily to emission of secondary electrons Qnd photoelectrons.
Superimposed on this is a distribution of negative charge due
to the stopped incident electrons. As indicated in Appen-
dix F.2, this distribution can adequately be represented by
a simple exponential, at least for the case of an isotropic,
Maxwellian plasma:

N(x) = (1-A°)/§‘ exp (-x/X) (3.1)

where A  is the net albedo (see Section 3.4 below), X the
mean deposition depth, and the energy dependence is based on

(4]

Feldman's range formula. For keV plasma temperatures, X
is a few hundred angstroms (see Table 3.l1l). The derivation
of Equation (3.1) can be easily generalized to a non-

Maxwellian, non-isotropic plasma.

Neglecting charge migration due to conduction pro-
cesses (see section on dielectric properties), and treating
the depletion layer as a surface charge, we have (q =
electronic charge)

t
p(x,t) = p(x,0) +/ dt';S(t')G(x)IQI
o

l-Ao

x(t')

exp (~x/X(t')) + g—t—. p; (")

- nlqlfe (")

(3.2)
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Table 3.1. Albedo and Range For Electrons in Materials

Material Ao n T 0 (a-kev T
Kapton 0.187 1.505 560
Teflon 0.235 1.63 400
SiO2 0.262 1.69 316
A1203 0.262 - 1.69 219
MgO 0.262 1.69 233
Al 0.299 1.77 313
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for the charge density in the dielectric, where S is total
secondary yield (due to electron and ion impact and photo-
emission), fe is the electron flux at the surface, and pi
is the charge density due to ion deposition. The NASCAP
potential solver is in principle capable of handling the 0th

moment, o, and the first moment, 6, of this distribution:

t
g(t) = o(o)-+qu{ dt'IS(t')-w(l-Ao)fe(t')+w(1-A°i)fi(t')]
(o]
t
o(t)s(t) = o(o)é(o)-lqhi/‘ dt'[(l—AO)E(t')fe(t')
()
- (l-Aoi))—:'i(t')fi(t')] . (3.3)

where we introduce f£,, A_;, and §£ for the flux, albedo and

mean deposition depth ofoions. Because the ionic flux is
small, an accurate representation of the ionic charge
deposition profile is not essential. Furthermore, we anti-
cipate that in most, and perhaps all interesting circum-
stances, the first moment § will have only a negligible ef-
fect on the external potential. The present version of
NASCAP ignores the first moment, §.

3.3 SECONDARY EMISSION

3.3.1 Electron Impact

The emission of low-energy electrons upon electron im-
pact is one of the most important factors determining the sign
of a spacecraft's charge. Unfortunately, the pool of experi-
mental data characterizing this phenomenon is far from ade-

[5-8]

quate. It is therefore necessary to calculate secondary
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emission using formulae which relate it to better character-
ized material parameters and which are general enough to
accept future modification. Furthermore, the formulae must
be applicable to non-normal incidence, for which the amount
of available data is miniscule.

NASCAP uses a formulation based on the range and
energy loss rate of the incident particles. Nearly all of
the'energy lost by an incident electron goes into electronic
excitations, and we assume the probability of an electronic
excitation resulting in an escaped secondary varies exponen-
tially with depth. We then have

R dE -c2xc056 ' ‘
5 = cl f la}—c'e dx (3-4)
[}

where ¢ is the number of emitted secondaries per primary
incident at angle 6, and the range and energy loss rate are
related by

-1

If the range function is known, the above expression can, in
principle, be evaluated with the constants Sy and cy deter-
mined from the energy of maximum yield, €’ and the corre-
sponding yield Gm.

For a general range expression, Equation (3.4) can be
evaluated by assuming a constant dE/dx. This is reasonable
since most of the secondary electrons originate in a thin
surface layer. The upper limit of Equation (3.4) must be
set to give the correct total energy loss (setvc1 = 1 and

c2 = 0), We then have
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EdR/d4E

§(5,8) = , g%) 1 czxcosedx
o
cl[l-exp(—czcoseEdR/dE)]
= c,Cos8AR/dE (3.6)

The angle averaged yield then becomes

T(E) = 2cE(Q-1+exp(~Q))/Q° (3.7)
where

Q= czEdR/dE . (3.8)

NASCAP, in fact, evaluates (3.4) by assuming dE/dx
is linear in x:

-1 2 -3
dE dr d“R [/ dR
—— = Pluaieh ity + i X . (3.9)
dx <;Eo> dEz <§Eo>

The range is represented by the sum of two exponentials:

n n
1 2
R = rlE + rZE . (3.10)

For such data as is available this gives a good representation
of the range for 100 eV < € < 100 keV. (See Figure 3.2.)

The upper limit, Ru' on the integral Equation (3.4) is taken
as the lesser of the solutions of

%EIR = 0 ' (3.11a)

u
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Range (angstroma)
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u
f 19E| ax = E . (3.11b)

Then, letting Q = ¢ Ru cos 6, we have

_ dR l-exp(-Q)
§(E,9) =cy [Ru<dE> 3

2 -3
R /dR 1-(Q+1)exp(-Q)
> < > X 5 ] (3.12)
(o]

-1
S (E) = 2cl [Ru (é—g‘—) (Q-l + exp(-Q))/02

o
2 -3
+ zaf; (d_!;_ /%> (3.13a)
dEe \ o
o
where, in (3.13) Q is evaluated for normal incidence and
1
z =f uqu 2z{Qutd) exp (-Qu) (3.13b)
Q" u

(@)

which may be expanded for large and small values of Q.

NASCAP uses this formulation of secondary emission to
evaluate the constants ¢ and ¢, from user input parameters

dm' Eg-

Figures 3.3 through 3.7 show illustrative curves '
generated by the electron-secondary subroutines. These curves
are based on the parameters given in Table 3.2.
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3.3.2 Proton Impact

Secondary emission due to proton impact!}2-17]

treated by NASCAP in similar fashion to the electron case.
A difference is that the energy loss is well represented by

dE;, _ 1/2
lgx] = cE™ “/(1+E/E_ , (3.14)

ax)
where Emax ~ 50 keV. Proton secondary emission can be large

in the 10-100 keV energy range. K Below 1 keV, the "potential
emission" process comes into play. However, the potential
emission coefficient is seldom as large as 0.1 and can probably
be ignored. Because ene:getiq protons travel long distances

in straight lines, and because emission by ions is generally
less important, Equation (3.5) is used in the formulation,

and the angular dependence is taken to be simply sec 6.
Secondary emission by aluminum on proton impact is indicated

in Figure 3.8.

3.3.3 Energy and Angle Distribution

The energy distribution of secondary electrons is
peaked at a few volts. Either a Maxwellian or a uniform
distribution provides an adequate representation for space-
craft charging purposes.

A small emitting surface emits secondary electrons
into a unit solid angle at 8 at a rate proportional to cos
8. This results in an isotropic flux of secondaries above
an extended emitting surface.

3.4 BACKSCATTERING AND REFLECTION

3.4.1 Albedo for Electrons

Backscattering of electrons is discussed in Appendix
F.1. We describe a large-angle scattering theory similar to

44



*p93edTput se sjutod Tejuswtxadxdy *(0T°€) uorenby sy saand
*9duapyouT Tewxou e Joedut uojoxd 1oy wnurumie Aq uorsstwe Lxepuodes °*g°g 9INHTJ

AW 01 AOK T APH T°0 A% 07 .- AY T

T _ ! T —1°
= °% e,
o °, 11
°
7
OO 7
| \\ i
7
// /
N /7
\ 7
\ id
o\ y:
L /nf \m\
-1y
~
{a3Y uy 3] -~
(0v/3+1) /, . T 96°T === dl
[eT)3%3%Y o
Tt O
:Zoﬁ_uasou e
l ! I

45



that of Everhart,[lal but generalizable to arbitrary angles of
incidence. (Large-angle-scattering approximations are known

to be superior to diffusion approximations for low z materials.)
For normal incidence, and assuming the Rutherford scattering
cross-section and the Thomson-Widdington slowing down law

dE/dx o E~T, this theory can be integrated to yield

5 a
n=1- (E) (3.15)

where a renormalized exponent a = 0.037Z gives backscattering
coefficients in good agreement with experiment. This result
is expected to be valid for 10 keV < E < 100 keV.

The large-angle scattering theory, together with Monte-
Carlo (ELTRAN) data and experiments by Dérlington and Cosslett,[lgl
indicate that the angular dependence of backscattering is well

described by
n(e)= n(0) exp[nl(l-cose)] (3.16)

where the value of Ny is, within the uncertainty in the data,
what would be obtained by assuming total backscattering at
glancing incidence, viz.nl = ~log Ng. The net albedo for an
isotropic flux is then

s

2[1 - no(l—log no)]/(log no)2 . (3.17)

As the energy is decreased below 10 keV the backscattering
increases. Data cited by Shimizulzo]
about 0.1, almost independent of 2. NASCAP approximates this

indicate an increase of
component of backscattering .by

Gno = 0.1 exp[-E/5 keV] . (3.18)
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At very low energies the backscéttering coefficient becomes
very small and, below 50 eV, backscattering and secondary
emission are indistinguishable. NASCAP takes account of this
by a factor of log (E/50 eV) O(E - 50 eV)/log (20). The
formula for energy-dependent backscattering, incorporating

these assumptions, is then

n, = {{10g(E/0.05)6 (E - 0.05)6(1.0-E)/10g(20)] + (E-1.0)}

x [0.1 exp(-E/5) + 1 - (2/e)°937% (3.19)

where energies are measured in keV. Resultant curves for the

net albedo are shown in Figure 3.9.

3.4.2 Energy and Angle Distribution of Backscattered Electrons

Monte-Carlo (e.g., ELTRAN) data as well as several
approximate theories indicate that the energy and angle distri-
butions of backscattered electrons are smooth and exhibit
surprisingly weak dependence on incident angle. The mean
energy of backscattered electrons in the 10 keV - 100 keV
range is about two-thirds the incident energy, while the
angular distribution is roughly cosfé for all but the most
glancing angles. Accordingly, the energy and angle distribution

of backscattered electrons may be approximated as

= 2
fB(E,G) = 2Aof dEif (Ei) (E/Ei)cose (3.20)
E

where f(Ei) is the angle-averaged incident flux at energy E,.

3.4.3 Reflection of Protons[12'21]

There is little data on reflection of prdtons from solids.
Indications are that the net reflection from low-z materials is
no more than 10 percent. However, many protons are reflected
as neutrals or negative ions, so that the charge reflection
coefficient is surely small. NASCAP neglects reflection of
protons. 47
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3.4.4 Sputtering
[12]

Kaminsky indicates that sputtering coefficients for
metals under proton bombardment seldom exceed 0.1 atoms/ion.
Furthermore, the charge distribution of sputtered particles is
unknown. In view of the low proton fluxes, sputtering should
be a negligible factor for spacecraft charging, except insofar
as it results in surface degradation. NASCAP does not treat

sputtering.

3.5 PHOTOEMISSION

In a sense, photoemission is a relatively simple process
to treat, since the spectrum of incident particles is unique
and fairly well characterized, viz. the solar spectrum.[22'23]
However, few measurements of photoelectric yield or optical
properties have been made in the vacuum ultraviolet. Further-

more, the photoyield is strongly dependent on surface condition.

NASCAP expects the user to enter a number (based, say,
on the work of Feuerbacher and Fitton[24]) for the photoyield
in amps/m2 under normally incident sunlight. The program will
then correct for angle by assuming a constant yield per incident

photon.

If more data were available, the yield could be calcu-
lated by:

Y (8) =ﬁs y(e)f(e)h(e,8)cos® (3.21)

where y(e) is the yield (el/photon for normally incident mono-
chromatic light at energy e€,f(e) is the solar flux (photons/cmz-
sec), and h(e,8) is the ratio of the monochromatic yield at
angle 6 to the normally incident yield. As discussed in
Appendix F.3, h(e,0) depends only on the optical properties of
the material, and is given by
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1E(8) | 2 . L+2000)L

(3.22)

h(e,8) = sect

where E(68) is the electric field just inside the solid calcu-
lated using the usual electromagnetic boundary conditions,

a(8) is the E-field attenuation coefficient normal to the
surface, and L is the escape depth for photoelectrons, which
may be taken as the inverse of the constant c, appearing in the
preceding discussion of secondary emission.

3.6 EFFECTIVE BOUNDARY CONDITIONS IN THIN DIELECTRIC MATERIALS

For conductors covered‘by a thin dielectric film, it is
convenient to express the potential drop across the film by
means of an effective boundary condition at the dielectric
vacuum interface. The desired relation between the potential,
¢+ at the vacuum-dielectric interface (x = 0) and the potential,
$or
definition

at the dielectric-metal interface (x = d) follows from the

a
¢ ~ % fjr E_(x)dx (3.23)
[o]

and the boundary condition
oS
k(0)E (0} = E_(o) = E; (3.24)
by integrating Poisson's equation

d

= 0 '
a;'(KE) = £ (3.25)

o

through the dielectric material. Here,

7 farad/meter , (3.26)

. 1 -
Eo = 53; x 10
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E,(0) and E_(o) are the electric fields at x = 0 and x = 07,
respectively, k(x) is the relative static dielectric constant
at the position x, p is the charge density, and o is the
density of surface charge. For a single dielectric layer, the
effective boundary condition takes the form

(¢ =9 .) -
AeVe -k =2 ¢ .1 s _X
n*v¢ K 3 e {c +cv(l d)} (3.27)
where
d
ov=f p(x)dx , : (3.28)
°
d i
X = c;lf xp(x)dx , (3.29)
°

and n is the unit normal vector directed from the dielectric
into vacuum. It follows that if x << d, that is if the excess
charge injected into the dielectric remains near the vacuum-
dielectric interface, it is a good approximation to consider
the net injected charge as a surface charge,

ogff = o + o, .
This conclusion, however, applies only for the purpose of compu-
tation of potentials in the space outside the dielectric.
Clearly, the determination of the electric field within the
dielectric, particularly near the vacuum-dielectric boundary,
requires a knowledge of the charge distribution in the dielectric.
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3.7 SIMPLE MODEL FOR LEAKAGE CURRENTS AND FIELDS IN THIN
DIELECTRIC FILMS

The mathematical treatment of charge leakage through
an ohmic medium is extremely simple. Consider a beam of
electrons incident onto one face of a thin dielectric slab,
and denote by jb the current of beam electrons within the
medium. The charge deposition profile is given by q(ajb/ax),
where g is the electronic charge.. If p is the charge density,
E the electric field, o the constant conductivity of the
medium and £ the dielectric constant, the equations governing
the electrical behavior within the dielectric are

€ §§_= p . (3.30a)

[+ M

= m-agee-Ze-ag2 (3.30b)

with solution

Lt - 33, ~Z(t-t")
p(x,t) = p(x,0)e -f—a—f-e dat' . (3.31)
o

For a deposition profile of time invariant shape
Jp (Xet) = 3p (£) £ (x) (3.32)

the spatial dependence of the charge distribution of an ini-
tially uncharged dielectric is also time invariant. Moreover,
if the range of electrons in the dielectric medium is less
than its thickness, the electric field in the region beyond
the range of the incident electrons is independent of posi-~
tion. Typically, the thickness of the layer of dielectric
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adjacent to the "vacuum" is greater than 1 mil (2.5 x 10-3 cm)

whereas the range of 10 keV electrons in teflon is only about
10”4 cm, so that the electric field varies spatially only in
a small region near the surface at which electrons are inci-
dent. In such circumstances, one can suppose that the
deposited charge resides on the surface so that the electric
field is spatially uniform through the dielectric layer. The
approximation would be a good one for the calculation of the

electric fields everywhere except within the deposition zone.

As long as deposited electrons are treated as a sur-
face charge, the electric field is spatially uniform through
the dielectric even for a field dependent conductivity. If
the conduction current is jc = jc(E), then

ap . _ o = - %3¢ 3E = - B 93¢ (3.33)
It 9x SE  9x € 3 ° :

Thus if p vanishes initially it vanishes for all times and
dE/dx = 0. On the other hand, within the deposition zone
the form of the charge density profile would be modified by
the effects of conduction.

As long as we maintain the assumption that any excess
charge in the dielectric remains in a surface laver, the
problem of calculating dielectric leakage currents is mathe-
matically straightforward. It still remains, however, to
describe the manner of dependence of conduction currents on
electric field strength.

Many authors have advanced models for electrical con-
duction by dielectrics at high fields based on the classical
ideas of Schottky[zsl and E‘renkel.[261 These models have
been summarized by Adamec and Caiderwood.[27] The latter
authors have also proposed a model for polymeric insulating
materials which yields a relationship between conductivity
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and field strength in good agreement with experimental values
for a number of polymers (including polyimide at 250°C) over

a range of field strengths ranging from 104 to 106 volts/cm.
According to their model, the field dependence of conductivity
may be expressed as

c_(T)
¢ = ~2x— (2 + cosh(8; E/?/2 x1)) (3.34)

for fields less than about 108 volts/m. Here, in mks units,

1/2

(a2 e

BF s eox
is the Frenkel parameter, k the relative dielectric constant
at high frequency, k is Boltzmann's constant, T the absolute
temperature, €y = 1/36 x 10'9 farad/meter and % is the
intrinsic low field conductivity, which may depend on the
temperature.

The precise values of parameters to be used in Equation
(3.34) are not at all certain. Nominal values of resistivity
[28] teflon[29] [30]
presumably, the measured nominal values of resistivity are
determined from a resistance which is obtained by dividing
an applied voltage by the observed current through the sample.
The values of resiétivity so obtained depend, in general, on
the applied voltage, sample thickness and temperature, and
quite possibly the measurements also reflect electrode and

have been given for kapton, and fused silica;

space charge effects. There is also some uncertainty con-
cerning the behavior of the conductivity at high fields.
Equation (3.34) gives a high field conductivity which varies
as exp(BFEl/z/z kT). Models proposed by Johnscher[31] and by
Mead[32] give field conductivities varying as exp(BFEl/z/kT),
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that is, with the exponents having an argument twice as
large as that in Equation (3.34).

Let us consider the magnitude of field enhanced con-
ductivity. For a material with « = 3,5 at T = 300°K, the
quantity BF/ZkT has the numerical value

Bp 4

ﬁ=7'SXJ‘O

when fields are given in volts/meter, then

% % exp(7.8 x 10-4 El/z)

Q
u

8 volts/meter.

n

407 co for E = 10

Such enhancement of the conductivity in kapton by fields in

the megavolt/cm range are consistent with the measurements
of Hoffmaster and Sellen.[33],

of °o at T = 300°K is of the order of 10

For kapton, the nominal value
=15 _ 10716 mho/m.

At fields of order lO8 volts/meter, the dielectric is
able to support steady state currents in the range from a few
hundredths to a few tenths of nanoamps/cmz. It is also

interesting to observe that a dielectric relaxation time
defined by

is reduced from days to minutes in going from low fields to
fields of one megavolt/cm. In Section 3.8, we will include
field enhanced conductivity in the determination of the
field structure in the interior of a dielectric.
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3.8 KINETIC DESCRIPTION OF PROCESSES IN A DIELECTRIC

Numerous experiments over the years[34’35] have demon-
strated that polymers such as teflon conduct small, but sig-
nificant currents with applied fields of the order of 10° v/cm,
and are capable of storing charge for long periods of time
(days at low temperatures). Moreover, for high applied fields,

5 . . .
>10° v/cm, currents increase in a roughly linear manner on a

l/2) plot. These facts indicate the

Schottky (log I versus V
presence of a species of "free" carrier with some mobility,
U, the presence of deep traps, and probably the existence of
field assisted excitation of charge from trapped sites. Be-
low, we construct one simple model which incorporatés these
important features of insulating materials used in space
applications. For simplicity, we assume that electrons are

the only carriers of electricity.

Our purpose here is to examine properties that are
required to model the charge migration and field buildup in
a dielectric. Such a description will allow

l. A better understanding of the material para-
meters influencing charge transport.

2. A basis for assessing the approximations of
the simple phenomenological description of
leakage currents given in the preceding

section.

For the present, we consider bulk effects in the absence of
radiation-induced effects.

The temporal evolution of the charge and field distri-
bution in a dielectric is governed by Equation (3.30a) and

90 _ _ues
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where p is the charge density and j the current density. To
complete the description, we must relate the current density

j to p and E.

The particle current density jp (and electric current
density j) is the sum of the plasma electron current pene-
trating into the dielectric, jb’ and a drift current
Ic T -nCUE

Jo=qi, = aliy + 3 - (3.37)

p

Here n. is the density of free carriers and 1 their mobility.

In addition, the capture and release of charge from traps is

governed by[36]
anc
3T - P <gv> [Nt - nt] + vn, - V-jc (3.38)

where <ov> is the capture rate, v is the trap release fre-

quency, N_ is the trap density, and n_ is the density of

t t
occupied traps. For low fields, release from traps is
thermally activated and

_ Ae

8
ve VY e (3.39)

where Ae is the depth of the trap measured from the "conduc-
tion band" and 6 the temperature in energy units. For the
trap population, we have

on

t
3¢~ = N <ov> [Nt - nt] - vn_ . (3.40)
The charge density given by
p=alm, +n =n,, =0, (3.41)
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where Do and n ., are the thermal equilibrium values of free

and trapped carrier density, satisfies Equation (3.36).

Typically, n, in space insulating materials is sub-
stantially less than Nt' at least before the onset of di-
electric breakdown. The density of free carriers is small
compared with the trapped charge density, both in thermal
equilibrium and for a dielectric containing a space charge,
and the free time, T = [Nt<av>]-1, is short (510 sec) com-
pared with the time scale of macroscopic variation. Then it
is a good approximation to set anc/at = 0. If additionally,
V°jc is neglected, one obtains a component of current of the
form pueffE, but with a mobility Hoff # u. Although neglect-
ing V-jc in Equation (3.38) may not be.a valid approximation
for all conditions of interest, it is nonetheless useful to
examine its consequences.

We find
;S 2 vt = -:c—° <1 (3.42)
t to
p = q(nt - nté) (3.43)
j = aqj, = an uE = GnoHE + p(WVT)E
= O_E + pu_gE . (3.44)

Thus, transport of excess charge is proportional to the net
charge density, but with a trap modulated mobility

Hoge = (uvt) <<, (3.45)
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a quantity frequently appearing in the literature on charge
storage, and the object of many experimental observations.
Gross, et al.,[37] have used Equation (3.44) in the analysis
of experiments on the transport of charge injected into a
dielectric. 1In the context of modeling the electrical be-
havior of insulators in the space environment, it is
important that we understand the significance of the ex-
perimentally observed mobilities.

The preceding theory also permits treating field en-
hanced thermal activation of occupied traps. Assuming that

trapped sites are neutral when occupied and invoking a Poole-
[38]

E

Frenkel ionization mechanism, e required modification

consists in replacing Vo by voea where the coefficient
a is related to the dielectric constant and temperature of
the medium. Provided that space charge effects are not
pronounced, this leads to the frequently observed linear

relationship between 2&n(J) and El/2 at high fields.

The theory, as elaborated so far, does not admit the
effects of conductivity induced by electron or solar irradia-
tion. Typically, under constant irradiation with a dose rate
D, the material acquires a steady state conductivity follow-

ing Fowler's law[39]

g = k(ﬁ/f)o)A (3.46)

where 50 is a reference dose rate, usually taken as 1l rad/sec,
and A is a material parameter with values between 0.5 and 1
depending on the energy level distribution of traps in the
material. A simple model with a single trapping level is not
expected to be a good model for radiation-induced conductivity
(RIC). Nevertheless, RIC can be simulated by adding to Equa-
tion (3.38) and subtracting from Equation (3.40) a term Rnt,
where R determines the rate of trap ionization by the impressed
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radiation field. The effect of RIC on field structure within
the dielectric is determined in this manner in Section 3.10.

To place the foregoing considerations into the context
of the entire spacecraft charging model, it is important to
have some notion of the relative time scales involved in the
problem. The important characteristic times for the dielec-
tric are t and 1/v, as previously defined, the dielectric re-
laxation time

ty = § , (3.47)

where 0 is the conductivity, and the transit time ttr across
the thickness of dielectric. These times should be compared
with body charging time tc; for an initially uncharged boéy
of dimension R, the latter time scale is estimated by

amr?je_ = co (3.48)

where j is the one-sided plasma electron current density,

© is the plasma temperature in volts and C the capacitance
relative to the zero of potential. For R of order one meter,
(€ ~ 1070 farad), j ~ 107° amps/m?, o ~ 103 voits,

tc = 10"3 sec .
Dielectric relaxation times for good insulators are much
longer than this, even for levels of conductivity that may be
induced by the radiation levels at geosynchronous altitudes.
The trap residence time is highly variable, depending on
temperature and field strength, and can be larger or smaller
than t_. Transit times are very long, '

ter ¥ L/Mges E G
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for a thickness L ~ 10-2

-10
Hegs ™~ 10

cm, a trap modulated mobility
cmz/volt-sec and a field strength E ~ 105 v/cm,

3
ttr = 10° sec .
The carrier free time Te is much shorter than tc’ so that
the free carrier concentration relaxes instantaneously to a

quasi-steady value Bnc/at = 0.

The important consequence of the foregoing considera-
tions is that while the body charges to a quasi-equilibrium
characterized by a vanishing net current in the space around
the body, charges in the dielectric hardly move at all. Tbis
suggests that the problem of spacecraft charging separates

into two rather distinct parts; one being the overall charging

equilibrium, followed by redistribution of charges on the
body.

Before attempting numerical calculations based on the
carrier kinetics, it is worthwhile to relate the kinetic de-

scription to the simple model described in Section 3.7. First

we observe that at low fields and in the absence of buildup of

excess charge, n, and n, have their thermal equilibrium values
N, and Nior respectively, which are related by

nco<av> [Nt - nto] = vn,, .,

with a dark conduction current
jo = Dok QE .
Thus experimental knowledge of the dark conductivity

9% = Beoto®
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constrains the product n_ k" Field enhanced conductivity
is introduced by allowing the trap ionization rate coeffi-
cient v to depend on the electric field. The Adamec and
Caldwood model of Section 3.7 may be obtained by replacing
Vo in Equation (3.39) by

AV

2 [2 + cosh(8y Y22 xmy] .
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3.9 ONE-DIMENSIONAL MODEL FOR DIELECTRIC EFFECTS IN A
CHARGING ENVIRONMENT

Calculations have been performed on the charging of a
one-dimensional system consisting of a conductor coated with
a thin layer of dielectric. The problem geometry is schema-
tized in Figure 3.10. The conductor is assumed negligibly
thick.

dielectri

Figure 3.10

Here, jp is the undisturbed plasma current, part of which is
reflected if the surface potentials V or vt are negative;
in that case, the current incident on the dielectric surface
is

where ep is the temperature of the assumed Maxwellian plasma.
A similar result applies for the current incident on the con-
ductor. The photo-currents emitted by the dielectric and con-
ductor are denoted by j; and j:, respectively. Secondary
emission caused by impact of a single electron is represented
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by §*. Here no attempt is made to account for the energy
dependence of Gi, even though it would not be difficult to
do so.

The total particle currents incident on the slab are

= _ s eV Nz |- -, &V _V
57 = 35 (5) 7[5+ Caf(E)] (- ) w e

o]

+
.+ . \'/ + +
-j £ .+ +. \'4 \'A
Jp = 7p (ep) + [;v + 6 pr(é;)] f(- -é;) » x> L (3.49)

where Ge is the "temperature" of the emitted electrons, and

£ly) =1, y2>220

exp(y), y < 0.

In addition to the kinetic equations describing charge trans-
port in the dielectric, we have (by differentiating Equation
(3.30a) with respect to t and integrating with respect to x)

€ -g% (x,£) + qj(x,t) = J(£) (3.50)

with

19

g=-1.6 x 10 ~° coulomb

j(xlt)-j x <0

-3 x> (3.51)

T + T}

= jd(x't) = jb(x't) + jc(x't) 0 ‘<_ X i L

where jb is the current of plasma electrons penetrating into
the dielectric, jc is the dielectric particle current, and
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J(t) is an integration constant. 1In the plasma, we neglect
space charge so that if the plasma "ground planes" are at

X = -D and x = D + £, then the space fields are independent
of position:

E(x,t)=E-=-g— X <0

E(x,t) = ET = x> 2.

C1<

Integrating Equation (3.50) over space from x = =D to
X =D + 2, using the boundary condition V = 0 on the plasma
ground planes, gives

2

-1
J = q(ZD + é) [D.(j; + j;) + % f jd(x,t)de (3.53)
(o)

where k = t-:/eo is the relative dielectric constant of the
‘material.

The body charging time tc discussed earlier is in
general very short in relation to the time scale for develop-
ment of potential differences across the thickness of di-

electric. In the present circumstances tc is determined by
the capacitance per unit area of the dielectric metal slab

relative to the plasma and is proportional to 1/D. If the
time t elapsed after commencement of charging is much greater
than tos then we expect that the plasma electric field will
vary slowly, so that it is a good approximation to neglect
the vacuum displacement currents € dE/3t in Equation (3.50),
and obtain from Equations (3.49) - (3.50) algebraic relations
between the surface voltages Vi and the circuit current J.
Thus, for example, if vi o< o,
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V' =8 fn ——e— (3.54)

gz = —EB %{- (3.55)
J = g3,
and
v o 3J
= —— % - (3.56)
J + qj .
\Y
Now, integrating Equation (3.50) over the dielectric giﬁes
2
’?Ft v~ -vhH = % [Jz - f jd(x,t)dx] (3.57)
: (o]
or, using Equations (3.55) - (3.56),
— : = .+
%,_ L8 (7 = aqjq) [T + g3 l[3 = qj)] 3.58)
t B_ . - .
*“p a3y, + 33)
where
2
-1 f 3q (%, t)dx . (3.59)
(o]

Equation (3.57) shows that a steady state for the sys-

tem occurs when J/q = 3;. Equation (3.58) shows that, if
|J] << |qjt| ~ qj, this steady state is approached with a

time constant
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£, = i, (3.60)

This is the time constant associated with development of a
potential difference across a dielectric. With ¢ » 3 x l(f)-ll
farad/meter, ep ~ 104 volts, qjv v 10-5

L = 10-4 meters

amp/meterz, and

td <~ 300 sec.

v Such differential charging time scales enter together with
the time constants associated with the kinetics of the charge
carriers in the determination of the electric fields within
the dielectric medium.

A further useful relation is obtained by using the
field equations to eliminate j; and j; from Equation (3.53);

KE
J = = T 3t (V -V ) + qjd . (3.61)

The field in the dielectric then satisfies

3E _ . . €0 3 + _ -
S-a—E-—q(jd-jd) -TE‘(V V) IS (3.62)
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3.10 NUMERICAL METHODS FOR ONE-DIMENSIONAL DIELECTRIC
CALCULATIONS

3.10.1 Methods

The results of numerical calculations reported in this
section are obtained from difference approximations to equa-
tions developed in the preceding two sections. The difference
equations will not be displayed, but we will discuss briefly
means for efficiently obtaining solutions through several
minutes of charging time. The basic limitations on a prac-
tical numerical scheme are imposed by the large disparity
between the various time scales that occur in the defining
equations; the potentially most stringent limitation is
associated with the drift current in Equation (3.38). The
code used to perform these calculations has not been in-

corporated into NASCAP, but has been delivered separately to
NASA/LeRC.

Equations (3.36), (3.38) and (3.41) are taken as de-
fining equations in the dielectric. In Equation (3.38) how-
ever we neglect ajc/ax, which in the examples to be con-
sidered is small in comparison with the remaining terms on
the right hand side of the equation. One extremely useful
consequence of this approximation is that it permits a sub-
stantially larger time step in the numerical scheme than
would otherwise be possible.

The algorithm for the particle conduction current at

the grid point k(x = kAx) is
50 = £ uE(K) (ng (k+1) + n_ (k)
c 2 c c _
- 3 ulEM) | [n_(k+l) = n_(K)] . (3.63)
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If n, and E are staggered on a uniform spatial grid, this
algorithm is first order accurate in Ax; without the term
proportional to |E(k)| it would be second order accurate.
The latter term, together with a Courant restriction on the
time step, which is required for stability, assures that the
difference equations maintain the particle densities as
positive quantities. If the term ajc/ax were retained in
Equation (3.38), the condition

Ax

81 o
=

At < Atl =

would be sufficient for stability. Neglecting 3jc/ax, the
sufficiency condition is relaxed to

Ax
HeggE

1
pS =

10

Using y = 1073 cmz/volt sec, M e = 10710 en?/volt sec,
5

Ax = 2 x 1072 cm and E = 10° volts/cm, gives

-5

At, = 10 sec

1

At2 = 102 sec .

A time step limitation as small as Atl would be impractical
for calculations which extend over several minutes of

charging time.

Other time step limitations which could occur in an
explicit time-differencing scheme are for all practical pur-
poses removed with an implicit scheme. For example, the
time scale

tG = Nt<UV>
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does not limit the stability of the difference scheme when
the first term in the difference analogue of Equation (3.38)
is evaluated at the advanced time.

3.10.2 Results

Three sets of calculations were performed with the
following parameters

D= 10 cm

L = lo-z'cm

jP = 10710 amp/cmz.

j: = 0.75 x 10_10 amp/cm2
j; = 0.50 x 10-10 amp/cm2
§ = 0.1

st =0

Np = 1018 cp™3

ep = 104 volts

ee = 2 volts

K = 2

The dielectric was divided into 50 spatial zones, each
having Ax = 2 x 10-4 cm. The beam current profile within
the dielectric was assumed to be linear, dropping to zero

in a distance of 10™° cm.

The three cases considered were (1) a passive di-
electric, (2) a dielectric with natural and field enhanced
conductivity, and (3) a dielectric identical to that in
Case 2 but having in addition a radiation induced conducti-
vity in the deposition zone.

In the passive dielectric, charge deposited in
trapping sites remains in the deposition layer, giving a
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charge density profile which is spatially uniform in the
deposition zone, and which vanishes beyond.

The additional parameters required to define Case 2

are
u =104 cmz/volt sec

v =3x 10> sec”?!
9 3 -1

<ov> = 10 ° cm” sec

8 = .021 eml/2/ (vort)1/2

6.25 x 10% cm™3

2.083 x 10%1 em™3

nCO

Do

corresponding to a dark conductivity

-18

o, = ncouE = 10 mho/cm

and an effective mobility

10

Y p=3x10 cmz/volt sec.

Yeff = N_<ov>
T
Case 3 is identical to Case 2 except for addition of a
"radiation induced conductivity” in the deposition zone.
The ionization rate (cm > sec t) is taken to be

-3

2

where j_ is electron flux (em™? sec™t) and n, (em™3) is the

density of occupied traps. The induced conductivity when
qu = 10-10 amps/cmz, n, =2x 1011 cm-3 is approximately

t
0. = 2 x 10 15 mho/cm.

The surface potentials V~ and V+ as a function of
time, plotted in Figure 3.1l1, are very nearly equal for all
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three cases for t < 230 sec, the maximum time for which
Cases 2 and 3 were run. The small differences between the
dielectric potential drop in the three cases is illustrated
by Figure 3.12. There does however appear a trend toward a
departure from Case 1 for times larger than a few hundred
seconds. That this might be expected is indicated by com-
paring the electric field and charge density profiles given
in Figures 3.13 and 3.14, respectively. The latter figure
for Cases 2 and 3 shows a substantial charge migration away
from the region of deposition.
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Figure 3.12.
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Dielectric potential difference (V' - V™)
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4. TEST CASES FOR THE NASCAP CODE

For the purposes of illustrating, error-checking and
verifying the NASCAP code, test cases were run in all three
NASCAP operating modes (see Table 4.1). The first sequence
of problems were designed to simulate the electrostatic
charging of material samples in a laboratory test facility.
These ground test model test cases were done with one inch
resolution in a computational space with dimensions in rough
correspondence with those of the LeRC facility. An electron
beam profile similar to one measured at LeRC was used.\ The
last sequence of problems were designed to simulate the
charging of an object in a plasma with parameters similar
to those found in the earth's magnetosphere. These space
model test cases, with two exceptions, were spheres in iso-
tropic environments. The material properties were those sug-
gested in the NASCAP User's Manual.

4.1 GROUND TEST - FLOATING ALUMINUM PLATE

This set of test casés were entirely successful. No
problems were encountered concerning length of time step, and,
because the potential scales with total charge, repeated
potential calculations were not required. The computer costs
involved were quite modest.

The electron gun emitted a current of 0.37 uA and had
a profile similar to that supplied to S3 by NASA-LeRC (see
Figure 4.1d). The peak flux was slightly greater than
1.0 nA/cmz. The sample was a 6 inch by 8 irch plate, 1 inch
thick, located 40 inches from the electron source. A mag-
netic field comparable to the earth's field (B_x = 0, BY =
0.52 gauss, Bz = -0.19 gauss, where y is vertical and z is
the beam propagation direction) was assumed present. Simu-
lations were carried out for beam energies of 2, 5, 8 and

20 keV.
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The simulation proceeds at each cycle by first tracking
particles forward in the tank (Figure 4.la-c) and thus deter-
mine the current density and incident angle at the sample
(Figure 4.1d-f). The curvature due to magnetic field is
apparent at the low energies. The charge on the plate is
adjusted in accordance with the net current, the potentials
scaled accordingly, and the next cycle is begun.

For each beam energy the plate charged to its final
value in a time roughly proportional to the beam voltage
(Figure 4.2). The difference between the beam voltage and
the final plate potential increased somewhat with increasing
energy. Final current balance was achieved by a decregée in
incident current to about half its uncharged value, and a
substantial increase in secondary emission ratio, attributable
in part to non-normal incidence. Decrease in incident electron
flux was more important at higher energies (Figure 4.2,

Table 4.2).

4.2 GROUND TEST -— TEFLON COATED PLATE

Another sequence of ground tests was performed with a
5 mil teflon coating on a grounded aluminum plate. The beam
characteristics, experimental geometry, and magnetic field
were identical to the previous case. Since simple potential
scaling is not appropriate, 10-30 potential iterations were
performed each cycle following use of the "DSCALE" option.

This case differs from the previous in that (1) because
the charging is across a larger capacitance the time scale is
'\alo2 times as long, and (2) the potential varies with position
on the insulating teflon surface. The results are given in
Table 4.3 and Figures 4.3 and 4.4. The central area of the
sample charged to -1.8 x 104 volts for the 20 keV beam, and
-7.8 x 103 volts for the 10 keV beam. In both cases the
periphery of the sample initially charged at about half the
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Peak incident flux (lower curves), net current
(upper decreasing curves), and potential (in-
creasing curves) versus time for an aluminum
plate subject to an electron gun with energy
2, 5, 8, 20 keV.
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coated plate subject to a 10 keV electron beam.

85



@ Net Current (10-81\)
O Peak Incident Flux (nA/cmz)
B A Potential (maximum and minimum) (103 volts)
- A‘A.A‘A
® o A
10. [— A Cl1°‘A —
= A A
o ®
a .
B °
= A
L A A
[
= A
A
1. :—O (o] 8 Q (@] (o) -
n O
= (@] o
= 4 Coo0
- GROuND TEST
8 TeFLON PLATE
20 xeV Beam
A
A
1 1 1 1111 l 1 . | 1 1t 11 ll i 1+ 111
1.0 10.0 100.

Time (Seconds)

Time development of potentiadls, net current, and
peak incident flux for a 5 mil teflon coated
plate subject to a 20 keV electron beam.

Figure 4.4.

86



rate of the center, and tended to catch up later in the simu-
lation. The incident current was reduced to about half its
initial value at the end of both simulations. Space poten=-
tial contours at the end of the 10 keV simulation are shown
in Figure 4.5.

4.3 GROUND TEST - SSPM

The final set of ground test cases exposed to the
electron beam a complex object (Figure 4.6) resembling the
Spacecraft Surface Potential Monitor (Experiment SCl)
scheduled to be flown on the SCATHA satellite. The object

‘consisted of a 14 inch x 14 inch x 1 inch aluminum plate with

four 5 inch x 5 inch material samples: teflon, kapton, SiOz,
and clean magnesium. The properties of these surfaces were
those suggested in the NASCAP User's Manual. The insulators
were 5 mils thick, and the magnesium sample was mounted on
an insulating spacer with a capacitance of 347 pf. These
test cases were run in similar fashion to the teflon plate
cases, except that a wider beam profile was used, and the
beam current was increased to 0.84 uA to maintain a 1.0 nA/cm2
flux at the beam center (Figure 4.7). The ﬁotentials and
fluxes at the central surf;ce cell of each sample were moni-
tored.

The results are shown in Table 4.4 and Figures 4.8 to
4.15. For the 2 keV case it is seen that the teflon and Sio2
initially charge positive, while the kapton and magnesium
charge negatively. This suggests the presence of a photo-
electron current between the surfaces. NASCAP could have
completed this case through the use of a very short time step,
but the cost would have been excessive.

For the 5, 8, 10 and 20 keV cases all surfaces charged
negatively, with the magnesium surface charging most rapidly
due to its smaller capacitance to the aluminum. Often the
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Figure 4.6. Model of SSPM used for NASCAP test cases.
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Figure 4.7. Current density contours to unché.rged SSPM.
(Note change of axes relative to Figure 4.6.)
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Figure 4.8. Potentials on the four SSPM material samples
subject to a 5 keV electron beam.
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gure 4.10. Potentials on the four SSPM material samples
subject to an 8 keV electron beam.
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Figure 4.12. Potentials on the SSPM samples subject to a
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Figure 4.14. Potentials on the four SSPM material samples
subject to a 20 keV beam.

98



‘weaq A3Y 07 ® o3 3Ioalqns
saTdwes Terxojew WASS INOJ 9Y3 O3 SIXNTJ JUSPTOUT pue SIaxXNTJ I8N

{8puooasg) IwTL

"GT°y 2anbTg

-00T "01 0°1
L] T I — ry v I I L _ LI I 1 |
J
\\\OI',,
~O-—-0-—-O0-——-0-———0~"" —0 _
oo P
v K-V TV TV ——————
d\\dr v .0.:0\\0\ S ——.——————————
- ~ m!d
& o——g—g—g—a— 0 9 -
-V XY o -
_ vav . A O _ e & o -
A~ . o _ : : " .
\..\ . P -
T \u 8 -
a
' .
[ )
oo ~ -
a -
- e —
uot3iaL (o)
uojdey v/ -
NOww ®
unysaubey (8] -
X074 JuspIoul —_———
Wvag A3 B
4 A3 07 Amsu\ci Xn1d 3IaN
153] aNno¥Yy |44SS
" > - > . Y . v

8°0-

9°0~

Z°0-

[=]
(U2/¥U Xn1d) g

99



field due to the magnesium was sufficient to reverse the sign
of the field in front of the other samples, suppressing their
secondary emission. The simulations were carried out well
beyond saturation of the magnesium potential. The oscillatory
behavior seen in many of the plots is due to having taken ex-
cessively long time steps in order to minimize computer costs.
Because of this problem, the runs were stopped before the
insulating samples became fully charged.

4.4 ALUMINUM SPHERE SPACE TEST CASES

Several tests were performed on an aluminum sphere of
nominal diameter 3 meters. The actual object was the smallest
quasisphere definable by NASCAP, having one facet in each of
the 26 symmetry directions. The effective diameter (from
capacitance calculation) was 3.19 meters. Because of its
symmetry and because it is a simple conductor, the aluminum
sphere is a particularly simple object for a charging simula-

tion.

4.4.1 Maxwell Probe Calculation

The Maxwell probe formulation used in NASCAP is, in
principle, exact for a sphere in an isotropic, Maxwellian
plasma, and thus nearly exact for a quasisphere in such an
environment. This formulation writes the differential
particle flux per unit area to the satellite as

2 1/2
a_'"dngn = p(—gm) E exp[-(E + qV)/kr] S28°

where E is the energy of incidence, g the particle charge,
and V the surface voltage. (The formula requires
E + qV > 0.) The incident flux is then given by
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exp (-gqV/kT) qV > 0

3

)1/2

4

1/2
0 (’;Lm) (1 - qV/kT) gV < 0.

The secondary emission and backscatter are calculated as

) 1 2
r = / dE x 21rf a(cos8) Y(E,8) $ziz

Emin 0

where vy is the relevant coefficient. (The angular integral
has been performed analytically, whereas the energy integral
is done using Simpson's Rule.)

In the environment shown in Table 4.5 the sphere
reached an equilibrium potential of 1415 volts in a time of
0.2 seconds (Figure 4.16). The initial and final current
balances are shown in Table 4.6. Note the important role
played by the cold ions and the resulting secondary
electrons in establishing the final current balance.

4.4.2 Reverse Trajectory Simulation — Isotropic Flux

Three reverse trajectory simulations were carried out
using successively finer grids of incident energy and angle.
The environment was identical to the previous case (Table
4.5). The potentials reached after 0.8l seconds were
-1720 volts, =-1640 volts, and -1600 volts for (nE, ne) =
(3,3), (4,4), and (5,5) respectively (Figure 4.17). The
degree of charging is overestimated due to underestimation o
of the secondary emission. A more nearly optimal choice
of incident angles would serve to ameliorate this situation.
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Table 4.5. Maxwellian Environment for Space Tests

Species e H+
Temperature 4.11 keV 430 eV

. -3 -3
Density 0.53 om 0.60 om
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in environment of Table 4.5.
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Table 4.6. Current Balance for Aluminum Sphere -

Maxwell Probe Calculation

Potential (volts)

Incident Electrons (nA/cmz)
Backscatter (nA/cmz)
Secondaries (nA/cmz)

Incident Protons (nA/cmz)
Secondaries (nA/cmz)

Net'Flux (nA/cmz)

104

Initial

0

-0.0909
0.0303
0.0388

0.0008
0.0018

'=0.0192

Final
-1415

-0.0645
0.0215
0.0277

0.0033
0.0120
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sphere in environment of Table 4.5. Figures in
parentheses indicate numbers of incident energies
and angles used. The dashed lines are the re-
sults of the Maxwell probe simulation.
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4.4.3 Reverse Trajectory Simulation — Anisotropic Flux

The final aluminum sphere space test case uses a
reverse trajectory treatment for an anisotropic plasma based
on ATS-5 data for hour 9.998 of day 73. The plasma tempera-~
tures were similar to those of Table 4.5, but the electron
density was somewhat lower and the proton density much higher.
The incident particle matrix was 5 x 5 x 5 (energies, polar

angles, azimuthal angles).

The results are shown in Figure 4.18. The final
potential was =280 volts, with a nonuniform flux (averaging
to zero) over the surface of the sphere.

4.5 INSULATED SPHERES — MAXWELL PROBE CALCULATION

Kapton and teflon both tend to achieve positive poten-
tials in the environment of Table 4.5. Since the electric
field just outside the surface suppresses low energy electron
emission, the maximum potentials are only a few volts and are
achieved in ~10™% seconds. The results of these simulations
are given in Table 4.7 and Figure 4.19.

4.6 COMPARISON OF DeFOREST DATA AND MAXWELLIAN

Reverse trajectory calculations (Figure 4.20) were
done for a 3 m teflon sphere subject to the ATS-5 data for
hour 9.998 of day 73, and the similar environment of
Table 4.5. Despite an overshoot in the Maxwell simulation,
both charge to ~1.2 volts in ~10~% seconds.
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Figure 4.18. Simulation of an aluminum sphere in an anisotropic
plasma, with net flux to two representative surface
cells.
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Figure 4.20. Reverse trajectory calculations for 3 m teflon
sphere using DeForest data (hour 9.998 of day
73) and data of Table 4.5.
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4.7 ISOTROPIC SUN

A special version of NASCAP was mapped for which the
sun shone on a 3 m teflon sphere uniformly from all direc-
tions. (Normally, NASCAP does a full shadowing calculation
for photoemission.) The flux was dominated by the photo-
current of 2 nA/cmz. The sphere charged to 16 volts in a

few times 10> seconds (Figure 4.21).

The reason the sphere was charged to well above the
2-volt characteristic energy of secondary- or photo-electrons
is worth some explanation. This run was performed using the
default "NOSHEATH" option to avoid tracking secondary
electrons. Under these conditions, the low energy electron
current emitted by an electron attracting surface is re-
duced by a factor

exp(-|E|/2) |E| < 10
£(E) =
0 |E| > 10

where |E| is the electric field normal to the surface in
volts/mesh unit. Thus the satellite charged to the point
where its surface field was approximately 10 volts/mesh unit,
the mesh unit in this case being 1 m. Had the "SHEATH"
option been invoked, 2 eV electrons would have been emitted
from the sphere and tracked in the electrostatic field.
When the surface potential exceeded 2 volts positive,

these electrons would have returned to the sphere. NASCAP
would then have cancelled the emitted and return currents,
thus giving an equilibrium potential slightly in excess of
2 volts.
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4.8 SPACE TEST OF SSPM

The final test case was the SSPM (Fiqure 4.6) in
the environment of Table 4.5 and mounted on an aluminum
plate with potential fixed at -575 volts. (This was the
potential achieved in a test run of a SCATHA-like satel-
lite. See Appendix E.) The potentials and fluxes are
shown in Figures 4.22 and 4.23. After 100 seconds, the
potentials were: magnesium at -1500 volts, kapton at
-500 volts, Sio2 at -410 volts, teflon at -380 volts.
Beyond this time, the magnesium (which eventually reached
-2200 volts) was sufficiently negative to suppress low
energy electron emission from the insulators, and the
simulation became unstable to the long time step which
was taken, again for cost cdnsiderations.

4.9 CONCLUSIONS

The variety of cases presented here, together with
that presented in Appendix F, comprise the first tests
of the NASCAP program. They were designed to exercise
much of the modeling capability within the code and to
point out the strengths and weaknesses of the techniques
employed in NASCAP. These calculations were performed at
the end of this contract period and there was little time
remaining to modify the analytical models to improve speed
or accuracy. No attempt was made to obtain improved output
by re-performing a test case after analysis of the first
simulation.

In general the code worked remarkably well. That
is, the collection of physical models which comprise NASCAP
were able, without modification, to calculate the charging
processes and yield physically reasonable results. Both
ground test and space models worked smoothly in almost all
instances. Flux, potential, material, and electrical
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ment of Table 4.5 and mounted on an aluninum
plate fixed at -575 volts.
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models functioned extremely well. Only one test case offered
any difficulty; that was the 2 keV SSPM tank test. 1In that
case the extremely large secondary currents from the di-
electrics along with the magnesium negative potential
created an electron sheath situation that the present
NASCAP sheath treatment could calculate only by using ex-
tremely short time steps. However, on account of budgetary
constraints it was decided not to rerun the case, but to
present it as a limitation on the current version of NASCAP,
something that simple sheath model modifications could
eliminate.

These tests demonstrate that NASCAP can calculate
successfully almost all aspects of the three-dimensional
electrostatic charging of materials both in ground test and

space environments. It should have great value as a design
and analysis tool for scientific and engineering applica-
tions.
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APPENDIX A

A PRELIMINARY SPECIFICATION OF THE ENVIRONMENT
AT GEOSYNCHRONOUS ALTITUDE

Prepared by

MAYA DEVELOPMENT CORPORATION

for

SYSTEMS, SCIENCE AND SOFTWARE

August 1976
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1.0 MAGNETOSPHERIC ENVIRONMENT

The magnetic field of the earth is confined to a finite volume by
the pressure of the solar wind plasma which distorts the field into a
teardrop-like shape with a tail of indefinite length (see Figurel.1). Within
this volume, called the magnetosphere, satellites encounter a wide variety of
plasma physical phenomena. During the almost two decadeﬁ since the
initiation of space exploration a truly enormous amount of information on the
magnetospheric plasma, its dynamics and its effects upon the earth, have been
collected. From this vast array of data we have selected a data base from
the geosynchronous satellites ATS5,6 which will be used to describe the
magnetospheric environment. The last ten years has seen the development of
theoretical models of the magnetospheric plasma which also guide our
interpretation of the data. With this data and these models we can
adequately describe the magnetospheric "weather" which is likely to cause
spacecraft charging to occur.

The magnetosphere is a vast relaxation oscillator gradually distorting

22 ergs drawn from solar wind and earth's rotation and then

and storing some 10
explosively releasing the stored energy into the polar atmosphere where
visible auroras occur. This phenomenon is known as a magnetospheric substorm.
In general the substorm reaches its peak within 15-20 minutes and then
gradually subsides. Auroral activity follows this pattern of growth and decay
and also indicates the concentration of most substorm activity between local
midnight and dawn.

The visual aurora is but one of many manifestaticns of the magneto-
spheric substorm. Observations from the ground, from ba1foons and from

rockets have shown that negative bays in the horizontal magnetic component,

enhanced absorption of cosmic radio noise, the production of millisecond
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X-ray bursts, the occurrence of VLF hiss and chorus, the pattern of micro-
pulsation observation, are all correlated with the onset of a magnetospheric
substorm. Direct measurements from rockets and satellites have shown the
visual aurora to result from fluxes of electrons and protons that occur during
the early phases of a substorm. The ground based data and general description
of the magnetospheric substorm are best reviewed in Akasofu (1968).

Satellite observations provided new insight into the phenomenology
and dynamics of the magnetospheric substorm. Using data from Ogo 1,3 and
Vela, Vasylunas (1968) demonstrated the existence of an intense low energy
flux of electrons (the plasma sheet). The inner boundary of this plasma
sheet was found to move inward with the onset of a substorm as indicated by
ground based magnetic data. Lezniakand Winkler (1971) used ATS-1 electron
data in energy ranges 50-150 keV, 150-500 keV, and 500-1000 keV to demonstrate
the convective injection of energetic electrons into synchronous orbit.
These concepts were extended and the data base to support them was vastly
enlarged by the work of DeForest and McIlwain (1971) who used electron and
proton data from ATS-5 differential analyzers that measured some 64 energy
levels between 50 eV and 50 keV. This satellite provides much of the data
base which we propose to use.

The theoretical understanding of plasma flow at geosynchronous orbit
was further extended by McIlwain (1972) who used static electric and
magnetic fields to model the magnetosphere (see Figures 1.2 and 1.3).
Tracing particle orbits in these fields enabled him to explain many of the
features observed in the ATS-5 data. [In particular he was able to explain
the shapes of boundaries which are often observed between‘particles of
different energies. This work also demonstrated that intense fluxes
correspond to particles which have been convected in from regions of low

magnetic field (<40 v).
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-0.1 keV/y in the model fields.
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Extensions of this work were presented by McIlwain (1974) and by
Mauk and McIlwain (1974). In this work the concept of an "injection boundary"
similar in many ways to the plasma sheet boundary of Vasylunas (1968) was
added to the models of the earlier work. By tracing the trajectories of
particles backward through the model fields one is able to determine the
inner boundary of the fresh plasma. The injection boundary was found to be

related to kp, the universal index of magnetic disturbance, and is given by

Ry = ']TZZ :“_‘;(.);( ’ (1)
when ¢, the local time, lies between 18 and 24 hours. The concepts have
been examined most recently by Konradi, et al (1975), who have found that the
injection boundary and McIlwain field model explain their observation of 1-35
keV protons and 1-300 keV electrons from Explorer 45.

The launching of ATS-6 again added to the measuring capability of
satellite plasma analyzers. The instruments on ATS-6 enable one to measure
electrons and protons over the range of 1 eV to 80 keV and can in addition
be scanned mechanically to look at different azimuthal and pitch angles.

With these detectors new phenomena inaccessible to study with ATS-5 are being

examined. In particular, Mcllwain (1975) has found intense field aligned
fluxes of electrons. These fluxes usually occur shortly after the onset of a
magnetospheric substorm. They are characterized by an energy spectrum

which is flat out to a break point energy usually between .1 keV and 10 keV.
Those beams with break point energies above 2 keV seem only to occur within
the first 10 minutes after the onset of plasma injection associated with a
substorm. These beams will require further study and could be particularly
effective in producing differential charging.

The charging of spacecraft to kilovolt potentials was first
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discovered in ATS-5 data and reported by DeForest (1972). The problem of
spacecraft charging had been recognized early in the design of the ATS-5
instruments. Before launch, the research group at San Diego under the
direction of S. E. DeForest and C. E. McIlwain had insisted that conducting
collars be placed around the apertures of the low energy particle detectors.
In addition some concern was expressed about the fact that the viewing cones
of two instruments looked out through a cylinder of solar cells which could
charge to high potential.

- At the time of the initial discovery of kilovolt charging potentials,
only a few volts were expected. Thus the large potentials were somewhat

surprising.  DeForest (1972) was able to piece together an elementary theory

which explained the observed high potentials.

The prelaunch worries about charging of the solar cells proved well
founded. Differential charging, indicated by a spin modulation of the
parallel detector fluxes, could only be caused by local electric fields. Thus
DeForest (1973) demonstrated experimentally the possibility of kilovolt
differential charging. Further work on this subject was presented at a joint
AGU/AIAA special session on spacecraft charging in 1975. An especially useful
paper, which we shall use to help select environmental data, was presented by
Reasoner, et al (1975). It discussed the statistical relationship between
the ATS-6 spacecraft charging events and the encounter of warm plasma clouds

associated with the onset of a magnetospheric substorm.

2.0 DATA SELECTION

Environmental data obtained by plasma spectrometers on board the
Advanced Technology Satellite 5 (ATS-5) from September 1969 through the
vernal equinox of 1971 has been analyzed to provide input spectra for use in
SSS spacecraft charging programs. Representative data from six days is

presented in the following forms:
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¢ 24 hr Spectrogram
¢ Integrals, ne, ni, je, ji, the number densities and energy
fluxes respectively based on 2.3 minute averages for the
selected 24 hour periods
¢ Plots of six selected spectra for each 24 hour period
e Printouts and punched cards containing the selected spectra
The data has been selected to typify several broadly different
categories of magnetospheric weather which occur at geosynchronous orbit.
While representative of the magnetospheric conditions the data is not
extensive. It is meant to provide useful input for the development of space-
craft charging codes. A complete meteorological survey is being sponsored
by Air Force Cambridge Research Laboratories. Data for this report has been

provided under Defense Nuclear Agency Contract No. DNAOQ1-76-C-0121.

2.1 BACKGROUND INFORMATION FOR DATA SELECTION

Previous studies provide background information which is useful in
the selection of data for the study of spacecraft charging. Facts which
should be considered include:

2.1.1  SPACECRAFT PERFORMANCE FEATURES

® Spin up anomalies on the DSCS-II spacecraft are well
correlated with geomagnetic substorms (TRW SCA II, 1975)

® There is a strong association of unexpliained satellite
performance with the midnight to dawn sector of local
time (McPherson, et al (1975)). (See Figure 2.1)

e The local time distribution of spacecraft charging events
is found to maximize between local midnight and dawn

(Reasoner, et al (1975)). (See Figure 2.2)
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2.1.2

MAGNETOSPHERIC WEATHER FEATURES

Equatorial observations by the geostationary satellite ATS-5
of charged particles on auroral lines of force reveal the
frequent injection of plasma clouds into the magnetosphere.
These intrusions of hot plasma are found to have a one to one
correspondence with magnetospheric substorms. (DeForest and
McIlwain, 1971)

The elctromagnetic fields surrounding the earth act to
separate the injected plasma clouds on the basis of both
charge and energy. (McIlwain, ]972); Electric fields attempt
to bring about corotation of low energy electrons and protons
as one moves fnward toward the earth. Magnetic field
gradients cause high energy electrons to drift toward the
dawn side of the magnetosphere while high energy protons are
caused to drift toward dusk. Effects of importance which
follow are first, the spectra in the midnight to dawn sector
are characterized by high electron energies and thus tend to
inducé spacecraft charging (DeForest, 1972)

Second, field aligned fluxes are set up in order to maintain
overall charge neutrality. (Mcllwain, 1975). These fluxes
can make important contributions to differential charging of
spacecraft surfaces. {DeForest, 1973)

The plasmasphere shrinks during periods of high magnetic
activity (Chappel, 1970). At geosynchronous orbit encounters
with the plasmasphere are concentrated iﬁ the local noon to
local eveningAsector as shown in Figure 2.3. Plasmasphere

encounters are anti-correlated with spacecraft charging.
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Figure 2.3 Local Time Distribution of Warm
Plasma Encounters.
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There are two reasons for this. First, the high density

low energy plasma provides a grounding current to the space-
craft thus preventing large potential buildups. Second,
plasmasphere encounters are more common during quiet times

when substorm activity is low.

2.2 TYPICAL CONDITIONS REPRESENTED

With these facts in mind data from the year 1970 gathered by the

UCSD plasma spectrometers on ATS-5 was analyzed. From this data the six

representative days were chosen to typify the following magnetospheric weather

conditions.

e A quiet day with no substorm activity

e A moderately active day with a single substorm of low intensity

® Two days with intense localized post midnight substorms

® A premidnight substorm

o A day when spacecraft charging occurred in the sunlight

2.3 SPECIAL CONDITIONS

Several special conditions can occur which we have designed into the

total distribution functions which are to be used in this study (See

Appendix C).
2.3.1
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ECLIPSE OF THE SUN - the spacecraft charging phenomena was
first discovered on ATS-5 during eclipse. The loss of the
large photo-electron flux from the satellite surfaces allows
the satellite to float up to high potentials (DeForest, 1972)
FIELD ALIGNED FLUXES - usually encountered during the
intense early phases of a substorm and of importance because

they can cause differential charging.



3.0 DATA AND FORMAT

The data presented in this section consists of four types in addition
to sets of punched cards for easy computer use. For each day or event
presented, a 24-hour spectrogram is used to establish the context. Following
that, selected spectra are shown which illustrate significant events.
Instruction for reading both the spectrograms and the average plots are
provided in the appendix. Punched cards containing the same data are provided
with this report with instructions for their use. The printouts of the
detailed spectra are also provided. Note that these detailed spectra are
produced from 6:8 minute averages. This gives good statistics without
smoothing rapid time fluctuations.

The final form of data presentation is a table of various integrals
taken over 2.3 minute periods for the whole day. These might prove useful
for studies where analytical approximations to the spectral shape is more
useful than the actual spectra. The whole day‘is provided for possible

future use in time-varying codes.

3.1 MODERATE ACTIVITY

2/ 1/70 The activity on this day was limited to two early morning
injections at approximately 0110 and 0500 UT. The effect was to bathe the

spacecraft in a moderate flux of 3000 volt electrons. From previous
experience, we can est{mate that had the spacecraft gone into eclipse on
this day, it would have charged to approximately 1000 volts.

The fluxes associated with this injection were insufficient to
cause charging in the sunlight. [For purposes of this report a potential of
less than about 50 volts will be neglected since the ATS-5 detectors do not
sense lower energies]. Furthermore, isolated substorms of this type have

never been seen to charge ATS-5 significantly. However, from ATS-6 data we
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can estimate that a potential of at least -5 volts occurred and that by
simply renormalizing the total flux by a factor of 2-10 while keeping the
same spectral shape, we can simulate the conditions under which daylight
charging of -100 volts would happen.

Detailed spectra are provided for 0300 to see the pre-electron
encounter conditions. The next'spectra are at 0400 when the high-energy
protons had been encountered, but not the associated electrons. The next
three sets of spectra are taken at different points in the main part of the
substorm. At 0530 ATS-5 experiences the greatest flux of high energy
electrons. By 0630 the average energy of the electrons has fallen slightly
" due to gradient drifting while the average energy of the ions has
increased s1ightly. At 0730 the jon chasm is well developed, and a notch has
developed in the electron spectra. This feature is common and will persist
for the entire day. A final set of spectra taken at 1200 is provided simply
to complete the story. The spectra at 0530 and 0630 are probably the most
hazardous to the spacecraft.

In summary, 2/1/70 is a good examplie of isolated, moderate activity
which could be used to study the response of a spacecraft to a normal environ-

ment.

3.2 INTENSE LOCALIZED POST MIDNIGHT SUBSTORM

2/11/70 On this day we were fortunate enough to find an intense
substorm occurring right at the spacecraft location. This day is
particularly valuable because of the lack of complicating activity at other
times, and because no corrections for daylight charging are needed.

The injection took place at 0850 when ATS-5 was located in the
hazardous midnight-to-dawn sector. The total fluxes at 0900 were quite

close (within a fraction of 2) of charging the spacecraft in sunlight.
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The first set of spectra are taken in the quiescent plasma at 0700.
The next spectra taken at 0900 show the first encounter with this event.
The low-energy spike seen in both electron detectors is not due, as might be
suspected, to charging positively, but rather is most likely the locally
produced secondaries being reflected from a suddenly enhanced plasma sheath
about the spacecraft (see discussion by Whipple, 1976 ). This event could
easily have produced charging in excess of 10,000 volts if the spacecraft
had been eclipsed at this time. Such a sharp, localized event was
probably responsible for the main power supply failing on a non-NASA space-
craft. (Note both ATS-5 and ATS-6 are research craft and are somewhat
better built than operational craft. Therefore one is not surprised that
they can sail through disturbances that would sink weaker vehicles).

Spectra at 1000 and 1100 document the evolution of the event in the
normal manner. The predominant spectral changes are again caused by
gradient drifts.

Spectra at 1400 and 1700 show the complex spectra that can result
from the combination of injected particles, particle losses (the chasm in the
protons, and loss of high-energy electrons), and multiple encounters with
the high-energy particles as they circle the earth. These spectra would be
useful for studying spacecraft conditions near noon. However, a low-
temperature plasma must be assumed to be present in both sets (see previous

section.) (See also the descripton of day 12/3/70 for a similar event.)

3.3 QUIET DAY
2/12/70 This day was chosen to illustrate a quiet period partly
because it is one of the longest quiet times normally seen, and because it

fortunately followed the intense event already described on 2/11/70.

Therefore we have a single two-day period of uncommon interest for this
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project. Note that we have small data gaps at both the start and end of the
day. These are of no consequence since the activity is so low.

The spectra for this day is simply spaced throughout to sample
uniformly. Any use of these spectra must assume the presence of copious cold

(or "warm") plasma with densities of at least 30/cm.

3.4 POST-MIDNIGHT SUBSTORM

3/18/70 The event shown on this day actually consists of two
closely spaced injections occurring after a large quiet period. The activity
starts at about 1040 VI. This is sufficiently past midnight that the plasma
response is very different than the case shown for 2/11/70. In particular,
the main body of prdtons do not reach the spacecraft until about 1330 after
travelling around the world to the west. This situation could produce
hazardous charging.

The first set of spectra taken at 0900 set the stage for the later
injection. The next three sets are spaced somewhat closer than the nominal
minimum of one hour followed in the rest of this report. This was
necessary because of the rapid development and the desire to show all phases
of the event. The set at 1000 shows some electron enhancement over the
earlier spectra. The 1050 spectra shows the leading edge of the injection.
[Note the apparent oscillations in the electron spectra in this and the
following set are an unavoidable artifact due to the particular operating
mode chosen that day and the relatively rapid changes taking place]. At
1112 we see significant changes in both the low-energy electrons and the
shape of the protons. But at 1200 we see even hotter electrons instead of
the effective cooling we would expect normally. The explanation is easily
seen in the spectrogram: another injection has followed this first. This
is common and does not affect the usefulness of this day for the report.

The final set of spectra follow the injection development. Only
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now we see that the electrons have experienced rapid depletion (by probably
precipitating into the atmosphere) and the arrival of the protons from

their trip around the world has given us a spike in the distribution.

3.5 PRE-MIDNIGHT SUBSTORM

12/3/70 The main feature of this day is the surplus of high-energy
protons early in the day. Although this condition is probably not hazardous
to spacecraft from the point of view of charging, it is a common occurrence,
and the vehicle's response should be studied. Spectra are provided for 0200,
0400, 0600, 0700, 0800, and 1200LT. The first four are of prime interest
for the study of the effect of high-energy protons. The 0800 spectra can
be used in a way similar to those of 2/11/70 for intense localized substorms.
The main difference between the two being the higher energies, but lower
fluxes seen on 12/3/70. The last set of spectra (1200 LT) are provided

simply to show the time development of the storm.

3.6 ECLIPSE AND SUNLIGHT CHARGING

3/14/71 Although the intent of this report is to provide isolated
examples of various types of events at synchronous altitude, we realize
that for many purposes this is not sufficient. Therefore we also present
an active day which has both charging in eclipse and a good example of
charging in sunlight. As can be seen from the spectrogram, this day is
very different from the other examples. Several distinct substorms
follow one after the other. The plasma conditions change so quickly that
obtaining good averages is difficult. The charging events are easily
identified by the brigﬁt bands in the low energy protons. The eclipse is
always centered about local midnight, and the sunlight charging on ATS-5

is always observed between midnight and dawn.
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The first spectra taken at 0600 is pre-eclipse. The next two
are at different phases of the eclipse. The 0800 set in post-eclipse. The
last two sets of spectfé are preceding and during sunlight charging.

The parallel electrons in the last two cases show the effects of
differential charging.

Persons using this set of data might want to correct the fluxes to
what they would be if there were no charging. The cookbook method for
doing this assumes that the instrument is a differential detector. Then

by Liouville's theorem,

3o(E) = [EZ/(E = a8)%1 9, (E - a0)
where Jp is the predicted flux at energy E, Jm is the measured flux, and
¢ is the potential. The sign of the charge, q, is positive for ions and
negative for electrons.

For the one sunTight charge case shown, ¢ is -80 volts. Therefore
corrections above a few thousands of volts are unnecessary. For the
eclipse cases essentially all channels should be corrected.

The lowest energy fluxes of electrons and the highest energy ions

will be missing from the corrected spectra.
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APPENDIX A

DESCRIPTION OF ATS-5 SPECTROGRAMS

Format
The spectrograms are produced in pairs: one showing the spectra
from the perpendicular proton and the perpendicular electron analyzers
and one showing the spectra from the parallel proton and electron
analyzers. They are labeled by a large | or || on the middle left side.
The proton part is always below the electron part. The day of the year
(January 1 equals day 1) and year is given at the bottom. The month,
day in month, and year are also given at the left just above the l_or ]l
label. The times at the beginnings and ends of the spectrograms can be
arbitrarily set, and can cover any desired time span. Time scales cover-
ing as little as 10 minutes and as great as L days have been used. When
more than one day is encompassed, either negative hours or hours greater
than 24 are used to prevent any ambiguity. Grey scales are located at
the right. Six different integrals are plotted in grey coded bands in
the upper part along with magnetic field quantities. At the very top

are two data quality indicators.

Grey Scale Interpretation

The primary value of spectrograms is their ability to reveal pat-
terns in the energy-time plane. The determination of actual flux lévels
from them is of secondary importance. For this reason, and because of the
loss in time resolution,the option which produces a.coded pattern with
which accurate flux values can be obtained is now rarely used. Color

coding also permits accurate values to be obtained, but is more
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expensive than grey coding. In the present case, color is reserved for
adding another dimension: by superimposing the perpendicular and
parallel spectrograms with color filters limiting each to one-hslf of
the visible spectrum, the energy and time dependence of the pitch angle
anisotropies are clearly displayed as patierns of different shades of
color.

Should one desire to estimate the flux at a given point on a
spectrogram, first locate the corresponding level on the grey scale
at the lower right and determine the value of "G" on the scale marked

0 to 3. The differential energy flux in ev/cm2 sec sr ev is then given

by

(1® - 1) 1P * *-367

where b is given by "EL" in the lower left corner of the spectrogram
for the electron fluxes or "PR" for the broton fluxes. The value of
"ST" in the lower left corner gives the change in G between each of the
33 discrete grey levels available.

One option available is to let the grey scale recycle repeatedly
instead of simply saturating. This option with a small value of “"ST"

is used to reveal small variations over a wide dynamic range of fluxes.

Energy Scales

The computer program which generates the spectrograms can utilize
any arbitrary function of energy for the eneréy scales for exhibiting
all or any part of the measured spectra. The entiré range from 50 ev to

50 kev is usually plotted with one of the two types of scales:
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1. logarithmic with 50 ev at the bottom for both protons
and electrons.

2. proportiomal to 1/(E + 3 kev) with the electron part
inverted and sharing the same point with the protons at
zero energy. The bias of 3 kev was arbitrarily chosen
to give a good presentation of the 50 ev to 50 kev energy
range. If the scale, S, 1s taken to be 0.0 at infinite
proton energy, 1.0 at zero electron and proton energy

and 2.0 at infinjite electron energy, then

_ E(1-g) + 3 kev . .
S E + 3 kev vwhere E is the particle energy in kev

q = £ 1 depending on the sign of the particle's charge.
Note that at low energies, S ~1 + qE/3 kev. Time tic
marks are located at S = 0, 1, and 2. The extrapolaticun
of dispersion curves back to the time marks (at S = 0 or 2)
yields the time infinite energy particles would have ar-
rived, and therefore, the time of the event responsible
for the dispersing particles. The slopes of the high
energy parts of dispersion curves give a measure of the
distance of the satellite from the regions in which the
particles were perturbed, but it is apparently necessary
to include electric field effects to obtain useful

accuracy.
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Subsidiary Data

A number of useful quantities are given in the lower left hend
corner.
The analyzers in the "master" and "mate" channels are identified
by numbers following "MASTR" and "MATE" according to the scheme:
1. perpendicular electron analyzer
2. perpendicular proton analyzer
3. parallel electron analyzer
4. parallel proton analyzer

TA averaging time for the spectra in minutes.

[}

TS = +time between spectral averages in minutes.

™ averaging time for the magnetic data in minutes.

The seven bit command word is given irmediately below "COMMAND".
The first three bits give the channel assignments and are therefore
redundant to the master and mate identifications given above. Bits 4 and

5 specify the operating mode according to the scheme:

bit L 5 Mode
0] 0] track-scan
0 1 single step scan only
1 0 track only
1 1 double step scan only

Bits 6 and 7 not set to zero correspond to other modes which are rarely
used.
~ "ST", "EL", and "PR" are described above.
"PSNG" specifies the quantity being plotted in the spectrogram

according to the scheme:
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1. differential energy flux
2. differential number flux
3. ratios of the flux averaged over "TS" minutes to
the flux averaged over the previous "TA" - "pg"
minutes.
L. ratios of adjacent energy steps.
Options other than the first are used only in special studies.
If the option to make the background black rather than white has been
used, then "PSNG" will be negative. A black background is preferred for

slides that are to be projected.

Magnetic Field

Data froﬁ the ATS-5 magnetometer have been kindly supplied by
T. Skillman of the Goddard Space Flight Center and are rlotted above the
spectral data along with lines at O, 50, 100 and 150 gammas. The data
are not corrected for the effects of time changes in the spacecraft cur-
rent systems. These perturbations can be as large as 15 gammas. The
absolute value of the magnetic field component parallel and perpendicular
to the spin axis is given by the darker and lighter points respectively
(and usually the upper and lower respectively) with the spectrograms of
the perpendicular analyzers. The perpendicular component is obtained
using only the coarse (33 gamma step size) data and is thus uncertein
by at least % 10 gammas. Most of the scatter in this component is due to
using only the coarse data.

The magnitude of the field and the angle of the field to the spin
axis are given by the lighter and darker points respectively (an@ usually

the upper and lower respectively) with the spectrograms of the parallel

141



analyzers. The angle to the spin axis is given in degrees. Both the

magnitude and angle are subject to the additional uncertainties in the

perpendicular component.

Integrals

Above and below the magnetometer data are six strips in which
various quantities are logarithmically encoded in a grey scale such
that a ratio of about 2000 to 1 is covered in going from black to white.
In the lst, 2nd, 3rd, and 5th strips, the following integrals
from the perpendicular and parallel analyzers are plotted with perpendicu-

lar and parallel spectra respectively:

Label Quantity Value at Midpoint of Gréy Scale
PR N DEN proton number density 1.0 proton/cm3
EL N DEN electron number density 1.0 electron/cm3
E E FLX electron energy flux 1.0 erg/cm2 sec ST
PR E FIX proton energy flux 1.0 erg/cm? sec sr

In the 4th strip labeled "PRESSURE", the total perpendicular
electron plus proton pressure is plotted with the spectrogram of the
perpendicular detectors with a midpoint value of .'LO.8 dynes/cm?. In the
4Y4th strip with the parallel data, the magnetic field pressure is plotted
with a midpoint value of 2 x 1078 dynes/cm?.

In the 6th strip (near the top) labeled "PAR NFLX" the parallel
electron number flux is plotted with the spectrogram of the perpendicular
detectors with a midpoint value of 108 electron/cm? sec sr. In the top
strip with the parallel data, the parallel proton number flux is plotted

with a midpoint value of 107 protons/cm? sec sr.
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Data Quality Indicators

At the very top of the spectrogram is a line which increases in
breadth with an increasing percentage of missing data. In the track-scan
mode, about 73 percent of the potential data is usually "missing"” since
75 percent of the time is spent tracking a peak in a narrow spectral
region. When data are not available, previous data are used unless the
time gap is greater than 30 minutes in which case the spectrograms are
left blank. The top line, of course, goes to its maximum width during
gaps in the data. The magnetometer data is not plotted during such gaps.
Care must be exercised to avoid false interpretations of spectrograms
containing data padded in from an earlier time.

Just below the missing data line is a line which becomes darker
and thicker with increasing numbers of bad points. Often the quality of
data transmission is such that over one percent of the data points are
bad. Even the highest quality data being obtained are usually incorrect
more than 0.1 percent of the time. This corresponds to over 800 bad
data points per day of data. A data editing scheme has been devised

which eliminates approximately 99 percent of the bad data and rarely

removes data later judged to be good. Failure to remove bad points
usually occurs when the false data happen to form a self-consistent
context. This type of failure to edit properly is responsible for the
two white areas in the lower right of Figure 4. The bad data indicating
line reaches its maximim thickness when there are more than 10 bad
points in the four spectra measured during the time covered between

averages (equal to "TS").
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APPENDIX B

DESCRIPTION OF ATS~-5 SPECTRAL AVERAGE PLOTS

Format

The spectra from the two electron and the two proton analyzers
are plotted in adjoining log-log plots with borders at 30 ev and 100 kev.
The range of the vertical scale is variable and depends upon whether the
_differential energy flux or the differential number flux is being plotted.
The parallel electron spectrum is shifted down by a factor of 100 (i.e.
x 0.01) and the perpendicular proton spectrum is shifted up by a factor
of 100 (i.e. x 100). These shifts usually provide adequate separation
and place the perpendicular spectra above the parallel spectra in each

case.

The universal time at the midpoint of the data being averaged
over is given twice at the top of the plots. On the left hand (electron)
side, the time is given inAhcurs, minutes, tenths of minute, month, day
of month, and year, and is followed by the averaging time in minutes. On
the right hand (proton) side, the time is given in hours (to the nearest
one thousandth of an hour), day of year (January 1 equals day 1), and the
year. The local time in hours and minutes is sometimes added on the left
side.

Also given near the top are four different integrals over each
of the four spectfa. The integrals for the perpendicular data are given
above the integrals for the parallel data. Following two of these sets
of integrals will be found the words "MASTER" and "MATE" to indicate

which analyzers are occupying the two non-subcommtated data channels.
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When in the track mode, the "master" analyzer controls the peak tracking
system. The operating mode (for example the scan only or track-scan

modes) of the system is given on the right side.

Error Bars

Vertical bars which encompass the middle 68.26 percent of the
Poisson distribution are given at each data point. At high rates, they
correspond to plus and minus one standard deviation. The approximation
N, =N x,/N (1.0 - 0.17/N) is used where N is the total number of
counts accumilated at the point.

Whén in the track-scan mode, there are about four times the number
of accumlations at the points near the energy of the peak being tracked
than at other energies. Also the spectra from the "Master and "Mate"
channels will have abouf twice the accumulation time as the other two
(subcommitated) spectra.

When in the single step scan only mode, every other data point
in the subcommutated spectra will be missing. This under=-sampling of
the spectra can lead to substantial errors in the smooth line drawn
through the data points since structure as sharp as the instruments'
resolution is frequently observed.

If zero counts are obtained, then the error bar is replaced by
& triangle pointing up to the line which is placed at one-half the
flux corresponding to one count being accumilated.

If no data are available for a point during the time period
being averaged over, then the flux obtained during a preceding time
period is inserted. In this case, the error bar is replaced by a

triangle pointing down to the data point.
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Integrals Cver the Spectra

The four integrals given for each analyzer at the top of the
plots are of course intrinsically directional quantities. The parallel
cases correspond to pitch angles a ~ 0 (a = the ahgle of the spin vector
to the magnetic field vector) and the perpendicular cases correspond to »
averages over the pitch angle range of 90 + « degrees. The integrals are
taken only over the measured range of 50 ev to 5O kev and are, therefore,
lower limits.
The number densities in particles/cm3 are labeled "DEN" and
correspond to 4 1 times the directional number densities in
particles/cm3 ST. .
The particle pressures in 1072 dynes/cm? are labeled "PRES".
They correspond to 8 n/3 times the directional energy densities in
ergs/cm3 sr. The multiplication by 8 n/3 simplifies computation of the
total particle pressure perpendicular to the magnetic field vector.
The directional energy fluxes in ergs/cm? sec sr are labeled
"E FLX".

The directional number fluxes in lO6 particles/cm? sec sr are

labeled "N FLX".
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APPENDIX C

Construction of Complete Spectra

The data presented in the main report can be combined with
experience gained in the ATS-6 program to construct a most probable set
of total spectra. This consists of adding other components to the

measured fluxes.
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Let dN = number density between E and E + 4E, % and Q + dR, then
for the magnetospheric plasma at geosynchronous orbit one has

dN = dNoo1g * MNiso * INeserd aligned

where

1) COLD

-3 - (8/7'-‘0‘0)
oy = Horni i (K Tena) 2TE €

0rd gm.’/l

for 0 < € < 50 ev

2) ISOTROPIC s
OLA/;so = ] é;! Cf‘ ‘ Q{/
for 50 ev < € < 50 kev

where dj = energy flux /cmz-sec-ster = data

3) FIELD ALIGNED

CI/V;A'=’/V26.(;;27EA

for 0 < e <= , a = pitch angle

)% e—[(e-u@" VE, CoSo +E,)/kTan. |
&

The total number density

/V._- /‘{/V '-‘—'Mu.p t MJrgokAL # A/“.A\

Charge neutrality requires that

f%z;%/zg. =0
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The temperature chosen for Tcold should probably be a few volts to a
few tens of volts. The density of the cold component can be estimated from
Reasoner's work (1975) and figure 2.3 to be about 30/cm3.

The form for the field-aligned component was derived from the
assumption of a displaced maxwellian plasma falling through a potential well
of €45° [f we assume that these particles have their origins in the
jonosphere, then we can estimate 100 <gg < 10,000 electron volts and that
kTF.A. is a few electron volts. The density is more difficult to estimate,
but a few percent of the ambient would be consistant with measurements.

Note that the field-aligned component is probably only important
for the study of differential cHarging since it only influences the charge

state at locations where the bulk of the plasma is excluded (i.e., in

properly oriented cavities on the vehicle).
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- ORIGINAL PAGE IS
OF POOR QUALITY

Spectrogram for 2/1/70 - Moderate activity.
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ORIGINAL PAGE IS
OF POOR QUALITY

Spectrogram for 3/14/71 - Eclipse and sunlight charging.
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Spectrogram for 12/3/70 - Pre-midnight substorm
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Spectrogram for 3/18/70 - Post-midnight substorm.
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Spectrogram for 2/11/70 - Intense localized post midnight substorm.
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1.0 Introduction

The purpose of this report is to develop plans for the
experiments which nmust be conducted in order to verify the
ground test mathematical model (GTMM) of spacecraft charging.
Experiments will determine the ability of computer codes,
which are being developed, to predict the electrostatic fields
and charge distributions in the region around the GTMM. The
verification tests consist of a matrix of experiments.

The first experiments are simple. Later experiments are more
complex culminating in a full scale test of an operational

satellite.

The philosophy of this report is to establish the overall
objectives in depth and then to explore the details of
implementation. While the overall objectives are well-
defined, the physical implementation as presented is flexible

enough to allow a variety of engineering compromises and

optimization.

Often during the development of this report a physical
device or instrument was needed which was either nor available
commercially or had never been designed. Examples are the
Distributed Source Accelerators (Discussed in Appendices 2
and 3) and the rotating sensor electric field mill illustrated
in Figure 3.6. When this problem occurred our approach was
to provide a rough conceptual design of the needed device and
then indicate an estima