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SECTION 10
NDPF SYSTEM

The requirements used to derive the functional design for the NASA Data Processing
Facility (NDPF) are presented mn the Design Study Specifications (S-701-P-3} The func-
tional design and requrements studies were then used to evaluate various implementation
design approaches and define further tradeoff studies This effort has led to the NDPF
design presented here

10.1 NDPF DESCRIPTION

The NASA Data Processmg Facility (NDPF) 1s designed fo receive, process, disseminate,
and store the collected sensor data in the form of high quality film imagery, digitized data
on computer-readable magnetic tape, and DCS data in the form of digitized tapes and com-
puter Listings

The NDPT operations are geared to a relatively constant workload and the facility 1s
designed as a number of job-oriented production areas Current design indicates a five-day,
three-shift work week as cost-effective for most of the NDPF, while some production areas
are only required to operate for a regular 40-hour week

Flexibility in response to throughput changes, quality, and precision in the generation of
magery, and efficient refrieval, storage, and system control are major criteria of the
NDPF design

10 2 NDPF REQUIREMENTS
The major areas of responsihility for the NDPF are

1  Bulk Image Processing

2  Precision Processing

3 PCM and DCS Processing

4  Photographic Processing

b Computation and Support Services

The following secfions summarize the functional requirements of the NDPF 1n each of these
a1 eas

10 2 1 BULK IMAGE PROCESSING

The NDPF 1s required to convert the sensor obtained video data to high-quality annotated
film 1mmages The ahility to perform some corrections i this process 18 desirable, and

the ability to provide a small amount of the raw sensor data in computer-readable, digitized
form 18 1equred
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10 2 2 PRECISION PROCESSING
The ghility to remove geometric and radiometric distortions from nominally 5 percent of
the imagery 18 required Imagery must be precisely located and be able to be presented

1 computer-readable, digifized form

10 2 3 PCM AND DCS PROCESSING

The PCM data will be processed in the OCC and routed to the NDPF on the Spacecraft Per-
formance Data Tape The DCS data will be received at the NDPF after the preprocessmg
performed at the remote sites or the OCC The NDPF must prepare the data required for
Iocation and annotation of the sensor data (Image Annotation Tape), the DCS data formatted
to meet users' requirements, and a Master Digital Data Tape prepared to achieve impor -
tant ERTS digatal data

10 2 4 PHOTOGRAPHIC PROCESSING
The NDPF must be able to provide high-quality positive and negative transparencies, positive
prints, and color composites of ERTS umagery 1n large quantifies on a regular basis

10 2 5 COMPUTATION AND SUPPORT SERVICES

The NDPF must be able to efficiently store and retrieve ERTS collected data in response
to users' requests, must provide montage coverage catalogs, must evaluate and compile
image obscuration, and mawntain sufficient computational ability as required to perform the
NDPF functions

10 3 FUNCTIONAL ANALYSIS AND DESIGN

The requirements presented i the Design Study Specification (S-701-P-3) and summarized
mn Section 10 2 prowvide the basis for the design of the NDPF These requirements are
realized by the baseline functional design concept shown in Figure 10 3-1 The analysis
resulted 1n the 1dentification of the divisions of functional responsibility defined for the

NDPF

The Image Processing Subsystem performs all the necessary processing to convert a
sensor image to film or computer-readable tape This subsystem 1s broken down mnto
three elements Bulk, Precision and Special

The Bulk Processing Element converts the video data to high-quahty film images The
Precision Processing Element performs the photogrammetric corrections of geometric
and radiometric distortion removal and produces corrected images on film and magnetic
tape The Special Processing Element performs the conversion, formatting, and editing
of data between high-density digital tape and standard computer readable fape Image
enhancement and supplemental image corrections are performed through this element

The Photographic Processing Subsystem performs the imtial film processing on the
products of the Image Processing Subsystem as well as the high-quality volume film pro-
duction to generate the products for users Quality products are assured by performing
processing evaluation and control across each exposure-processing line
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The PCM Processing Subsystem produces the Master Digital Data Tape containing all
archival digital data and Image Annotation Tapes to be used i» Image Processing from the
Spacecrait Performance Data Tape supplied by the OCC, and the Best Fit Ephemer:s Tape
supplied by NASA

The DCS Processing Subsystem formats, correlates, and distributes the DCS data pre-
processed in the OCC

The Support Services Subsystem 1s composed of the NDPF Management element and the
Working Storage element These elements provide NDPF management, production control
via work orders, user services, browse file mamtenance, abstract and computer processing,
microfilm and catalog preparation, Information System maitenance, storage, shipping,

and receiving

TheComputer Services Subsystem conveniently contains the ADP hardware used to perform
the computational functions described in the NDPF
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10 4 NDPF STUDIES

10 4,1 NDPF INTERFACES
The NDPT interfaces are classified as follows

1 NASA
2 OCC
3 Users

10 4 1,1 NDPF/NASA Interfaces
The interfaces between the NDPF and NASA are

1 Management Reports - The NDPF Support Services Subsystem will provide
frequent status reports concerming NDPTF operations, data availabihty, back-
logs, etc These reports will be compiled quickly, will be kept up-to-date,
and wall report upon a diversity of desired information by virtue of the inte—
grated NDPF data base i the informafion system, which 1s used in control of
the NDPF operations

2 TItems for Approval and Response - The NDPF will perform a liaxson function
with the user commumty and 1n this capacity will compile special user coverage
requests and recuirements that will be submaitted to NASA for approval Data
catalogs and coverage reports will also be submaitted to NASA for their infor-
mation and approval

3  Best Fit Ephemeris - The NDPF will receive best fit ephemeris data as 1t
becomes available from the NASA T&DS Orbit Determmation Group for the
purpose of determimng accurate 1mage location

4  Video Tapes from Alaska and Corpus Christ1 - The NDPF will receive RBV
and MSS data recorded on video tapes from the remote sites Thus, unless
wide bandwidth wideo hinks are established between GSFC and the remote sites,
the video tapes will be physically transferred from the remote sites to the
NDPF The transfer may be implemented vna courier, mail or air freight

i0 4 1 2 NDPT/OCC Interfaces

The 1nterfaces between the NDPF and the OCC are designed to allow independent operation
of each segment of the GDHS, 1in that schedule dependency 1s not required (except for quick
reaction video data processing) The inferfaces are

1 Spacecraft Performance Data Tapes - The OCC will process the observatory
telemefry data and produce Spacecraft Performance Data Tapes contaimng all
attitude and time information which, when combined with Best it Ephemeris
data will be used for 1mage location and annofation purposes The Spacecraft
Performance data will be formatted on magnetic tape and hand-carried to the
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NDPF computer facility Health and status wnformation will also be contained
on the tapes to provide a historical record of spacecraft performance to be
correlated with the payload data

Video Tapes from the NTTF - Wideband RBV and MSS data will be recewved
from the NTTF and recorded in real ttme 1n the OCC These tapes will then
be hand-carried to the NDPF for logging and 1mage processing

DCS Data - The Data Collection System data 1s received post pass at the OCC
from the remote sites, pre-processed and recorded on magnetic tape. These
tapes will be hand-carried to the NDPF where the data 1s compiled and for~
matted 1n user-oriented form

Anticipated Coverage - The OCC wall provide the NDPF with frequent (e g ,
daily) estimates of spacecraft coverage and data "take" which will be used 1n
scheduling the NDPF operations

10 4 1 3 NDPF/User Commumnty Interfaces
The interfaces beiween the NDPF and the user commumty are

10-6
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Data Products - The NDPF will produce and distribute all data products to
the User Commumty which will consist nominally of ten agencies receiving
copies of all imagery on a routine basis and others that may request data on
special order The data products media are

a  Film imagery, color and black and white
b  Magnetic tape imagery, digitized in computer readable format
¢c. DCS data, formatied per user requirements

Data Catalogs - Montage and data catalogs will be produced and distributed to
the User Commumity, nominally based upon the eighteen-day coverage cycle,
illustrating the geographic data coverage and remarks concermng data quality
and content, and OCS data as available

Abstracts - The NDPF will perform an abstracting service, soliciting data
abstracts from the data users concerning data content and performing image
assessment for quality and cloud cover This abstract data will be made
avallable to the User Commumty within or along with the Data Catalogs

Special Requests - The NDPF will liaison with and accept special requests
from the User Community concermng the availability of data and the orders
for and special processing thereof The NDPF will provide browse files to
be utilized by the users in perusing the data in the archives and will prowvide
close coordmnation n providing direction for the special processing of data to
satisfy user requirements
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10.4.2 TOTAL SYSTEM MAPPING ACCURACY

The total system accuracy for ERTS images mcludes both geometric and radiometric
accuracy. This section analyzes the positional accuracy Racdiometric accuracy for pre-
cision data processing 1s considered in Section 11,1, 2,7, and for the scene and sensor n
Appendix 10 A,

10.4.2.1 Genperal

The total system mapping accuracy for the RBV and MSS sensors depends on various mternal
and external error sources, To help understand the importance of these various error
sources, the estimated positional accuracy for the ERTS 1images 1s developed below sepa-
rately for the RBV and MSS sensors, and separately for bulk and precision processing This
study shows that the specification requrement of a maximum error of 2 nm will be met for
bulk processing (see Table 10, 4. 2-7). This error includes not only the ettects of ephemeris,
time, and attitude error, but all other uncorrected errors as well, This study also shows
that the rms positional errors after precision processing will be only 213 feet for the RBV
and 245 feet for the MSS (see Table 10 4,2-12), provided ground contrel points are used
Again, the design requirement will be achieved

In this section, positional error 1s given 1n feet on the earth's surface, with respect to the
reference spherowd used for positioning Errors are presented in two forms 99 7 pei-
centile (maximum) and 68 3 percentile (rms). This does not mean that all errors are ran-
dom errors normally distributed about zero The use of the rms error 1s intended here
only to present typical error figures, since the maximum errors often are misleading For
example, the positional effects of some errors are proportional to radial distance from the
1mage center, and a maximum error in the extreme corner gives an mcorrect picture of
overall eri1o1 distribution The rms errors for such cases (represented by using the

radial chstance that delimits 68 26 percent of the image area) give a clearer wdea of typical
errors,

it 1s assumed throughout that the high-resolution film recorder used in bulk processing 18
controlled to remove systematic fiist-order errors—-translation, rotation, skew, affine,
and umform scale differences, This control 1s accomplished by digital control of the print-
g beam and 18 based on data provided on the annotation tape. It 1s also assumed that an
analog bulk image corrector removes systematic internal sensor errors for both the RBV
and MSS images. Adjustment for the image corrector 1s provided by information furnished
by the precision processing element, and 1s based on periodic evaluation of the tnternal
RBV and MSS errors. These processes are discussed in detail 1n Section 11,1, 1.7,

Tables 10.4, 2-1 through 10.4 2-8 show the positional errors for the bulk processed images,
lables 10 4 2-9through 10. 4. 2-13 show the errors for precision-processed images, Some
table 1tems are explained in further detail in the following pages. Displacements caused by
terrain 1elief differences are not included, since they depend on the individual scene. Relief
will cause maximum position displacements of 140 feet per 1000 feet for RBV unages and
100 feet per 1000 feet for MSS images A separate report on terrain relief 1s mcluded 1n
Appendix 11, A  Insigmficant effects, such as atmospheric refraction effects, have not been
mncluded (except 1n a few cases to 1llustrate their 1nsignificance),
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10,4.2.2 Comments on Table 10,4, 2-1 - Effects of External RBV Errors
The errors in this table are those that affect position of the bulk-processed RBV mmages
affer computer-controllied compensation durmg bulk printing to remove the external errors,

as defermined by satellite data,

Table 10.4. 2-1, Positional Effects of External RBV Errors

These effects are availeble via the annotation tape data
derwed from spacecrait attitude sensors and the defimitive orbital ephemeris,

item IPos1tional Effect, ft
No, Name of Error Amount of Error a9, 7%, 68. 39,
i Sensor Axes Alhignment
to Spacecraft
Pitch 0. 05° maximum 2659 885
Roll 0. 05° maximum 2659 885
Yaw 0. 05° maximum 375 82
2 Ephemeris Position
Along Track g = 8831t 2559 853
Across Track ¢ = 164 ft 492 164
Altatude g = 1641t 70 15
3 Exposure Time, U, T 0, 005 to 0, 010 sec 212 106
4 Attitude
Pitch 0.1° maximum 5317 1770
Roll 0. 1% maximum 5317 1770
Yaw 0, 8° maximum 6003 1318
5 Headmmg Line Computa- From ephemers, 30 11
tion latitude = 60°
6 Data Processing Preci- Fixed 250 250
sion
7 Earth Curvature 165 70
Root Sum Square Total 10, 667 ft 3,226 ft

A Ifem 1 - Ahgnment Between Image and Attitude Sensors.

The error of 0. 05 degree

maximum represents the uncertainty in the knowledge of alignment between the 1mage and

attitude sensors after exposure to the launch environment,

If periodic ground control 1s

used, this error can be reduced., However, for this analysis, the maximum error of 0. 05
degree 1s used The rms error 1s assumed to be 1/3 the maximum or ten minutes of arc,
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The three RBV cameras should be aligned so that their plus-x image-coordinate axes are
slightly over three degrees to the west of the spacecraft heading, This keeps the RBV image
format nearly orthogonal to the ground track, overcoming the image yaw otherwise caused
by earth rotation, The deviation from orthogonality varies with latitude, the recommended
alignment 1s exactly correct for 40 degrees latitude,

B. Iem 2 - Ephemeris Posifion. Error in the definitive ephemer:is 1s based on information
supplied by the NASA /GSFC orbit determination group Three possible tracking-station
levels of effort were considered one station for one pass per day, one station for five passes
per day, and all available stations full time. The single-station, five passes-per-day situa-
tion 18 considered the most hikely for ERTS and 1s the one used here, Even 1if all stations
were used, the ephemeris rms uncertainty along track still would be 300 to 350 feet

C. Ilem 3 - Exposure Time, Universal Time, The "moment of exposure” for the RBV
cameras 18 taken as the miudpoint of their actual exposure, However, there is an uncertainty
1 the imtiation of the exposure cycle that 1s estimated at between 0. 005 and 0, 010 second.
Effects of image smear are not considered as system errors, they affect pointing precision
and depend on the kind of unage being pointed and pomnting method,

D Item 4 - Attitude, Image displacements caused by tilt are removed during printing,
Pitch and roll are determined from a supplemental sensor independent of the attitude control
system. Maximum errors of 0.1 degree 1n pitch and 1n roll are anticipated for this sensor,
and a normal distribution 1s assumed, Yaw error will be determined from computer pro~
cessing of the roll, yaw, roll rate, and yaw rate data telemetered from the spacecraft., A
maximum error of less than 0, 8 degree 1s anticipated, and a normal distribution 15 assumed
here The error probability is normally distributed only over long periods of time Within
a single orbit, yaw 1s better determined at some latitudes than others, because of the
method by which yaw data 1s derived from roll information

E Item 5 - Heading Line Computation, Without any yaw error, the spacecraft heading 1s
determined as a function of latitude and orbital inclination. For ERTS, the greater part of
the along-track ephemeris error corresponds toanerror nlatitude  This introduces a
secondary positioning effect by an erroneous computation of spacecraft heading, The error
1s @ maximum at maximum latitudes, A latitude of 60 degrees was used here to provide a
realistic worse case, I 18 seen that the positional effects are not sigmficant

F Item 6 - Data Processing Precision. In positionmg the RBV image from spacecraft
data, computational precision 1s degraded after extensive calculations incorporating the
effects of attitude-sensor pitch, roll, and yaw, combined with the transformation from
ephemeris geocentric coordinates to reference-spheroid geographic coordinates, The fixed
error of 250 feet used here 1s larger than necessary, even for a Iimited ADP capability.
Table 10.4 2-1 1llustrates that even this relatively large error i1s not significant in the
external positional effects, indicating that a rather modest ADP capability 1s adequate to
perform bulk positioning
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G. Ilem 7 -~ FEarth Curvature, Earth curvature can be considered as a perturbing effect
which displaces the image inward from an ideal "flat-earth' location. The displacement 1s
zero at the center of the image, and then mcreases with radial distance until 1t 18 2 maximum
of over 600 feet in the corners., However, as shown by Colvocoresses, 1t 1s possible to
intentionally scale the entire image slightly too large, thereby greatly compensating for the
earth curvature displacement, If this scaling 1s chosen properly, the residual displacement
will be as shown 1n Table 10, 4. 2-1.

10.4.2,3 Comments on Tables 10,4, 2-2 and 10, 4. 2-3 - Effects of Internal RBV Errors

The effects on bulk-processed position of mternal RBV errors are caused by errors that
cannot be removed during printing of the bulk image. 1t 1s not enough that the errors bhe
systematic and known, they must also be removable as the images are printed. The problem
of estimating errors 1s made somewhat more complex for the electromagnetic RBV errors
mn that no actual values are presently available for this sensor, it 18 necessary to extrapolate
from similar vidicons and design specifications,

The great imponderable i bulk-processing the RBV 1mages 1s the stability of the RBV
camera, A recent paper by Wong* gives some encouragement, Wong analyzed three different
vidicon cameras operated 1n space and found them to be extremely stable over loag periods,
several months 1n one case. This information makes the RBV registration task look some-
what easier than it has sometimes seemed 1n the past., However, a slightly more pessimistic
approach was used in the positioning analysis. It 1s assumed that at intervals of about once
per week, the RBV images will be analyzed with the precision processing equipment to
determine the necessary systemaftic compensation to be applied 1n bulk processing., The
analysis will be based on the observed reseau locations in the RBV mmages compared with
their calibrated locations. The results of the analysis will be small adjustments made to

the bulk 1mage corrector (descrmbed in Section 11.1,1,7),

Table 10,4, 2-2 shows the raw mternal RBV errors. The first error source, Optical Com-
ponents, ndicates the positional effects that remain after the calibration of the optical

imaging portion of the sensor from thelensto the RBV faceplate. These erroirs are caused
primarily by temperature variation m the spacecraft and by small residual uncerfainties

in reseau measurement An opfical calibration procedure 158 developed 1n Seection 11.1.2, 2, 8.5,

All but the first error source are effects associated with the electromagnetic characteristics
of the vidicon camera The values for these errors are derived from experience gained m
the recent image registration study performed by Bendix for NASA/GSFC under Contract
NAS 5-11699.

In Table 10 4. 2-3, the positional effects that can be expected from errors not detected and
corrected by the pericdic RBV precision-processing analyses are listed, As 1s shown by
the table, only a few scan lines of error are expected to occur durmg bulk processing when
this technique 1s employed. The nonlinear part of the internal geomefric errors 1s not
expected to vary by more than 10 percent in a week, Then rms value 1s taken as 1/2 this
amount,

* Wong, Geometric Fidelity of Three Space Television Systems, presented at Convention of
the American Society of Photogrammetry, Washington, D, C., March 1970.
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Table 10, 4. 2-2, Positwonal Effects of Raw Internal RBV Errors

Item Positional | Effect, ft
No., Name of Error Type of Error Amount of Error 99.7% 68.3%
1 | Optical Components| Normal distribution| Residuals 216 72
{calibrated
2 | Magnefic Lens o 15 1/2 maximum | 1% maximum 4299 1417
Distortion -
3 | S Curve Inmiting tolerance | 0 200 mm at corners 4788 1578
4 | Scale o 18 1/2 maximum | 1% 4299 1417
5 | Centermg g 18 1/2 maximum | 1% maximum each 8598 4299
axis
6 | Nonlinearity Normal distribution| 1% maximum each 3598 1700
ax1s
7 | Skew g 18 1/2 maximum | 1/2 degree maximum 3752 1237
8 | Raster Rotation o 18 1/2 maximum | 1 degree 7504 24174
Root Sum Square Tofal 16,672 ft | 5,957 ft

10.4 2.4 Comments on Table 10, 4. 2-4 - Effects of External MSS Errors

External MSS errors mclude those due to alignment, ephemeris position, relative fime of a
scan line, atfitude, data processing precision and earth curvature. Effects of these errors
are detailed following Table 10.4 2-4,

A, Tem 1 - Alignment Between Image and Attitude Sensors., Alignment error 1s the same
as for the RBV cameras, The effects are smaller than for the RBV sensor 1n pitch and
yaw since, mnstead of a square format 100-nm square, the image geometry 1s only a single
100-nm line.

B. Item 2 - Ephemens Position, This error 1s the same as for the RBV cameras. The
effects also are the same, except for the altitude effect, which 1s decreased by the single-
scan-line geometry,
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Table 10, 4. 2-3.
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Positional Effects of Internal RBV Errvors*

Item Positional | Effect, ft
No, Name of Errvor Type of Error Amount of Exrror 99.7% 68, 3%
1 | Optical Components| Normal distribution| Residuals 216 72

(calibrated)
2 | Magnpetic Lens o 18 1/2 maximum | 0 6% maximum, 130 43
Distortion 90 percent of which
18 systematic
3e | 8 Curve Normal distribution) 0, 02 mm maximum 24 8
about mean rotation| m corners, 90 per-
effect cent of which 1s
systemantic
4 | Scale g 18 1/2 maximum [ 0.2% maximum 860 283
5 | Centering o 18 1/2 maximum | 0 2% maximum each 1720 566
axis
6 | Nonlinearity Normal distribution] 0 7% maximum each 301 30
ax1s, 90% of which
15 systematic
7 | Skew o 18 1/2 maximum | 0 03° maximum, 909 225 74
of which 15 systema-
fic
8 | Raster Rotation Assume g 15 1/2 0. 05° maximum 375 124
maximum
Root Sum Square Total 2,011 ft 655 ft

* With correction based on periodic calibrations from space images.

C. Item S - Time of Reference Scan Lime, Umversal Time, The relative time of a scan
line can be determined by scan 1ine counting, However, the universal time of the reference
line 15 a different matter, The uncertainty 1n establishing time for the first scan line mn a
series 1s assumed the same as for the RBV exposure, 5 to 10 milliseconds, By super-
1mposinhg spacecraft clock time in the PCM scanner signals, this uncertainty could be made
much smaller, but this improvement would not be significant 1n the fotal error budget.
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Table 10 4, 2-4,

Positional Effects of External MSS Errors

Positional Effect, ft,

Item No, Name of Error Amount of Error 99.7% 68.3%
1 Sensor Axis Alignment to
Spacecraft o
Pitch 0,05 maximum 2632 877
Roll 0. 052 maximur 2659 885
Yaw 0. 05 maximum 265 60
2 Ephemeris Posifion of Frame
Center
Along Track 0= 853 feet 2559 853
Across Track o= 164 feet 4.92 164
Alfitude U= 164 feet 50 11
3 Time of Reference Scan
Line, U. T. 0.005 to 0 010 sec, 212 106
4 Attitude o
Pitch 0. 10 maximum 5264 1755
Roll 0.1 maxumum 5317 1770
Yaw 0.8 maximum 4245 966
5 Heading Line Computation From ephemer:s
error, latitude=60 30 11
€ Data Processing Computational
precision fixed 250 250
7 Earth Curvature 117 50
Root Sum Sguare Total 9,746 ft 3, 087 ft
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D, Item 4 - Attitude, Atfitude errors are the same as those assumed for the RBV cameras.
Their effects are smaller for pitch and yaw, however, as noted above for the alignment
errors, In the analysis, the determinafion of attitude for only one reference scan line m a
single MSS frame was origmnally considered to be part of the external error budget, The
determmation of attitude changes with respect to that reference scan line was done for the
MSS errors within a frame, listed 1n Table 10.4 2-5, This convenfion was ntended to
permit a2 ready comparison of MSS and RBV error causes, However, the MSS errors within
a frame are sigmficantly reduced by sampling attitude angles for at least three reference
lines per frame - about once every ten seconds - and then interpolating between them when
prinfing the bulk image,

E. Hem 5 - Data Processing Precision. This error 18 explaimned for the RBV cameras.
The same value was used for the MSS processing precision, 1t 1s an equally generous
assumption here,

F, Item 6 - Earth Curvature. The earth curvature effect 15 decreased from that of the
RBYV by the decrease i maximum earth distance from nadir 70.7 nm for the RBV, 50 nm
for the MSS.

10.4.2.5 Comments on Table 10.4.2-5 ~ Effects Within an MSS Frame

Thig category mecludes the internal errors of the scanner, plus the errors that affect
position between several scan Iines over a single 100-nm frame. The latter errors actually
are external errors, but when considering a frame of MSS imagery, they can be considered
as occurring within a frame, They are the effects caused by external errors that change
within the frame,

A, Iiem 1 - Altitude Change, Over 100 nm, the altifude of the spacecraft will change by an
average of 1300 feet wath respect to a geographic reference spheroid used for positioning

and scaling, If the altitude 1s assumed to be obtained from the ephemeris at the center of the
frame, the change will be plus and mmus 650 feet at the edges of the frame, If this change
1n altitude 1s i1gnored 1n the bulk-processing printer, the error in positioming will be small,
as shown 1n the table,

B. Ifem 2 - Velocity maccuracy. If the ephemeris s entered at the time corresponding to
the center of the MSS frame, the maccuracy of 1/10, 000 assumed here for derived velocity
will cause only a 30-foot positional error at the edges of the frame.

C. Item 3- Change in Skew The skew in an MSS frame 1s the consequence of the ground track
differing from the spacecraft heading (due to earth rotation) and also of the finite sweep time
of a single group of 81x scan lihes, This skew can be removed when printing the bulk MSS
image, based on the ephemeris latitude and spacecraft heading, The amount of skew 18
significant, over 5 degrees at the equator., If a single skew value is used for the entire MSS
frame based on the skew calculated for the frame center, a positional error will occur since
the skew actually changes over the frame, The amount of this change varies with latitude,
The value for a latitude of 45 degrees 1s used here as representative, The positional error
introducedn the bulk-processed 1mage by neglecting skew change appears signficant

when considering this table alone, However, in the total bulk mapping accuracy it has hittle
effect.
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Tabhie 10,4 2-5., Positional Effects of MSS Errors Within a Frame#*

Item No, Name of Error Amount of Error Positional Effect, ft
99, 7% 68, 3%
1 Change m Altitude above Ellipsoid +653 ft, 65 '+ 30
2 Velocity Inaccuracy 1/10, 000 30 20
3 Change 1n Skew 3 mwmutes,12 seconds at 45° latitude 283 94
4 Atfitude Rates ILanear interpolation between three
Fitch attitude values for frame for each 118 15
Roll angle, maximum rates of 0, 005, 118 15
Yaw 0. 005, and 0. 02 degrees per second
for pitch, roll, and yaw,
5 Mirror Rate Difference 0 1% peak, systematic, normal
distribution 61 20
6 Mairror Jitter 1/4 resolution element maximum 85 28
7 Detector Alignment 1/4 resolution element 85 28
8 Timing 1/4 element time 60 60
Root Sum Square Total 370 ft 124 ft
* With pneumatic control disabled by ground command -
|
Z
8,
[}
o
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The skew angle at the frame center 1s incorrect because of the error 1n determmning latitude
using the ephemeris data. However, this error amounts to only about 2 feet and 1s not shown
1n the table.

D. Item 4 - Attitude Rates, Pitch, roll, and yaw change as consecutive lines are scanned
1 a MSS frame, If only single values of pitch, roll, and yaw are used for the entire MSS
frame, positional errors will increase the farther one goes from the scan line at which
these reference values apply. The amount of such error depends on the rates of change for
the attitude angles., Pitch and roll are expected to change by a maximum of 0, 005 degree
per second, and yaw by a maximum of 0, 02 degree per second, except when the reaction-
wheel 18 unloaded., When the reaction-wheel 15 unloaded, prtch and roll changes increase to
some value less than 0, 015 degree per second, the system design goal. Unloading the
reaction-wheel will cause a transient mn an image 1f 1t occurs during the acquisition But
smce the probability of unloading during the recording of desired imagery 1s small, no
provision 1s planned to disable the pneumatic controls. If very mgh quality images are
needed for some operation such as bridging, the pneumatic controls should be disabled
durmng the actual 1image acquisition.

If the three attitude angles are sampled at the center of a MSS frame, pitch, roll, and yaw at
the beginmng and end of the frame can differ from these values by about 0. 072, 0.072, and

0. 29 degree, respectively, The effects of the 0, 072 degree of pitch and roll error correspond
to a maximum posifional displacement of over 5300 feet, a considerable figure, This

erior can be avoided by more frequent sampling of the pitch, roll, and yaw data @s

described above 1n the discussion of external MSS errors), provided the addifional data 1s
meorporated 1nto the compensation employed for the bulk-processed mmage If this
compensation 18 Iinear between three attitude samplings per frame, the interpolation errors
are small, as shown 1n the table,

E. Item 5 - Mirror Rate Difference, This error is expected to be nearly constant, possibly
changing somewhat near the end of the 1-year operational Iife. Ground and control-point
calibrations provide the data necessary to remove the systematic portion of this error when
the bulk images are printed,

F. Items 6, 7 8 — Miscellaneous Internal Scanner Errors, These errors are all larger than
estimated by Hughes, In the total system mapping accuracy, the effects are not sigmficant.
The one ciifical factor 15 detector alignment. It must not exceed 1/2 a resolution element,
The maximum error shown 18 only about 1/3 a resolufion element. Hughes 1s anficipating
about 1/4 an element,

10.4.2 6 Comments on Table 10,4, 2-6 — Positional Effect of Miscellaneous Errors
The errors win this table apply equally to RBV and MSS bulk images They 1nclude film
shrinkage and interpolation to edge marks,

A, Item 2 - Film Shrinkage. The effect in the table includes the film shrinkage effects of
both the 70 mm original bulk image and the first enlargement made from 1t. This represents
the error caused by irregular film shrinkage when attempting to linearly interpolate an 1mage
position from edge reference marks
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Table 10 4 2-6 Postional Effects of Miscellaneous Errors (RBV

and MSS8)

Positional Effect, ft

Item No Name of Error Amount of Exrror 99 7% 68 3%
1 Master Image Printer
Image 1/10, 000 per axis maxumum 86 43
Reference Marks 1/10, 000 per axis maxumum 86 43
2 Film Shrinkage - Local Distortion 0 01 percent maximum 122 41
3 Printer Scan Correction Residual
Annotation Data 1/10, 000 each axis 86 43
Printer Scan Correction Residual
Internal Geometry 1/10, 000 86 43
4 Interpolation to Edge Marks Evaluated at 45° latitude 2195 700
Root Sum Square Total 2205 ft 706 ft
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Table 10 4 2-7TA  Bulk Positional Errors - RBV Errors

Posifional Effect, ft
Item No Name of Error Type 99. 7% 68 3%
! 1 External (Table 1) 10,667 3,226
2 Internal (Table 2B) 2,011 6855
3 Miscellaneous (Table 5) 2,205 700
11 t
Root Sum Square Total , 077 £t 3,365 1
1 82 nm 0 55 nm
Table 10 4 2-7B. Bulk Positional Errors - MSS Errors
Pogitional Effect, ft
Item No Name of Error Type 99 7% 78 3%
1 External (Table 3) 9, 746 3,087
2 Within a Frame (Table 4) 370 124
3 Miscellaneous (Table 5) 2,205 700
9,999 ft 3,168 ft
Root Sum Square Total
1 64 nm 0 52 nm
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B, Hem 4 - Interpolation to Edge Marks. This error results {rom using geographic reference
marks only arcund the margin of the image. The curvature of parallels (and meridians, to a
lesser extent) 18 not a trivial source of error 1n absolute positioning of image elements,
There are two ways around this problem (1)} use mferior reference marks, or (2) use a
transparent overlay for accurate positioning Some users have said they do not want interior
reference marks m the images. As a result, bulk users with interest in precise positioning
must be content with overiays. For precision processing, the choice of inferior reference
marks 18 left to the user requesting the processing,

10 4 2 7 Comments on Table 10 4 2-7 - Bulk Posifional Errors
This table simply combines the preceding tables 1n a root-sum-square manner to obtain an esti-
mate ofthe total positional errors for bulk images The specification requirement of a maximum

error of 2 nm will be met, this error mcludes not only the effects of ephemeris, time, and
attitude errors, but all other uncorrected errors as well For the RBV 1umages, thisis a
direct result of the incorporation of the analog bulk image corrector., Without this device,
using a bulk printing control technique that could make only first-order corrections (rans-
lation, separate x and y rotation, separate x and y scaling), combined Internal RBV errors

would increase to 6, 860 and 1, 611 feet for the 99 7 and 68 3 percentile errors This in
turn would mcrease the total bulk positional error for RBV images to 12, 873 feet (2 12 nm)
and 3,673 feet (¢ 60 nm} for the 99 7 and 68 3 percentile errors

10 4 2 8 Comment on Table 10 4 2-8 - Bulk Registration Errors of RBV Images

The value of the 1mage corrector 1s readily apparent here For registration of the three
RBV images, absolute position 1s not of concern, hence the external effects are no problem
In-orhit calibration to relative control points (discussed 1n Section 11 1 2 2 2 2) essentially
elhiminates the relative alignment errors between the three cameras The largest remaiing
errvors aifecting repistration of bulk RBV 1images are those caused by uncorrected internal
geometry

Table 10 4 2-8 Bulk Registration Exrrors for RBV Images

Positional Effect, ft
Item No Name of Error Type 99 7% 68 3%
1 Internal {Table 10 4 2-3 times 2) 2,844 926
2 Miscellaneous (Table 10 4 2-6) 273 120
2,857 ft 934 it
Root Sum Square Total
20* 6%

* Number of 145-foot prcture elements
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A Ttem 1 - Internal Geometry This error 1s Item 2 from Table 10 4 2-3 multiplied by
the square root of two to 1nclude the effects of registration for any RBV 1image with respect
to another

B Item 2 - Miscellanepus This error 18 based on the effects 1n Table 10 4 2-6 However,
the 1tems 1n that table concerned with reference mark errors can be omitted from considera-
tion, since registration 1s not concerned with absolute position This sharply reduces the
contributions of the miscellaneous errors since they are mostly caused by the interpolation
errors for two RBV umages, assuming the errors are 1n registering each of two 1mages
separately to a third

1 Registration Without Image Corrector Without the bulk 1mage corrector, using a hulk
printing control technique that could make only first-order corrections, the bulk registration
errors for RBV iumages would rise to a maximum of 67 RBV 145-foot picture elements and
an rms error of 16 elements These numbers, over 1/3 of a nautical mile rms registration
error, probably exceed the limits of practical ufility for serious investigators of earth-
resouce phenomena Moreover, misregistration of this size would be clearly wisible to the
unaided eye viewing a color composite photograph at 1/1, 000, 000 The rms registration
would be about 1/32 mch
10 4 2 9 Comments on Table 10 4 2-9 -~ Positional Errors of Control Point

Images Before Spatial Resection - RBV
This table develops a value for the standard error, p, used in the ground-control-point ac-
curacy analysis of'Sectionil 1 2,2.3 3

Table 10.4 2-9 Positional Errors of Control Point Images Before Spatial
Resection - RBV

Positional Effect, ft
Item
No Name of Error Type 99.7% 68 3%
1 Fi1lm Distortion Between Reseaus 60 24
2 Pointing to Images 200 72
3 Instrument Error in Measuring Countrol 1286 42
Point Image
4 RBV Infernal Residuals 220 110
5 Control Point Position from 1/250, 000 870 290
Map
Root Sum Square Tofal 230 ft 322 ft
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A  Ttem 1 - Film Distortion Between Reseaus The RBV reseaus provide a means for
regaiming an excellent knowledge of the RBV internal geometry When measuring the control-
pomnt images on a 70 mm film record (scale about 1/3, 650, 000) preparatory to precision pro-
cessing, the reseaus will also be measured and used to remove internal geometry errors of
the image However, beiween reseaus there will be a small error caused by 1rregular film
shrinkage Because of the close spacing of the reseaus (about 5 6 mm on the 70 mm 1mage)
this error i1s small, and 18 estimated as 0 002 mm rms, consistent with photogrammetric
experience using reseaus.

B  Ttem 2 - Pointing f0 Images Image 1dentification error 1s partly a function of 1mage
spafial frequency 1 the immediate area, and partly a characteristic of the control-point

image 1tself A pointing accuracy of 1/5 the smallest resolution elements present is com-
monly used 1n photogrammetric work For the 70 mm ERTS RBV images, this would be only

0 002 or 0 003 mm. Based on the experience gained from the precision positioning experi-
ment (deseribed 1n Appendix A of this report), avalue of 0 006 mm appears a good conservative
estimate for the rms error 1n pointing to ERTS control-point images on 70 mm film This
corresponds to 72 feet on the earth The distribufion of this error iends fo be truncated
normal, with few errors beyond 2 5 sigma

C Item 3 - Instrument Error in Measurmng Control Poimnt Image The control point images
will be measured on the viewer/scanner equipment of the precision processing element The
stages used for this equupment have a small positioning error, contributing to the standard
error for the control-point image (The true mechanical error 1s greatly reduced by control-
computer adyustment based on stage calibration ) A residual rms contribution of 0 0025 mm
in each axis was assumed

D Item 4 - RBV Internal Residuals The reconstruction of RBV internal geometry based
on the measured reseaus contains small residual errors These are caused by measuring
engine errors used 1n measuring reseau crosses, errors in pointing to the reseau crosses,
errors 1n the linear mterpolation used between reseau 1ntersections, and random errors for
given mmnage points between reseau intersections The composite effect of these 1s taken as
1 5 RBV 145-foot picture elements maximum error, with an rms of 1/2 this value On the
70 mm 1mage, this corresponds to about 0 028 mm maximum error

F 1Item 5 - Control Point Position From 1/250, 000 Map This confribution 1s discussed in
more detail during the presentation of positioning-study results in Section11 1 2 2 The
national map accuracy standards would specify an rms contribution of about 250 feet How-
ever, the technician selecting the control points must properly 1dentify the map feature, and
then measure 1ts posifion with respect to the nearest geographic reference marks The
geographic coordinates then must be converted into the local space coordinates used for

the spatial resection All of these steps involve errors, although the errors are normally
small It 1s assumed the combined effect of these additional errors is 150 feet rms

10 4 2 10 Comments on Table 10 4 2-10 ~ Positional Errors of Contrel Point

Images Before Spatial Resection - MSS
The same general comments apply here as for Table 10 4 2-9 However, there are no
1eseaus on the MSS images and this changes the errors for the individual items The total
error 15 not significantly different
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Table 10 4 2-10 Posifional Errors of Control Point Images Before Spatial
Resection - MSS

Positional Effect, ft
Item
No, Name of Error Type 29 7% 68 3%
1 Film Distorfion (No Reseaus) 120 60
2 Pointing to Images 200 T2
3 Instrument Error 1n Measuring X, ¥ 126 42
4 MSS Internal Residuals 150 50
5 HR¥R Random Errors 120 60
6 Control Pomnt Position From 870 290
1/250, 000 Map
Root Sum Sguare Total 930 &% 217 ft

10 4 2 11 Comments on Tabhle 10 4 2-11 - Additional Precision Processing Error Effects
Additional precision processing errors include those due to scannming and printing 1mage
and reference marks, computational roundoff, film distortion to nearest reference mark,
and systematic geographic coordinate error on reference spheroid Two of these errors
are detailed following Table 10 4 2-11

A  TItem 1 - Scanmng and Prmting Image and Reference Marks This item represents the
total error alloted to the precision-processing scanning and printing equipment Referred
to the output scale of 1/1, 000, 000, this represents 0 030 mm rms This value 1S conserva-
tive, based on past experience with precision image data processing systems

B Ifem 4 - Systematic Geographic Coordinate Error On any reference spheroid, the
errors 1in a national or mternational triangulation accumulate over the large distance often
mvolved from the reference pomt Accuracies of 1/100,000 to 1/300, 000 of the distance are
commonly stated for first-order triangulation programs The values used represent maxi-
mum errors of 1/250, 000 over 5, 000 miles from the origin of the spheroid (This error is
meaningful only when considering ERTS positional accuracy in a rather sophisticated sense
All users of ERTS 1mages will be comparing the images to map source for their absolute
positional reference, and this error deoes not exist for that comparison, since the maps are
in error by the same amount However, it is an error when referred to the reference
spheriod and 1s included here for that reason This error would not be noticed by someone
jomming a great many ERTS images together io form a composite picture, and then his me-
chanical errors 1n making the junctions would be far 1n excess of this error )
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Table 10 4 2-11 Additional Precision Processing Error Effects

Ttem Posifional Effect, fi
No Name of Error Type 99 7% 68 3%
1 Scanmng and Printing Image and 250 98

Reference Marks
2 Computational Round-Off 30 30
3 Film Distortion to Nearest 40 16
Reference Mark
4 Systematic Geographic Coordinate 100 49
Error on Reference Spheroid
Root Sum Square Total 274 115 ft

10 4 2.12 Comments on Table 10 4 2-12 - Positional Errors After Precision Processing
This table summarizes Tzables 10 4 2-9 through 10 4 2-11 In accordance with the analysis
of Section 11 1 2,2 3.3, the control-point errors before spatial resection are reduced by
the factors shown in the table This corresponds to a nine-control-point array enclosing
about 62 percent of the total image area, as chosen for a baseline condition 1n Section

111 2 233

10 4 2 13 Commenis on Table 10 4 2-13 - Precision Registration Errors

This table shows the registration errors between any two RBV or MSS images after precision
processing For this purpose the control point errors do not contribute The camera align-
ment information 1s used to produce the precise positioning information for two of the three
RBV cameras with respect to the third This alignment information can be determined to
within the residual internal geometric errors of the cameras themselves

A comparison of Table 10 4 2-13 with Table 10 4 2-12 shows that the registration error
after precision processing 1s almost the same as the absolute positional error
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Table 10 4 2-12

Positional Errors After Precision Processing

Positional Effect, it

MSS
Item
No Name of Error Type 99 7% 68.3% 99 7% 68 3%
1 Image Pomt Error Affer 518 179 634 216
Spatial Resection (Table
10 4 2-9 times 0 557 for
RBV, Table 10 4 2-10
times 0 682 for MSS)
2 Additional Effects 274 115 274 115
(Table 10 4.2-11)
586 213 691 ft 245 ft
Root Sum Square Total
4 RBV 145~ 1,5 RBV 145- 2,8 MBS 1 0 MSS
ft Picture ft Picture Resolution Resolution
Elements Elements Elements Element
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Table 10.4 2-13

Precision Registration Errors

Positional Effect, ft

MSS
Ttem Name of Error RBV
No Type 99 7% 68 3% 99 79, 68 3%
1 Film Distortion Between 85 34 170 85
Reseaus
2 Internal Residuals 311 156 212 71
3 Scanmng and Prmting 250 98 250 98
Image
4 Film Distortion on Final 170 85 170 85
Image
442 ft 206 ft 406 ft 171 ft
Root Sum Square Total
3 RBV 145- 1.5 RBV 145- 1.7 MSS 0 7 MSS
ft Picture ft Picture Resolution Resolution
Elements Elements Elements Element
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10 4 3 IMAGE ENHANCEMENT AND CLASSIFICATION
This section presents the results of the study of the needs and apphecation of multispectral
enhancement and classification processing to the NDPF

10 4 3 1 Background
Multispectral imagery from ERTS, formaiied on computer readable magnetic tape, enables

a user to extract and analyze spectral signature data With this data, and the correllary
1mages, the user then specifies a method of mulfispectral processing to produce enhanced
or thematically classified 1mages relevant to this application This process 1s 1llustrated

below

MULTISPECTRAL ENHANCED

VIDEQ DATA ANALYSIS & ENHANCEMENT FEATURE IMAGE
—p  TRAINING 4 ENHANCEMENT >

(COMPUTER TAPE (USER'S GP OR CLASSIFICA- PROCESSOR

FROM SPECIAL COMPUTER) | TION

PROCESSING) COETFFICIENTS

CORRELATIVE IMAGE

(BULK OR PRECISION
PROCESSOR OUTPUT)

For this process, the user requires speclalized equipment to produce his final output, e g ,
an enhanced 1image The Image Enhancement and Classification study task has considered
the design requirements and feasibility of adding a feature enhancement processor fo the
Special Processing Element of the NDPF This capability would then allow the ERTS user,
without access to a suitable feature enhancement processor, to obtain enhanced 1mages

Presently, there are only a Iimited number of users with suitable equipment, e g , the
Umversity of Michigan, Purdue Umiversity - LARS, and, begmnning this summer, NASA-
MSC with the Ground Data Station of the MSDS system (Purdue and MSC enhanced image
production capabilifies are limited 1n thoughput by the requirement for digital processing
while the Hot N1 system's analog processor possesses sufficienf throughput)

This section discusses the methods of performing this feature enhancement processing

The optional 1mplementation of this capability within the Special Processing Element 1s
described in Section 11 1 3 8 This implementation also provides the analysis and traimng
function described above m the Special Processing Element's computer

The 1dentification of terrestrial resources from data gathered by a multispectral scanner
can be hoth simplified and optimized by automatic processing techniques Treatment of the
available data m this fashion directs the human judgment used 1n its interpretation to
specific areas
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The function of an automatic feature enhancement device 1s to place data before the user
that has been transformed to exhibit those spectral characteristics that provide the best
information applicable to the classification problem. Further, fhis enhancement 1s to
choose the most likely source, ¢ g , a cultural or terrestrial feature, of a spectral
observation with the choice weighted to mclude the relative costs of a wrong decision and
the expected probability of the appearance of that object

In a general Earth Resources classification problem, there are classes of sources or
objects, one of which will best characterize the observation 7The amount of detail required
to define a class will depend upon the subtleness of the problem and the spectral differences
between the proposed classes For this reason, "training samples' must be analyzed to
determine whether such differences exist and, 1f they do, how raw data should be transform-
ed to accenfuate them

The training phase will require ground truth information about the area being scanned Once
done, however, the results of the traiming phase can be used in the automatic processor to
extract information from the continuously processed raw data about the sources of the obser-
vation ¥ the user requires, the processor will assign class membership to an observation
using the techmques of applied decision theory These techniques allow the user to include

a prior1 assessments of the relative costs and frequencies of appearance for the allowed
object classes In any case, the information available to the user will be 1n a form easiler

to interpret than the original, because 1t will lack the redundancy and noise inherent 1n the
raw data

10 4 3 2 Spectiral Signature Recogmiion

Frequently during the discussion of feature enhancement techniques and their implementation
m the NDPF, it will be convenlent to speak of a single multispectral observation A single
observation 1s a spectrum of a resolution or picture element as observed by the imaging
sensor

it 15 convenient to think of an observation as a vector with each component proporfional to
the energy collected mn one of the channels of the scanner This vector will be referred to
as the spectral signature of the observation The classification of these spectral signatures
will form the basis for the feature enhancement process, where this classification 15 accom-
plished without regard to the spatial image configuration Each spatial resolution cell 1s
then treated separately by the processor with configurafion information being used only to
display the processed results

Spectral signature recognition 1s a problem m attrbuting the signature for a resolution cell
to an object class which describes the content of the cell Several different objects may
comprise an object class 1f the user's requirements demand it Therefore, the target
signatures for the class are not fixed, but cover some range of values Even completely
homogeneous classes will show some variability because of the different condifions under
which the signatures are obtained and the random noise in the sensor system The recog-
nition problem then becomes a statistical one with the attendant difficulties of stormng
descriptions of the object class signature distributions for comparison with observations
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Any particular observation will then be classified according to whether 1f more likely was
drawn from a population distributed m a manner similar to one of the object classes than

from any of the others.

The classification procedure 1s based on Bayesian decision theory The environment ig
described by defiming the object classes and assigning a prior: probabilities of occurence

to them For an agricultural survey, the object classes are crops grown 1n the area with
a prior1 probabilities proportional to the approximate acreage of each crop, determined
from the records of previous years Other land use 1s subsumed by an object class labeled
hackground, !' because those uses are not part of the immediate concern 1n the problem

Aun example of thematically processed imagery obtained by applying the results of Bayesian
decision theory 1s 11lustrated in Figure 10 4 3-1. The multispectral line scanner data used
to prepare this example was obtained durmng a flight over the Mississipp1 delta The pre-
dominant terrain features in this region were found to be open water, marshy land, and high
dry land rich in sand and gravel deposits left af ancient beach ridges and river channels
The three thematically processed rmages 1 Figure 10 4 3~1 show the spatial distribution
of these features in the same area The primary object class of inferest 1n this case was
the high dry land which could serve as a source of construction materials The utilaty of
these materials, once located, 1s determined 1n part by their accessibility, thus, the nature
of the adjacent and surrounding terrain 1s also of interest

In some other application, other categories, e g , lakes, urbanized area, cloud cover, etc ,
may comprise the object classes with all agricultural categories constifuting the background
Having defined the object classes, the user must then determine, as part of the tramming
operations, the signature distribution characteristic of each object class

The user's needs appear m the analysis in the form of costs assigned to each ordered pair
of object classes These costs weigh the classification scheme 1 favor of those class
assignments which mimimize the user's penalties should a signature arising from one class
be attributed to another To evaluate a signature, its likelthood 18 computed for each of the
object classes defined m the training operation The likelthood of the signature 1s the con-
ditional probability that it arose from the object class for which 1t 1s evaluated

On the basis of the relative magmitudes of the likelihoods, the a priori probabilities, and
the user-defined penalties, a signafure 1s assigned {o cne of the object classes Since an
individual spectral signature can be used only fo classify a single picture element, these
classified signatures are passed on to the display, ordered as in the original scan pattern
The result 1s 1magery with enhancement of those areas falling mto the pre~defined classes

This classification scheme requires for each class a description characterizing the class

18 because any one class cannot be described by a single spectral signature that the problem
becomes complicated This necessitates the storage of class signature distributions and
places constraints on the rate at which signatures can be classified, since each observation
must be compared to signature distributions rather than to representative signatures

These stored distributions are obtamed from the analysis of training data sets known to
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contain signatures arising from the class of interest Assuming that sufficient data are
gathered for this purpose, the distributions for each class can he examined or analyzed
to determine the feasibility of representing them with simple mathematical expressions

One of the most popular mathematical distributions safisfying the reguirement of symplicity
1s the Gaussian, or Normal distribution It 1s easily parameterized, requring only the
mean and variance, and often provides a close fit 1h scientific measurements where care
has been taken to reduce errors arising from other distributions Experience with multi-
spectral data, however, indicates that there are many sources of variance which cannot be
regarded as measurement errors except in the loosest sense TFor example, 1n the identi~
fication of vegetation as a class, there are variations due to the inclusion of many different
types of vegetation, variations arising even within a crop type because of general health or
maturity, and variations m spectral 1llumination due fo solar aspect and polarization

Whenever a suitable mathematical model 1s known for a source of variance, an explicit
correction can be applied. A model cannot be regarded as suitable, however, 1f i1t requires
additional data nof available or mvolves computation too cumbersome for the large number
of signatures being processed Any source of variance, whether :dentified or not, for which
no explicit correction 1s made must, perforce, be dealt with by the decision process as an
attribute of the classes 1n which the variance 1s present The principal difficulty of applying
a decision strategy to multispectral data then becomes the problem of storing distributions
which cannot be parameterized simply

10 4 3 3 Implementation by Storage of Trainng Data

If advantage 1s taken of the fact that very large amounts of data can be gathered by mult:-
spectral line scanners and they can be both reproduced and manipulated by automatic equip-
ment, a fundamental prmeciple of statistics, the Law of Large Numbers, may be invoked
Loosely translated, the principle states that observed frequence distributions fend to become
proportional to the underlymg probahlity distributions when the number of observation 18
large Thus, the familiar histogram 1s expected to reveal the form of the probability
distribution which produced 1t

For multivariate data, of course, a muifidimensional histogram is required While histo-
grams of more than two or three dimensions are difficult to visualize, the information con-
tained in them can readily be put 1n a multiple entry tabular form generated during the
traimnmg phase

This procedure 1s conceptually simple when employing digital computing methods The
probability can be computed separately for each observation and for each category con-
sidered The output of this processing scheme 1s a vector with one component for each of
the alternatives cousidered The value of each component 15 the probability of the corre-
sponding alternative This can be turned into a display by directmg the multicomponent out-
put to a color 1mage producing device, such as that provided elsewhere 1n the ground data
station This 1s accomplished by generating the separate spectral images on black and
white film and producing a color composite The spectral images are exposed on the Bulk
Processing or Precision Processing film recorders from data transferred on high-density
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digital tape A distmct color for each alfernative, modulated 1n mtensity from saturation
to white as the probability of correctness 1s large or small, provides a display which makes
all the information available to the interpreter

Two problems are raised when Bayesian procedure 1s applied to multivarate observations
from 1maging sensors The amount of information that must be stored to adequately repre-
sent the multivariate signature distribution for a single target increases exponentially with
the number of channels, because readings on the channels are not statistically independent
Thus, a multispectral scanner with 4 channels and 8-bit accuracy of 256 resolvable levels
on each channel, would require R32 words to store the signature distribution from a single
target Such a requirement exceeds the storage capacity of any reasonably sized computer
Signature distributions in this form cannot, therefore, be stored digitally in the core portion
of the computer memory Other methods of digital storage for this information are equally
unacceptable and also have prohibitively long access times

The second problem concerns the necessary processing rate Imaging sensors collect
observations at rates on the order of 10, 000 pixels per second A proper job of classifica-
tion requires that each of these observations be compared with the signature distribution for
each of the alternatives among which classification is desired TIhgital methods can be used
for signature recognition only 1f the mformation storage requirements can be reduced to
acceptable levels When the imnformafion storage requirement 1s so reduced, digital process-
g can be completed only at a rate much slower than the rate at which the data 1s provided
When analog processing techniques are employed, the rate at which data can be processed

15 accpetable, but the mmformation required to apply Bayesian decision strategy i1s not easily
passed on to the analeg processing device

The results of the Bendix Signature Data Processing Study, now under contract to NASA/
MSC, suggest a powerful simphfication of this class storage problem If the probability
deunsity function 1s described 1n terms of variables which are uncorrelated, 1f 1s possible
to represent this function as a product of two dimensional probability density functions
Analog devices fo compute these two dimensional density functions have been constructed
and evaluated during the period of this study One of these units, which are called Analog
Table Lookup Devices, 1s schematically 1llustrated 1n Figure 10 4 3-2 The operation of
these devices 1s discussed m greater detail in Section 11 1 3 §

Certainly, in the case of four compounent spectral observations, a pair of such densifies can
be used to the conditional probabilities required for the decision process This procedure
1s underpinned by the assumption that the correlations between channels serving an axes on
different two dimensional distributions have been removed

Figure 10 4 3-3 shows sample scatter dhagrams of multispectral video extracted from the
scenes shown i Figuie 10 4 3-1 These samples contamn pixels from 1mage regions with
marsh, sand, and water classifications As Figure 10 4 3-3 1llustrates, the channel pairs
for multispectral observations of marsh, sand, and water are very strongly correlated If
pairs of such channel readings were to be used in the computation of conditional probabilities
1n the three classes mentioned by taking the product of two-dimensional probabilities, serious
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errors would be made because the varables clearly are not mdependent Thus, 1f the
promise of the two—~dimensional table lookup method 1s to unfold, a transformation on the
observed data must be performed to a coordinate system in which the variables are freed
of Iimnear correlations

F—HORIZONTAL DEFLECTION
NEGATIVE
TRANSPARENCY
PHOTO
VERTICAL CATHODE RAY TUBE MULTIPLIER
DEFLECTION PLATES /
P
e - -—: ,_}-
—r §.~
= ouTr
VA4
CONTROL HORIZONTAL
GRID DEFLECTION LENS
PLATES
VERTICAL DEFLECTION TARGET A

SIGNAL

Figure 10 4 3-2 Analog Table Lookup Service

Factor analysis 1s one tool that can be wielded to find the coefficients necessary for such
a transformation. Successful classification of marsh, sand and water as part of an
engineering resource survey attests to the strength of the method Once the coefficients
of this so-called Principal Component Analysis have been determined 1n a traiming opera-
tion, they are mntroduced to an analog network that transforms the signatures at real-time
processing rates 1nto signatures lacking correlations between the four variables The
distribution of signatures, now represented 1n a coordinate system that allows products
of two-dimensional probabilities to be used to compute four-dimensional conditional proba
bilities, are then either stored on transparencies for consultation by a set of flying spot
scanners or are used to determine thresholds for analog comparators In both cases, the
object 1s to compute a probability density Figure 10 4 3-4 shows scatter diagrams of
signatures rising from the marsh, sand, and water targets discussed earlier It1s
wstructive to note that the clusters exhibited canmot be mathematically described 1n terms
of the normal hypothesis It 15 also important to realize that each cluster was ''ground
truthed! in the analysis with, for example, the large cluster on the right being consonant
with the sand class assignment

1
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Thus, the fact that signatures are distributed even within a farget class introduces an
obstacle to real-fime processing because of the necessiy to store signature class
distributions The existence of variances within classes that make the normal hypothesis
untenable, presses the need for a more general means of storing distributions The
storage problems become palatable 1f the variables are processed 1n a way that allows
the powerful assumption of statistical independence fo be safely exploited If these
advantages are incorporated info an analog scheme, real-time processing is possible
without having to make the unrealistic assumption necessary 1n a digital implementation

The software package for the Training Set Analysis and the hardware proposed for the
Thematic Processor are described m Section 11 1 3 The software serves two purposes

1 Analysis of training set data fo specify coefficients and parameters for data
classification when using the Thematic Processor

2., Comparative evaluation of the performance to be expected when employing any

of the particular processing methods provided in the Thematic Processor
This evaluation can be used to select the preferred option for specific problems
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The Thematic Processor 1s provided with several options and also serves two purposes

1  The production of enhanced 1magery which presents a map showing the spatial
distribution of spectrally classifiable features

2  The evaluation from the viewpoint of utility to the user, of the various combina-
tions of processing and display options that may be called upon to implement
gtatistically optimal processing

The flexibility obtained in this way 18 considered fundamental to the attainment of the
experimental objectives of the ERTS system The intensive study of methods for con-
trolling, moniforing, and optimizing the use of resources on the earth has only recently
begun 1n earnest. Spectral signature recognition 1s one of these relatively new methods
Among the criteria that must be considered before selecting methods to be reflected 1n
an operational system 1s the degree of safisfaction expressed by the system users.

Several different processing procedures are described for the production of enhanced
1mmagery The products of each approach provide enhanced 1magery which can be
displayed for interpretation in many different ways

A competent judgment concerning the most satisfactory combinations of processing pro-
cedures and display methods must be based upon first-hand experience This will be
gained by applying the combinations available fo the variety of problems that users will
have The most suitable combinations for one problem can be unsatisfactory for the
next The distrbution of processed imagery to final users who may be unable to
duplicate the facihties available in the ERTS ground data station, and the reactions of
these people, can provide an excellent body of data upon which to base a sound judgment

10 4.3 4 Summary
The 1mplementation of the Feature Enhancement Module (FEM) described n Section

11 1 3 8 1s based on the considerations presenied above This system provides the
ability to perform factor rotations on 3- or 4-channel ERTS-A video (and can be expanded
to 5 channels for ERTS-B) and to perform classification by a simple "window' processor
These processors are fully compatible with the high throughput rate of ERTS pixels, which
would not be obtained even with a dedicated high-speed GP digital computer

The FEM module 15 designed to be expandable to incorporate more sophisticated, high
throughput processing, e g , flying spot scanners or multivariate normal distribution
processors. The output of this module 1s a HDDT with synthetic video which, when
played through the bulk processor, will produce enhanced or classified images in a format
compatible with further NDPF processing such as enlargement, color printing, and
preparation of comes
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10.4 4 SIMULATION

10.4 4 1 Objective
In order fo study the feasibility of the proposed design of the NDPF system, a computerized

simulation was generated The simulation was used to study the logical structure of the
NDPF system, to follow the flow of traffic through the system, and to eliminate blocking
caused by the need to either restructure the system or limit the capacity of parts of the
system

The model shows that the proposed NDPF system 1s balanced, effectively utihizes equip-
ment, and provides an efficient bulk processing and precision processing throughput design

10 4.4 2 The Simulation Language

In the GE-600 General Simulation language (GESIM), a simulation activity 1s specified by

a block diagram. GESIM provides a fixed set of block types out of which the block diagram
1s constructed Each block possesses a variety of parameters which are set to specialize
1ts actions The block then performs its action every time a transaction passes through
during simulation

The block diagram generates and controls the flow of transactions In our model, 1nput
tapes are represented by transactions entering the system. They are selectively blocked
or released, they seize a piece of equpment (facility) when available, release them when
finished and finally, ferminate when departing.

At any time, each transaction is associated with a single block A transaction can be pre-
vented from moving on to 1ts next block 1f the next block 15 already in use. Process time
1s accomplished through an advance block. What happens next can be determined through
the use of a transfer block capable of selectively routing transactions to arbitrary blocks
in accordance with system state at the instant each transaction enters the block.

The sequence of events 1n the model 1s entirely dependent upon the state of all transactions
in the system A transaction i1s moved through as many blocks as possible until an inter-
action point 18 reached, that 1s, unfil erther 1t enters an advance block which takes time,
or it 18 blocked by some condifion, e g , the availability of a facility GESIM then selects
the next transaction to be made current, and executes the block activity for the block at
which that transaction 1s currently located. This procedure continues unfil the run 1s com-
pleted A change of state, capable of releasing blocked transactions, will not stop the
current transaction Only after 1t reaches an interaction point will delayed transactions
receive consideration.

10.4 4 3 The NDPF Model

The process of 1mtiating the simulation study involved two major tasks TFirst, a model
of the system to be studied was constructed and then a program that embodied the logie
and action of the model was produced In defiming the model, the types of input required
and the desired outputs were specified.
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Input consisted of
1. Amount of time used for processing at each facility
2  Number of unages per tape
3. Number of observations per tape
4 Perod of tape recorder coverage
5 Period of available ephemer1s data
68  Number of tapes generated per day
7  Station type to determine 1f data was mailed

Some of the 1input fields were generated during the runmng of the simulation and saved as
parameters assigned to each transaction or as variables These parameters were used to
control the time that a transaction remained at a block For example, the amount of time
used to make an Edited Master depended on the number of images on a tape (parameter 10)
Table 10 4 4-1 gives a hist of the parameters used by each transaction

During the running of the program, statistics concerning all transactions 1n the system were
tabulated Outputs on the sumulation gave information on

1  The average amountof timethat a facility or a piece of equipment 1s utilized.

2  The average time for traffic to pass through selected points of the system (1 e ,
generation of IAT) or through the entire system

3  The maxumum and average queue lengths occurring at various parts of the system
4. The amount of traffic that flows through the complete system or parts of the system

In using the GESIM language to build the NDPF model, special purpose '"blocks! are used —-
each one an mstruction 1n the GESIM language Each one of these "blocks™ serves a special
purpose within the program For example, one block generates a "transaction", the umt

of traffic which flows through the model. In our case, the transaction 1s an individual input
tape Another block 1n the program assigns a parameter value to the transaction -- 1n our
case, a characteristic of a given tape, such as the number of observations on the video

data tape GESIM automatically generates statistical information on the pattern of events

for all transactions The number of work orders generated became a "'storage' or permanent
facility The storage area was used to represent work produced by the computer All

other working or processing areas were represented as facilities A total of one storage

area and 15 facilities working five days per week, three shifts per day were used in the
model
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Table 10.4 4-1 Parameter List

Parameter
Number Meaning
1 Time input data 1s received prior to
Image Generation
2 Constant 1 (tape recorded data
available)
3 Constant 1 (ephemer:is data available)
5 Station number used to determine 1f data
1s maitled
2 = mailed
0 = not mailed
8 Stop time for a transaction _The time
that data leaves photographic production
7 Number of observations on a tape
8 Number of images on a tape
10 Number of images after reduction 1n
photographic production
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10 4 4 4 The Simulation Program
The simulation 1s divided into three functional sections, each of which may be simulated
mndividually or 1n seral These are

1 Recempt of all input data and production of Image Annotation Tape (IAT)
2 Exposure and processiug of RBV and MSS images
3  Generation of master images and photographic processing for distribution to users

Figure 10.4.4-1 gives the general architecture of the NDPF model Each segment 1s
discussed 1n turn. A program listing 1s presented 1n Figure 10 4 4-2

10.4 4 4 1 Receipt of Input Data

In designing the NDPF model, a minufe was assigned as the basic umt of time Imtial
transactions are generated after each video tape 1s filled and shipped to the NDPF These
transactions are considered to be mput data tapes. Upon imtiating a data tape, the simu-
lation begins to simultanecusly process both video and PCM data If the video tape 1s not
malied i1t 15 immediately logged in and then waits for a corresponding Image Annotation
Tape IAT) Meanwhile the PCM data 1s processed to produce the Spacecraft Performance
Data Tape (SPDT). The availability of ephemeris data 1s simulated and a time delay for
making a new tape (if necessary) 1s computed. The resultant IAT and a matched video
tape are then sent to Image Generation

10 4 4 4 2 Image Generation

At this point a transaction 1s considered to be a set of matched data tapes, 1 e , video and
IAT. They are separated into MSS and RBV and converted to film After the roll of film
1s filled, the exposed film 15 unloaded, processed, and subjected to quality control At
this point, the images are sent to Photographic Reproduction to be copied and sent to
users

10 4 4 4 3 Photographic Production

An 1mput transaction 1s now considered to be the collected group of 1mages processed from
a single roll of film The fotal number of 1mages 1s assigned as a parameter fo the trans-
action The MSS images are inspected again and matched aganst user requirements

After work orders are generated, the simulation calculates all fufure time delays according
to the numbher of images being processed and provides for the imtroduction of an editing
factor, e g, 95 percent of all 1images are ufilized from this point on Based upon the
simulated edit factor, edited masters are generated, and positive and negative iranspar-
encles are exposed and processed. The final step 1n the model 1s the packaging after which
data are ready for shipment to the users After the final step, the fransaction 1s termmated
from the simulation At the end of a week, the simulation 1s stopped and a series of output
18 written
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10.4.4.5 Program Output

Because the simulation output was used and resuits disseminated by a relatively small
group of people, no attempt was made to format outputs, standard GESIM outputs were used
at all times. Figure 10 4,4-8 lists the output from the simulated model. The output 1s
divided into five sections

1,

Facilities Statisties. The statistics which are compiled by GESIM for each facility

referred to 1n the course of the simulation are histed. These statistics melude
utilization (the fraction of time each facility was seized), the total number of
entries into each facility, the average number of umts of time that a transaction
held each facility Table 10 4 4-2 defines the function of each facihity and there-
fore should be used in conjunction with the output

Storage Statistics A listing 1s provided of the stafistics compiled by GESIM for
all storages referenced In this model, storage number 2 (considered the com-
puter) is the only one used The statistics inciude the capacity as defined by the
user, the average contents during the course of the simulation (the average number
of units occupied), the average utilization of the storage (average contents divided
by maximum capacity), the total number of transactions that entered, the average
length of time transactions remained 1n the storage (minutes), the current and
maximum occupancy recorded for the storage during the run.

Queue Statistics. The statistics compiled for each queue referenced during the
simulation from another output segment are listed In this model, every facility
and storage had a queune with the same number to enable further analysis of back-
logging For example, queue one gives statistics concerning the processing of
PCM data, facility 1. Table 10.4,4-2 should also be used in conjunction with this
ouiput The stafistics Iisted mmclude the maximum contents of each queue, the
average contents of each queue, the total number of entries 1nto each queue, the
number and percentage of transactions which entered each queue but were not
delayed (zero entries), the average tume per transaction in each gueue for those
transactions which were delayed, and the current contents of each queue at the
termination of the run

Current Events ‘These values are printed-out because the simulation was stopped
before the last two transactions were terminated Each incompleted transacfion
1s listed, the time 1t 1s scheduled to leave 1ts current block (NBDT), current block
location (Block), next block destination (NBA), a number which 1t links to other
members of the same assembly set, 1ts creation time, and other indicators asso-
ciated with each iransaction which indicate whether or not it 1s 1n the active status,
delay status, etc

Parameter List. The current values of the parameters of each of the unterminated
transactions are listed Table 10,4, 4-1 lists the usage of each parameter

10-45
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Table 10.4 4-2. Facility List

Facility
Number Function
1 Process PCM data
3 Expose MSS images
4 Expose RBV images
5 Process film
6 Quality control
7 Image 1nspection
8 Create Edited Master
9 Process Edited Master
10 Expose paper
11 Process paper
12 Expose positive transparency
13 Process positive transparency
14 Expose film negative
15 Process film negative
20 Package data and send to users

10-48
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10.4 4 8 Conclusions and Recommendations

The simulation was used to aid in the design and checkout of the NDPF  After analysis of
the resulis, the following conclusions and recommendations were made

1.

As a discipline for defimng and stating the requirements of each operation or
processing line 1n the NDPF, 1t forced a careful analysis of the design. As a
result of this discipline, weak design concepts were discarded and others were
verified with the aid of a nondynamic model. No attempt was made to simulate
factors which would not benefit from this kind of analysis

As a simulation of the NDPF model, it verified the mmtial assumptions and
assured a balanced system of the NDPF throughput as a function of time, 1 e ,
eliminate system choke points While 1n a few cases the results of the simulations
resulted 1n design modifications, the final proposed design was found to satisfy

all conditions 1mposed upon 1t

As a design aid tool for the future, the simulation may be used to evaluate design
changes, and to study the impact of changes in loading and processing requirements
During the operational period, the simulation may also ke used to anticipate
processing requirements based upon current work queues and loading. In this
case, it will serve as a processing scheduling tool.

10-49/50
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APPENDIX 10 A
RADIOMETRIC FIDELITY OF RBV AND MSS SUBSYSTEMS

10.A.1 INTRODUCTION

One method used for remote sensing such as will be encounterec on the Earth Resources
Technology Program and generally the preferred one, ufilizes logic derived from a signa-
ture bank for various materals This means a true radiometric signature for a given
natural scene 1s assumed o be known as a function of the sun elevation angle and all wave-
lengths of mterest

The sensors on board ERTS for the purpose of remote sensing are designated to be the
Return Beam Vidicon Camera and Mulfispectral Scanner. Both can produce spectral 1mages,
and these could be used to remotely sense and classify the viewed scenery, provided the
RBV and MSS will retain the radiometric calibration throughout the operational life of the
ERTS

The problem 1s a complicated one, since the sensing instruments are located in a satellite
The data will be stored 1n an electromagnetic storage system and must be transmifted to
the ground station, recorded again, and eventually reprocessed according fo very detailed
and not simple requirements,

All the elements within the signal transmission loop will have degrading effects on the sensor
oufput signal Jitter, smear, spectral signature crosstalk, noise, spurious signal genera-
tion, just to name a few, will be added to the acquired signature, degrading its 1mitial qualily
One factor, the most important, has yet to be 1ncluded This 1s the variability of the optical
atmospheric path within the spectral intervals used for sensing.

The atmosphere and the variation of ifs properties have been under study for a long time
Various researchers have come up with mathematical models of differing complexity for use
1n trying to assess the temporal variability of the atmosphere versus the wavelength of
observation

One such model (unclassified) developed for the purpose of high-altitude silver halide photog-
raply was adopted for the subject radiometric fidelity considerations because of its umque
completeness within the spectral interval from 0,2 to 1 5 micrometers The model mcludes
Rayleigh and Mie scattering, absorption, and polarization The singly scattered contributions
of radiance are freated exactly, while a modified parallel beam approximation 1s used for
muliple scattered contributions Atmospheric constituents such as air, ozone, water vapor,
haze, fog, and clouds can be freated. The spectral and angular dependence of the target
reflectivity and polarization are also mncluded

The presented considerations clearly indicate that the sensors, the RBV and MSS subsystems,

can be adequately calibrated fo determine their nonlinearifies, but the variability of atmos-
pheric path 1s rather unpredictable and will add a considerable amount of 1fs own spectral

10.A-1
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radiance to the scene nafural spectral radiance This process will also reduce the
natural spectral ground contrast resulting in the reduced resolution performance of the
RBV cameras and reduced signal-to-noise ratio in the Multispectral Scanner

Because of these effects, one approach to sensing from an exoatmospheric vantage point 18
to nstall frequent ground truth areas of an adequate size and use the relative comparative
analysis approach

Another method, to a degree expensive and cumbersome, would be to use low-altitude air-
craft radiometric overflights at the same time as satellite data 15 gathered. This method

could give approximated spectral radiances of the viewed scenery, hut its cost versus low

spectral radiometric accuracy of results may rule it out

Still another method could use a specially constructed sensor of atmospheric radiance To
obtain a true scene signature, one would only subtract the atmospheric radiance signal
from that of RBV, MSS, or any other imaging device and thus obfain the true scene spectral

radiance

Unfortunately, the mstrumentation for measurement of atmospheric radiance 1s nonexistent
Therefore, 1t 1s believed sensing of true scene radiance 1s not feasible with the current
state of the art.

10 A 2 REMOTE SENSORS CALIBRATION

The two ERTS sensor subsystems, Return Beam Vidicon Camera and Multispectral Scanner,
differ considerably in their principle of operation. Nevertheless, both use radiation
detectors which, as 1t will be shown, can be calibrated initially with a great accuracy and
can be periodically checked for changes in calibration in orbit, using the bult~1n sources of
calibration signals (radiance)

Since the process of calibration 1s basically the same for both subsystems, the process
itself will be described first, using symbolic notation The specific differences and methods
of correction for each system will be indicated later.

10 A.3 THEORY OF RADIOMETRIC CALIBRATION

Any radiation detector has a spectral response factor (R,) which, due to spectral irrachance
(H, ) will produce a signal (E ) in accordance with its transfer characteristics ¥ . and a
transier constant K Therefore, the following expressions can be written based ‘on an
elementary block diagram, Figure 10 A-1

10.A-2



17 Apml 1970

—————— = == - = = 1

H |

H : E '

)\. I R c K s y |
___Tp A ——fe- 1’4 -—b-l I

: :

} DETECTOR |

L e o . 4

Figure 10 A-1 Elementary Block Diagram

y
I =KE "
1 C

=
i

o3
C fRJ\ H?\ da
o
or (10 A-1)

1<;1(_[‘:OB>t H d )y7‘

The determination of the transfer exponent ¥ . 1s done empirically by plotting output
current (I) as a function of 1rradiance (4. ) anﬁ computing the slope factor for the hnear
portion of the obtained transfer characteristic

—
H

Due to a strong dependence of upon wavelength, y . will be different for each spectral

baund of operation but will be the band average and therefore the y N notation 18 simplhified
to v ’

For convenience reasons, the source of radiation during y determination will be & constant
color temperature source, normally a carefully controlled tungsten lamp at 2800 K The
response within each spectral band 1n question can now be determined by takimg readings
of output signal amphitude with a sufficient number of sharp cutoff filters, i1n conjunction
with the previously indicated constant radiance source

The normalized result will produce as many energy equations as there will be measure-
ments points All must be solved to obtain the value of B)i , the absolute normalized
spectral response of the defector

H = kfR)'\ F () d (10, A-2)
0]

10,A-3
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where
H}'L = pnormalized 1ncident energy at wavelength i
k = constant of proporfionahty, due fo normalization, will be set fo unity
Ri = pnormalized absolute response of detector at A
FT'J(A) = gpectral response of nth filter used 1n calibration
1-;\ = pormalized energy distribution of the tungsten source

Calculated values of R! will allow the determination of the necessary correction of the
tungsten source brightness to produce the detector response equivalent to sunlight 1rradiance
and later to adjust and standardize the gain of detector signal output amplifiers (1. e., video
amphfiers)

The normalization of gain and determination of the correction factor can be described as

oo
44
= t A -
VT Kv GT [KT .[RA th ] (10 A-3)
[}

°° y
= K T P! -
Vg KVGS[SﬁA Ayld;\J (10 A-4)
o]
[+.0]
— ! —
Hy = K fcxwx‘ﬂ (10 A-5)
0
oQ
HS = KS foh P?\ VA dA (10 A-86)
o
where
VT = video amphifier output voltage with tungsten source of irradiance
VS = video amplifier output voltage with solar irradiance

KV = constant of proporfionahty, to take into account the normalization of RA
and the conversion of detector output current to voliage

10.4A-4
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radiant 1ntensity of the tungsten radiant source
peak value of W}'\

gain of the video amplifier utilizing tungsten source
required video amphfier gain with solar irradiance
incident solar i1rradiance of the scene

normalized 1ncident solar irradiance of the scene
peak value of Ph

spectral reflectance of the scene

spectral intensity of tungsten source

spectral intensity of solar irradiance

spectral response of the calibration radiometer

Carrying out the appropriate subsititutions results 1n
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(10 A-7)

(10 A-8)

Smce, for both cases of irradiance (tungsten and solar), the video amphfier output voltages
(Lt e , signal) must be equal, the above expressions can be equated and solved for HS

10 A-5
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G 1
H =(FT—-)" H_ B (10. 4-9)

where

Jawa v

g, = A A (10 A-10)
f o, W ar f R P!y

10 A 4 APPLICATION TO THE MSS SYSTEM
In the general theory of radiometric calibration, 1t was assumed only one detector was
involved In the Multispectral Scanner, six defectors are used for each spectral band and

there are four spectral bands, giving 24 detectors

The detectors are photomultiplier tubes and, although matched by selection, will exhibit
mdividual variations in spectral sensitivity

Utilizing the same procedure for each detector within the spectral channels, the mndividual
video amphfier gains can be standardized and, therefore, the radiometric calibration of
the instrument can be obtained

10 A 5 APPLICATION TO THE RBV CAMERA
The radiometric calibration of the return beam wvidicon will present much more difficulty

The detector material in a vidicon 1s a type of photoconductor, typically antimony sulfide
oxi1-gulfide for slow-scan applications, and it 1s large compared to the 2 5 by 2,5 mils
effective area utilized in the photocathode of a photomultiplier tube In addition, 1maging
18 done over the whole surface of the photoconductor Therefore, 1f radiometric accuracy
1s required, the surface must be considered as a matrix of detectors read out sequentially,
point by pomt, with the electron beam as the sampling mechanism Assuming, for the
purpose of this example, the RBV can resolve 4000 elements 1n both x and y d1rect18ns

(. e , vertically and horizontally), this represents an equivalent matrix of 16 by 10
detectors that must retain their identical response and calibration throughout the Iife of
the camera This 1s a rather difficult requirement to fulfill

The nonuniformity of the photoconductor used 1n a vidicon, plus other factors attributable
to mternal construction mnaccuracies, cause a so-called shading effect This effect can be
seen 1if the vidicon camera 1s exposed to a field of uniform brightness with no spatial detail,
and the readout examined The received picture frame will have a randomly distributed
1ntensity in spite of the perfectly uniform input The analysis of such a picture on a line-
by-line basis, such as A-scope presentation, will mdicate this shading component, which
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can be compensated for either by subtraction or addition of 2 combination of parabohc and
Imear ramp signal components, leaving only random variations due to other causes For
the purpose of this discussion, these random variations will be called a residue.

The residue can be visualized as random variations of intensity, clustered in spots, and
riding over otherwise even mntensity distribution This fact 1s 1]1lustrated 1n Figure 10. A-2.

Z

A

RESULTANT FEAME INTENSITY

INTENSITY

AMOUNT OF
X SHADING SIGNAL Z, (X, )

FLAT INTENSITY WITH (RESIDUE)

NO SHADING COMPONENT

Figure 10 A-2 Shading Effect

To satisfy the radiometric accuracy requirement, the signal 1s transmitted to the ground
station (such process 1s assumed as having no degradations for now) and 18 recorded m an
analog method The next step 1s conversion of the analog video tape 1nto a digital equivalent,
commensurate with the signal/noise qualhty of the video signal and, therefore, guantization
accuracy From tests such as described under calibration, the shading or residue informa-
tion for a given camera 18 also obtained in digital form

Finally, utilizing both picture (video) and residue digital information, the signals are
simply subtracted i a computer and a radiometrically corrected tape 1s generated

As already stated, all degrading influences on the desired signal are assumed to be non-
existent which is a rather fictitious coandition
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The degradation of radiometric fidelity can be due to the spaceborne recording process,
modulation, transmaitter nonlinearities, addition of noise, recerver nonlinearities, the

hard copy reproducer, etc.

Another radiance falsifying factor not considered so far s the atmosphere itself, and this
will be subsequently discussed

10 A 6 ATMOSPHERIC INFLUENCES ON RADIOMETRY

The photographic and radiometric properties of the atmosphere were investigated by many
researchers to various degrees of accuracy. One recently performed study for the USAF
was adopted for an mvestigation m connection with the ERTS program, prior to study
contract award

The mvestigation dealt with sensor resolution sensed from an exoatmospheric vantage
point with particular emphasis on contrast effects

The mvestigations are discussed 1 the following paragraphs and deal with each significant
contributing effect separatfely

10 A 6 1 SCATTERING EFFECTS WITHIN THE ATMOSPHERE

In the consideration of satellite-borne experiments, both i1n the design of hardware and
mterpretation of data, the radiance existing from the earth's atmosphere must be determined
with reasonable accuracy. This quantity 1s dependent on such physical parameters as wave-
length, the state of the atmosphere, the sun zemth angle, the observer's look angle specified
by nadir angle and azimuth with respect fo the sun's vertical, and ground albedo, or more
exactly, the directional reflectance of the ground Radiance is also r e_rfed to_is intensity,
or specific miensity and, 1n radiometric units, has units of watts em pu = ster

There are two methods of approach m determiming radiance values The first 18 to utilize
existing measurements of radiance to construct a model which essentially allows interpolation
and extrapolation for the various physical parameters enumerated above. A fundamental
limitation of this approach 1s that radiance values so determined are valid only for the
parficular state of the atmosphere that existed at the time of data recording The second
approach 1s to assume a model atmosphere and calculate the radiance values using the
equation of radiative transfer This 1s a difficult mathematical computation when realistic
atmospheres are assumed, buf has the advantage of versatility,

The problem of light scattering in plane parallel atmospheres, inciuding the effects of
polarization and muliiple scattering, was properly formulated by Chandrasekhar (Ref 1),
and the case of pure molecular scattering was solved by him 1n the years 1944 to 1948 By
solution 1s meant the reduction of the problem to the solufion of certain coupled nonlinear
1ntegral equations, whose determination was subsequently carried out by Sekera (Ref 2, 3,
and 4) and collaborators and Chandrasekhar and Elbert (Ref 5), the work culminating 1n
the pubhication of intensity tables The solution enabled one to compute the state of
polarization and the engular distribution of the radiation emerging from the top of the
atmosphere and also to specify the 1llumination and polarization of the sky as seen by an
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observer at the ground Allowance was also made for the contrbufion of ground reflection
to total emergent radiation assuming that the ground reflected according to Lambert's law,
that 1s, that the reflected intensity 1s independent of direction in the outward hemisphere.
The removal of the Lambert law restriction was subsequently undertaken by Coulson, Gray,
and Bouricius (Ref. 6) who introduced the reflecting properties of real grounds (as measured
1n the laboratory) as the lower boundary condifion of the transfer equation (The Lambertian
assumption was retaimmed for certaimm small components, )

In such calculations, 1t 18 useful to separate the contributions to the total intensity which
arise from atmospheric scattering alone (that 1s, the intensity which would exist 1f no
ground were present, this i1s the so-called standard case solution) and the contribution which
1s due to the presence of the ground In visualizing these contribufions, it 1s convenient to
picture the emergent radiation as composed of five independent streams

1 IS = the standard case solution defined above.

2 1 = that contribution to the emergent radiation which consists of light which
was transmitted directly downward through the atmosphere, reflected, and trans-
mitted directly outward through the atmosphere

3. 1 = that contribution fo the emergent radiafion which consists of light which
was transmitted directly downward through the atmosphere, reflected, and trans-
mitted diffusely (undergoes scattering) outward through the atmosphere

4 1 = that contribution fo the emergent radiation which consists of light which
was transmiifed diffusely downward through the atiosphere, reflected, and trans-
mitted directly outward through the atmosphere

5 I = that contribution to the emergent radiation which consists of light which
was transmitted diffusely downward through the atmosphere, reflected, and trans-
mifted diffusely outward through the atmosphere

It 1s seen that the contribution of ground reflection may be thought of as being composed of
four separate, mdependent streams of radiation

The dependence on the various physical parameters mentioned previously may be intro-
duced by a discussion of the standard case solution A dervation of the transfer equation
may be found 1n Chandrasekhar (Ref 1) For a plane parallel conservative scattermg
atmosphere with an external source (the sun) and no ground reflection (standard case),
the transfer equation assumes the form

10.A-9
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+1 27
dIS(T,[J,ﬁD) 1
M T = IS ('r,,U.,(D) -ZT; PW:‘P:N':‘P') IS (Tuu‘s(P‘) dﬂ' d‘P'
-1 0
1 —'r/ﬂo
~ 2 F, P @@, ~ 1. GDO) (10 A-11)
with boundary condifions
I(o,-p, ©) = Oforallu, © (0<u<1) (10 A-12)
I{rl, +p, o) = Oforallpy, o(0<p=<1) (10 A-13)

at1-=0and-r=7-1
The symbols have the following meamng 1 (7, u, ©), the dependent variable, represents
the monochromatic specific mntensity, defined as the rate at which radiant energy confined
£o a unit solid angle and unit frequency interval crosses a umt surface which 1s normal to
the direction of rachation. If 1s a function of aliztude and direction. 7, the normal optical
thickness This 18 a nondimensional parameter which 1s convement 1n describing thickness
(altitude) 1 transfer problegls It 1s measured from the top of the atmosphere downward,
and defined by (A, Z) = f B (A, x) dx, where A represents wavelength, and Z and x

Z
represent alfitude 1n appropriate umts. B (A, Z) 1s referred fo as the volume scattering
coefficients For aerosols, assumed spherical, § must he computed from the Mie theory
For a molecular atmosphere consisting of k gases, 8 may be written (Ref 7)

32 'II'S m 1=k 2
pOZ) =& 4 T 5 p@ Z B [(”s)l -1 } (10. A-14)
A MA 1=1
where
p {Z) = density
B1 = percent by volume of 1th component
M = molecular weight of mixture
(ns)1 = refractive mdex of ith component at standard temperature and pressure
m = reciprocal of Avogadro's number
A = Iis'_[‘s = 4 452 x 1OH5 mole/cm3
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The total normal optical thickness 1s denoted ¢ 1, that 1s,

r1) =f B (, 2) dz
0

i =cos 8, where 6 1s the nadir angle of the direction of observation B, = cos § , where
60 15 the nadir angle of 1llumination (1. e , incident sunhight} ¢ = the azimuth of the
observafion direcfion measured from a swmtable reference plane 1t 18 customary to
measure azimuth from the vertical plane contaimng the sun and zemith, referred to as

the principal plane The functionp (u, ¢, ', (p") 1s called the scattering phase function

It describes the distribution of scattered radiafion during an elemeuntary scattering process,
for light originally 1a the direction y', @' and scattered into the direction y, ¢ If p has
axial symmetry, then the scattering 1s a function of the scattermg angle, H, the angle
between the incident and scattered dirvectipns. The scattering phase function 1s normalized
to umity in the sense that / p (cos H) Z;‘_’- = 1 The appropriate scattering phase

w
2
function for Rayleigh (molecular) scatfering 1s then p (cos H) = 3 (1+cos H) For

aerosol type particles, the phase function 18 generally elongated 1 the direction of H = 0.
It 1s this aspect of aeroscl scattering which makes computations so formidable.

F 1s a measure of the mncident parallel solar flux. For convemence in computations, fhe
0
mncident flux 18 usually taken to be « Fo (Fo =1)

In Equation 10 A-11, the double mtegral term represents higher order scattering (orders
greater than the first). The equation, as presented, is for the scalar intensity, neglecting
the efforts of polarization For the case of molecular scattering, Chandrasekhar (Ref 1)
was able to determine a {ransmaission function, T (7134, ©, i )}, such that the standard
case solufion could be written ©

1
I (0, +pu, == Ti(rl, u @, F 10 A-1
S( K, @) ” frl, u, ¢ uo) o ( 5)

for the mtensity of radiation emerging from the top of the atmosphere.

If such a transmission function can be computed, the introduction of ground reflection 1s
straightforward 1If1I* (0, + i, @) 1s the tofal intensity including the ground contribution,
then

-1l
¥ (r=0, u, ) =1 (T=0=#,90)+Ig(1'=1'1,u,<p)e i/
1 27
L 1 1 1 \ T 1 _
T amp f f Tm,qo,u,@)lg(u,@)dudw (10 A-18)
0 0
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where
I = the ground reflected mtensity

In terms of the four radiation streams previously defined, we note that the second term
on the right represents IDD +1 aD and the third ferm 1s equal to ID d + 1 aa

In an atmosphere containing aerosols, the determination of a transmmssion function i1s more
difficult due to the asymmetry of the scattermmg phase function For this reason, one approact
15 to solve the transfer equation numerically incorporating the appropriate boundary conditions
This itself 1s a horrendous task, the main difficulty arising from the attempt to treat multiple
scattering of the aerosol with accuracy Several computer programs have been written to
approximate the requisite scattering calculations. One such program, representing an in-
tegral part of the proposed analys:is, will be briefly described later in this proposal.

Once the intensity values have been computed, other 1mportant (from the standpoint of per-
formance analyses) related quantities follow immediately. These are contrast and modulation,
One has 1n mind here that computations are performed for two contiguous patches of ground
with different reflectances 1n the presence of a large homogeneous background which con-
tributes to the diffuse radiation field, or possibly the contrast between a single patch and the
background If [ * and I_* represent the total radiance values for light emerging from the

top of the atmosp]‘xere mn %he presence of the two patches, then one definition of contrast 1s

Il*
—_— * *
I* (Il 212 )
2
The modulation 1s given by
* T *
Il I2

= =M
* *
L*+1,

Clearly, 0 =M =1
A defimtion of contrast having great ufility when a target and background are present 1s

L-5

C =
bR

where I and I, represent the intensities of the target and background respectively For this
case, a transmission factory, y, (Ref 8) can be defined such that the apparent contrast at
the top of the atmosphere, C (0, g, ) =y (T1, u, ©) C (T1, p, ¢) where C (11, pu.p) = the
mtrinsic contrast at the ground, 1 e ,
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If: ('rl,,u,cp) - Ib (Tl,ﬂ,(P)
L L g

C(r 1:#:@ =

Clearly 0 =v =1 and y 1s a measure of the contrast degradation The great utihiy of de-
fining y 1n this fashion 1s that if the target 15 small enough so as not to matermally effect
the diffuse radiation field, then y depends only on the background (Ref 8) Values fory
were computed for Lambert surfaces by Fraser (Ref 8), and for nonLambert surfaces by
Coulson, Bouricius and Gray (Ref 9) ®

Atmospheric scattering processes as well as transmission, reflection, and solar irradiance
are shown diagrammatically in Figure 10 A-3

ATMOSPHERIC SCATTERING

SOLAR IRRADIANCE

DIRECT ATMOSPHERIC
RETLECTANCE

UNSCATTERED SURFACE
IRRADIANCE

A PORTION OF (&) TO BE
SCATTERED AND ABSORBED

SCATTERING AND ABSORPTION
PROCESSES

SURFACE IRRADIANCE DUE TO
SCATTERING

EARTH SURFACE ABSORPTIOM
PDIRECT REFIECTED FNLRGY

ATMOSPHERE

RETLECTED ENERGY AND TO BE
SCATTERED Bl (E)

BACK-SCATTERED PORTION OF (D)
SCATTERED ENERGY INTO SPACE

EARTH'S SURTACE

A0 OB G ® ® @ ®

TOTAL EXIT ENERGY INTO SPACE

N

Figure 10 A-3 Atmospheric Scattering

The general nature of solar spectral radiant flux and 1its intensity as a function of atmospheric
path length 15 indicated 1in Figure 10 A-4

Spectral reflectance for a number of natural and artificial materials 1s shown 1n Figure 10 A-5
One should note that these were obtained by laboratory measurements or 1n the field from a
very short distance In turn, some of the materials were sensed from a low-flying aircraft
and the spectral radiance was determined The results are shown 1n Figure 10 A-6
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Figure 10 A-4 Solar Spectral Radiant Flux Density at Different Zenith Angles
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{1} RED ROOF TILE {6) () EVERGREENS

{2) GREEN GRASS OR MEADOW {8) BROWN EARTH
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Figure 10 A-5 Spectral Reflectance of Some Natural and Arfifical Matermals
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Figure 10 A-6 Spectral Distribution of Reflected Energy at Earth's Surface
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The same group of materials simultaneously sensed from a satelhte produced a set of
signatures as shown in Figure 10.A-7
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Figure 10 A~-7 Spectral Dhstrmbution of Reflected Energy
from Earth as Viewed from a Satellite

Referring to Figure 10 A-6 and 10 A-7, one should note the very pronounced H,0, Oy, and
COs characteristic appearance of spectral signatures

10 A 6 2 SCENE CONTRAST AT THE SENSOR

The effects of the preceding theory can be readily 1llustrated Let the ground contrast of a
scene be defined as

NA)\ max NA?\mm

Cg = Nmmax (10 A-17)
where
g = ground level contrast of a scene with two patches of radiance
N Mmax spectral radiance of one patch
Amm spectral radiance of secound patch
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The contrast of a scene as seen from a satellite (Cg) will be effected by the atmospheric
radiance, therefore the expression for the scene contrast changes to

N - N )€
c. = Admax Avmn’ Ax (10 A-18)

A Ypomax T Nana

where the meaning of new symbols 15 as follows

Z
I

VA speciral rachance of the atmosphere

M

[t

spectral attenuation of the atmopshere

Comparing Equations 10 A-17 and 10 A-18, one can see that the atmospheric spectral
raciance will have a significant detrimental effect on the value of the scene spectral radi-
ance This 15 1llustrated m Figure 10 A-8 Further, its influence gradually dimimshes
with the mcreasing wavelength, but its imnfluence can be clearly seen up to 1 2 micrometers
This 18 quite evident from a direct comparison of Figures 10 A-6 and 10 A-7

The absolute value of the scene spectral radiance can be computed provided two simultaneous
measurements, as m Figures 10 A-6 and 10. A-7, are faken For mstance, utilizing above
figures at the wavelength of 0 8 micrometers for Vgreen grass' versus "brown earth, " the
value of Najy A and eAn computes to 0 0078 w-em™2 - pm‘l and 0 87 respectively Similarly,
the values for other wavelengths can be determined and total spectral behaviour of NAyA and
eA) evaluated

10 A 6 3 RADIOMETRIC ACCURACY

In previous paragraphs, it was indicated the atmospheric spectral scattering will add an
amount of radiance to the scene and 1n such a manner degrade the scene ground contrast
Developed expressions for the value of contrast as seen by the sensor 1 a satellite mdicate
that the problem of contrast degradation will grow progressively bigger for a decreasmg
scene reflectance and therefore scene ground contrast

A review of a number of typical scenes as it 1s expected to be found during the ERTS missions
has revealed the majority will have contrasts below 1 3 1, mn the 1 4 to 0 5 mucrometer band
with an average of about 1 2 1, whereas confrasts as high as 2, 0 1 will be found 1n the 0 8 to

1 0 micrometer band, or in the very near infrared channel, where the effects of atmospheric

radiance are already very small

To summarize, 1t 1s expected tc have a rather large radiometric uncertainty in the 0 4 to 0 5

micrometer band and a rather acceptable, nearly accurate value of same, mmthe 0 8to 1 0
micrometer band
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SECTION 11
NDPF SUBSYSTEMS

11 1 IMAGE PROCESSING SUBSYSTEM

The Image Processing Subsystem of the NDPT {iranslates electronic payload data 1nto film
imagery and into digital image data which can be processed by a data processing computer
facility Several design goals were established 1n the detailed analysis and the design of
this subsystem

1

Bulk Processing Element

A prumary reduirement 1s to provide bulk imagery with minor amounts of geometric
correcfion to the scene bemng viewed This system must simultaneously have a
workload capability able to process the very large volume of imagery Redundancy
of key components in the proposed system, and the imterchangeability of the key con-
trol ttems are provided to assure this workload capability under foreseeable operat-
ing contingencies Section 11 1 1 represents detailed studies related fo meeting
these first two requirements

Precision Processing Element

The requirement for precision data processing is to produce geometrically and
radiometrically corrected tmages and digital data of high quality This quality 1s

to be obtained through the use of spacecraft attitude sensing elements and ground
truth to achieve an accuracy to within one picture element The capability of
processing as much as five percent of the bulk imagery must be provided, again
within today's technology This requirement i1s satisfied through use of the proposed
hybrid approach to precision data processing The hybrid approach combines the
features of digital processing, such as computational accuracy, with the high through-
put feature of analog computation to meet mission requirements with the lowest cost
and least complex systems The hybrid configuration 1s uniquely suited to the use
of ground features, whose location is known to provide near-automatic correction

of imagery to within one picture element (pixel) Section 11 1 2 expands 1n detail
on the tradeoff studies and the design analyses assoclated with meeting the goal

Special Processing Element

Users performing research with digital multispectral image data will likely want

to process this data on a digital computer Hence, a reguirement 15 to provide the
data to the user 1n a format compatible with computer processing Section 11 1 3
details a system study and a format for achieving this requirement Many of these
users do not possess equipment to produce enhanced images based on their analysis
of thie mulfispectral ERTS data The study of special processing has included an
optional means of providing this enhanced or thematically classified imagery for
these users

111 1-1
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Within the Image Processing Subsystem, considerable sharing of major hardware compo-
nents has bheen incorporated This sharing and component modularity 1s intended to provide
a mimimum cost system which also has the capability of growth to higher throughputs with-
out replication of entire subsystems The modularity and interchangeability, e.g , the
three process control computers of the Image Processing Subsystem, provides a backup
and reliability under a wide range of operating and maintenance contingencies

The functions of Image Processing are

1 To convert all video data to film (perform simple corrections if study so mndicates)
2  Locate and annotate umages

3  To digitize selected bulk video

4 To remove radiometric and geometric errors from selected 1magery

5 To precisely locate the imagery with respect to specified ground coordinates
6 To digitize corrected video to a computer-readabie format

7  To convert selected digitized data

And optionally, the functions are
1 To perform selected radiometric corrections using digital techniques
2  To enhance selected ground features on the imagery

These functions are separated into three elements Bulk Processing, which performs the
first two functions, Precision Processing, which performs the third, fourth, and fifth
functions, and Special Processing, which performs the remainder of the functions These
three Image Processing Subsystem elements are presented in detail in the following sections

11 1 ¥ BULK PROCESSING

Bulk Processing represents one of the key areas 1n the NDPF Here video data on magnetic
tape i1s converted to high resolution film 1mages Supporting annotation 1s added fo assist
users in their viewing of the images Geometric and radiometric corrections may be added
to all RBV and MSS unages, on-line, without sacrifice 1n throughput This makes possible
the generation of color composites of RBV 1magery from bulk data which normally would be
so misregistered as to preclude this

The sections that follow will detail the functional requirements on, and the interfaces to,
the Bulkhead Processing Element The proposed hardware and software implementation
will be discussed, followed by several supporting fradeoff studies The studies will cover
High Resolufion Film Recorder image qualily and system considerations, MSS framing
techniques for 10 percent overlap, geometric and radiometric corrections to bulk data, film
annotation, and consider in detail the Electron Beam Recorder (EBR) and the HRFR They
are located as follows
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1  Functional Reguirements {Section 11 1 1 1)
2  Interface Description (Section 11 1 1 2)
3 Proposed Implementation {Section 11 1 1 3)
4  Applications Software (Section 11 1 1 4)
5  Bulk Processing System Tradeoff (Section 11 1 1 5)
6 HRTR Performance Requirements (Section 11 1 1 6)
a RBV Image Requirements (Section 11 1 1 6 1)
b  MSS Image Requirements (Section 11 1 1 6 2)
¢ Combined MSS/RBV Requirements (Section1l 1 1 6 3)
(1) Spafial Frequency Response (Section11 11 6 3 1)
(2) Geometric Fidelity (Section 11 11 6 3 2)
(3) Photometric Resolution (Section11 1 1 6 3 3)
(4) Throughput (Section 11 1 1 6 3 4)
(8) Analysis Summary (Section11 1 1 6 3 5)
7 MSS Framing (Section11 1 1 7)
8 Geometric and Radiometric Corrections (Section 11 1 1 8)
9  Annotation (Section 11 1 1 9)
10  Analysis of Electron Beam Recorders (Section11 1 1 10)

11 1 1 1 Funcfional Requirements
The Bulk Processing Element performs the following functions

1  Accepts Video Data Tapes - The Bulk Processing Element receives MSS and RBV
video tapes for subsequent processing This function provides for the necessary
spectral separation and digtal-to-analog conversion of MSS video data This
funetion also provides for processing of the sequentially scanned RBV video data

2  Accepts Annotation Tapes - The Bulk Processing Element accepts annotation tapes
which provide the information required to add human readable information to the
processed 1magery
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3 Formats MSS Data - This function provides the video 1mage spectral separation
process The spafial channels for each spectral band are selected for video-to-

film conversion

4 Frames MSS Data - The framing function 1s performed on MSS Data MSS data
1s acquired in a continuous strip before transmission and recording on video tape
The on-line framing process breaks up the strip image into 100 by 100 nautical
mile frames, and provides an image-to-image overlap of ~10 percent

5 Performs Radiometric Corrections - The calibration data contained 1n the MSS
video 1s used to provide a radiometric correction 1n the video-to-film conversion
process for each spectral band Since the spaceborne MSS detectors do not have
the same gain, use of calibration data serves as a normalizing function

6 Performs Geomeiric Corrections - The spaceborne MSS sensor platform instabilities
(attitude, and attitude rate for roll, pitch, and yaw) cause pointing errors The
geometric correction function on MSS video 15 performed in the video-to-film con-
version unit The amount of correction needed 1s determined from the pointing error
data contained 1n the 1mage annotation tape during the video-to-film conversion

The geometric corrections for RBV imagery (required due to internal RBV errors)
are performed on a stored-program basis This function requires that the Precision
Processing Element prepare geometric image correction information which 1s
utihzed in the Bulk Processing Element 1n the RBV video-to-film conversion process
This function is bemng considered as one of the laternative specified requirements

7  Converis RBV and MSS Video to Film Imagery - The video-to-film conversion func-
tion i1s performed in the Bulk Processing Element The RBV data 18 converted
directly to imagery since 1t 1s received in a serial analog format on video tape The
MSS data 1s demultiplexed, reformatted, and converted to analog form before being
processed in the video-to-film converter

8 Annotates RBV and MSS Imagery - The annotation function 1s performed simultane-
ously with the conversion of either RBV or MSS video data to film imagery The
annotation data 1s combined with RBV or MSS video data to generate a composite
video signal The signal 15 used 1n the video-to-film conversion to expose film
The annotation data will be located in data blocks surrounding the 1image Annotation
to be 1ncluded 1s described 1n Section 11 1 1 9

9 Digitizes RBV Data - This function 1s the first step in the process of generating
computer readable tapes This process requires that the RBV data be converted
from analog to digital form prior to bemg recorded on a high speed intermediate
storage medium

10  Records Gray Scale Calibration on Film - This function provides a density control
on the film image product of the Bulk Processing Element

11 1 1-4



17 April 1970

The functions Iisted above are called for 1n NASA Goddard Space Flight Center, dated
April 1969 with amendments, and the following functions are derived or necessitated by
virtue of the selected particular bulk processing system implementation

1  Accepts Digitally Processed on Enhanced Image Data Tapes - This function 1s
derived from the proposed method of providing imagery as a result of digital
image processing and feature enhancement in Special Processing These specally
processed High Density Digital Tapes are accepted in Bulk Processing Data refor-
matting and 1mage annotation occurs in the subsequent process of digital image
video-to~film conversion

-

2  Records Image Data on High Density Digital Tape - This function 1s derived from
the requirement {o generate computer readable tapes The digital MSS and RBV
video dafa 1s recorded on a high speed intermediate storage medium to ehiminate
video tape recorder slow down, stopping and starting of the tape recorders, the
necessity for large buffers for data, and o maximize throughput.

A functional block diagram 1s shown in Figure 11 1 1-1

11 1 1 2 Interface Description

The Bulk Processing interfaces with other elements of the Image Processing Subsystem

and NDPF storage are either magnetic tapes or exposed black and white film Tne magnetic
tapes can be of three kinds video tape, computer readable tape, and high density digital
tape. The tapes and exposed film contain eigher unprocessed or processed image data and
annotation data

The video tape 1nputs are

1 RBV Video Tape - The RBV Video Tape is the medium used for transmitting wide-
band RBV video data from STADAN, MSFN, and NTTF receiving stations to NDPF
This tape contains a single serial bit stream and wide-band video information from
the spacecraft RBV camera

2 MBS Video Tape - The MSS Video Tape 1s the medium used for transmitting wide-
band PCM MSS video data from STADAN, MSFN, and NTTF receiving stations to
NDPF It contains MSS video data recorded in 24 (26 for ERTS B) serial bit
streams, one MSS sensor channel per track

The computer readable tape input 1s the Image Annotation Tape which contains the informa-
tion and special patterns added to filmed imagery for the purpose of 1dentifying the source of
imagery, spacecraft location and altitude, time of acquisition, ete , 1n order to permit ac-
curate interpretation of the 1magery and to facilitate image processing Separate tapes are
generated for MSS and RBV imagery The Image Annotation Tapes are prepared in the PCM
Processing Subsystem

The High Density Digital Tape 1nput 1s the Special Processed High Density Digital Tape,
which 18 used for intermed:ate storage of specrally selected and processed digitized video
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prior to its conversion to film mmagery It contains digitally processed or enhanced digital
unage data generated 1n Special Processing

The film output to other elements are

1

2

Exposed Bulk Black and White Film - The Exposed Black and White Film 1s imagery

produced in Bulk Processing This Film 1magery 1s a presentation of each of three
RBV spectral bands, and each of four (five for ERTS B) MSS spectral bands m photo-
graphic form This film has heen exposed bhut 1s 1n need of photographic processing

Special Processed Exposed Black and White Film - The Special Processed Exposed
Black and White Film 1s imagery produced 1n Bulk Processing This film is a pre-
sertation of each of three RBV and each of four (or five) MSS spectral channels of
video data which has been selected, enhanced, and/or digitally processed in the
Special Processing Element for theremoval of systematic errors The digital tapes
generated 1n the Special Processing Elements are played back in Bulk or Precision
Processing to utilize the film exposure capability This film has been exposed, but
15 1n need of further photographic processing

The magnetic tape output 1s the Bulk Digital Image Data Tape which 1s the medium used for
intermediate storage of bulk digitized RBV or MSS video prior to being converted to computer~
readable tape

11 1 1 3 Proposed Bulk Processing Implementation
The proposed hardware implementation of the functions outlined above for Bulk Processing
1s 1llustrated 1n block form 1n Figure 11 1 1-2

The Bulk Processing element consists of the following hardware

1

Control Computer ~ Small dedicated computer that performs the following functions

a  Conatrol and timing of all hardware 1n Bulk Processing
b  Format and output of annotation data for recording on film 1n the HRFR
¢  Compute and output location of tick marks and geometric correction data

MSS Video Tape Recorder - Provides the input capability for MSS data 1nto Bulk
Processing

RVB Video Tape Recorder - Provides the input capability for RBV data info Bulk
Processing

MSS VTR/R Control - Accepts digital MSS data from the MSS VIR/R, demulliplexes
the data, and outputs one spectral channel i1n analog form to the HRFR Control or
reformatted digital data to the HDDT Control The MSS VIR/R Control provides the
necessary timimng and control between the MSS VTR/R and HRFR Control under the
control of the computer
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5 RBV VTR/R Control - Accepts analog RBV data from the RBV VTR/R, performs
the necessary signal conditiomng and outputs the data to the HRFR Confrol The
RBYV data can also be digitized and ouiput to the HDDT Control The RBV VIR/R
Control provides the control necessary timing and control between the RBV VIR/R
and HRFR Control under the control of the Control Computer

6 HRTR Control - Accepts MSS data from the MSS VIR/R Control, RBV data from
the RBV VTR/R Conirol, and image annotation and corrections from the control
computer, and outputs the data to the HRFR The HRFR Countrol outputs the proper
control signals to the HRTR under the control of the MSS VITR/R and RBV VTR/R
Controls and the computer

7  High Resolution Film Recorder (HRFR) - Accepts 1mage, annotation and scanning
control signals from the HRFR Control and exposes black and white film

8 Amnotation Generator - Outputs character writing commands to the HRFR Control
under the control of the computer

9  High Density Dhgital Tape Recorder (HDDT) Control - Accepts digital data from
either the MSS VTR/R Control or the RBV VTR/R Control and outputs the data to
the High Density Digital Tape Recorder (HDDT) The HDDT Control provides the
necessary timing and control among the MSS VTR/R, RBV VIR/R, control compuier
and HDDT Recorder

10 High Density Ihgital Tape (HDDT) Recorder - Accepts digital MSS or RBV 1mage
data from 1ts control and records them on High Density Digital Tape

11 Control Computer Interface - Provides the distribution for the computer outputis to
all Bulk Processing hardware and accepts all sense signals from this hardware for
the control computer

11 1 1 4 Applications Software Required for Bulk Processing
The application software required for Bulk Processing 1s divided into three principal categories

1 Conversion of data on video tape {o film 1magery
2  Conversion of video data on HDDT to film imagery
3 Conversion of data on video tape to HDDT
All the routines for Bulk Processing are related fo one of these categories
11114 1 Conversion of Data on Video Tape to Film Imagery
The input video data 15 recorded on photographic film under control of the Bulk Processing
control computer and the necessary peripherals equipments The Bulk Processing applica-

tion software provides for the control and monitoring of the system for the production of
photographic images for the following types of video data inputs

11 1 1-9
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MSS imagery

RBV imagery

The outputs in each case are annotated video images recorded on photographic film ready
for subsequent processing

in order to momtor and control the production of photographic images, the application soft-
ware will be composed of five major routines to perform the following functions

1

Monitor and command the High Resolution Film Recorders (HRFR) and HRFR an-
notation equipment

Monitor and command MSS or RBV Video Tape Recorder/Reporducers (VIR/R)

Derive and format MSS or RBV annotation commands from MSS or RBV annotation
tapes

Provide operator-computer interface including operator instructions, and composi-
tion of a processing log

For the conversion of video data recorded on video tape to film imagery, the control com-
puter exercises real-time control over the Bulk Processing Element which acepets video

inputs from RBV or the MSS VTR/R, and prepares annotated imagery on film by the use of
erther one or two high resolution film recorders The following 1s a functional description

of each major software routine

D

MSS Annotation Edit Roufines - The MSS Annotation Edit Routines accept the annota-
fion information from the MSS annotation tape, and prepares instructions that are
forwarded to the annotation generator

MSS Annotation Roufines - The MSS Annotation Routines transmit information from
the MSS Swing Buffers to the HRFR annotation system and generate processing com-—
mands to the VTR/R and HRFR 1n a timely manner.

RBV Annotation Edit Routines - The RBV Annotation Edit Routines transforms the
RBV annotation information into a format suitable for presentation to the HRFR an~
notation system

RBV Annotation Roufines - The RBV Annotation Routines transmit information from
the computers to the HRFR annotation system and generate processing commands to
the RBV VTR/R and HRFR 1n a timely manner

Control and Interrupt Routines - The Control and Interrupt Routines coordinate
the activities of all other MSS and RBV software routines as well as performing

necessary system functions

111 1-10
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11 1 1 4 2 Conversion of High Density Digital Tape Data to Film Imagery
In order to convert video data recorded on High Density Digital Tape (HDDT) to annotated
imagery on black and white film, the application software performs the following functions

1

2

Monitor and commmand the operation of the HDDT recorder/reproducer
Monitor and command the operation of the HRFR

Derive and format RBV or MSS annotation commands from the RBV or MSS annota-
tion tapes

Provide operator-computer mterface mcluding operator instructions, and composi-
tion of a processing log The control and Interrupt routine monitors the HDDT and
HRFR and conirols the conversion of video data The Edit and Annotation routines
read annotation information and issue necessary annotation commands The follow-
ing describes each of these routines in greater detail

a  Edit Routine - The Edit Routine accepts the annotation information from the
MSS or RBV unage annotation tape and prepares instructions that are later
forwarded to the annotation generator

b Annotation Routme - The Annotation Routine transmits annotation commands
from the computer io the HRFR annotation system in a timely manner

11 1 1 4 3 Conversion of Video Tape fo High Density Digital Tape

The Bulk Processing Element will convert RBV and MSS video data recorded on video tapes
to video data recorded on High Density Digital Tape (HDDT) In order to control and momtor
the conversion of video data, the application software will perform the following functions

1

2

Monitor and command MSS and RBV VTR/R, and HDDT recorder/reproducer
Provide annotation records as required from MSS and RBV annotation tapes

Provide operator-computer interface including operator instructions, and composi—~
tions of a processing log The control and Interrupt routine supervises the operation
of the RBV or MSS video tape recorders and the HODT as well as coordinating its
own activities with the Annotation Routine The Annotation Routine reads the RBV
and MSS 1mage annotation mformation and edits this data for only the applicable 1n-
formation pertaining to the imagery data being recorded on the HDDT.

11 1 1 5 Bulk Processing System Tradeoff Study
Two functional configurations have been evaluated for bulk processing

1

Bulk Processing - will mclude
a Convert all video data to imagery

b Annotate all imagery
11 1 1-11
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¢ Frame the MSS magery with 10 percent overlap
d Perform radiomeiric corrections on the MSS imagery
e Digitize RBV data
f Reformat MSS data
2  Bulk Processing - will mclude
a (a) through (f) above
b Perform geometric corrections on all imagery
¢ Perform radiometric corrections on all umagery

The major decision required before the Bulk Processing hardware configuration can be
finalized 18 the selection of the HRFR In Seetion 1l 1 1 6, the imaging requirements for
the HRFR are analyzed, and only Electron Beam Recorders (EBR) and Laser Beam Recorders
(LBR) are found to be satisfactory The following paragraphs discuss the impact of the Bulk
Processing requirements upon the HRFR and propose an HRFR that best satisfies all of the
requirements

11 1 1 51 Bulk Processing - A

The proposed hardware implementation for Bulk Processing - A 1s illustrated in Figure

11 1 1-2 The two HRFR's and HRFR Controls in Figure 11 1 1-2 are redundant pieces
of hardware and one set could be eliminated The system is proposed in the above manner
because critical pieces of hardware are redundant, and two MSS spectral channels can be
converted 1n parallel, therefore doubling the throughput It 1s not proposed to convert the
RBV and MSS data in parallel for tlus will significantly mcrease the complexity of the soft-
ware and hardware required m the control computer

An EBR 1s proposed for the Bulk Processing HRFR The reasons for selecting an EBR
over an LBR are described 1n Section 11 1 1 6, High Resolution Film Recorder (HRFR)
Performance Requirements Tradeoff Study and are summarized here

1 An LBR will require digitizing and buffering of the RBV data for proper synchroniz-
ing, whereas, with an EBR the data can be read directly from the video magnetic
tap recorder

2. Annotation 1s easier to perform with an EBR because one complete character can
be drawn during the scan retrace An LBR will require reformatting of the entire
annotation data block This reformatting operation must be performed before the
image recording and reduces the effective throughput with an LBR 1n the system

111 1-12
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38  The framing of the MSS data with a 10 percent overlap can be accomplished at
the normal data rates with a confinuous film transport EBR An LBR, however,
will halve the throughput rate 1f the MSS data 1s framed (See MSS Framing Trade-
off Study, Section 11,1 1 7)

4  The allity to go directly from Bulk-A to Bulk-B with a mimimum of hardware
modifications 1s possible with an EBR and not practical with an LBR  Section
11 1 1 5.2 on Bulk Processing-B discusses this concept further

A MSS Data Flow - The MSS data 1s read from the magnetic tape under the control of the
Bulk Processing control computer. The data 1s read into the MSS VTR/R Control as six
parallel lines (see Figure 11 1 1-3) and stored temporarily in a hine buffer The data 1s
read-out serially into the HRFR control at six times the read-in rate The HRFR Control
(see Figure 11 1 1-4) performs the interfacing among the HRFR, the Control Computer
Interface, and the VIR/R Control The MSS video and annotation data are multiplexed 1n
the HRFR Control and read into the HRFR, all under the control of the Bulk Processing
computer If two MSS spectral channels are reproduced 1n parallel, then two channels of
data are read-out of the MSS VTR/R Control and the two HRFR's
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Figure 11 1 1-3 Bulk Processing MSS VITR/R Control Hardware Block Diagram
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Figure 11 1 1-4 Bulk Processing HRFR Control Hardware Block Diagram

B RBV Data Flow - The RBV data flow 1s the same as for the MSS data, except only one
HRFR can be used as only one RBV VTR 1s available at the 1nput to the Bulk Processing
The RBV VTR/R Control 1s shown in Figure 11 1 1-5

C Digitizing and Reformatiing Data Flow -~ During this operation the MSS data 1s simply
directed to the High Density Digital Tape Recorder Control (HDDTRC), see Figure 11 1 1-6,
and recorded onto High Density Digital Tape The RBV data must first be digitized 1n the
RBV VTR/R Control before being buffered and recorded onto High Density Tape

D Bulk Processing Throughput ~ Throughput studies for the Bulk Processing Element are
based upon the generation of imagery from the ERTS observatory of 78 minutes per day from
both RBV and MSS sensors In addition to converting all video data to imagery, the Element
15 required to (1) generate a munor amount of imagery from tape which has been reformatted
to 1 500, 000 scale and 1 250, 000 scale and (2) digitize video data onto High Density Digital
Tape preparatory to construciing computer readable tape

Table 11 1 1-1 shows the weekly work-load on Bulk Processing equipment to meet the output
requirements Of parficular interest i1s the amount of time to process the MSS imagery with
full 10 percent overlapping frames
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Table 11 1 1-1 Bulk Processing Throughput

With Dynamic Framing | Without Dynamic Framing
Hours/Week Hours/Week
MSS Video (2 HRFR's) 18.2%* 36 4
(1 HRFR) 36 4 T2 8**

RBV Video 91
Digitizing RBV 01
30 Minute Set-Up/Day 25
45 Minufe End-of-Day Maint 3 75
Rewind, Tape Handiing, Orientation =~ 25
Use of HRFR's for Pomnting Digitized ~25

Data I

** Worst Case 115 75 Hours/Week
2 HRFR's or 1 with Frammg 79 356
* Best Case 61 15

Depending upon the capability of the HRFR, the tofal time can vary from 61 15 hours per
week (best case) to 115 75 hours per week (worst case)

11 1 1 5 2 Bulk Processing ~ B

The hardware implementation for Bulk Processing - B will be very sumilar to Figure

11 1 1-2 for Bulk - A However, depending upon the type of HRFR used 1n Bulk - A,
Bulk - B can be implemented with varying degrees of difficulty If an LBR is selected,
the ability to perform geomeiric corrections on the imagery will require a large general
purpose computer 1s required because of the fixed LBR scannmg format If an image
point must be relocated relative to any other, this data must be pre-processed and stored
prior to recording with an LBR  Thus, there will be an increase 1n cost and decrease 1n
throughput

With an EBR, however, hybrid function generators can be incorporated into the HRFR
Control umit These function generators can perform geometric corrections on either the
MSS or RBV data at the normal throughput rates The correction factors are introduced
into the function generators from the bulk processing control computer This procedure
requires a minimum of computer storage and computations Section 11 1 1 8, Geometric
and Radiometric Corrections in Bulk Processing discusses why 1t 18 desirable to perform
these corrections 1in Bulk Processing and how they are implemented
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11 1 1 5 3 Summary

Having selected an Electron Beam Recorder (EBR) for Bulk Processing video-to-film
conversion, as 1s shown 1n the extensive tradeoff study in Section 11 1 1 6, we can now
present a comparison of the two Bulk Processing configuratfions, that 1s, implementations
with and without radiometric and geometric error corrections

1 Sysitem Complexity ~ Bulk-A (without corrections) differs from Bulk-B (with
corrections) only 1n that Bulk-B has an additional Hybrid Funciion Generator
component This box permits the "programming' of the EBR beam scanning
generator to correct for sensor and transmission errors which do not vary sig-
nificantly with time It also permits making radiometric adjustments to the RBV
umagery based upon pre-programmed sensor characters The programmed infor~
mation 1s determimmed from calibration information and Precision Processing cal-
culation outputs Thus, system complexity 1s not significantly increased by going
to the Bulk-B system

2 Throughput - Since the corrections proposed can be implemented on-line, there
1s no difference m throughput between the Bulk-A and Bulk-B systems

3  Performance - In summary, making the corrections proposed using the Bulk-B
system will permit on-line registration of bulk RBV 1magery, so that it becomes
feasible to make color composites of this 1magery

4  Cost - Bulk-B has one more hardware component than Bulk-A, which 1s the EBR
RBV Image Corrector The delta cost of this 1tem 1s about seven percent of the
cost of the Bulk-A system

5 Conclusion - The advantages 1 performance of the Bulk-B system over the Bulk-A
system appear to outweigh the cost, especially since these corrections are applied
to all imagery Thus, we propose the Bulk-B unplementation of Bulk Processing

11 1 1 6 High Resclution Film Recorder (HRFR) Performance Requirements -

Trade-Off Study
In establishing the performance requirements of the High Resolution Film Recorder (HRFR),
all system elements from the sensor to the HRFR mput must be evaluated Figure 11 1 1-7
shows a simplified model for the total sensor/imaging system Below each element 1s shown
1ts correspondmg typical Modulation Transfer Function (MTF) The characteristics of the
input signals to the HRFR can be determined by evaluated the effect each MTF has on the si1g-
nal The following discussions will examine each sensor (RBV/MSS) output with respect to its
impact on the HRFR imaging requirements Appendix 11 F presents a detailed discussion of
the following analysis techmque For convemence in multiplying the element MTF's, the
spatial frequencles have been normalized to cycles per line To convert to eycles per milli-
meter, divide the normalized frequency by the appropriate active scan line length

11 1 1 6 1 Derivation of RBV Image Requirements

The HRFR maging requirements for reproducing RBV data are dependent upon the orientation
of the RBV raster scan to the direction of spacecraft (S/C) motion Figures 11 1 1-8 and

11 1 1-9 summarize the RBV output signal characteristics for the raster scan oriented
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parallel fo and transverse to S/C motion, respectively The raster scan direction will
subsequently he referred fo as the horizontal direction and denoted by & subseript, =l

The direction transverse to the rasier scan will be referred to as the vertical direction
and denoted by a subscripty This convention 1s consistent with that normally used for
mage recording systems

The outputs are different as a function of scan orientation because of the long exposure fimes
which result 1in degradation of the data due to 1mage motion 1n the along track direction If
the horizontal direction 1s parallel to the direction of 1image motion, then the final video out-
put bandwidth s also a function of the exposure time (see curve ¢ in Figure 11 1 1-8) It

1s obvious that even the mmimum exposure time of 8 milliseconds severely degrades the
spatial frequency content of the sighal The vertical direction (1 e , across track) in this
case 18 unaffected by the 1mage motion and results in the sampled spectrum i Curve e of
Figure 11 1 1-8 However, there is the possibility of another type of error, aliasing of the
signal from overlapping spectrums This will ¢cccur whenever the 1nput spectrum exceeds
2100 cycles per line (equivalent fo 0 00345 cycles per foot on the earth) There 1s no way

to predict how severe this error will be, but many scenes (e g , cities) change spatially more
often than once every 289 feet (0 00345-1) Thus, there 1s the possibility of image errors
from aliasing, but they will be minumal due fo the low response (~ 20 percent) at these fre-
quencies During the recording of the data in the HRFR, a de-convolution (the inverse of
the 1mage motion MTF) can be performed that will partially remove the 1mage motion at-
tenuation However, there is a severe degradation in the signal-to-noise ratio as the de-
convolution operation 1s carried to its limat Thus, the image cannot be corrected to the
point of no 1mage motion

When the horizontal direction 18 transverse fo the direction of Spacecraft motion, then the

final output video bandwidth 1s a function of only the readout time and spatial frequency con-
tent of the signal (see Curve e 1n Figure 11 1 1-9) This 1s a desirable feature from the
standpoint of optimizing the information content of the signal, but has the disadvantage of
requiring a higher spatial frequency response 1n the HRFR and all intermediate system ele-
ments Secondly, this orientation results in less reponse in the vertical direction such that

the spectrum are almost zero at 2100 cycles per line and the possibilities of aliasing are
mimmized (Although the horizontal direction transverse to S/C motion 1s used to establish
HR¥R requirements, 1t 1s recommended that the RBV cameras be oriented with the scan

line parallel to S/C motion permitting the 1mage smear effects to be compensated in the HRFR )

This orientation and resulting outputs are used as the goal mn establishing requirements for
HRFR, because this operational mode optimizes the information content of the signal at the
expense of somewhat more stringent requirements on the HRFR Before summarizing the
RBV output s1gnal characteristics, the nature of the mput signal and the effect of other system
elements on the signal are considered

1 x, vy refer to the object plane (1 e , the earth)
x', y' refer fo the final image plane (1 ¢ , the film)
x", y" refer to the sensor
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The RBV responses shown in Figures 11 1 1-8 and 11 1 1-9 are for wideband (high spatial
frequency content), high contrast (2 e , 1000 1) signals The first assumption 1s valid, but
the probability of signals with contrasts greater than 40 1 1s almost zero After atmospheric
luminance and transmission are factored in, the maximum expected contrast will be less than
10 1 for scenes of interest. Thus, the spatial frequency at which tke response is 5 percent
w1ll be shifted to a lower frequency and 1t 1s this value that 15 used as the Iimiling 1nput spatial
frequency to the HRFR The new 5 percent response pomt 1s at a spatial frequency where the
high contrast response 1s 6 1 percent (0 05/0 818 = 0,061 where 0.818 =10 ~1/10+ 1), ora
shift from 3, 000 cycles per Iine to 2, 900 cycles per line If the input contrast 1s limited to

2 1 then the 5 percent response point is shifted to 2, 200 cycles per line However, 1itis
reasonable to assume that a 10 1 mput contrast may be encountered and thus 2, 900 cycles per
line at 5 percent response 1s used as the limiting input spatial frequency to the HRFR

Before the RBV signal 15 recorded onto film by the HRFR, 1f 1s recorded on magnetic tape

at least once and also transmitted to the STADAN Stations through an RF fransmission Iink
Each of these operations can have a degrading affect on the signal However, proper system
design has minimized the losses here As shown m Figure 11 1 1-9 the highest elecirical
frequency of interest (3, 000 cycles per line) 1s about 4 2 MHz at 5 percent response At 2,900
cycles per line, the highest electrical frequency 1s reduced to 4 0 MHz  All candidate tape
recorders have a freqeuncy response which 1s down 38 dB or less at 4 0 MHz Thus it can be
assumed that the tape recorders will not have a sigmificant affect on the RBV's spatial fre-
quency characteristic The same should be true for the RF {ransmission link, because the
RBV signals are being used to ¥M modulate the carrier, and as long as the transmission
system 1s operating above threshold, no serious degradations should be infroduced The most
serious problem 1s that the RBV signals are 1n analog form and are thus subject fo noise
problems throughout the system The maximum signal-to-noise ratio for the RBV signal 1s
specified at 35 dB  The tape recorders should not reduce this by more than 1 dB and the trans-
mission link (when above the FM threshold) should approximately maintain the input signal-to-
noise ratic Table 11 1 1-2 summarizes the typical expected RBV imnput signal characteristics

Table 11 1 1-2 RBV Input Signal Characteristics

Parameter Parameter Value
Maximum spatial frequency 2900 cycles/line at 5% and 10 1 contrast
(Horizontal) (see Figure 11 1 1-9)
Maximum signal-to-noise 34 dB
ratio(peak-to-peak/rms)
Maximum dynamic range 501
Sample rate (vertical) 4200 lines/frame
Line rate 1250 Iines/second, 90% duty cycle
Frame rate 3 5 seconds/frame
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11 1 1 6 2 Derivation of MSS Image Requirements

The HRFR imaging requirements for reproducing MSS data are not as stringent as for the
RBV data However, 1t was deemed desirable to use the same HRFR for reproducing both
the RBV and MSS data This problem 1s discussed mm Section 11 1 1 5 Figure 11 1 1-10
summarizes the MSS output spatial and electrical frequency characteristics for both the
horizontal and vertical directions Agamn, these represent the limiting case for the HRFR
mmput Since the MSS data 1s sampled and digitized before any recording or transmission of
the data, the sampling operation will establish the required spatial frequency reponse of the
HRFR The final signal~to-noise ratio before recording 1s established by the system Bit
Error Rate (BER) 1If appears that the tape recorders will represent the limiting case with
an expected BER of between 106 o 10~ Table 11 1 1-3 summarizes the typical expected
MSS signal characteristics.

Table 11 1 1-3 MSS Input Signal Characteristics

Parameter Parameter Values
Maximum spatial frequency 2048 cycles/line at 0%
(horizontal) (see Figure 11 1 1-10)
Maximum signai-to-noise ratio 46 9 dB

(peak-to-peak/rms)

Maximum dynamic range 641

Sample rate (vertical) 2640 lines/frame

Line rate 91 2 lines/second, 65% duty cycle,
6 lines simultanecusly

Frame rate (equivalent 100 nm frgme) 28 7 seconds/frame

111 1 6 3 HRFR Performance

Fipure 11.1 1-11 shows a conceptual model for the Bulk Processing System which includes
not only the prumary hardware elements, but also the expected error sources (1 € , noise
and phase errors) Below each system element 1s shown its corresponding typical MTF
The mputs to this system have been described in Sections 11 1 1 6 1 (RBV)and11 1 1 6 2
(MSS) In order to implement this system, the critical element selection was the Highest
Resolution Film Recorder (HRFR) Two goals were established for the selection of the
HRFR

1  The same HRFR must be capable of accepting both RBV and MSS inputs at video
rates, and outputting them on film

2  The output imagery must represent as closely as possible the input signal
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The first goal 1s quite clear, but the second goal requires further discussion Any real
system will introduce some noise or attentuation to the signal on which 1t 1s operating It

15 the intent of the study to select the HRFR that will mimimize these effects The most
crifical area 1s that of spatial resolution (especizally on small film formats) A goal was
established that the HRFR spatial frequency response shouid be not less than 90 percent

at the frequency where the input falls below 5 percent response Additionally, the HRFR
must have a dynamie range at least equivalent to that of the signal, but preferably higher
Finally, the noise and errors iniroduced by the {otal sysfem must not reduce the performance
of the system below that necessary o satisfy the above requirements The following para-
graphs will examme each of the requirements and their impact upon each of the Bulk Process-
ing System components

A Spatial Frequency Response - The Bulk Processing System MTF 1s the product of all
element MTF's Naturally, this assumes a linear system which 1s violated by at least one
element, the film However, the linear assumption will allow us to determine the upper
Iimits on each element's capabilities For convemence in multiplying the MTF's, the electri-
cal frequency (f) responses will be converted to spatial frequencies (k) by multiplying the
electrical frequencies by the active scan time (1 e , k cycles/line = f cycles/second x t
seconds/line) The generation of imagery 1s a two-dimensional operation and requires 1nde-
pendent evaluation in each dimension The horizontal dimension will be designated with a
subscript x and will represent the scanning or across track direction The vertical dimen-
sion will be designated with a subseript, y, and will represent the framing or along track
direction

The RBV 1maging requirements are obviously more stringent in the area of spatial frequency
response and will be used for the limiting HRFR requirement Repeating some of the require-
ments from Table 11 1 1-3

1 Maximum spatial frequency (horizontal) - 2900 cycles per Iine at 5 percent response
2  Sample rate ~ 4200 lmes per frame

Thus, 1t 15 desirable to have the HRFR horizontal frequency response be 90 percent at 2900
cycles per Line

The resulting desired MTF 1s plotted in Figure 11 1 1-12 The frequency axis has been
normalized to cycles per lme to eliminate the dependence on the image format parameter
(50 mm for the ERB and CRT, 7 3 inches for the LBR and CLR) Along with the desired
HRFR MTF, typical MTF's for existing HRFR's have been shown 1n Figure 11 1 1-12
The typical HRFR MTF's mclude the effects of both the scanning beam and the video elec-
tronics Obviously, our desired response 1s too high, and some compromise in spatial
frequency response are required if existing technological capabilities are to be utilized

One area in which an improvement in spatial frequency response can be realized is the image

format area However, the present requirements for annotation utitlizes the area into which
the image could be expanded (see Figure 11 1 1-13) Also, the grain in response up to 3, 000
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cycles per line 18 not sigmificant  For the present, then, the expected spatial frequency
response will be as shown in Figure 11 1 1-12 From examimng Figure 11 1 1-12 only
the Cathode Ray Tube (CRT) HRTR candidate can be eliminated

From the standpoint of spatial frequency response, the three remaining candidates offer
approximately the same performance out to 2, 800 cycles per line Thus, other image or
system parameters must be examined before narrowing the listing of HR¥R candidates further

Table 11 1 1-4 summarizes the horixontal scamning beam characteristics for the four pos-
sible HRFR's For comparison, the equivalent horizontal dimension for the desired HRFR

MTF 15 8 Intcrometers on 70 mm film

Table 11 1 1-4 Summary of Horizontal HRFR Scanning Beam Characteristics

Beam Geometry
HRFR (3) Shape Horizontal Dimension (1} {Image Format Image Scale
CLR Rectangular 35 micrometers 7 3 1nches 1108
CRT Gaussian (2) 16 micrometers 50 0 mm 13.71x108
EBR Gaussian (2) 6 75 micrometers 50 0 mm 13 71x108
LBR Gauss1an (2) 20 micrometers 7 8 inches 1108

(1) These values were derived from the MTF's in Figure 11 1 1-12
(2) Eguivalent Gaussuan Width =2 510
(3) CLR - Crater Lamp Recorder CRT - Cathode Ray Tube

EBR - Electron Beam Recorder, LBR - Laser Beam Recorder

The required vertiical spatial frequency response i1s established by the number of scan hines
per frame In Appendix A, the scanning beam requirements for maximixing spatial fre-
guency response and mimmizmg raster errors are derived Table 11 1 1-5 summarizes
the required scanmng beam characteristics for each 1nput image format

Table 11 1 1-5 Summary of Vertical HRFR Scanning Beam Reguirements

Sensor Image Format Shape (1) Vertical Dimension
RBV 50 0 mm Gaussian 11 0 micrometers
RBV 7 3 inch Gaussian 44 2 micrometers
MSS 50 0 mm Gaussian 18 95 micrometers
MSS 7 3 1nch Gaussian 70 3 micrometers

(1) Equivalent Gaussian Width =2 510
11 1 1-28
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These values for vertical beam dimension are well within the capabilities for each of the
remaming HRFR candidates However, these values are not compatible with those required
for mmimum attenuation of spatial frequencies in the scanmng direction (1 e., mmmize
horizontal beam dimension} This conflict can be resolved by one of the following alternatives

1, Allow the horizontal dimension to dictate the scanping beam geometry
2 Allow the vertical dimension to dictate the scanning beam geometry
3  Generate an elongated beam with the proper horizontal and vertical dimensions

Alternative 1 18 unsatisfactory on two counts first, voids will occur between adjacent scan
lines which will cause spurious modulation in the 1mage, and second, the voids will also
limit the dynamic range 1n the imagery by lowering the maximum achievable 1mage density
Alternative 2 1s unsatisfactory because it will severly degrade the horizontal spatial resolu-
tion spatial resolufion in the imagery Alternative 3 combines the best performance charac-
teristics of the first two alternatives, but at the expense of increasing the complexity of
HRFR

Each of the proposed HRFR's can accomplish this beam shaping Electron Beam Recorders
(EBR's), however, can affect beam shaping with 2 minimum of difficulty and over a wide mag-
nification range Since all of the HRFR's can perform the desired beam shaping, no strong
arguments can be presented for selecting any one of the HRFR's

There 1s the final problem of using the same HR¥R for reproducing both RBV and MSS data
The horizontal spatial frequency response requirements for RBV data exceed those for MSS
data Thus, the RBV horizontal beam dimension satisfies both data requirements

The vertical spatial frequency response 1s limited by the number of scan lines per frame

4, 200 lIines for RBV, and 2, 640 Lines for MSS dafta Since the beam 1s originally symmetrical,
it 15 necessary only to enlarge the beam in the vertical direction to the dimensions shown 1n
Table 11 1 1-5 to maintain the correct aspect ratioc In the case of the MSS data, however,
this requires a 2 81 (18 95/6 75 =2 81) enlargement for an EBR on 70 mm film The en-
largement problem can be simplified by recording twice as many MSS scan lines thus making
the HRFR beam characteristics almost identical for each data type See Figure 11 1 1-14

for the resulting scannmg beam characteristics on 70 mm film for an EBR

The recording of twice ags many MSS scan lines 18 accomplished by calculating the average

of every two scan lines and then recording the averaged Line between the original two This
averaging can be conveniently performed with the MSS data because it i1s digital and being
stored before recording Thus, each scan line 15 read out of storage twice before being erased
from memory This reconstruction technique 1s equivalent to first order interpolation

In a system without random errors, there are two remaining system elements that affect the

system spatial frequency response fape recorders and film As discussed 1n Section
111 1 6 3A, it i1s not anticipated that the fape recorders will seriously attenuate the spatial
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frequencies in the signal There 18 the problem of random and fime-base errors which
will degrade the spatial frequency response if the errors cause raster jitter Section
11 1 1 6 3B discusses the problem of geometric fidelity

Finally, the film has an MTTF that typically resembles those shown 1n Figure 11 1 1-15

The problem of the 1image format limifing the spacial frequency response has been discussed
earlier It is obvious from Figure 11 1 1-15 that 1t is the scanning beam and not the film
that 1s limiting the system spatial frequency response at this image format size,

B Geometric Fidehity ~ High geometric accuracies n the image raster are required for the
following two reasons

1  The color separated :mages must register during the generation of color composites
2  The spatial frequency content of the imagery must not be attenuated

The first requirement calls for the system to be very repeatable and the second requirement
demands that the random positioning errors 1n the system be very small The repeatability
errors during recording must not exceed 1 part in 4200 (established by the RBV data) of the
image length or width. Actually, it 1s desirable fo limit the errors to much less than this,
but with exi1sting mnage recorders, 1 part in 10, 000 of the 1mage length or width appears to
be the state-of-the-art This value has been confirmed by the information obtamed from
potential HRFR vendors
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Random geometric errors are caused by many factors in an HRFR, but result in a few
1dentifizble resultant errors

1 Start of scan ntter caused by tape recorder time base errors or from the elec~
tronics 1n the HRFR

2. Possible non-umformity n the raster pitch, causing scan line pairing in the
vertical direction

3  Possible non-uniformity 1n the horizontal beam deflection, causing space-base
errors in posifioming

4  Possible non-uniformity in the scanning beam geometry across the image, degrad-
ing spatial resolution at the image edges

The first three errors should be random and have an approximate normal probability density
distribution Based upon this assumption, another MTF can be incorporated into the system
model accounting for losses 1n spatial resolution due to random geometric errors The MTF
resulting from random image motion (1 e , the first three errors) 1s shown 1n Figure

11 1 1-16 A few examples will be informative as to the magnitude of errors that can be
folerated

1  Start of scan jitter can be himited to the range of 1 part in the 10, 000 to 1 part in
20,000 (1 e, 0 0001s g = 0 0000 5)At the limiting horizontal spafial frequency
of 2900 cycles per line, this error results in an MTF response of 65 percent
(& =0 00005) and 18 percent (& =0 0001) Thus, 1it1s critical to lLimit the magn:-
tude of this error

2  Non-uniformity in scan line center-to-center spacing can be limited fo an error of
10 percent. For a 4200 hine per frame umage, ¢ 1s equal to 0 I x 1/4200 =0 0000238
At the limiting vertical spatial frequency of 2100 cyeles per line, this error resulis
in an MTF response of 95 percent

Thus, 1n order to mmimize any spatial frequency degradations, the critical factor to control
15 the start of scan jitter The ability to achieve such geometric accuracies depends upon the
type of HRFR and the manner in which 1t 18 integrated into the Bulk Processing Element
Mechanical scanning systems (LBR and CLR) have the potential for greater geometric ac-
curacies than electronic scanmng systems (EBR)

In order to obtain the geometric accuracies mherent in mechanical scanming systems, the
time base for the input data must be slaved to the fime base of the film recorder Since the
mput data 1s obtained from a magnetic tape recorder (another high mechanical inertia system),
there will be timing errors such as head wheel hunting These errors can bemimmized by
1solating the two mechanical systems This can be achieved using short term digital storage
Since the MSS data 1s already digitized and must be buffered for demultiplexing, no additional
hardware complieations should be encountered with 2 mechanieal system The RBV data,
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however, 1S 1n analog form, and will require digitizing and buffering This would not be
required with an electronic scanning system (1 e , an EBR) where the scan rate can be
adjusted easily to compensate for tape recorder introduced timing errors, such as head
wheel hunting,

C Photometric Resolution - Photometric resolution involves the ability to detect and
recognize small density or transmission changes on the film There are two very important
areas of concern here

1  The required overall transfer characteristic {1 e , 1nput signal versus output
signal) for proper exposure

2  The ability to distinguish all of the required signal levels (1 e , a sufficient signal-
to~noise ratio m the 1mage)

The following paragraphs discuss both of these requirements The original image produced
by the HRFR may be intended for many uses The most probable uses are

1 Posgitive transparency for machine reading
2 Positive transparency for human reading

3  Negative transparency for producing positive transparencies
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Each end 1fem use requires a different system transfer characteristic to compensate
for the film's logarithmic response The other system elements are primarily electronic
and generally linear over the operational range required here The photometric parameters
being used and their functional relationships are summarized mn Figure 11 1 1-17

1  Positive Transparency for Machine Reading - This 1s the case where the trans-
parency 1s illuminated with a constant intensity source (I) and the resulting modu-
lated signal (I x T,,) 18 detected typically by a photomuliiplier Generally 1t 18
desirable to have the detector's signal (e,) be linearly related to the signal originally
exposing the transparency (e,) These relationships are summarized 1n Figure
11 1 1-18(a) The results indicate that the original signal (e)) must be inverted
(e,” ) before exposing the film, when the gamma (¥ ) of the operation 1s umty I
the ¥ is not unity, the addifional gain of 1/¢ must be icorporated info the inverter

2  Positive Transparency for Human Reading - This case 1s 1dentical with the previous
situation, except that the detector 1s a human eye  Generally 1t 15 degirable to have
the eye respond linearly to the original signal (e,) Since the eye responds logarith-
mically to mput intensities, the exposing signal must be properly conditioned before
exposing the film These relationships are summarized in Figure 11 1 1-18(b)

The results indicate that the original signal (e ) must be negated to (-e,) and then
used as an exponential (10 el) before exposing the film If the gamma {y) 1s not unity,
then an additional gamn of 1/ must be applied to e,

3  Negafive Transparency for Producing Positive Transparencies - It will be assumed
that the positive transparencies will be used for human reading This assumption
does not change the analysis, only the specific results If the transparencies are to
be machme read, then only the model for the detector need be changed The analy-~
515 15 summarized in Figure 11 1 1-1§(c)

The results indicate that the original signal must be used as an exponential (E, = 1031) before
exposmg the film to form a nagative Normal contact printing to form a positive 1s assumed
for the second operation The important thing to note is the mulfiplicator of the gamma's
(yn xyp) If these gamma's are not approximately one (for the product), then compensation
can be added in the generation of the negative

There are several other problems not considered and will only be mentioned here Many
times the signal will be concentrated at one of the two ends of the exposure scale Inorder
to see these signal variations, the signal must be expanded over the entire exposure range
Also, the signal may extend over too large a range and will require compression Thus, 1t
can be seen that many problems can be encountered when trying to properly expose film

In conclusion, the generation of properly exposed imagery will require a great deal of flexi-
bility 1n the HRFR exposure control system This 1s primarily an electrome flexibility that
all HRFR's possess

Information on film will be represented by changes in density, D The mnput information, when
applied to the HRFR, produces changes in exposure intensity, E The ability to discrimmate
between small density changes, AD, 1s a function of the film noise level and the 1nput signal-
to-nowce ratio
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The SNR on film 18 generally defined as

_AD_
SNRim “o (D)
where
AD = D2 - Dl

o (D) 1s the rms density variation in the 1mage (1 e , noise), and the overbar indicates
averaging It 1s important to note that o (D) varies directly as a function of the average
film density, D Thus 1t 1s desirable to keep the maximum density at a mimmmum  The
above equation 1s valid for target areas much larger than the rms grain size and represents
an upper bound mm the SNRg1,, As the target area approaches the rms grain size, the

SNR 4,1y, decreases 1n proportion to the decreasing system MTF  Thus it is desirable to
keep all targeis of interest much larger than the rms film gran size

Selwyn's Law provides some 1nsight into the relationship between o (D) and the area of
observation (target area). Selwyn's Law states

o (D) \/ 2Ae = CONSTANT =G (D)fllm
where Ae = effective area of observation and G (D), = granularity coefficient of the film

This relationship 1s vahd if A, 1s much greater than the rms prain size, and the density
range is not too great The exact limits on density range can not be easily established, but
can be bounded for many film iypes G(D) tends to increase slowly with an increasing
density range Thus, for a fixed film and density range, the rms density varation, o (D),
can be decreased by increasing the effective target area  This will increase a target's SNR
and may thus make it become detectable (or go from detectable to recognizable)

The probability of detecting a specified density difference as a function of the scanning beam's
effective area has been derived* and 1s presented below The first step amounts to establish~
ing the allowable tolerance (8§ D) in density variations as shown by the following relationship

D -D
max min

20D =
(20 )avg N

where N 1s the number of required density levels that must be resolved over the density
range Dmm to Dm

If P 1s the probability of remaining within the folerance + D, then the effective area A of
the scanmag beam 1s

*Levi, Leo, '"Photographic Emulsion as Computer Siorage Media - Special with CRT
Readout, " Applied Opfics, April 1963, Volume 2, No 4,
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2
A = G(Dl) erf—1 P
e | 6D % ()

2 2 1/2
G(D,) = [G{D)ﬂlm ¥ G(D)HRFR]

where G(D)pypyR 15 the rms density variations caused by noise from the HRFR  With
G(D1) constant and a specified A, the equation can be solved for 0 D

G(D, ) x erf (P)

A 1/2
e

60D =

Thus for a given probability of success (P), the required value for § D can be obtained A
detailed example 15 worked out 1n Section 11 1 1 10 for the case of an EBR

The MSS data 1s sampled and encoded at 6 bits per sample, or 64 distinguishable signal
levels This establishes an upper bound on the required photometric resolution, since the
RBYV data will only have ahout 50 to 55 resolvable steps (equivalent to an SNR of 34 or 35
dB) Using the following values for o (D), Dy n (fog level) and SNR¢ 1m (for detection), a
mimimum required density range and maximum density can be established.

o (D} = 0.01 density uniis

D =0 10 density level
min
=31
SNR i =2
AD

SNRg 1m "o (D)

D - D
a
AD = o X6 ” nin (assumed linearized)

from the above, then

D -0.10
3= 64 =  max
0 01 0 64
D =3x64+010=2 02
max

Density range =1 92 density units
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A better SNRf Im 18 required for recognition and can be obtained by increasing target size
and not degrading the 1mput SNR through the HRFR

Only two of the HRFR's are capable of recording the imagery at a high enough SNR (1 e.,
greater than 3 1) for recognition as well as detection, EBR's and LBR's

CLR film recorders use a glow modulator tube as an energy source which 1s a relatively
unstable source compared with electron beam or laser beam sources This instability
results 1n noise on the film and does not allow for a low enough ¢ (D) Thus, the CLR 18
an unacceptable candidate for the HRFR

D Throughput - In conjunction with the previous stud:ies on image quality discussed n
Section 11 1 1 6 3, an additional analysis was done which compared the throughput capa-
bhilities of the four types of HRFR under consideration CaseB, based on an a priori as-
sumption of 80 hours per week loading 1s used for comparison of HRFR performances It
requires the production of 14 RBV {riplets and 14 MSS quadruplets per hour averaged over
the 80 hour week

An EBR or an LBR, without any changes m theiwr existing designs, can reproduce either
RBV or unframed MSS data at the following rates (as delivered from the tape recorder)

1 140 RBV triplets per hour

2 128 MSS equivalent RBV frames per hour for one spectral channel (or approximately
32 quadruptlets per hour)

Either type of recorder will easily satisfy the 80 hour Case B assumption

Information gathered from a survey of EBR and LBR manufacturers indicates that these
rates are reasonable using existing technology LBR's, however, require that all the data
be in a digital format 1n order to accommodate the required speed range and duty cycles
This digital buffering 1s also required to 1solate the LBR from the tape recorders in order to
eliminate time-base errors

The normal operating mode for a Crater Lamp Recorder (CLR) 1s to record one sheet of
film, stop the rotating drum, unload the exposed image, load an unexposed negative, and
return the drum to operating speed This type of eycling also requires that the magnetic
tape recorder be cycled at the same rates CLR recorders are limited in Iine scan rates
to 60 lines per second, while the preferred mode of operation by CLR manufacturers 1s 30
lines per second

The following throughput rates are currently obtained from one CLR reproducing either RBV
or MSS data

1 8 RBV triplets per hour
2 8 MSS guadruplets per hour
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CLR film recorders have been considered 1nadequate because of the following throughput
disadvantages

1 The throughput rates are a factor of two slower thgn the Case B requirement,
assuming two CLR's 1n a simultaneous operation Simultaneous operation of
multiple CLR's to achieve mncreased throughput was considered and found wanting
because of complexity, cost and clumsiness of operation Mulfiple operation 1s
not useful for mcreasing RBV throughput because of its serial nature

2  The wvideo magnetic tape recorders must be cycled (per frame for MSS and per
triplet for RBV), a procedure for which they have not been designed

3  The video magnetic tape recorders would have to be slowed down (3 1 for MSS
and 40 1 for RBV).

The MSS throughput rates presented above are for one machine and unframed MSS data
If the MSS data 1s to be framed, then the rate of 32 MSS quadruplets per hour can be main-
tained by either of the following ways

1 Operate two HRFR's 1n parallel
2 One EBR that can dynamically frame

These procedures are discussed 1n defail 1n Section 11 1 1 7 If only one HRFR 1s used,
and it 18 not capable of dynamic framing, then the throughput 1s halved to 16 MSS quad-
ruplets per hour

It can be concluded from the above that EBR's and LBR's have a useful throughput capability,
while the CLR 1s deficient 1n this respect

E Analysis Summary - The resulis of the Bulk Processing System of imaging requirements
are summarized m Table 11 1 1~-6 The analysis indicates that only EBR's and LBR's wiil
satisfy all of the imaging requirements for Bulk Processing

11 1 1 7 MSS Framing Tradeoff Study

The MSS data, when converted directly to film, would normally provide long continuous
strips of umagery The coverage of each strip would be 100 nautical mile 1n width and the
length would correspond to the length of time the sensor was operating, typically running
to several hundred miles Several difficulties arise 1f the imagery 1s used in strip form
and not converted immed:ately to framed form Reasons for framing MSS umagery are

1 It is very difficult to produce color composites of strip imagery with presently
available hardware

2  Corrections to imagery are more effectively accomplished with framed scenes

3 Annotation can be applied more effectively to framed scenes
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Table 11

1-6 High Resolution Film Recorder - Tradeoff Studies

Crater Lamp Recorder

Cathode Ray Tube

Electron Beam Recorder

Laser Beam Recorder

Image Parameter Image Requirements (CLR} (CRT) {EBR) (1.BR)
Film Tormat None 22in x151n 70 mm 70 mm 9 51n
Image Format None 783in x7 31 52 7mm x 53 7 mm 83 7Tmm x 53 7 mm 78in x7 3

Spatial Resolution
Horizontal
RBV
MSS
Vertical {lines/frames)
RBV
MES

Photometri¢c Resolution
Maximum Density
RBV
MSS
Dynamic Range
RBV
MSS

Geometric Fidelity
Repeatability
Throughput (Frames/hour)
RBV (1)
MSS (1)

Summary

See Table 11 1

1-2
See Table 11 1 1-3

4200
2700

501
64 1

02%
02%

51

See Igure 11 L 1-12

7300

16-19

<641

1-01%
1-01%

24 (2)
32

does not satisfy
throughput or image
requirements

See Figure 11 1 1-12

3200
18-20
501-641
25 - 0 5%
25 - 0 5%

432

128

does not satisfy
image requirements

See Figure 11 1 1-12

10, 000

26-30

>1001

02 - 01%
02 - 01%

432
128

satisfies all require-
ments

See Figure 11 1 1-12

17 000

>3 0

>1001

< 01%
< 01%

432
128

satisfies all require-
ments

(1) Case B - 80 hrs/week

(2) Requires a 40 1 reduction of RBV - VTR/R (1260 lines/second - 30 lines/second)
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4 Frames can be produced which correspond 1n coverage to the RBV frames,
easing user inierpretation

5 Mass reproduction and distribution of imagery 1s best accomplished with framed
rather than strip imagery

Alternative techniques for performmg MSS framing are
1 Computer format each frame
2  Shuttle tape for each frame
3  Multiple tape passes for alternative frames
4  Dynamically frame i High Resolution Film Recorder (HRFR)
5 Optically frame the continuous strip imagery

The paragraphs which follow explam each of these methods, and explain their merits
and faults

11 11 71 Computer Format Each Frame

The MSS digital data 1s prerecorded on magnetic tape 1n frame form, allowing 10 percent
overlap from each frame to the successive one The overlap can be provided by utilizing

a large memory (on the order of four million bytes for four spectral channels simultaneously)
to store the overlap data However, the use of a large memory with enough intelligence to
frame the data 1s expensive and therefore undersireable

11 1 1 7 2 Shuttle Tape for Each Frame

The overlap can be provided by stopping, backing up, and re-starting the MSS video tape
recorder for each frame This operation, however, requires rapid, mechanical mampula-~
tion of the recorder which 1s both t1ime consuming and degrading to the tape umit This
method 1s undesirable for those reasons

11 1 1 7 3 Multiple Tape Passes for Alternate Frames
This approach has two possible modes of implementation, one using a single HRFR and the
other using dual HRF¥R's

1  Single HRFR - The single HRFR 1s shown in Figure 11 1 1-19 The raw MSS video
tape recorder plays continusouly as the frames for one spectral channel are re-
corded on the HRFR  Alternate frames 1n that channel are unrecorded When com-
pleted, the tape 1s replayed and those frames omitted on the first pass are recorded
Corrections and annotation are done on-line as the data 1s recorded
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2 Dual HRFR - If two HRFR's can be used, only one pass through the tape 1s
required per spectral channel The dual HRFR is also shown in Figure 11 1 1-19
Throughput 1s thereby doubled, but at the expense of using two HRFE's

111 1 7 4 Dynamically Frame irn HRFR

This 1s based on a recently developed techmque which allows recording on a continuous film
transport of overlap information for two sequential frames simultaneously This 1s shown
i Figure 11 1 1-20 Durimg the time 1n which the MSS data 1s being recorded correspond-
ing to a position 1n the 10 percent overlap region, the beam (in an electron beam recorder)

1s multiplexed between two positions the 10 percent region at the end of Image I and the
10 percent region at the beginning of Image II

ELECTRON GUN

BEAM INDEX POSITIONS

APERTURE

700 Y
m“ NN

L/ \_

-+
FILM TRAVEL

Figure 11 1 1-20 Proposed MSS Framing Technique

Since the MSS data 1s digitized and being held 1n a memory buffer, it 1s possible to use the
same data first to record a complete scan line 1n Image I then repeat that scan hine 1n Image
II By the time the data for the end of Image II 18 reached, the contmuous film motion to
the left and a gradual synchromized shift of the right hand beam ndex position will have
placed Image II in the position shown to the left and the beam 1n the left hand index position
The cycle can then be repeated The obvious advantages of this method are that framing
with 10 percent overlap can be done without stopping and starting the MSS digital tape unit
and a complete spectral strip can be done on one pass of the tape This offers twice the
throughput of previously described methods.
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11 1 1 7 5 Optically Frame Continuous Strip

At first glance this appears to be a fairly attractive approach It implies generation of
complete strips and then later optically framing with enlargers or contact priniers fo ob-
tain framed images with 10 percent overlap. One problem here 1s the difficulty 1n the ad-
dition of annotafion along frame edges that were formerly within the strip imagery This,
of course, can be done with any of the electromc framing methods previously described
Another major problem 1s the 1nability to correct for skew mn long strips of imagery pro-
duced by the earth's rotation By working with individual frames, as in previous methods,

this skew can be corrected If this was done to a complete strip, however, the skewed
imagery would move off the film

1111 7 6 Summary

The desirability of having the MSS data framed and methods for implementation have been
discussed Only Alternatives 3 (multiple tape passes for alternate frames) and 4 (dynamically
frame 1n the HRFR) present realistic solutions to the problem of framing MSS data with 10
percent overlap Alternative 3 can be implemented with erther an EBR or an LBR, but the
throughput rate (on a per machine basis) ig one-half of that achievable with Alternative 4
Alternative 4, however, requires a specific implementation, an EBR with a continuous film
transport and X/Y-deflection capability The Y-deflection capability extends only over about

30 percent of the equivalent X-deflection range and, thus, does not severely complicate the
EBR

11 1 1 8 Geometric and Radiometric Corrections 1n Bulk Processing

11 1 1 8 1 Requirements

The three spectral bands of RBV data as mitially received are inherently unregistered be-

cause the acquisition techmque uses three essentially independent camera systems  Differences
then, will exist in such things as horizontal and vertical scale, 1mage rotation, horizontal and
vertical offset as well as some higher order errors (discussed in Section 11 1 2 1). The
magnitude of the previously mentioned errors will possibly be as high as one percent 1n some
cases Any attempt to use these 1mages divectly, for the generation of color composites will
lead to very poor results due to the inherent mis-registration This will be obvious to the
unaided eye

In addition to the above defects, which are geometric 1n nature, there exists certain RBV
radiometric errors These are shading effects within the format of the image They result
from such things as lens vignetting and spatial variation of vidicon response

The MSS data 1s acqured such that the spectral channels are inherently registered However,
they have geometric distoriions due to spacecraft altitude variations (pitch, roll, and yaw),
and radiometric errors due to differences between the multiple detectors

Two possible approaches to Bulk Processing are described 1n Section 11 1 1 5, Bulk Pro-
cessing System Tradeoff Study They are called Bulk Processing - A and Bulk Processing - B
The major difference between the fwo 1s that Bulk - B has the capability of providing geometric
and radiometric corrections to all bulk imagery without any sacrifice in throughput capability
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This will make possible the creation of useful color composites from bulk RBV triplets
This would not be possible using the Bulk ~ A system because of the inherent geometric
and radiometric distortions We feel this 18 a very important point, because users will
undoubtably want color pictures from much of the RBV data If the Bulk - A approach were
used, registration would have to be accomplished mm the Precision Processing Element.
Thus an inherent limitation on numbers of RBV iriplets which could be converted to color
would exist

By removing gemoetric distortions from the MSS mnformation, imagery can be created
which will provide a better match to map overlays or to the RBV imaging This will aid

users in their mterpretation of the data

The cost 1mpact upon Bulk Processing of the Bulk - B approach 1s small compared to the
benpefits that 1t will provide

11 1 1 8 2 Correction Techmgue

Section 11 1 2 1 of this report discusses the various fypes of distortion to be expected in
RBV mmages As shown in this section the errors can be reduced to within one scan line
by linear interpolation techmques To do this, the magmtude of the correction 1s pre-
computed for eighty-one breakpoint locations on an evenly spaced grid Hybrid function
generator circuts contained in the EBRIC (Electron Beam Recorder Image Corrector) are
utihized o mterpolate the proper correction at all other points using the stored values for
the four nearest breakpoints

By utihizing the function generator to generate only the correction at each point, the accuracy
requirements become quite reasonable It 1s expected that the peak displacement 1n either
Xor Y will be about 100 scan lines  Generating the correction to only one percent accuracy
will provide for registration to within one scan line  Furthermore, the largest errors are
either offsets, or linear errors whose corrections can be generated easily within the EBRIC
to a higher accuracy level that required by the mgher order frequency terms This means
that the high order terms actually generated by the hybrid function generator will be limited
to about twenty scan lines as shown in Section 11 1 2 1 Therefore the actual registration
will be Iimited manly by the hmitation of the fit of the interpolation process to the actual
error curves This will yield triplets registered to about three scan lines The values

of the corrections at the breakpoints will be provided as an output of the Precision Processing
Element (see Section 11 1 2)

11 1 1 8 3 EBRIC Implementation

The Electron Beam Recorder Imager Corrector (EBRIC) 1s a component of the Bulk Processing
Element, which provides correcting sighals for the purposes of removing geometric and radio-
metric distortions Figure 11 1 1-211s a block diagram which 1llustrated how the EBRIC
woiks  Although the EBRIC 15 a component of the HRFR Control, for this diagram 1t 1s shown
as a separate unit interfacing with the HRFR Control and the HRFR

The X and Y scan signals are assumed for this diagram to be analog 1n nature, specifically
sawtooth shaped voltage waveforms The hybridize:r circuits operate on the input scan signals
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to produce hybrid scan signals i which the major portion of the total signal 1s represented
by a binary number and the remainder 1s represented by an analog voltage signal The
digrtal portion of the two hybr:id scan signals 1s used to control which four breakpoints (from
the grid of 81 covering the whole 1mage) are to be used for determmg the correction The
analog porfions of the two scan signals are used to perform the weighting action on the four
corner values

The digitized values of the correction functions at the various breakpoints are obtained from
the Bulk Processing Control computer The values are previously determined by the Pre-
cision Processing Element computer and supplied to Bulk Processing by means of the anno-
tation tape reader The hybrid function generator outputs are m the form of correcting
signals In most cases these signals are summed with the uncorrected value to form the
corrected value However, the video gain correction must be multiplied by the video signal
to obtain the video out signal

Referring again to the discussion of the various sources of distortion along with their mag-
nitudes and characteristics 1in Section 11 1 2 1, 1t can be seen that the largest errors are
of low order, that1s, the largest errors are caused by offset terms or terms that are linear
in nature  This will allow them to be generated separately by hybrid multipliers which are
more accurate than the standard units used for the balance of the EBRIC A hybrid multiplier
1s a circurt which accepts one aralog signal input and one digital input, and produces an
output analog signal which 1s proportional to the product of the two inputs

11 1 1 9 Annotation Tradeoff Study

Film annotation 1s needed to 1dentify each image and give the user all data necessary for
correct mterpretation of the image The annotation must be easily read on a 9 5 inch
format The original image 1s on 70 mm film but will normally be viewed on a2 9 5 1ach
format or under enlargement The following discussions are concerned with both the
annotation format and 1ts generation

111 1 9 1 Image and Annotation Format

The format for both RBV and MSS imagery 1s the same and 1s shown 1n Figure 11 1 1-22
This format 1s a result of adjusting all annotation dimensions and positions for optimum m-
formation presentation according to the following constraints

1 Size of image 1s 7 3 inch square on a 9 5 1inch film (7 3 inches corresponds to
100 nautical miles at a 106 1 scale.)

2 Image s1ze on 70 mm film 15 50 mm x 50 mm A usable width of 53 5 mm allows
7 percent extra width when correcting for skew 1n MSS data caused by Earth's
rotation

3 Maximum usable area for mmage and annotation to be 57 mm x 70 mm on 70 mm
film and 9 x 9 inch on 9 5 mch film (57 mm maximum usable width on 70 mm film
allows for edge handhing by any user )

4  Room for image and annotation - Registration marks, tick marks, gray scale and

color composition indicator (at least 2 ¢ mm wide on 70 mm film), and main anno-
tation block (at least 0 6 inch high on 9 5 inch format)
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A Annotation Block Format A survey was conducted among prospective users to determine
their particular image annotation information preferences TFigure 11 1 1-23 shows the
results of this survey These resulis are not conclusive, but provide the basis for deriving
an appropriate image data block format The data block format proposed for presenting
image and spacecraft data 1s shown in Figure 11 1 1-24

The data consists of three blocks of alphanumerie characters and a bar scale The top line
quickly 1dentifies the salient facts of the imagery while each column or block presents re-
lated facts The annotation can be read as follows

Line 1
ERTS A - ERTS vehicle, flight 1

B - Bulk processed daia, not precision processed data

RBV 3D X08 - Imagery taken by the RBV in the third spectral band (D) indicates
the imagery was sent direct and not stored (8) 1n the 8/C recorder The exposure
was 8 milliseconds which applies only to the RBV camera When color composites
are made, the spectral content of color composites can be identified 1n the annota-
tion by example

MSS1 34D (Direct transmission)
or MSS 2345 (Stored on tape recorder prior to transmission
or MSS12 4D (Direct transmission)
or MSS123 5 (Stored on tape recorder prior to transmission)

PIC N3305 E11508 - The center of the prcture 1s taken as 33205 North latitude and
115°08' East longitude

Line 2
ORBT 2230 - Identifies the consecutive orbit number
DAYX 150 72 - Shows the day of picture exposure Day 150 of year 1972

SSAT N 3342 E 11522 - This notation shows the location of the subsatellite point
at the time of exposure of the RBV or the start of scan for the MSS

Iane 3

ALT 496 7 ~ Shows the altitude of the orbit at the time of exposure of start of scan
In nautical miles

TX 162810 4 - Time of exposure or start of scan - 16 hours 28 minuteg 10 4 sec

R+010 R-030 Y+010 - Roll, pitch and yaw parameters at the time of exposure or
start of scan  Roll, positive 0 10 degrees Pitch, negative 0 30 degrees Yaw
positive 0 10 degrees
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I ocation Image Spacing of Internal Reseau
Application Distance Time and Date Coordinates Angles Bar Soale Ticks (min ) Lxternal Fldecial Remarks
Forestry Metric No preference Latitude and Longitede { 3 30" 22°, etc N MI v KM 30 External tic only No problem adapting
to any system, calcula-
tions are eomputer-
programmed
Geographyv Metric No preference Geodetle latitude and Decimal degrees BM va § Mi 10 Internal Reseau Angular measure
longitude or political and ext tics computed in radians
Agriculture | Nautical miles No preference Latitude and longitude | Prefer declinal degrees S MIva N M, 10 External only
UsGs Prefer metnic Month day year or| Mercator— Decimal degrees kM vs N “Mi No preference Internal Reseau Plan to use ground
Cartographv | now use English day year no Latitude and longitude and/or external tic | control points In
(Shi} preference image for location
U 5 Army | Statute miles, No preference Latitude and longitude | Decimal degrees 5§ Ml vs N M 30 No preference
Corps of English
Engineers System
NASA MSC Nautical miles and | Day, year Latitude and longttude | Decimal degrees N M{ vs KM 30 External tics

English System

Fipure 11 1 1-23

Image Annotation Data Base Summary
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1 5H T v CHARACTER SPACE DIMENSIONS H = 0 1 ON9 FORMAT
0 3H

l%

0 Bt

123 45 6 7 8 9101112131415 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41
1fefrlTTs] Ja R|B}V 3lplx]o]s DRE Nla]solsT IE]1]1ls]0Ts
2fol RYBIT| |z2[2)3t0 plalyIxl Ti]s{o] 17fz slslalTt Injalafalal [EJaf2]15]2]2phuy 15 4 115
HAEMARD 7 TIxl filelzlalijo].14 R{+10]T]0 Pl-lofz7o] Iyl+lolif ol LET R B T3
+{ulol Jilsls] Isle sjuls| [E]u] [3]c] f2 sluln] [alz 15§ 141 IRITITIF

Figure 11 1 1-24 Data Address

Line 4

HD 194 56 - Satellite headmng of 194 56 degrees

SUN EL 30 2 - Sun elevation of 30 2 degrees at the time of exposure or start
of scan

SUN AZ 15 4 - Sun azimuth of 15 4 degrees from true North at time of exposure

NTTF - The data acquisition site will be either Alaska (ALSK), Corpus Christi
(CCRS), or NTTF

The umts of this annotation may be either English or Metric whereas the bar-scale will be
calibrated i both nautical miles and kilometers If, in the future, 1t becomes useful to
add machine-readable annotation, this can be readily added in the scale area Figure

11 1 1-24 shows the annotation block m its final form It 18 shown as a matrix of 70 x 4
squares A 2 square wide column-spacing 1s used between the three blocks to divide the
blocks up for ease of reading Of course, with the standard annotation generator proposed,
changes to the annotation can easily be done by sofiware modification
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B Annctation Symbol Size Figure 11 1 1-25 shows some typical figures in their correct
proportions The dimensions are those suggested by Luxenburg and Kuehn* as being
necessary for clear visual interpretation of the characters A character needs to subtend
an angle of 3 milliradians to the eye for proper interpretation Therefore, to view 9 inch
format film at a distance of 18 inches, the necessary character height 1s 0 003 x 18 inches,
or 0 054 inch Thus, a character size of 0 1 inch 1s considered fo be easily interpreted
The total row height mcluding interrow spacing ts 0 15 inch.

A full symbol library is needed to display all the information Besides a full alphanumeric
capabulity, other special characters are required as shown 1n Figure 11 1 1-26

C Regstration Marker The registration marker (see Figure 11 1 1-27) 1s an important
symbol requiring accurate posittioning It 1s used in the alignment of RBV and MSS composite
pictures The symbol has been chosen for the follow:ing reasons

1 Large enough outer perimeter to be readily located
2  Cross hairs for accurate location of middle

3  Total number of component strokes less than 16 (See symbol generator section
later )

1 5H I 0 05H
H

1 |E

l D=0 14

[SIEEN

1 CHARACTFR-SPACE DIMFNSIONS STANDARD FONTH = ¢ 1 ON§ FORMAT

1 2 3456 78 9 1011121314151617 18 19 20 21 22 23 24 25 26 27 28 20 30 31 32 33 34 35 36 37 38 39 40 #1
H{ru]rls A Rl[B|V 3lp]x]ols plilcC nlajalols] [ela]t]sjols

2{oirIBIT HEBER DEAlYIX 5f0 7j2 sts|afT] |nlalalele] [El1]1]s]27 2l 15 110 115
slafcfT{ falofs6f 7 TEX]| J1]6i2]18{1101 [4 R{+[ol1]0 Pl-lolslot tyj+lolafolxm 10 Iz0 I 30
4{nfp 1)a]4 s]|s stuln] JEJL] I=slo] {2 slulnl {afz 1]5] Ja] isjT[T{F| N

Figure 11 1 1-25 Typical Figures - Nine Inch Format

*Display System Engineermg, Luxenberg and Kuehn, Ch 2 5, McGraw-Hill
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A 07
B 1
c 2

>FULL ALPHANUMERIC CAPABILITY

Z 9 J
A1SO
| _ _ _ LONG STROKE (33 UNITS LONG)
—_ _ _ LONG DASH (33 UNITS LONG)
- — — _ SHORT DASH (20 UNITS LONG)
@ — — —. PERIOD

— — — DEGREE
+ _ _ .. PLUS SIGN
/ _ — _ STROKE

\ — — —. STROKE

/ _ _ .. MINUTES OF ARC
[0 _ _ _ VERT + HORIZ STROKES (4 SYMBQ.S)

E — = = REGISTRATION MARKER

Figure 11 1 1-26 Annotation Characters
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The registration numbers are placed around
the perimeter in the image, one at each
corner They are placed at the corners of
the 1mage rather than the corners of the total
format areas since it 18 more important to
align the image area correctly

D  Gray Scale
The gray scale consists of 15.J2 steps as

required by the specification and 18 used for
accurate calibration of image intensity The
gray scale will be examined with a densito-
meter on the 70 mm format and needs to be

2 mm wide The overall size of the gray secale
18, therefore, 30 x 2 mm on a 70 mm format

E Combination Indicator

The bhombrnation mdicator 1s used to establish
which component spectral images are present
1n a multispectral image. The indicator con-
sists of eight squares, each square defining
the presence of a particular channel The size
of each square 1s the same as the gray scale
squares, 1 € , 2 mm square, and the squares
are 1n a row like the gray scale to enable all the annotation to be best fitted into the space
available

Figure 11 1 1-27 Regstration Marker

F Tick Marks

Tick Marks are placed around the image parameter and indicate latitude and longitude The
ticks represent degree, half degree's and 10 minute marks but only the degree's and half
degree's are annotated. Near the poles the longitude lines come closer together so the tick
marks must be reduced 1n number to represent every two or five degrees of latitude Also,
the control computer needs to ensure that the annotation associated with the tick marks does
not overlap other tick marks or the registration markers

11 1 1 9 2 Annoctation Generation

The problem of symbol generation 1s best solved with the use of a symbol generator (Method
1} as described below A fradeoff study was conducted to compare this method with a com-
puter software approach (Method 2) Although other solutions are feasible, the method de-

scribed has several advantages

The annotation constraints involved are

1  Capability of writing one complete character 1n 20 microseconds at a frequency
of once every 800 microseconds (based on RBV scan rate)

2  Capahhty of writing the full hbrary.
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3 Analog X, Y, and Z outiputs

4  Flexibility of library characters

5 Relhability/serviceabhility of equipment
6  Quality and clarity of symbol

A  Method 1 - Symhol Generator

Using a commercial symbol generator involves addressing the symbol generator once every
flyback period, so that one character 1s written during every flyback period (see Figure

11 1 1-28) A six bit address code to the generator 1s decoded 1n the generator which out-
puts AX, AY, and intensity (Z) ananlog signals directly to the HRFR The generator synthe-
s1zes its character from 16 blanked and unblanked strokes at a rate controlled by an internal
oserllator It 1s anticipated that a character will require approximately 16 microseconds to
be generated

Besides the computer generated signals described above, the computer must also generate
X, Y position signals to the HRFR directly in order to position the symbol correctly on the
film The software involved in this system is shown 1n Figure 11 1 1-29 The software in
this case outputs X and Y signals on line to the HRFR To execute such programs, 720

microseconds are allowed to sort the position and type of character to be displayed, and 20

X 1 POSIFION OF $Y MBOL
DA-1

AMNMOTATION TAPE

CONTROL
COMPUTFR ONIROL

BULDING _J oL
BUFTFR BEFFER

6 BIT CODE

Y

5y MBOI GEN DFA I
WRITE/STROBL

| l } ’

END OF LINEL AX AY Z  POSITIUN
L Ny
SYNC PULSES - -

Y

VIDFO/HDDT
10T/ ]

Hob -
O‘ HFADER | nrunada 11RE B

Figure 11 1 1-28 Symbol Generator (Method 1)

11 1 1-56



17 Apnl 1970

END OF LINE
SYNCS SEQUENCE CONTROL
~ - SYMBOL SORT ROUTINE

SYMBOIL POSITION SYMBOL TYPE SYMBOL

AND TYPE MEMORY CODE POSITION

250 WORDS BUFFER BUFFER

é BITS 12 BITS
L 1

TO EBR TO EBR TO EBR

Figure 11 1 1-29 Software for Method 1 (Addition to Assembly Routine)

microseconds to write the character at the required position The symbol generator
writing speed can be exfernally controlled and 1s expected to be 1 MHz, which allows 16
microseconds to write a full 16 stroke character The computer has & full 720 micro~
seconds to generate the correct 6 bit output on the address lines to the symbol generator
The start of write sync may be generated by the video tape end-of-line-pulse, read directly
from the computer or tape-reader interface

The advantage of this system 1s that the symbol generator writing speed can be mdependent
of the computer and the system 1s probably the simplest to implement, requiring minimum
design time The disadvantage of this system 1s that the symbol generator code/character
format 1s not flexible, although extra plug-in card modules are available (about § 75 per
special character) The character/position format being computer controlled 1s flexible

A sigmficant advantage of this system is that the annotation generator 1s a tried and tested
device requiring little design and development effort The system assumes that a randomly
addressable HRFR writing beam 1s available

B  Method 2 - Computer Software Generator
This method uses the computer more than Method 1 and would appear to be a good method
given the following

1  Spare computer core storage - 0 5K above other software requirements for symbol
generator approach (Method 1)

2  Requirement for system versatilify
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Figure 11 1 1-30 shows the basic system concept All the address and character type
storage could be achieved m the computer and the only peripheral equipment necessary would
be some buffer storage and some 10 bit D-A's for the X and Y drives to the EBR  For each
character, the computer would transfer to an external buffer register for the required posi-
tion, and symbol generation mformation This information would then control the stroke-by-
stroke generation of the character on an 8 x 8 matrix of points

The timing sequence 1s to load the buffer registers from the computer during the 720 micro-
second beam trace and fo output this buffer data during retrace time - mm about 16 micro-
seconds

This method is also adaptable to a mechancal framing system, should such a system be
adopted A mechanical frammg system assumes that the video-tape 1s stopped and the film
drawn through the HRFR, one frame at a time The annotation can then be written on the
film using the HRFR raster, or by stopping the raster and writing the annotation with full
X, Y, and Z drives, straight from the computer

Using the raster to write the symbols 1s a complicated method The raster would need to
be divided into a matrix of at least 70 x 70 units with each sguare unigquelyaddressable, thus
requiring approximately 5K of core storage for this alone This method of generating the
symbols would be fairly complex

ANNOTATION
TAPE READFR
ALSO SOF T'WARE I/P

¥ SIMBOL DATA

CONTROL

brrre e v [ ]

S

X9 BIT
™  BUFFER -

D-A'S

EAMD OF LINF SINC ey
10410 by
4 7 2 WORBLF MODE

s

FEBR

AISS/RSV VIDEU DATA

HDE
RFADIR

Y

Figure 11 1 1-30 Symbol Generator (Method 3)
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C Summary of Annotation Generation Methods
A comparison may be made on the above according to the following criteria

1  Cost - The cost of implementing Method 1 1nvolves simply the purchase of a single
commerically available item  The other system involves extra software Hard-
ware interface equipment i1s probably equivalent in complexity Method 2 also as-
sumes space computer memory

2 Versatility - Both methods are versatile allowing hardware or software changes
to change annotation format or annotation symbols Method 2 18 the simpler 1n
this respect since all changes are software changes

3 Complexity — Both systems have conceptually the same complexity since all systems
mvolve a symbol-location hhbrary, a symbhol-structure library, and a method of
outputting the data from these stores at the correct time However, 1n practical
terms Method 1 15 the simplest For Method 1, it 1s possible to 1sclate a large part
of the symbol-generation function to a single unit thus simphifying system serviceability

4  Quality of Output - To implement Method 2 at a minimal cost, a character matrix
of 8 x 8 1s used All alphanumeric characters could then be satisfactorily defined
but curves could not he simulated and the overall effect would bhe considerably poorer
than Method 1 Method 1 uses a stroke technique on a 33 x 33 matrix {o define 1fs
symbols To improve Method 2 to that of Method 1 would 1nvolve greater capacity
and 12 bit DA's instead of 10 bit DA's 1n the interface unit

Method 1 1s on balance the simplest system and 1s to be recommended, 1f an HRFR with a
randomly addressable beam 1s used in Bulk Processing

D Amnnotation Line Thickness

To produce 2 desirable annotation line thickness, 1t 18 necessary to broaden the beam from
=z 7 microns to 33 microns and to increase the intensity by an equivalent factor to produce
sufficient density of illumination on the film Increasing the infensity also tends to spread
the beam to about 10 microns requiring a further increase of width of 200 percent This is
best achieved by applying a 20 MHz oscillation onto the trace 1n both co-ordinate directions
with a 90 degree phase difference between the oscillations, thus producing Lissajous type

traces about a straight line, dense enough to give the appearance of a solid, sufficiently wide
Ime

11 1 1 10 Detailed Analysis of Electron Beam Recorders

The following paragraphs discuss in detail the capabilities of an electron beam recorder
(EBR) Each of the areas has been discussed 1n Section 11 1 1 6 (High Resolution Film
Recorder Performance Requirements Trade-Off Study) with respect to the requirements
imposed by the Bulk Processing Element on the HRFR

11 1 1 10 1 Spatial Frequency Response
The spatial frequency response for an EBR can be characterized by a composite MTF
(electronics and beam geometry) Since the EBR is used 1n a line scan mode for the generation

11 1 1-589



17 Apmnl 1970

of imagery, 1t 1s the MTF in the scanning or horizontal direction that 1s of prime interest
Figure 11 1 1-31 shows a typical horizontal EBR MTF and 1s the same as the EBR MTF
curve 1n Figure 11,1 1-12 This curve is equivalent fo an M'TF obtained from a Gaussian
beam with an equivalent beam width of 6 75 microns Although theoretical calculations
indicate that an equivalent beam width less than 5 0 microns should be obtainable, the 6 75
microns appears to be a realistic operational value

The film also plays a eritical role m determining the total system MTF, especially when
trying to achteve high film densities High densities require high electron beam accelerating
potenfials to achieve high current densities on the film However, as the accelerating poten-
tial increases, the film MTF 1s degraded by the spreading out of the beam area because of

the scattering of high energy electrons TFigure 11 1 1-32:llustrates what happens to the

film MTF as a function of the electron beam accelerating potential Obwviously, operating
above a 20 kv potential 1s very degrading to performance, and should be avoided Section

11 1 1 10 2 demostrates that the required maximum densities can be obtained by acecelerating
potentials of 15 kv

The final factor influencing the spatial frequency response 1s random image motion caused
by errors 1n generating the raster Section 11 1 1 6 3B demonstrated that horizontal or
vertical jitter must be less than one part in 20, 000 of the acfive scan length This 1s within
the state-of-the-art for EBR's =

MAGNITUDE OF RESPONSE
g
@
r

0 | 1 } ] i ] ]
0 1000 2000 3000 4000 5000 6000 7000 8000

kx' - CYCLES/LINE

Figure 11 1,1-31 Typical EBR Horizontal MTF
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Figure 11 1 1-32 Effect of Electron Accelerating Potential on the Modulation
Transfer Characteristics of Spectroscopic High Resolution Film

11 1 1 10 2 Maxmmum Density Exposure Requirements

In Section 11 1 1 6 3C (Photomeiric Resolution) a required maximum density of 2 02 was
obtained, but 1l 1s possible that lmgher densities may be required Thus the requirements
upon the EBR will be calculated for 2 maximum density (Dmax) of 2 2

Figure 11 1 1-33 shows a typical film density versus log exposure (in this case electrons
per sz) transfer curve obtamed from the Eastman Kodak Company for S0O-219 film This
curve was derived by exposing the film with electrons accelerated through a potential of 15
kv As demonstrated in Section 11 1 1 10 1, this accelerating potential 1s acceptable from
the standpoint of mmimum MTF atienuation

First the current density (Jy, amps/cmz) required fo achieve a density of 2 2 must be cal-
culated The exposure 1n Figure 11 1 1-38 15 expressed 1n electrons/em?2, and this value
can be converted to J¢ by the following equation

_ -19 amps
Jf At x159x10 cm2
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Figure 11 1 1-33 Kodak 219 Direct Electron Recording Film (Estar Base) SO-219
(FE110-1) Sensitometric Characteristic with Electron Exposure
where

n - exposure 1n electrons/ cm?

At - exposure time (1 e , time for the beam to franverse its equivalent beam
width) in seconds

From Figure 11 1 1-33 the value ofn at a density of 2 2 18

10 electrons

2
cm

loglon =10 77=n1=59x10

The value of the mimimum At (and thus maximum J f) can be computed 1n the following
manner

__de

max
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where
d, -~ mimmum equivalent beam width equal to 6 75 x 107 mm
v - maximum linear beam velocity equal to 50 mm/720 x lo_sseconds
maX -6 95x 104 mm/sec
where

720 % 106 seconds 1s the active RBV scan time over a 50 mm sean lme

6 75 x107° mm

6 95 x 104 mm/sec

At =0 097 x 10~ seconds

min

The maximum value for J £ can now be calculated,

59x100 %1 59 x 10712 amps

I = =0 0965 —2ES.
f -18 2
9 7x10 cm

The power density on the film (P/A watts/ sz) 1s equal to the current density (Jy) times
the accelerating potential (AV) or

g

=Jf x AV
In our case, the required power density is

—i =9 65x1072 ST x15x 10 volts =1 45 x 10° Y28

Electron beam recorders are capable of power densities of 7 5 x 104 watts/ em? at 15 kv
accelerating potentials or a factor of about 52 tumes greater than our maximum require-
ment Thus no problems are anticipated in achieving the desired maxmmum 1mage densities

11 1 1 10 3 Noise and the Probability of Detection
There are two major contributors 1n the system the electron beam, and the film The ex-

pected magnitude for each of these noise sources are calculated below and then combined
quadratically to estimate the probability of detection

A Electron Beam Noise -~ The electron beam recorder 15 operating 1n a temperature
limited mode and the resulting noise 1s predominantly shot noise The rms value of shot
noise (7,) 1s given by the following equation

o = L2xexIx/_\feJ1/2
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where

e = electron charge - 1 6 x 10719 colombs
I =average beam current in amps
Af, = effective electrical bandwidth 1n cycles per second

The maximum average value for I 1s at the maximum required exposure ThusI can be
computed from the previous value for J; in the following manner

I= Jf X Ae
where
J £ = current density on film - E(L:—Irnn%i
A _ = effective beam area
A 6= 47r0V0'H
where

o.., 0. =are equal to the effective horizontal or verfical EBR beam diameters
H
divided by 2 5

6 75 x 10 3mm

-3
= =2 7x10
H 5 5 X mm

_11.9x1073 mm

- ~3
=4 1
crV 5 5 8x107"mm

A =4xmx2 Tx4 8x10%=162x100 cm2

1=9.65x 102 %l’rgngzs_ x162x107% em® <1 56 x 1078 amps

The maximum effective electrical bandwidth 1s Iimited by the scanning beam's effective
bandwidth (Ak o) The value for Afe can be computed 1n the following manner

Af = Ak (gy_tLes_)xv Jam
e e mm max 'sec

)
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where
1 1 cycles
Ak = = =78 7
1 -
e A12 [} g2x107t mm? |2 i

v =6 95x 104mm
max

Af =78 79CIES 6 g5 10t BN _ o 40, 1,0 SYClES
e mm sec sec

Now the rms value of the shot noise can be calculated

=2xexIx Afe)l/2

- - -1
=(2x16x10 19}:1 56 x 10 7X5 47x106)=5 21 x 10 Oamps

This value for 0, must be interpreted 1n terms of an rms density variation caused by the
electrons, before combining i1t with the film noise For small signals, which the noise
definitely represents, the following approximation can be used :

cr1 D)y =0 434xc'xg:@)“
E

The ratio o (E) / E 15 equivalent fo the ratio of U/I and with a gamma of one (1), the rms
density variations are approximately

03

0‘1 (D)= 0 434 X7

Substituting the previously derived values,

_ -10
(D) = 0 434x > 21"10_7 —145x107°
1 56 x 10

Thus the expected random dens:ty variations caused by the electron beam (o, (D)) will be
1 45x 1079

B Film Noise - The rms density variations introduced by the film directly @¢(D)) are a
function by the area on the film heing viewed A typical 0¢ (D) value for 8O-219 film 1s

0 0025 when measured with a circular aperture with a diamter of 25 x 10~2 mm  This value
can be scaled to the appropriate aperture area (1 e , area under exammation), if Selwyn's
relationship (0 (D) xJA = constant) 1s valid Selwyn's relationship 1s valid as long as the
following 1nequality 1s satisfied
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o (D) x A =constant, 1fJ5>10 or%>10

where
A = aperture area
a = average grain area

d = diameter

The average grain diameter for SO-219 film 1s 1n the range of 0 05 fo 0 10 microns The
minimum value for dy 1s 6. 75 microns Using the largest expected value for d,, the ratio,
dp/dg, 1s 67 5 which 1s much greater than 10 Thus Selwyn's relationship can be used fo

determine the expected film noise
—_— _4 2 -
O¢ (D) = 0 0025 for A; =4 91 x 107" mm
{.e , 225 % 1073 mm circular diameter)

AZ = Ae ~ scanmng beam effective area equal to 1 62 x 1074 mm2

x 0 0025 = 0 00453

Thus, the gxpected random density variations caused by the film (O (B) y wiull he
4 35 x107 2

C Probability of Detection - The expression for the probability (P) of the signal being
within a prescribed density range (2 & D) was presented 1n Section 11,1 1 5 3C and repeated

below

G (51) xerf © (P)

§ D=
A—l/Z
e

where

1/2 o~y

o(D)xA, = G(D})

5§D =0 (51) X erf_l (P)

11 1 1-66



17 April 1970

where
_ 2 _2]1/2
a Ujl) =] o, (D) -+cf2(ID
Substituting the values obtained above for o (D) and Oy (D),
2
3.2 [1/2

g (51) = [(4 35 x 10'3)2 + {1 45x10 ) —458x107°

Repeating the MSS requirements derived 1n Section1l 1 1 6 3C

N = 64
D -D =1 92
max min
Dma -D
i X min
<
6D 2N
then
- 1 92
D = =
8 2 % 64 0 015

For a probability of 95 percent of the signal being within a prescribed range, erf-l ()

15 2 0, then the obtainable 8§ D 1s 0 00916 or approximately 0 01 The MSS requirements,
shown above, only require a 8 D < 0 015 For the density range of 1 92, the signal-to-
noise ratio (SNR) was 31 However tlhus SNR assumed a value of 0 01 for ¢ (D) may be
about half of this or 0 00438 Thus, this mimmimum SNR will probably be obtained 95 percent
of the time for the smallest (1 e , on the crder of the size of the scanning beam area) tar-
gets Naturally, the larger targets will have a higher SNR that 1s proportional to the square
root of the ratio of the two areas
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11,1 2 PRECISION PROCESSING

11,1 2 1 Requrements

Multiple 1mages generated directly from the recorded data transmitted from the ERTS
maging sensors will contain a variety of errors and undesirable effects that are introduced
during the overall acquisition process The type and general origin of geometric errors
and effects will inclide

1  Image position 1naccuracy associated with the uncertain position and attitude of
the satellite

2. Projective differences between the geometry of the image and conventional
map references

3. Variations of scale changing with seene altitude (due to mass variations and
obliqueness) or the size of the RBV raster.

4  Skew and projective variations within MSS frames, due to the spacecraft
attitude and attitude varation during the frame interval

5. Nonlinear image distortions associated with the internal imaging characteristics
of the sensors

6 Misregistration between RBV spectral images due to differences in the internal
1maging geometry and aligmment of the cameras

T  Misregisiration between RBV and MSS images due to all but the first of the
above

In addition to geomeiric errors, the RBV imagery will also contain radiometric errors or
shading varations within the mmage

In view of these errors, the precision processing element has two primary functions

1 To remove all of the above errors from some of the 1images 1n the most effec-
tive manner and to the highest accuracy possible

2  To facihitate on-line removal of some of the above errors from all of the images
in the most effective manner to the highest practical degree of accuracy

Thus, the functional requrements of the precision 1mage processing task derive mainly
from the nature of the errors that must be corrected

An extensive analysis of RBV errors was performed under Countract NAS 5-11699, Mulh-
spectral Picture Registration Study In this study, a mathematical error model describing
the functional relationships between known internal error sources was used to determine
their combined effect upon a two-dimensional image Worst case computations were run
to determine the maximum 1mmage distortion, and maximum potential 1image registration
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error between sensors having pessmmisthceally different distortion characteristics Some of
the 1nternal-error results were incorporated 1n the study of total MSS and RBV 1mage
errors, 1n the overall mapping accuracy analyses reported in Section 10.4 3.

From these studies, 1t 1s evident that error magmtudes due to external causes can be on
the same order or greater than the 1nternal (sensor) errors In the analysis of the preci-
sion processing system requrements, however, it 1s necessary to consider not only the
total error magmtude, but the nature of the errors in terms of their spatial complexity and
their temporal varmation, These characteristics are summarized i Table 11.1 2-1 as
external errors, errors unique to RBV mages, and errors umque to MSS images. Here a
large relative error magmitude refers to errors that could be on the order of 1 percent of
the overall mmage dimension, moderate refers to errors of a few tenths of a percent, and
small refers to errors that are 0 1 percent or less The spatial order, or exponent of the
characteristic error function, denotes the increasmg geometric complexity of the error.

The 1mage errors that will vary most with ttrme are those associated with the motions of
the spacecraft Error sources within the RBV sensor that are sensifive to changes in volt-
age, temperature, or external magnetic fields may also introduce 1mage errors that vary
with ttme Many of the error sources, however, are purely mechamecal or optical 1n nature
and the effects they introduce will remain constant Certam conclusions can be drawn from
the nature of these errors as to how they effect the requirements of the precision process-
ing system

1  The largest time-variant error sources are those associated with the uncertainty
of the satellite ephemerides and orientation The overall correction requires a
highly accurate 1mage positioning reference, yet the actual image transforma-
tron 1nvolves the removal of relatively low-magmtude first- and second-order
error effects Previous analyses show that the most effecfive and accurate
positioning data available 1s provided by ground control information, therefore
the system must facilitate the rapid use of ground control as the absolute 1mage-
posifion reference,

2. The largest fixed RBV errors also tend to have the lowest spatial complexity
Therefore, such image errors, measured, defined and periodically updated
during precision image processing, should be removed during bulk image pro-
cessing, Animmediate operational goal here should be achieving registered
bulk-processed RBV 1mages

3. The most complex errors in the RBV 1mages are due to internal causes such as
magnetic lens distortion, raster distortion, and raster nonlinearity, Figure
11 1.2-1, Geometrically complex errors also occur within the MSS images due
to the nonumform scan mirror velocity, and the projective distortion caused by
attitude variation during the frame interval, Figure 11 1 2-2 Between the two,
the RBV effects are the most severe The nonlinear RBV errors are charact-
erized by a radial {pincushion) distortion component of the form

3
Ar(r) = (KM-KO) T, ArmaXN 0 01 rmax
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Geometric Errors in ERTS Images

Relative
Magnitude Spatial Temporal Cause of
Error Source of Effect Order Nature Misregistration
External .
1  Average Satellite Altitude Small First Fixed
2 Altitude Vanation Small First Proportional to elipticity *
3  Satellrte Tt and Yaw Lar, Frst Variable for each frame
20 7T /ans
4  MSS Attitude Variation Small Second Variable within each
frame
5  ERBV boresight Small Zero Fixed
Internal RBV
6 Scale Due to Adjustment Large First Constant Prohable
Error
7T  Scale Due to Power Supply Small First Proporhional to drift Prohable
Dnft rate
8  Skew Due to Coil Non- Large First Constant Prohable
orthogonality
8  Skew Due to Signal Coupling Small First Proporhonal to coupling Probable
10  Offset Due to Aligument Large 7ero Constant Probable
Error
11 Offset Due to Power Supply Small 7ero Proportional to drift Probable
Drifts
12 Rotation Due to Coil or ~0 10 First Censtant Probable
Sensor Alignment Error
13 Optical Lens Distortion W0p Third tadial Constant Slight
14 Magnetic Lens Distortion Up to +100 ¢ Third radial Constant Probable**
15  Field Interaction (S) Up to 150 p Fourth radial Constant Potential**
16  Raster Nonhinearity Upto 0 1% Exponential Constant Stight**
orthogonal
Internal MSS
17  Mirror Sweep Velocity Error Moderate Trigonometric Essentially constant
18  Mirror Jitter Small Variable within each
frame
13 Timing Errors Small

Zevo order errors are translations of the entire image
First order errors are errors that are linear functions of one or both image dimensions
Second or higher order errors refer to the exponent of the characteristic error functions of one or both mage dimensions

Due {0 nomdentical deflection components and/or focus/deflection errecuit characteristics between the 3 cameras
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Figure 11.1.2-1 RBV Image Distortion
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Figure 11 1 2-2, MSS Image Distortion
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Analyses were also performed to determine the effectiveness of various mathematical
transformations for removing the RBV nonlinear errors The transformations investigated
were continuous (first, second, third, and fourth-order) polynomials fitted with a least-rss
residual error to 81 image points 1 a 9 by 9 (resean) array, simple hnear interpolation
between a 9 by 9 resean array, Figure 11 1, 2~3, and subinternal hnear mnterpolation

fitted to 2 17 by 17 array (In the latter method, intermediate points between reseaus were
defined by fitting locally continuous second- and third-order functions hetween adjacent
reseau pairs, and then using linear iterpolation within the smaller interval )

Computation of the residual 1mage errors following the applied transformation for worst-
case mage distortion showed the followmg results the third-order polynomial had a mean
residual error of 0 5 picture elements, curiously, the fourth-order polynomial was some-
what worse, Linear interpolation was somewhat better with a mean residual error of 0 4
picture elements, Subinternal mmterpolation was considerably better, with mean residual
error of 0.1 picture elements. The mean composite registration error for worst-case
differential distortions was 0 6 picture elements for the third order, 0 5 picture elements
for linear interpolation, and 0, 2 picture elements for submternal mterpolation The
overall results are summarized in Table 11,1 2-2,

The tradeoff between ease of implementation versus accuracy for the various transforms
1s 1n favor of the hnear interpolation approach It i1s far simpler to implement than the
continuous polynomial {ransform and gives slightly better results The subinternal

1/8
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Figure 11,1.2-3 Residual Transformation Error
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Table 11.1,2-2, Summary of RBV Residual Image Distortion and Residual Regrstration
Error Following Various Mathematical Transformations for Correcting Total Geometric
Image Distorfion Measured at 9 by 9 Reseau Points in Each Image

Correction Technique RBV RBV RBV Composite

1 2 3 Registration

Error
%
M 8D M sD M gD M SD

First-Order 5.6 5.6 5.5 2.9
Polynromaial 50 51 4,2 41
Second-Order 3.1 30 3.1 16
Polynomaial 26 2,7 2,6 290
Third-Order 05 05 05 0.6
Polynomaal 0 4 0,4 04 1.1
Fourth-Order 05 05 0.6 6.7
Polynomial 0 4 05 0 4 1.1
Linear 0.4 ¢ 4 04 05
Interpolation 0.4 0.4 04 0.6
Subinterval 01 0.1 01 02
Iinear Interpolation 0.1 0.1 0.1 0.3
*M - Mean Error

SD -~ Standard Deviatron

11.1.2-8
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interpolation scheme 1s much more accurate but requires a somewhat longer transform
computation and processing fime, In view of the worst-case conditions assumed 1n the
analysis, the linear interpolation approach, based on measurements of image error at a

9 by 9 array of points defiming 64 equal-area segments of the image, 1s at this time con-
sidered sufficiently conservative to be chosen as the recommended transform method.

This choice can be experimentally verified as soon as representative RBV 1mages are
available, Should the need arise, the transformation error can be readily decreased by
using subinternal imnterpolation techmues, 1f the nonlinear distortion components are found
to be sigmificantly higher than presently anticipated.

The nonlinear geometric distortions discussed ahove tend fo be mherent in electromagnetic
beam scanmng devices, and the effects they mtroduce 1n the 1image are relatively minor,
However, three other distortion sources were mentioned spurious electromagnetic field
interference with the scanning beam, RF interference or noise mn the video signal, and VIR
time base variations. These error sources can cause extremely complex mmage distorfaons
that would seriously degrade the utility of the as-returned images, and which would be
mmpractieal to remove from a substantial number of images on a continual basis, Therefore,
1t must be emphasized that parficular care be directed to the sensor design, the tape vendor
design, and the integration of both with the spacecraft, to ensure that spatially or radio-
metrically complex 1mage distortion will not occur throughout the operational Iife of the
system,

11,1 2,2 Positional Accuracy

11.1.2.2 1 Requrements and Goals

ERTS mmage data must be positioned in two different ways, ¥First, the image elements must
be positioned with respect to the earth's surface, this enables user comparisons with maps,
DCS data, and other forms of existing earth-resource mformation Second, different
images of the same earth scene must be precisely registered. The 1mage elements must
be positrioned with respect to conjugate 1mage elements collected by different sensors or at
different times. The first positiomng requirement 1s absolute, the second relative,

For the ERTS program, the relative positioning goal 18 quite important for successful
multispectral analyses of RBV images, particularly since MSS mmages are inherently
registered between spectral bands Relative positioming 1s equally important (more
1mportant to some users) for analyses of the same scene based on fime~separated observa~
tions The relafive positiomng goal here should be a maxaimum error within one-half to one
resolution element

The absolute positioning goal 1s perhaps less easy to see, at least with regard to earth-
resource studies If the same goal used for relative positioning can be achieved 1n an
absolute sense, it will be possible to perform image-element analysis based on absolute
earth position, instead of visual inspection and fine adjustment of conjugate 1mage areas,
This 1 turn will permat very rapid and lighly automated analysis of larpge areas of the
earth, since conjugate 1mage elements can be accurately located, correlated, and processed
without human intervention Unfortunately, absolute positiomng to within 100 fo 200 feet 18

llo 1- 2-7
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difficylt to achieve Thus, while 1t 1s well to keep this goal in mind, it 1s also desirable
to copsider other criteria for absoluie positiomng Some guidelines can be taken from
cartographic standards. For the standard final ERTS mage scale of 1/1, 000, 000 to have
map accuracy, means a standard error of 300 meters (984 feet), this corresponds to

0.3 mm (0. 012 inch) at the scale of the image. While these figures are reahstic for hine
maps, the amount of information present 1n the 1/1, 000, 000 ERTS 1mage 15 much greater
than that of any conventional 1/1, 000,000 map Personnel of the U S Geological Survey
plan on using 1/250, 000 scale maps as the standard map reference when working with ERTS
mages., This seems a more realistic figure than the million scale For the 1/250,000
map, national map accuracy standards specify a standard error of 75 m (246 feet) on the
earth's surface, 0, 075 mm on the 1/1, 000,000 ERTS mmage This figure provides a
practical alternate to the specified goal of 200 feet maximum error Achievement of this
alternate goal wall permait full use of standard map veferences at 1/250, 000 as well as
revision of maps at this scale, For earth-resource analysis, a standard error of 246 feet
1s small enough to permit some of the automated area analyses required, although not at
as fine a resolution as desired by some users, The abihtiy to automatically process infor-
mation may partly compensate for thts disadvantage,

In summary then, the relative posrtioning goal 1s 100 to 200 feet maxymum error, The
primary absolute positioning goal 1s the same, but a secondary goal of 250 feet standard
error also s of benefit Large absolute errors will restrict the potential applications of
the ERTS data.

11.1 2.2 2 Positioming Data Sources and Techmques

Two kinds of data are potenfially available for use m positiomng The first of these 1s
satellite data, the use and limitations of which are familiar to specialists in space technology.
Satelhte data characteristics are described below 1n this section

The second kand of information 1s image~derived data; this information 1s of obvious utility
m relative posttiomng, registering one mmage to another In the form of ground control
pomnts, mage-derived data can be used for absolute positioning of ERTS mmages. The
capabilities and limitations of ground control pomnts are not well known outside the field of
photogrammetric mapping, where they have been used for a half century. An explanation
of ground control characteristics 1s included in the discussion of positioning,

A Satellite Data

1  General To position images with satellite data, the following information is required
1. TImage-sensor athitude in space
2  Sensor position in space

3. Complete knowledge of internal 1mage sensor geometry

11 1 2-g
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Items 1 and 2 must be absolute for absolute positiomng, for relative positiomng, attitude
and position need only be relative between the two 1mages of interest, To the extent that
errors are present in these three i1tems of information, they will be reflected in errors
positioming

2  Absolute Posifioming

Attitude Image-sensor athitude information 1s defermined from telemetered spacecraft
attitude information, The spacecraft athitude 13 determined from special athitude sensors.
Since the attitude sensor 1s not physically a part of the image sensor, an additional error
source 18 present here, the 1naccuracy in determiming the athiude relationship between
mmage and atfitude sensors.

Image-sensor attitude mmformation 1s determaned by spacecraft atfitude sensors independent
of the 1mage sensor. Hence, there are two parts to sensor-attitude error error caused
by maccuracy in the attitude sensor, and error caused by inaccuracy in knowledge of the
attitude offsets befween image sensor and attitude sensor. Thrs latter error component 1s
not the same as alignment error, The RBV cameras are specified to have sensor/spacecraft
alignment errors of less than 0 1 degree This alignment 18 not particularly important
What 1s important 1s the accuracy to which the ahgnment 1s known, Any constant attitude
misalignment can be properly compensated by addifion or subtraction of a constant from the
telemetered attitude-sensor values, Present plans call for a maxmum error of 0, 05
degree (3 minutes of arc) in the knowledge of sensor and spacecraft axes, and will be based
on pre-launch calibration

Spacecraft pitch and roll sensors are available 1n several ranges of accuracy Cost, pay-
load weight, and sensor complexity tend to rise with accuracy The standard horizon
sensors used as part of the ERTS attitude control system have maximum errors of ¢ 3
degree The independent radiometric-balance horizon gensor (local vertical sensor) has a
maximum error of 0 1 degree, together with a cost increase and a spacecraft weight,
power and volume penalty over the ACS sensors This decrease 1n maxmmum pitch and
roll error from 0,3 to 0 1 degree by using the independent sensor, corresponds to a
decrease 1 maximum sub-pownt position error from 22, 000 feet to 7,500 feet, For
accuracies beyond the 0, 1-degree pitch ard roll sensors, celestial trackers are used at
present, Accuracy of the trackers can be very lmgh, but their very mgh price 1s a definite
handicap Moreover, the intertial-reference tracker data must undergo extensive data-
processing to transform 1t to the local vertical Finally, the 0. 05-degree error i the
knowledge of sensor-spacecraft offset makes 1t appear unwise to consider high-accuracy
attitude determination devices without some way of improving the knowledge of offset. (Of
course, the possibility always exists of greatly improving the knowledge of sensor-
spacecraft offset by an 1mage calibration to the earth,)

The yaw angle for the ERTS ACS 15 determined from roll and roll rate data, A maximum

yvaw error 1s less than 0, 8 degree An independent yaw sensor would have to be very cost
effective for consideration, since the maximum positional errors caused by yaw inaccuracles

11,1,2-9
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are only one-seventh of one-tenth those caused by pitch and roll inaccuracies, Thus, the
vaw angle available from ground processing of ACS data has errors with about the same
maximum positional effect as that caused by the errors in the 0 1-degree pitch and roll
sensor,

Pogition The position of the sensor 1n space 1s given by a knowledge of the time at which
the sensor record was obtained, tfogether with the definifive ephemeris, Time will be known
to within 0 005 and 0 010 second Since a millisecond of fime corresponds to 21 feet in
distance traveled on the earth, this error 1s not of primary importance The accuracy of
the definitive ephemeris varies, depending on the number of tracking stations used and the
mumber of orbits over which they frack With one station (Corpus Christi) tracking one pass
per day, the defimfive ephemeris would have a standard error of 2000 m (1.1 nm) One
station tracking five passes per day reduces the along-track standard error to 260 m (0 14
nm), standard error across track and in altitude 1s about 60 m for this case Finally, if a
substantial part of the Manned Space Flight Network stations could be devoted to ERTS
tracking, the standard error along track would be reduced to 100 m The one-station, five-
pass situation 1s assumed a realistic one for ERTS

Sensor Internal Geometry Even with perfect information on sensor position and attitude n
space, some positioning error must occur because of deficiencies in the knowledge of the
image sensor infernal geometry If the mmage sensor 1s stable, the positional effects caused
by errors in mnternal geometry will be quife small, compared with ephemeris error effects,
For the ERTS program, the stability of the two 1mage sensors 1s not known To provide
some safeguard of internal geometry, the RBV cameras 1nclude a calibrated faceplate grad
of 81 points, RBV 1mages can be differentially repositioned to restore this grid mesh to the
correct location, at the same time correcily positioning the images as well However, great
care must be taken that the relation between camera lens and faceplate be accurately deter-
mined before launch and constrained from any change

The MSS immages do not have a grid The equivalent could be provided 1n the scan direction
by digitally recording special pulses at particular angular intervals during a scan  In the
direction normal to the scan lines, the problem is more complex Strictly speaking, the
MSS 1s spatially only a one~dimensional sensor; the second dimension 1s supplied by the
spacecraft Thus, 1t 1s possible to consider the MSS 1mage record in two ways as a great
many one-dimensional sensor records laid down side by side, or as 2 single two-dimensional
image 1 which the spacecraft attitude rates and velocity are considered as part of the
internal 1mage geometry

Considering the MSS record from either viewpoint, 1t 1s obviocus that attitude and position
must either be measured separately for each scan line, or else (as 1s actually done) some
assumptions of low or umiform changes with time are necessary, together with accurate
determination of time. Relative fime determination may be taken from the scan lines them-
selves, since the mirror generating the scan lines 1s continuously controlled to maintain
proper scan frequency Some absolute time 1s required every five or ten seconds in order
to determine athitude and position from telemetered attitude data and defimfive ephemens,
respectively, Between the absolute determinations, linear mnterpolation can be used for
position Linear determination can be used for attitude as well, provided the attitude rates
are adequately low

11 1.2-10
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3 Relative Positioning. For relafive positioning with satellite data, i1t 1s important to
distinguish between registration of two mmages obtained at the same time, and registration
of two 1mages obtained at different times For the first case, the postfion and athtude of
the satellite 15 the same for both images. The only positional errors arise from lack of
knowledge of attitude for one 1mage sensor with respect to the other, and from lack of know-
ledge of internal image-sensor geometry. If attitude ahignment for each sensor with respect
to the spacecraft 1s known to within 0 05 degree 1 each axis, the root-sum-square error

1n knowing alignment of one sensor with respect to the other would be 0 07 degree in each
axis This 18 equivalent to a registration error of 5200 feet at the subpoint, more 1n the
corners of the image Clearly, satellite data by 1tself 1s not a desirable method for rela-
fively positioning 1mages of two spectral bands collected at the same fime,

For relative positioning of two 1mages obtained at different times and using only satellite
data, the problem 1s essentially that of absolute positioning, multiplied by 4J2 . However,
1f the mmages are in the same spectral band, the errors caused by lack of knowledge of
sensor spacecraft attitude offset and by mmage-sensor mternal geometry errors can be
removed from consideration

4 Summary When using satellite data alone, the ultimate limit m positioning ERTS
mmages on the earth 1s about 120 m (400 feet). This assumes perfect determination of
sensor attitude 1n space, perfect knowledge of the Universal Time at which the image 1s
collected, no internal :mage-sensor geometry errors, and all MSFN stations tracking the
ERTS satellite

When using satellite data alone, the ultimate limit 18 registering two ERTS mmages of the
same scene collected at different times 15 about 170 m (560 feet) This assumes the same
conditions as above, for both images

When using satellite data alone, the registration accuracy for two ERTS mmages of the same
scene collected at the same time 18 limited fo the knowledge of relative athiude offset
between the two sensors ‘Theoretically, this knowledge can be perfect Realistically, lack
of knowledge of attitude offset produces registration errors of thousands of feet

B Image-Derived Data

1 General, Image-derived data 1s of two forms ground control point 1mages for absolute
posihioming, and relative control point images for registration Ground control ponts are
smmply objects which have a known position on the earth's surface and which can be 1dentified
in ERTS image Relative control points are any objects on the earth's surface which can

be 1dentified on two or more different 1mage records, the 1mages may be separated spectrally
or in time, or in both spectral band and fime

To provide some foundation for subsequent discussion of control-point posihoning methods,
the following section describes the basic concept of control points and their use

11,1, 2-11
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2. Control Pomt Positioning

Principles Figure 11 1 2-4 shows a scene 1n which three objects of known earth position
appear Position may be known 1n the form of geographic coordinates on a particular ellip-
soid, plus height. X, Y, Z rectangular coordinates also are often used for position reference
systems, particularly in aerial mapping A photograph taken from above the scene mmages
the three control points onto the photographic negative, as shown schematically in Figure
11,1 2-4, With the internal geometry of the camera fixed, there 1s only one position and
attitude 1n space at which the camera could have imaged all of the control points in the loca~
tions 1 which they actually appear on the photograph This umique position and attitude
(three positional coordinates and three angular rotations) can be determined by a computa-
tional procedure called spatial resection, analogous to surveying resection on the earth's
surface,

To perform the spatial resection for an aeral (or space) photograph, the x, y image coor-
dinates of the control-point images are first measured. The origin of the %, y 1image coor-
dinate system 1s the principal pomnt of the photograph, the place where the optical axas inter-
sects the negative plane The x and y image coordinates are parameters 1n separate equa-
tions of the form

H,X ,Y P
x F1(¢, A’? H, ¢L3 th * ? ’Z, ’R’Y)

L L L” L

y = F, (#, 2, H g, A, He, Py, R, W)

in which ¢, A, and H are the earth-surface coordinates of the object, ¢L, Ar,» and Hy are
the coordinates of the camera lens in the same coordinate system at the moment of exposure,
and P, R, Y and the pitch, roll, and yaw angles of the 1mage-coordinate system with respect
to the ground coordinate system Three control points results in three pairs of equations 1n
the s1x unknowns of posifion and attitude In general, this 1s adequate information for a
umque determination of the unknowns The three 1mages cannot lie on a straight Iine on the
photograph or the solution will be indeterminate The larger the photo area enclosed by the
three control-point 1mages, the better-~determined will be the camera position and attitude,

Once the camera position and atfitude have been determined by spatial resection, the position
at which any other object in the scene will appear 1n the 1mage can be calculated More
mportant, by arranging eguations in the form,

¢ H P, R’ YS X! Y’ H)

'@
Fl ( L! ?"L! L’

— 1
K - Fz (¢Ls A-L’ HL’ Ps R, Ya x—s Y: H)

the position of any object in the scene can be calculated by measuring the photo posifion at

which the 1mage of that object appears, This 1s the sigmficance of control points and spatial

resection for posthioming ERTS images If the height, H, of an object in the scene 1s not well
known, the horizontal position accuracy 1s reduced When such height uncertainties are a
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Figure 11 1 2-4. Ground Control Point Positiomng
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significant fraction of the camera altrtude, two photographs of the same scene are necessary,
taken from different locattons The mntersection of conjugate 1mage rays then defines the
postition of any object 1n all three coordinates, For the ERTS images, height uncertainties
of objects 1n the scene usually are very small compared with the extreme altifude of the

camera

In general, the wider the camera field of iew, the better determined i1s the camera orienta-
tion by control-point methods. However, this does not necessarily affect the accuracy with
which 1mages are posifioned on the earth, The reasomng here 1s as follows for a downward-
pointing camera with narrow field of view, the effect of camera pitch on 1mage position 1s
nearly the same as effects produced by an along-track camera displacement, This means
that the errors in image location caused by pitch error are difficult to 1solate from errors
caused by along-track displacement. As a2 consequence, the deferminations of prich and
along-track displacement are not too accurate in themselves, However, the accuracy of
positioning 1mages depends on the resultant effect of these two lghly correlated independent
errors. Hence, even though the position of the camera 1s poorly detexrmined, the positioning
accuracy of the mmages on the earth i1s well determined. The same correlation exists between
roll and cross—track displacement

Errors Control-pomting positioning contains inevitable errors. These errors are of three
types

1 Errors in the knowledge of the earth position of the control points
2. Errors in measuring the mmage coordinates of the control-point images
3. Errors in the mathematical model used to represent the imaging geometry

The random components of the first two error scurces are usually considered to have a
normal distribufion. Least-squares methods, together with redundant control points, are
normally used for photogrammetric posifioming to improve the positicning results,

The contributions of the first two error sources can be reduced as much as desired by in-
creasmg expense This 1s discussed 1n more detail in the following sections

The contrbutions of the third error source vary not only because of the adequacy of the
mathematical model, but also because the resection unknowns can compensate for some of
the shortcomings in the math model Tor example, if the RBV camera faceplate 1s tilted

so that it 1s not truly normal to the optical axis of the camera, the effect on 1mage location
1s the same as a tilt of the camera, Therefore, the spatial resection equations will com-
pensate for the combined effects of the two unknown tilts and no positiomng error will result
from this shortcoming in the knowledge and mathematical modelling of the internal sensor
geometry, However, this further implies that the faceplate falt component cannot be 1solated
from camera t11t, should this be desirable for any reason

11,1, 214
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These three error sources together indicate the errors in the control pomts, mmages, and
observations before the spatial resection, After the resection, the erro, 1n positioming for
an mmage pomnt will be statistically less than these errors, provided enough redundant con-
trol pomnts were used This i1s a consequence of any least-squares adjustment with redundant
observations, The decrease 15 often considered to be equal to the square root of the redun-
dancy factor, This depends on location in the 1mage, however, it 1s 2 useful rule of thumb

A detailed analysis of this matter 1s presented 1n Section 11,1.2.2 3,

In summary, the mportant factors affecting spatal resection accuracy are the standard
error for a single control-point image, the amount of redundancy, the location of the control
points in the mmage, and the location of the image points for which positioning 1s desired
after the spatial resection has been completed,

Availability Ground control points were defined above as points whose earth posttion 1s
known The availability of contro] points 1s tied closely to how well the position must be
known ERTS posiiomng goals are not as high as 15 commonly the case for photogrammetric
mapping, so the specially surveyed control points necessary for conventional mapping are
not required for the ERTS program Instead, maps can provide control points,

The accuracy of control points selected from maps depends on the map scale and the accuracy
standards of the cartographic orgamzation responsible for complation of the map. For U,S
maps meeting map accuracy standards, the standard error of pesition for well-defined map
points (points that can be plotted to within 0. 01 mch on the map) must be within about 0 012
mch (0 3 mm) at map scale. This 18 equivalent to a standard error on the earth of one foot
per thousand of map scale Thus, a 1/250, 000 map has a standard posifional error of about
250 feet, Maps compiled by other countries have other gtandards, some higher, some

lower

The availability of control points for ERTS mmages 15 now seen to be a matter of the avail-
ability of maps of adecquate scale and accuracy standards Consider the Umted States first,
the area of primary concern for ERTS The entire Umted States 1s covered by topographic
maps (showing the shape of the terram as well as the surface features) at 1/250, 000, Over
three-fourths of the United States 1s covered at the larger scales of 1/24, 000, 1/25, 000,
1/50,000, 1/62,500, and 1/63,360, By 1976 the entire country will be covered by at least
one of these larger scales and by 1981 at 1/24, 000 For the ERTS program, a standard
error of 250 feet for a single control pomnt 1s probably satisfactory, so the 1/250,000 scale
can be used except 1n unusual situations

Outside the United States, map coverage 1s more uneven Complete world coverage at

1/1, 000,000 1s available in several map series Figure 11 1 2-5 shows a chart of world
topographic map coverage at 1/250, 000 and larger This chart was prepared several years
ago from information compiled by Professor Arthur H, Robinson of the Umversity of Wis-
consin's well-known Cartographic Laboratory According to Professor Robinson, this chart

15 very outdated now A preliminary abstract on world topographic map status was recently
released by the United Nations based on the response of over 100 countries to a UN ques-
tionnaire The abstract, prepared by the Resources and Transport Division, Cartography
Section, indicates that about three-fourths of the world's land areas are covered by topographic
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maps at 1/250, 000 or larger. This figure may be somewhat misleading for ERTS position-
g, Plammetric maps (without terramn rehef mformation) have much greater coverage at
comparable scales For example, Austrahais known to be completely covered by a 1/
250, 000 plamimetric map series,
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Figure 11 1 2-5. Highly Generalized Map of Topographically Mapped Areas

Of course, surveyed control points can be used for ERTS 1mage positiomng 1f they are
available and 1dentifiable on the images Infernational and state boundaries (even county
and township boundaries) can be considered as surveyed control pomts in this sense. Such
boundaries are expected to be clearly defined on the 1mages
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In summary, 1/250, 000 maps provide adequate control for areas in the Umted States For
areas outside the United States, available map scales vary with the cultural development

of the country, but 1/500, 000 probably can be assumed for most avreas ERTS images of
an area can be absolutely positioned on the earth's surface with the same order of accuracy
as the medium-scale maps available for the same area

Identifiabilhity Control points must be identifiable on the ERTS image. This 1s the second
half of the defimition of the control point The ease of identification of map points can be
settled ultimately only with actual ERTS images However, a great deal of information 1s
available from the predicted resolution characteristics of these images, together with exist-
mg space images of comparable resolufion The Apollo 9 8065 1mages across the southern
Umted States have been exfensively used to simulate ERTS mmages by several user orgamza-
tions, They also formed the basis for the positioning experiment carried out in this study
and described in Appendix 11 G Those who have not compared these images with available
maps cannot appreciate the ease with which smtable ground-control points can be selected;
this ability 1s really more a tribute to the cartographer's skill than to any talent on the part
of the person viewing the space 1image

What sorts of map pomnts will be visible on the ERTS mimages” Working primarily with the
red spectral band on the S065 1mages, a wide varety of map features were visible, both
natural- and man-made Sutable natural features were selected from small hills and
depressions, rocks, mountain peaks, loops and forks in drainage patterns, ponds, shoreline
details, vegetation edge patterns, and small wooded plots, Suitable man-made features
included railroad and road intersections and turns (particularly gravel roads), canals,
levees, airfield runways, ppelines and powerlhines, difches, reservoirs, and large bridges
Parks, cemeteries, campuses, and srmilar open areas within cities are quite visible, as
are the overpasses and underpasses of other roads and railroads with the mterstate highway
system., Intersections of man-made and natural features are ofien useful as control points
Road, railroad, pipeline, or powerline crossings of streams are obvious examples,

Boundares sometimes are surprisingly identifiable A famous example of this 1s in the
Salton Sea S065 exposure, 1n which the mternational boundary between the Unmited States and
Mexico 1s clearly visible, largely because of the changes in the land use pattern State
boundaries also are often clearly defined as confinuous lines separating different field uses,
Surprisingly, even county and township boundaries can sometimes be seen from the field
and forest boundaries

Based on analysis of S065 images, no trouble 1s anficipated in 1dentifying sufficient control
points in the ERTS frames To be sure, there are areas in which control points cannot be
found ~- sand dunes are an example The tremendous coverage of the ERTS 1mages 1s
valuable here. The face of the earth changes greatly over small distances, even supposedly
featureless areas of the Central Plains contain enough 1denfifiable control points over an
area 100 miles square
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The question of seasonal changes arises naturally 1n connection with identifiabilaty Un-
denmably, an unbroken even expanse of snow will contain no control points However, over
a 100 nm square, unbroken expanses of snow are very difficult to find Roads, drainage
patterns, village streets, railroads, free areas, frozen lakes, and drift patterns at fence
lines all create visible high-contract images. It 1s possible that some snow-covered areas
may require separate summer and winter control points for year-round precision analysis
The extent to which analysis of continuous snow-covered areas will be reguired 1s not clear,
however, It appears quite possible that the use of supplemental wintertime control points
can be restricted to a few areas

In summary, 1dentifialality of sufficient control points on the ERTS images 1s not a problem,
Seasonal change may require separate summer-winter control point selection for some
areas of special interest to users

3. Relative Control Points Two reasons for posifional accuracy of ERTS images are
mmportant absolute location on the earth's surface, and location relative to other images,
The second reason, relative position, is particularly important for ERTS analyses of a
single scene on the earth 1n which fime 1s a variable,

For areas in which control points are not available, relative control points offer a way with
which relative positioming can still be performed with greal precision, Relative control
points are simply points on the earth's surface which can be rehably identified 1n a series of
mmages The 1mages may vary temporally, or spectrally, or both. Once selected, relative
control points permit all other images on which those points appear to be relatively posi~
tioned The locational precision 1s limited only by the accuracy in measuring the control
point images and by the errors in the mathematical model used to represent the internal
sensor geometry.

Relative control pomts offer a technique with which relative positioning can be retained
when absolute location cannot or need not be achieved

Summary Although their capabihties may not be famihar, ground control points are avail-
able as an extremely cost-effective data base for precision posiioming Positioning accuracy
using ground control points 1s mgher than 1s achievable with spacecraft data Control points
are both available and 1dentifiable on ERTS images, using existing source maps, For areas
1n which maps are not available or for which absolute position 1s not a concern, relative
control pomnts can be used to provide repeatable precise relative positioming of different
images. Ground control points and relative control points are compatible for use 1n the

same precision~-processing system

C. Positioning Techmques Two basic techmques are available for positioming, Both
require a reference grid with which to refer position The first consists of fithing the ERTS
image with respect to the reference grid The second consists of warping the reference
grid so that it fits the ERTS 1mage The first technique can be further subdivaded into two
different ways in which the image can be fitted with respect to the grid, integral and differ-
ential fitting 1s done with small sub-areas of the mmage,
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Integral 1mage fitting 1s sometimes referred to as rectification This word 1s properly used
to deseribe only a complete integral positioming techmque, one in which the mmage 1s opfically
rectified to give the best fif to a reference grid. This complete mtegral positioming process
permifs removal of positioning errors caused by translation, rotation, scale, and sensor
falt In addition, 1t implicitly mncludes fransformation of sensor geometry into that of a
frame photograph Optical rectification 1s worthy of consideration for mmage records that
already have frame photo geometry, or that differ from frame photo geomeiry in some con-
stant way throughout the 1mage record TUnfortunately, ERTS 1mages do not fall under

erther of these categories. The geometry of both the RBV and MSS records changes through-
out the 1mage record 1 an unpredictable manner For the RBV images, the changes are
electromagnetic m orgin, distorting the scanning electron beam in the vidicon camera

For the MSS mmages, the changes are caused by 1rregular spacecraft attitude rate changes
between consecufive groups of scan lines

Simpler integral positionming techmques are often used for rough positioning work., These
consist of stmple translation and rotation of the 1mage to fit a reference grid (or vice versa),
or translation and rotation plus scaling, These techmques are easy to apply and can be
considered for bulk processing, since the effects of t1lt are largely removable by transla-
tion,

Differential fitting of the 1mage to a regular gnd offers an extremely versatile approach to
posttiomng  The size of the differential image elements can be varied to suit the positioming
accuracy desired and the lack of orthogonality present in the 1mage geometry However,
this method 1s more complex than integral positioning, and can be expected to be more
expensive

The method of warping a grid to fit the 1mage has some attraction. It is relatively easy and
rapud to apply 1n its equipment requirements, This approach has been described with ref-
erence to an Earth Resources Automatic Data Correlation System, * Unfortunately, the
greatest drawback of the warped-grid approach 1s critical for most users of ERTS data, 1t
1s very difficult to compare conjugate image areas on different 1mage records when using
this approach, The warped grid makes anything other than single point comparisons guite
tedious to perform.

*Wakeman and Hunt, Requirements and Techmques for an Earth Resources Automatic Data
Correlation System, presented at the AIAA Earth Resources Meeting, Annapolis, Md.,
March 1970,
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11 1 2 2.3 Analyses and Recommendations
The previous sections briefly described potential data sources and techniques for positiomng

ERTS 1mages This section presents several analyses performed 1n the course of the study
to determine the recommended ERTS positioning methods and the expected accuracies The
analyses 1nclude the following

1.

2

7

8.

Uses of satellaite and control-point data

Recommended positioning techmques for bulk and precision processing
Achievable positioming accuracy using ground control points

Output reference system and format

Optical ealibration for RBV cameras

Merits of pre-launch and post-launch control-point selection

Film stability

Control-extension (bridging) potential

A. Use of Satellaite and Control-Point Data. Five variations of the two basic posifioning:

data sources were evaluated

1

2

Ground control points only
Low-accuracy satellite data only (approximately 0 l-degree attitude errors)
High-accuracy satellite data only (zero attitude error)

Hybmid A varnation 1 used for precision processing and variation 2 used for link
processing

Hybrid B varation 1 or 3 used for precision processing and variation 3 used for
bulk processing

The evaluation incorporated seven factors

1

2

Cost
Achievable absolute and relative positioming accuracy
Rehability and impact of malfunction on the system

Capahility for expansion
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5 TFlexithility

6. Impact on throughput
7  Compafibility with the NDPTF

Variation(@)was the obvious choice  This hybrid approach incorporates rapid throughput
for bulk processing together with high accuracy at low cost for precision processing Ex-
pansion 18 possible fo provide increased throughput and accuracy when later vehicles and
sensors make this necessary

B Recommended Positioning Techmques for Bulk and Precision Processing The techmques
recommended for bulk and precision processing are both variations of the differential
1mage-fitting techmque discussed 1in Section 11 1 2 2 2 C.

For bulk processing, the high-resolufion film recording equipment of necessity creates

the bulk 1mage serially for both the RBV and MSS 1mages This process is compatible

with the greater aceuracy and flexabihity associated with differential image-fithing methods.
The basic positiomng control can be provided by a digital control computer Spacecraft
position data taken from the image annotation tape can be used to remove the effects of sensor
t1lt and scale deviations from the desired bulk 1mage, The tape data can also form the basis
for computing the locations of the geographic reference marks placed along the edges of

the 1mage Image skew for the MSS image can be removed as a function of heading and
latitude

A feature of the Image Processing Subsystem 1s the ability to*generate imagery 1n the Bulk
Processing Element, at video rates, ineorporating corrections generated in the Precision
Processing Element This yields RBV 1imagery registered to color—-composite quality An
analog controller in Bulk Processing controls the electron beam of the bulk printer so as to
remove the systematic nonlinear internal geometric distortions of the sensors This device
1s particularly useful for the RBV 1mages, enabling registered bulk-processed RBV 1mages
to be produced routinely The control for the analog :mage corrector 1s provided by periodic
analysis of the RBV and MSS records in the Precision Processing Element. The image
corrector 1s discussed 1n more detail 1n Section 11, 1,1, 7,

For precision 1mage processing, a hybrid 1mage scanming and printer techmque 1s used,
again a differential 1mage-fitiing techmque Briefly, the advantages of this approach for

the ERTS 1mages are 1n the extremely high geometric and radiometric aceuracies that can
be achieved, together with a cost-performance factor that 1s beiter than any other processing
techmique 1nvestigated At the same time, the techmque permitg correction of errors in-
troduced from any source in the image-data information flow

Differential :mage fitting methods are mandatory for the ERTS 1mages because of the mis-
registration associated with the RBV images Even for MSS imagery, however, the advan-
tages of the differential method, both 1n ease of use and 1n attainable accuracy, would give

the decision to a differential image-fitting techmque
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C  Achievable Positioning Accuracy Using Ground Control Ponts The detailed portions

of this analysis are limited to the RBV images. A factor s derived later that permits
extrapolation to MSS images as well, The analysis 1s presented here with certain samplifying
assumptions which do not affect the results

For a single point in the RBV 1mage, the relationship between earth-surface position and
1mage location 1s given by the equations:

a1 (X - XL) + alz(Y—YL) +a, (% - ZL)

x=f + X + G, (% Y)
_ - - 1
a31 (X XL) + a32(Y YL) + a33 (Z ZL) o
_ (11, 1. 2-1)
- a, (X=X )+, (Y- Yp)+a,(Z Z.) e 16 e
ey (X-—XL)-{— oo (Y—YL)+ L (Z—ZL) 0 2
in which
X, ¥ = 1image-plane coordinates 1n the RBV 1mage
f = focal length of the camera, 126 mm 1n this case
a = elements of a (3 x 3) rotation matrix, A, which gives the direction
J cosines of the (%, y, z) image coordinates with respect to the (X, Y, Z)
ground coordinates, the elements are sine and cosmne functions of the
piteh, roll, and yaw angles of the camera
X, Y, Z = ground coordinates of the object point appearing at (X, ¥, z = ) 1n the
image
X YL’ 7 = lgeation of the RBV camera in the (X, Y, Z) coordinate system at the

L’ L

moment of exposure
G1 (%, ¥) = distortion-removing functions based on RBV reseau measurements

The (X, Y, Z) ground coordmnate system is a right-handed Cartesian system with oxigin
nominally at sea-level near the camera nadir at the moment of exposure. This system 1s
called a local space rectangular coordinate system. It is derived from geographic latitude,
longitude, and elevation by well-known techmques.

In the equations, there are six unknown quantities that are determined by gpatial resection
the three position coordinates of the RBV camera at the moment of exposure (X_,Y., and
7.), and three Eulerian rotations between the (x,y, z) and (X, Y, Z) coordinate systems.
IfIfhree pownts are available , with known (X, Y, Z) and (x,y) coordinates, three sets of
equations* (11 1 2-1) can be formed in the six unknowns. Thus, the six unknown orientation

*Hallert, Photogrammetry, MeGraw-Hall, 1960
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elements can be determined explicitly, For ground control points, the X, Y, and Z coor-
dinates are known, or can be computed, and the x and y 1mage coorcinates can be measured
on any precision measuring engine The focal length, f, and distortion functions Gl (x, ¥)
are known

When more than three control points are available, a least-squares determination of the

si1x unknown orientation elements 1s possible This 1s the procedure normally employed,
since the least-squares technique provides an internal check on the control points themselves,
as well ag permitting a statistically better determination of the orientation elements.

The methods of survey adjustment computations* are often applied to the problem of analyzing
the accuracy to be achieved with spatial resection., Several simplifying assumptions are
made 1n the following discussions The RBV camera 1s agsumed located directly above the
origins of the (X, Y, Z) local space coordinate system and pointing straight down with the

X 1mage axas parallel to the X local space coordinate axis, As a result, X_ and Y_ are

zero, and Zj 1s 496 nm  Pitch, roll, and yaw (¢, w, and K) are zero It is further assumed
that all points being 1maged are at Z equal {o zero, Then any point at (X, Y, 0) i1s 1maged

on a positive photograph according to Equation 11 1 2-1 at

X
*=1 oem -
Y
V=1 6 ~CY
where C = 126 mm/496 nm (Note the change in sign for focal length that takes place when
discussing a posifive 1mage. )

Errors are present in the measured %, y image coordinates compared with their true values
These errors are caused by control point errors, ideniification, and measuring-engine
errors and are given here by

-X
measured true

dy = yJ:neas',urec'{ =Y true

In a spatial resection, these errors affect the determination of the six unknown orentation
elements X_, YL’ Z. ., ¢, w, and K. The relation between small errors in the orientation
elements a%& the’errors 1n a single 1mage point are given by hnearizing Equation 11 1 2-1
for the assumed conditions

*Hallert, Photogrammetry, McGraw-Hill, 1960
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2
= X . Ay -
dX~-CdXL—CdeL+(f+ f )d¢+f dw - xdK
52 (11. 1, 2-2)
dy=—CdY CdeL+—d¢+(f+—)dw+ydK

By substfitufing

de = CdXL
dyL = CdYL
dzL = CdZL

the translational unknowns are reduced to 1mage scale FEquation 11,1 2-2 becomes

2
dx=—dXL dz +(f+—)d¢+—-—dw x dK

f

2 (11. 1, 2-3)

= y xy
dy dyL fdzL+ d¢+(f+ ) dw + ydK

If redundant observations are present, for any real solufion all equations cannot be satisfied
For any one solution, Equation 11 1 2-3 can be writen

2

— X —
V.= de fdzL+(f+ )d¢+—de xdK - dx
(11. 1, 2-4)

2
- Y 2y ¥y _
Vy dyL fdzL+f d¢+(f+f ) dw + ydK - dy
where VX and Vy are residuals

To use all of the redundant observations, a least-squares solution i1s performed to make
the sum of the squares of the residuals a2 mmmmum,

Four-Point Solution In the following derivation, four control points are assumed, located
in the 1mage as shown in Figure 11 1 2-6 Then the error equations for the four points are-
2 2

a a a

= —Cb&' + f dZL+(f+'—f') d¢—-? dw+adK—dX1
a a2 a2

—de - EdZL+(f+ —f—) d¢+f—dm-adK-de
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1I‘"""1“"‘l2 IMAGE AREA
i ENCLOSED BY

: a 1(/ CONTROL POINTS
! |

o X

Figure 11 1 2-6. Four Point Locations 1n Image

v o= -dx, +odz +(f+§-2)d¢—-af-dw+ad1(—dx
Xq L £ L f f 3
a 2 2
VX4 = -de T dz +(f+—)d¢+?dw-adK dx
a’ a”
V-V]_ = —dyl -f— dzL_? de¢ + (f+—f—)dw+adK-dy1
2 2
v = -dy, -2dz. + o dg+ (E+o) dew + adK - dy
Y, L f L f f 2
2 2
~cfys=-dyL fdz +—d¢+(f+-—)dw adK - dy3
a 2 2
VY4 = —dyL+;f—dzL d¢+(f+ ) dw - adK - dy4

In accordance with least-squares theory, the eight-error equations are combined 1nto six
normal equations, one for each unknown parameter, by summing cross-multiplied coefficients
in a regular manner to give
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2
d4dx -4 (f+5) do [dx}=o

2
sy, -4 (E+ D) do+ [dy]=o

2
Sa—dz +EA=0

f2 L f

2 4 2
-4 (f+?—)de+(4f2+8a2+8§2—) d¢—f[dx]+§~'f—c =0

a?' 2 a4 az
-4 (f+—f—)dyL+(4f2+8a +8—-2—)dw-f[dy]+—f-—D=0
i

8a2dK+aB=0
where

[dx]= dx1+dx2+dx3+ dx4

[dy] = dyl + dyz + dy3 + dy4

_dy

+dx +dy1+dy2-dy 4

3 4 3

B = -dx, + dx, - dx, + dx, - dy,

C=—dxl-dxz—dxs—dx4+dy1+dy2—dy3-dy4

A=-dx, +dx, - dx

-—dyz+dy3+(fly4

D=dx1—dxz—dx3+dx4—dyl-dy2—dy3-dy4

The s1x normal equations now can be solved for the six unknown orientation-element errors
as direct functions of the errors dx and dy

1 £
de =7 —dxl—dxz-dx3—dx4+(a2+1)(—dy1—dy2+dy3+dy4)
= — |- - - - -f-z— -dx +dx_ + -
Wy 7% [dyl Wy~ Wy dy4+(az+1)( ¥Ryt dey - dxy )
(11 1.2-5)
£
dzL— 3a (dxl-dx2+dx3—dx4—dyludy2+dy3+dy4)
a4 =- —= [dy +dy, -dy, -d
R ! Yo = Vg™ Wy
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dy =- -3 (dxl—dxz——dx3+dx4)

1
dK = 35 (dxl-dx2+dx3—dx4+dy1+dy2-dy3—dy4)

If the standard error for the control-point 1image coordinates 1s known (or can be predicted
statistically) and 1s equal to m = my = u, then from the special law of error propagation

1 | o2 2 s 2 # 2 2 2 2 2\2
mX =Z mx+mx +mX +mx + 5 +1 m +m +m +m
L 1 2 3 4 a Y1 Y3 Yg Y4
1
- (f4+2af2+2a4)2

4a4

=p (Q
( XLXL)

where Qy y 1s called the weight number for x_. The standard errors for the other orienta-
L

b=

L
tion elements, expressed similarly, are

1/2

1/2 f4+2512f2+2a4
my - Qy y T H 4
L I'L

4a
1/2 £
m  =p(Q =p (-—“*)
2L ( ZLZL) ga”

1/2

1/2
) /2 _ (£
m¢ u(QM) u(4a4 )
1/2
m =up(@Q )1/2 =p (“—4)
(73} [f3143) 48
1/2
m, =p (QKK)l/2 =L (—}—2)
8a

These standard errors express the statistical uncertainty caused by image-coordinate errors
in the four control points 1n determimng the six orientation elements by spatial resection,
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The orientation-element errors are not themselves of particular concern for positioning
What 15 sought 18 the error to be expected for any aritrary image-point (%, y) after the
spatial resection has been performed. The hnearized error equations (Eq. 11.1.2 3) are
useful here, since for ERTS 1mages the posifional error on the earth 1s essentially a scale
factor times the positional error on the image

The 1mage-pomnt errors dx and dy m Equation 11.1.2-3 can be expressed directly m terms
of the original control-point image errors by substituting Equations 11.1.2-5 1nto Equations
11.1 2-3 Then, by applying the special law of error propagation, it 1s possible to express
the standard error of any image~point coordinates directly as a function of the standard errors
of the control-point 1mage coordinates An additional kind of Q-number, the correlation
number, is useful here to write the final expression in compact form. The correlation
numbers are obtained by summing the products of the coefficients for the various dx and dy
errors in Equation 11 1.2-5, For the symmetric control-point configuration being con-
sidered here, the only two non-zero correlation numbers are

- f3 + a2f
gzSXL 4a4
f3 + azf
Uy “%x T 1
wdy, L 4a

Now, with the weight and correlation numbers, the standard error of image location 18 given
by applying the general law of error propagation to Equation 11, 1, 2-3 to obtain

2
X

[ ( Xz)z 2.2
m =4 |Q + —Q + li+—/) Q + 2 Q
X

9 2 1/2
+y QKK+2(—1) (f+ f—) Q¢X {11 1 2-6)
L

y G v

2 2.2 ( ﬁ) 2
= o+ + 4 f+
m =y [QYLYL ¥ Q _____Y_.ng wa
1/2

2
2 y_
tgrsen (o)

Now by specifying x, y, a, f, and u, Equation 11.1.2-6 can be evaluated to obtamn the standard
error for any 1mage point after spatial resection to four control points The value of f1s
taken as 126 mm (the focal length of the RBV cameras) throughout this analysis
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To obtain an estimate for the average standard error to expect for the image as a whole,

1t 18 possible to integrate Equation 11 1 2-6 over the range of image x and y and divide by
the 1mage area A somewhat simpler approach has been used here Only one 1mage point
was chosen for evaluation of Equation 11.,1,2-6, the point 1s located at (8.372 mm, 8 372 mm)
on the 1Image This location corresponds to a radial distance from the image center which
encloses 68 3 percent of the total image area The form of Equation 11.1 2-6 15 such that
this one pomt will give a meaningful value for the positional standard error to be expected
over the image as a whole

The value of p 15 left unassigned for this analysis The expected value for ERTS 1images 1s
substituted in the final analysis of total system mapping accuracy This value includes not
only image-pomt measurement error but identification error and positional error of the
control point (Such a composite treatment of imageand ground errors 1s not always justi~
fied, but the exposure geomefry for ERTS permits analysis mn this way without introducing
practical difficulties )

The only parameter remaining 1s a Recall that a represents the x and y distance of the
control-point corners from the image center. Three different values of a were used 1n the
analysis, 8, 10, and 12 mm, these represent three different control-point squares, 16, 20,
and 24 mm on a side (63, 79, and 94 nautical miles on the earth) As will be seen, better
accuracy for the nnage as a whole 1s obtained when control points enclose the largest pos-
sible 1image area. Since the total image 18 25 4 mm square, the three different values of a
represent a poor control-point placement condifion (a = 8 mm), a shghtly conservative
estimate of control-point placement (a = 10 mm), and a very optimistic estimate (a = 12 mm},

Evaluation of Equation 11 1.2-6 using the above-described values for x, y, a, and f gives
fora=8mm, m =m =0.91y,fora=10mm, m =m =0.76y, and fora=12mm, m =
m =0.7lp Thése rebults directly show the posﬁfomng error for an 1image point afier a®
s;}éhal resection to four control points. Note that statistically the expected positioning
error for any image pointisless than the error for a single control point before the spatial
resection This 1s a consequence of the redundant cbservations and the least-squares
solution

Nine-Pomt Solution If the amount of redundarcy is 1ncreased, 1t 15 reasonable to expect
the standard error of positioning to be improved still further Accordingly, an array of
nine control points was analyzed next, with the points located in the image as shown n
Figure 11 1 2-7 TFor this array the weight and correlation numbers are

9f4 + 123.2I2 + 10a4
Qx x =Q v = i
'L Yu'n 545
Q = fz
2121, 1247
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Q‘M’ =wa - 6 4
a
Q -1
KK 2
12a 9f° + 6af
QX & =Qy = yl
1, L% 54a

Substituting these Q-numbers into Equation 11.1 2-6 for the same values of X, y, a, and f

used for the four-control point case gives for a = 8mm, mX =m =0.72u, for a =10 mm,

m =m_ =0.56u,and fora=12mm, m =m =0.49%, a markecY improvement using nine
X X ¥

control %omts mstead of four,

Sixteen-Point Solution, To analyze how much further the positional error can be reduced,
a regular array of 16 control points was used, located as shown m Figure 11,1 2-8 Note
that the separation between control points 1s given by 2b, and that a distance of 3b corres-
ponds to the corner-point distance, a, used previously For this array, the weight and
correlation numbers are

o  -q - 16f+1606°f + 1056n*
L YL 10,496 b

1%L, 160b°

Yo i 656b4
il

Q= —

KK 60p2

16£° + 80b2f

Qx ? =Qy B 4

L i 10,496b

Substituting these Q-numbers into Equation 11.1 2-6, together with the equivalence a = 3b,
and with the same values of x, y, a, and f used for the four and mne-control-point cases
gives fora=8mm, m =m =0.6lp,fora=10mm, m =m =0,45u, and for a =12mm,
m =m_ =0.38: The X1mpi¥>vement over the nine-point é{ase 1§ not as great as that
bétween nine pomts and four.
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Figure 11 1.2-7, Nine Point Locations 1n Figure 11 1 2-8 Sixteen Point Locations
Image 1 Image

Summary and Recommendations. The effects of the number and placement of ground control
pownts on positioning error are shown in Figure 11 1,2-9 Line 1 mn the figure corresponds
to the a = § mm case, the control points enclose only about 40 percent of the umage area,

a square about 63 nm on a side. line 2 represents the a =10 mm bhaseline case used 1n the
analysis of total system mapping accuracy, here, the control points enclose about 62 per-
cent of the image area Line 3 corresponds to the a = 12 mm control-pomt placement,
enclosing a square about 94 nm on a side

The vertical axis of the graph shows the standard error for any image point after spatial
resection, compared with the standard error 1n control-point position before resection
For example, 1f the posifional standard error for a control pomt 1s 300 feet, and 1f nine
control points are used enclosing a square that 1s 63 nm on a side in the 1mage (line 2},
the standard error 1n ground position after resection for any point in the 1image will be
(0.56) (300 feet), or about 170 feet.

Nine control points are recommended as the baseline array for precision processing This
corresponds to three times the mimmum control-point requirement for RBV images

The center point i this case contributes little to the final accuracy, a point here need not
be 1ncluded if special effort 15 1nvolved
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TOTAL IMAGE FORMAT IS 25 4 mm

(1)= CONTROL POINTS IN ARRAY
16 mim (63 nm) SQUARE

(2)= CONTROL POINTS IN ARRAY
20 mm (79nm) SQUARE

@ = CONTROL POINTS IN ARRAY
24 mm (94 nm) SQUARE

SQUARE ON RBV FACEPLATE, l ——— e i,
100 om OGN THE EARTH I I I

BASELINE ARRAY

[

9 18
NUMBER OF CONTROL POINTS

Figure 11.1,2-9. Ratio of RBV Positional Errors After Spatial Resection fo Control Point
Error Before Spatial Resection for Several Control Point Arrays

The nine-control-point baseline array corresponds to a grid mesh 40 nm on a side, cover-
1ng the land areas for which precision positioning 1s desired For the Umted States, from
2500 to 3000 control points are needed, for the land areas of the world, about 20, 000 o
25,000 control points are needed. Selection of the control points using source maps and
ERTS 1mages will require about one man-month per 1000 points An experienced photo
interpreter with formal or pracfical training in geography and cartography 1s 1deal for the
task Many people with these qualifications are presently employed by the State Depart-
ment and the Department of Defense

The MSS images require shghtly different equations from the calssical collinearity

equation (Eq. 11.1,2-1) associated with the RBV camera. Although a defailed error
analysis 1s not included here, the positional errors for MSS 1mages follow the same general
trends as shown 1n Figure 11. 1. 2-7 for the RBV errors, with one exception, The Phase
B/C _study has shown that the MSS spatial resection should include determmation of 93, @,
and K, the pitch, roll, sud yaw rates, This 1s 1n addition to the si1x orientation elements used
1n the RBV spatial resection. The velocity rates of the spacecrait also are elements of the
MSS orientation, but they will be determmed from the defimtive ephermeris, with neghgible

error over + 50 nm.,

The pitch, roll, and yaw rates are assumed constant in the MSS spatial resection, This 18
not always justified, but at the times of sigmficant rate change, the rate magmtudes them-
selves are small. The additional three unknown orientation elements imply that more
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control points are necessary to achieve the same positional error after spatial resection
For example, mne ponts provide only a two-time redundancy for the MSS images, in con-
trast to a three-time redundancy for the RBV 1images (each control point contributes two
equations). A mmmmum of five control poinis are requred The MSS positional error can
be extrapolated approximately from the RBV error by multiplying any RBV error determined
from Figure 11 1.2-7 by the factor 1 22 This factor corresponds to (9/6)1 2 , the square
root of the ratio between MSS unknowns and RBV unknowns. The baseline nine-point case

i Igure 11 1 2-7 then results 1n a positional error ratio of 0 68 for MSS images, com-
pared with the 0.56 ratio for RBV 1images.

For cases in which only a portion of an RBV or MSS 1umage 1s to be precision processed, the
analysis 18 more complex than that given above. In general, when control points are selected
1n a reasonably regular array, all image points within that array will be well positioned
Thus, for a cloud-free area within a single 1mage, the control points should be located

near the edges of the cloud-free area as far as possible. Control-point selection for such
situations 1S no more of a problem then for entire images The only difficully 1s that for
partially observed areas, the standard mine-point array of control points may not fall in

the 1mage m the desired cloud-free locations. For such situations 1 a production environ-
ment, the 1image {o he processed would be bypassed by the normal workload, and the image
would go to the control-point station for selection of enough new points to process the 1mage.
After this selection, the image would go back 1nto the normal precision-processing work-
load Not many situations such as these are anticipated during sysiem operation Images
to be precision-processed are expected to be generally cloud-free However, 1t may be
reassuring to know that control-point positioning can be performed on image sectors when
necessary.

D. Output Reference Systems and Format. The positional reference system can be chosen
from two reasonable alternatives geographic coordinates and grnd coordinates. Both sys-
tems have their advantages. The recommended primary reference system for both bulk
and precision processing 1S geographic coordinates Bulk processing should include
marginal geographic reference marks as the normal primary reference, with Transverse
Mercator coordinate marks supplied at the image corners For users to whom the Trans-
verse Mercator system 1s of overriding rmportance, 1t 1s recommended that an alternative
18 available to permit precision processing with the Transverse Mercator grid as the pri-
mary reference system and geographic reference marks supplied at the 1mage corners

Interior reference marks are important for absolute posifional accuracy on precision images
Edge marks are not sufficient for accurate location on precision-processed images How-
ever, mterior reference marks may be objectionable to some users, so the omission oi
these marks should be a nonstandard precision processing option which the user can re~
quest if he so wishes It 1s recommended that the bulk 1mages not contain internal refer-
ence marks to avowd causing some users difficulty 1n mterpretation of mimage data.

The recommended precision-processing technique of differenfial image fitting makes pos-

sible a wide number of applications for the ERTS images. One application of particular
potential value 15 the amlity to produce a precisely positioned ERTS 1mage in any map
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projection the user may desire By making use of this capability, the precision-processed
ERTS image becomes truly a map. By suitable choice of map projection, adjoining images
can bhe combined mto a composite 1mage-map of any desired size, simply by joining image
edges The number of projections must, of course, be himited 1n a production system. The
following projections appear desirable to include as standard

1. Transverse Mercator with user's choice of zone width and origin
2. Lambert Conformal Comec with user's choice of standard parallels
3. Azimuthal Eqmdistant

4. DPolar Stereographic

These are listed 1n decreasing order of anticipated preference. Additional projections could
he incorporated by computer programmaing alone.

The output scale of 1/1, 000, 000 for the ERTS 1mages 18 an excellent choice from the point
of unaided-eye viewing. However, the precision-processing capability should also be able
to produce image-maps of segments of ERTS 1mages at any scale, upon user request The
limitation 18 given by the maximum 9 1/2 inch square format size, and by the useful resolu-
tion of the 1mages

E Optical Calibration for RBV Cameras. This analysis was concerned with minimizing
the positional errors caused by RBV optical component non-1dealities. The area of concern
18 from the lens of the RBV camera up to the photoconductor layer of the vidicon tube. The
different error sources are labelled in Figure 11.1.2-10.

By proper calibrafion, the positional effects of optfical component errors can be mmimized
in the final gridded RBV image. Two different methods of calibration are descrmbed. The
first 1s sumilar to that suggested by the RCA RBV Design Study Report*, the second is the

recommended "in-place method. "

Pogsitional errors depend on the image processing methods used, as well as the calibration
method Two different image processing methods are described. The positional errors
caused by RBV optical components are histed for each mefhod and each of the two calibration
methods. The comparison shows the advantage of the recommended calibration method,
with this method, maximum posifional errors of from 20 to 60m can be expecied from the
RBV optics

* RCA Defense Electronmic Products, Astro-Electronics Division, Design Study Report -
Two-Inch Return Beam Vidicon Camera System, January 1968
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Figure 11.1.2-10. RBV Optical Error Sources

1, Individual Error Sources

Radial Lens Distortion. From the Fairchild Optical Design Report on the RBV lenses, **
the maximum radial distortion will be about 0. 026 mm in the format corners. This 18 with
respect to the equivalent focal length The Fairchild report did not list numerical values
for distortion The data for each lens are presented as a simple unlined graph, individual
values had to be scaled from this graph The designed radial distortion appears to be a
constant, times the cube of the radial distance.

The radial distortion curve (distorfion versus radial distance) can be modified simply by
changing the value assigned to the principal distance This 1s a common photogrammetric
procedure used to better distribute the distortion throughout the image format (Figure

11 1.2-11). Note that this calibrated focal length 18 only a number used 1n making metric
calculations, the focal distance 1s not changed physically in the camera.

** Fairchild Space and Defense Systems, Optical Design Report, prepared for RCA Astro-
Electronics Division, January 1969
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Figure 11,1 2-11. Distortion as a Function of Calibrated Local Length

Radial distortion, d, for an 1mage point 15 given by

d=r-fian o
where

r = measured radial distance of the actual 1mage from the principal point

f = focal length

o = true angle hetween the optical axis and the object point being 1maged
Thus, a change in the value assigned to f changes the distorfion of the image points For
the infrared RBV lens, the distortion s 0.026 mm at the format corners (tan o = 0.42744),
using the equivalent focal length, £=125,823 mm If the value of f 15 changed to 126 005 mm,
the radial distortion at the corners will be zero, and the maximum radial distortion will be
-0.010 mm about halfway out from the principal point toward the i1mage corners If the value

of f 15 changed to 125 960 mm, the maximum radial distortion will be only 0.006 mm,
positive in the image corners and negative at the halfway distance
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The focal length value selected to mimmize distortion in the desired way 1s called the
calibrated focal length. For image geometries in which the image plane and object plane
are nearly parallel, as for ERTS, changing the focal length 18 equivalent fo changing the
value being used for image scale.

In summary, the systematic radial distortion based on the Fairchild design study will be
about 0 026 mm maximum. This distortion can be distributed in any of several ways by
the definmition of the calibrated focal length The accuracy in determinmng racial distortion
for the actual lenses depends on the calibration technique, this 1s discussed later

Lens Decentering Effect - Tangential Distortion This effect 1s sometimes considered
(erroneously) to have the same metric effect as a thin prism nserted wn front of the lens
The error 1s produced by faulty lens-component manufacture and assembly. The effect
appears partly as an asymmetric radial distortion * Most of the effect can be represented
by a tangential distortion, increasing away from a particular azimuth and away from the
principal point

The NASA, RCA, and Fairchild specifications do not differentiate radial from tangential
distortion. However, the maximum radial distortion in the design 15 0.026 nn  The over-
all specified maximum distortion of 0.030 mm can be assumed to include both radial and
tangential components. In this case, about 0,015 mm 1s available for decentering effect,
both radial and tangential, while still remaining within the specification This 18 a reason-
able and realizable value for the narrow-angle lenses being considered here

Focal Length Error. The relationship between focal length and 1mage distortion was des-
cribed earlier. The desirability of using a calibrated focal length value to mimimize radial
distortion also was explained

The calibrated focal length 1s based on a particular set of lens distortion measurements.

If the camera assembly fails to reconstruct the physical distance that existed during cali-
bration between lens assembly and image plane, this distortion relationship will be different
from that measured during lens calibration. The resulting racial displacement for the
camera will be different from the displacement that 18 calculated from the lens calibration,

The RCA study indicates an aniicipated focal distance error of only 0,1 mil (0, 0025 mm)in
sefting the principal distance to obtain best focus This seems optimistie, an error of
0.005 to 0 010 mm probably 1s more reasonable. Taking the smaller value of 0 005 mm,
a constant scale error of 0. 005/126, or 0.004 percent can be expected from this cause
This produces a maximum position error of only about 5 m on the earth, in the image
corners

A final focal-length error could be assessed, based on the errors 1n measuring radial dis-
tortion on which the focal length 1s based This depends on the calibration technique, but 1f
many distortion measurements are used to determine the calibrated focal length, this error
13 negheible

* Brown, "Decentering Distortion of Lenses," Photogrammetic Engineering, May 1966.
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Axi1s Alignment. The optical axis of the lens assembly should be precisely normal to the
planar front face of the RBV faceplate. The combined lens flange and lens collar errors
can be as large as 50 seconds of are, according to the RCA Design Study Report Assum-
ing the RBV faceplate 1s planar and precisely normal fo the camera mount aperture, the
50-second value can be taken as axis alignment error This 1s directly eguivalent to a
pointing erxor of the camera, and resulis 1n a constant translation position error of 200 m
on the earth.

A second error source here 15 1n the centering of the lens assembly 1n the camera mount
with respect to the RBV tube. The resulting error in principal-point position could easily
be 0.02 mm, causing a translation error of 146 m in position on the earth, The root sum
square of these two maximum errors 1s 264 m.

Faceplate Wedge. The photoconductor surface coating should be planar and precisely
parallel to the front face of the faceplate for best focus The wedge angle between front
and rear surface of the RBV faceplate can be as large as one minute of arc according to

the RCA Design Study Report. Although this value seems unnecessarily large, it will be
used here for analysis If the inside surface of the faceplate 15 considered as the reference
plane to which the optical axis 15 aligned, a one-minute wedge angle 1s equivalent to a
pointing error of the camera and results 1n a constant franslational position error of 267 m
on the earth. However, by using the outside surface as the reference surface, the wedge
miroduces no signmificant distortion (The differential displacement caused by the wedge

1s very small and is 1gnored )

Measurement of Scribed Reseau. Some error will be made in measuring the true location
of the reseau marks scribed on the inside surface of the RBV faceplate. This error is not
truly an internal optical error, but it 1s convenient to treat 1t as such mn this analysis,
since the reseau marks are very important in the calibration.

With a properly calibrated conventional high-accuracy photogrammetric comparator, a
maximum posifional error of zhout 0 002 mm can be expected.

2 Calibration Techmques

RCA Method. The RCA RBV Design Study Report describes part of a planned camera cali-
bration method The RCA method could be summarized as follows

1. DMake the faceplate flat for the RBV tube, scribe the reseaus with an accurate
ruling engine, and electro-deposit the reseau marks on the inside surface of the
faceplate.

2  Measure the reseau crosses accurately with a conventional high-accuracy (one pm
least count) comparator

3. Calibrate lens assembly using a Schmidt colhimator (being developed by Fairchild
along with the RBV lenses), maximum error of collimator 1s 6 pm in the 1mage

plane Evaluvate radial distortion and tangential distortion over the format
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4. Mount the lens assembly to the camera, with care taken fo ensure that the lens
mounfing flange and lens collar are accurately aligned.

5 Adjust the lens assembly for best focus 1n the 1mage plane, then permanently
secure lens assembly

6  Use the lens-calibration values of mean radial and tangential distortion from step
3 to remove systematic and differential 1mage displacements during bulk and pre-
cision positioning.

Disregarding details, the crux of the RCA plan 18 to calibrate the lens assembl;tr separately
from the camera using the Schmidt collimator. This method does not eliminate axis align-
ment errors. The lens distortion calibration itself can be improved for ERTS positioning
by using distortions measured for each reseau in step 6 mstead of mean values for radial
and tangential distortion.

An in-place calibration technique 1s recommended instead, with the following steps

1. Make the faceplate flat for the RBV tube, scribe the reseaus with an accurate
ruling engine, and electro-deposit the reseau marks on the inside surface of the
faceplate. ;

2, Measure the reseau crosses accurately with a conventional high-accuracy (one
pm least count) comparator.

3. Clamp the faceplate 1n posifion on the actual camera mount to be used for that RBV
tube Include necessary alignment marks and mounting j1g to assure precise re-
positiomng

4  Mount the lens assembly to the same camera mount, adjust 1t for best focus on the
faceplate, and fasten 1f permanently to the camera structure

5. With the lens and faceplate 1n their final positionsin the camera structure, make
calibration observations of resolution and image-plane location for each reseau
CTross

6 Remove the faceplate from the camera mount and finish RBV tube assembly

7. Use the observations from step 5 and the measured reseau coordinates from step 2
to calculate the calibrated focal length value and the principal point location that
give the least rms distortion in the 1mage The principal point becomes the origin
of the image x, y coordinate system. Select the orientation of the x, y axes as
desired, positive X axis should be in the nominal heading direction of the space-
craft Use the derived principal point coordinates and X, y orientation to frans-
form the measured reseau coordinates of step 2 into the image coordinate system.
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8. Using the calibrated focal length and prineipal point, calculate the residual dis-
tortions at each reseau cross Express the distortions as x and y error vector
components

9. Subtract the distorfions determined in step 8 from the measured reseau X, y co-
ordinates. The resulting final reseau coordinates now are the values to use when
performing precise positioning and registration of RBV mmages

10 When the RBV tube manufacture 1s completed, fasten it permanently to the camera
mount with the faceplate 1n the same position it had during steps 3 through 5

The calibration observations in step 5 can be carried out 1n different ways The approach
using a Schmidt collimator introduces collimator optical errors into the observations, these
errors are spectiled to be a maxamum of 6 pm, This method could be used with the in-place
calibration just described

A more economical and metrically superior approach 1s to use a gomometer method with
nine telescopes, each equipped with micrometer eyepieces (Nine telescopes are used to
enable each reseau cross to be viewed with only a single angular displacement of the camera
or goniometer assembly.) This approach 1s metrically superior to the Schmidt collimator
method 1n that the entire aperture of the RBV lens 18 viewed on-axis by each telescope.
Moreover, the gomometer 15 easier to calibrate and can measure angles to within one or
two seconds of arce, about one pm at the RBV 1mage. Goniometric methods are extensively
nsed for camera calibration and appear to be equally applicable to this calibration problem
One disadvantage of the gomometer method 15 a slight increase 1n the computation effort

of steps 7 and 8 However, this 15 more than compensated by the accuracy increase that
can be attained

It may not be possible to use the reseau-marked faceplate flat for the in-place procedure,
the tube may already be fimished. This would create some additional difficulties which,
although not overwhelming, are better avoided if possible. The reseau crosses still can
be measured by a high-accuracy comparator, indeed, the U.S Geological Survey has suc-
cessfully measured RBV reseaus on fimshed tubes using an optical reflection techmque
The reseau marks are somewhat less visible after the photoconductor layer 1s apphed It
18 understood that the calibration observations 1n step 5 must be done with special care
given to the intensity of the light source used to 1lluminate the faceplate 1f the finished tube
15 being calibrated

In summary, the in-place calibration will provide

1 A calibrated focal length value that best minimizes radial distortion from all
causes at the 81 reseau intersections.

2  The principal pomnt location (referred to the center reseau cross) that best
minimizes transglational distortions throughout the format due to all causes
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3  TFinal reseau image coordinates that incoxporate all residual constant optical
distortion effects, with maximum relative error about 2 pm.

In contrast, with some 1mprovements, the method described 1n the RCA report could
provide

1 A calibrated focal length that best mimmizes radial lens distortion only.

2, The principal pomt location (referred to the center reseau cross) that best mimmizes
traditional distortion throughout the format due to lens distortion only.

3  Fmal reseau image coordinates that incorporate residual lens distortion effects,
with maximum relative error about 6 yum

3. Positional Error Contributions. There 18 a difference between knowing a positional
error 1n the image and removing the error  Depending on the processing method used,
different amounts of error will be removed The discussion here 15 limited only to the
internal errors caused by the RBV optical components, no attempt :s made to assess the
significance of the error contributions in comparison with other error causes Bulk and
precision processing are treated separately.

Bulk processing will use satellite data to position the 1mage, together with analog removal
of systematic errors by the analog image corrector. With this technique, the RCA method
of calibration would result 1n bulk positional errors from the following sources discussed
above reseau calibration (Schmidt collimator), 0 006 mm maximum 1n the image of 44 m
on the earth, focal length change (calibration assembly plus temperature effects), 6 m
maximum error on the earth, axig misalignment (angular and centering), 264 m on the
earth, and reseau measurement, 0,002 mm in the image or 15 m on the earth, The root-
sum-square total 1s 268 m, or 879 feet. Using the in-place method, contmbutions are
reseau calibration, 0 002 mm maximum in the image or 15 m on the earth, focal length
change (femperature effects only) 4 m maximum error on the earth, and resean measure-
ment, 0 002 mm 1n the image or 15 m on the earth  The root-sum-square total 15 22 m,
or 72 feet. The advantages of the in-place method are apparent

Precision processing normally will use ground control data to position the RBV 1mages by
spatial resection With this technique, any effects of focal length change and axis mis-
alignment are automatically removed The remaining positional errors due to optical com-
ponents will be 47 m {154 feet) for the RCA method, and the same 72 feef as above for the
m-place method. The in-place method 18 superior for precision processing as well.

The optical calibration techmigues are 1mportant because the final errors afier calibration
are ones that can never be removed during subsequent 1mage measurement. The reseaus
must be measured as aceurately as possible, using the most mgorous calibrafion technique
The total system mapping accuracy analysis in Section 10 4 3 assumes the use of the in-
place ealibration method. The in~place method developed mn this analysis 18 the one recom-
mended for ERTS RBV camera calibration.
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F Merits of Pre-Launch and Post-Launch Control Point Selection This analys:s con-
cluded that selection of most control points should be done at the time the ERTS images
become available. However, some pre-selection of control points should be done to pro-
vide material for pre~launch simulation of the precision processing element. The Apollo 9
8066 photographs and comparable space photographs are smitable for this pre-selection
{Certain test areas known to be of mierest to ERTS users could have control points pre-
selected by using available maps, together with greatly reduced existing aerial photo-index
mosaics of the areas )

It must be understood that delaying the selection of control pomnts until ERTS 1mages are
available will not affect the precision processing thoughout. It will mean an additional one-
day response to a precision-processing request, to allow off-line control-point selection
After control points have been selected for a scene, the scene 1s placed in the normal
precision-processing equipment queue, ‘

G Film Stability. The final ERTS product for most users 18 a piece of photographic film
In connection with positioning analysis, 1f 18 desirable to know the posifional errors ascriba-
ble to the film A survey was made early in the study to determine the expected film
stability for different sizes and thicknesses of films

For positioming purposes, the film characterisiic of most concern 18 the random film
error This 1s in addition to the usual umform differential film shrinkage errors and the
temperature/humidity expansion effects. However, the survey of available literature on
film stability revealed a great deal of mformation

The most interest in film stability 1sm the photogrammetric community, 1n which the largest
concern 18 for 9-1/2-inch roll film as used 1n aerial mapping Therefore, the following
information i1s restricted to thus format, and to 0. 004-inch thick film, unless otherwise
stated The development of polyethylene terephthalate film was a marked advance 1n the
limits of photogrammetric accuracy. The older cellulose acetate butyrate film exhibited
random errors 1 excess of 0.050 mm, according to some mvestigators. The newer film,
usually called sumply polyester film, shows random errors from one-third to one-tenth
that of the acetate film Polyester film 1s used exclusively today wherever metric stabihity
18 an important factor, and 1t was assumed af the ouiset that 1t would be used for ERTS
1mage processing. Accordingly, the papers surveyed on the subject of film stability are
himited to polyester film, and are listed below, starting with the omginal work on the sub-
ject by Calhoun et al 1n 1961. The highlights of the papers are presented under the titles

1  Calhoun, Adelstemn, and Parker, "Physical Properties of Estar Polyester Base
Aemal Films for Topographic Mapping', Photogrammetic Engineering, June 1961

a. Thermal coefficient of expansion 0 0015 percent per degree F.
b Humidity coefficient of expansion 0. 002 percent per 1 percent RH
¢  Length-width processing change difference 0 003 percent

d Processing dimensional change 0.01 percent
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Adelstein and Leister, "Nonunmiform Dimensional Changes 1n Topographic Aerial
Films", Phofogrammetric Engineering, January 1963

a Random linear displacements less than 5 um

Brock and Faulds, "Film Stability Investigation", Photogrammetric Engineering,
September 1963.

a Dimensional changes persist after processing to at least 109 days
b. Random film errors over 2-inch distance O =2.2 um.

Hallert, Ottoson, and Ohlin, "Fundamental Problems in Photogrammetry",
Archives, X Congress, International Society of Photogrammetry Lishon, 1964

a. Random film errors 1n fit to complete first order adjustment 0=2.2 um
within 40 mm of center

b. Polyester film not as susceptible to mechanical strains (as acetate film).
¢ Standard error after affine transformation o =7 8 um,

d Standard error adding orthogonality term o =4 7 pum.

e. Lack of orthogonality = 0. 00016p .

Talts, "Various Transformations for Correction of Error Caused by Film Distor-
tion", X Congress, International Society of Photogrammetry Lisbon, 1964

a. Lack of orthogonality in processed film 1s signmificant error cause unless
compensated

Takeda, "On the Test of a Polyester Aerial Photographic Film T-008", Ibid.
a  Uniform processing dimensional change 0.14 percent
b  Length-width processing difference 0 003 percent

Moren, "A Summary of Tests of Aerial Photographs of the Oland Test Field",
Photogrammetria, No. 3, 1965

a Includes other causes than film, but suggests 0 1 corners of 70 mm film
would be 5 um

Budylova and Fomin, "Metric Instability of Aerial Films", Geodezia and
Kortographia, June 1965
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a Random film errors from 2 to 3.5 um.
b Maximum random film exror 10 um.

9, Ahrend, "Analysis of Photogrammetric Exrors', 30th Photogrammetric Weeks,
Zeiss-Mittellungen 4, No. 2, 1966.

a. Irregular errors due to film distortion are a linear function of the square root
of the film area.

10, Umbach, "Color for Metric FPhotography'', Photogrammetric Engineering, March
1968.

a. Random film error in fit to conformal first order adjustment 0=2,2 pm
within 40 mm of center

b. Color aeral film 1s metrcally equivalent to panchromatic

11 Carman and Martin, "Causes of Dimensional Changes 1n Estar Base Aerial Film
Under Simulated Service Conditions'', Canadian Surveyor, June 1968

a Keep film at equlibrium relative humidity (approximately 55 percent) and
some standard femperature whenever possible during storage, exposure, and
measurement.

12 Holsen, '"Further Investigations of Film Distortion and Its Compensation™,
Archives, XIth International Congress of Photogrammetry, Lausanne, 1968

a Random film error in ¢ 007-i1nch thick film 1s about 20 percent less than 1n
0.004-inch film

13  Brown, "Advanced Methods for the Calibration of Metric Cameras!, 1969 Symposium
on Computational Photogrammetry, Syracuse, January 1969,

2. Random film errors from fit to 3xrd order polynomial ¢=3.1 to 4.3 um.

b. Use 0.007-i1nch polyester film instead of glass plates in future camera calibra-
tions.

The above work suggests that with proper storage and handling, maximum random errors
of about 5 um could be expected from 0 007-1nch 70 mm polyester film It 15 somewhat
dangerous to extrapolate from 9-1/2-inch studies to 70 mm formats because of the greater
edge effects noted for films by several observers. Nevertheless, assuming adequate
measuring-engine accuracles, the 70 mm film size appears preferable from the standpomnt
of storage convenience
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H, Control-Extension (Bridging) Potential, The positiomng possibilities for ERTS images
must be considered from yet another viewpoint, what can be done to 1mprove positioning 1n
a frame that has no ground control by somehow making use of another frame 1n the same
orbit m which adequate ground control 1s present” This appears to correspond to what the
study specification calls "occasional' ground control.

The well-known photogrammetric procedure of control extension, or bridging, deserves
some mention here It 1s possible to analytically comnect a strip of overlapping photographs
1nto a rigid structure, and thus bridge from photos 1n which ground control is present to
other photos 1n the same strip. The low overlap and narrow filed of view of the ERTS RBV
1mages make this approach 1nadvisable. However, variations of the same techmque can be
considered

Consider a single scene in an orbit for which adequate ground control 1s available The
ground control permits the accurate positiomng of that scene with respect to the earth As
has been mentioned earlier, the nature of ground-control positioning 1s such that the attitude
and position 1n space of the image sensor 1s highly correlated. As a result, although the
image 18 positioned quite well, the atfitude and the camera position are not well-determined
in themselves. The high correlation between pitch and along-irack position, and between
roll and across-track position, prevent good explicit determination

In attempting to extrapolate ahead or backward from the reference scene with ground control,
accurate values are needed only for the changes 1n position and attitude from the reference
frame Absolute position and atlatude are not important. The defimfive ephemeris pro-
vides a good relative positioning between frames in an orbit  Uncertainties of 150 to 300 feet
appear reasonable over several thousand miles. So once the absolute position of one frame
has been determined by ground control, the positions of other frames forward and backward
on the same orbit should be determinable from the ephemeris differences with accepiable
accuracy. (Acceptable here means an accuracy not as good as that attainable with ground
control pomts, but better than possible using only the satellite data -~ 500 feet rms, for
example,)

Attitude 1s a different matter Some device 1s needed that will sense and transmit attitude
differences with 0.01 degree maximum error for pitch and roll difference and 0.05 degree
maximum error for yaw difference, and less i1f possible. At present, there do not appear to
be devices available of this sort Rate gyros are unsatisfactory because of drifting What
15 needed here 15 a relatively 1nexpensive, hightweight device of high reliability and high
relative accuracy Until such attitude-differencing devices are available, the matter of
bridging using occasional ground control must be deferred, at least for the present ERTS
5ensors

If wide-angle photographic cameras with film return replace the present telemetry sensors,
the situation will be much different Auwxiliary return-film star cameras can be used on
such a film-return mission to give very accurate absolute attitude data, so bmdging will
not be necessary However, a stereo overlap capability would make brmdging feasible 1f

1t should be desired.
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11.1.2.3 Processimg Concepts
Three methods of 1mage processing are conceptually applicable to the ERTS precision
processing operation

1. Digital image conversion and data processing methods
2  Coherent optical processmg methods
3 Hybrid (digital-analog) 1mage processing methods

Tradeoff considerations of each of these methods relative to the ERTS precision image
processing requirements are discussed 1n the paragraphs which follow.

11 1.2.3 1 Digital Image Processing

Image processing can be based on the use of a large-scale digital computer capable of per-
forming geometric and radiometric manipulation of digitized 1mage points This basic
approach does not appear to be a cost~effective solution to the ERTS precision umage process-
ing requirements for several reasons Rapid, automatic reseau measurement and ground
control point matching 1s difficult Each of these measurements requires the digital com-
puter to correlate or otherwise 1dentify and locate reference reseaus or control points within
the digatized 1mage If the computer 1s not able to find the desired point, 1t signals the
operator for help The operator must then view the approximate image area on an mter-
active display 1n an effort to find the desired pomnt A careful balance between manual and
automatic operations must be maintained to mimimize the total measurement time. Selecting
this balance 1s complicated by the fact that the position, rotation, scale, and skew of the
desired mmage pomt are not well known a prior:1 which means that an automatic search may
not be successful 1n most cases.

The necessity for manual mtervention imposes severe requirements on the computer inter-
face hardware A special mteractive display is needed to allow the operator to select various
portions of the mmage for display Moreover, the scale of the 1mage must be selectable to
permit the operator to locate the desired 1mage 1n 2 large area and then zoom down to a
small area to make an accurate measurement. Due to the limited resolution of existing
television displays, the maximum area that can be viewed 1s limifed 1f 1images of reseaus

and similar objects are to be easily recogmzed. This probably means the operator would
have to view several small areas. This 1s potentially a very time consuming task The
alternate would be to develop a special high-resolution display system The cost of this
latter approach 1s prohihitive

Another possible alternative 1s {o rely more heavily or entirely on satellite data for rmage
rectification and posifioning With conventional attitude sensors, this is not aftractive from
an accuracy standpomt The use of an independent star-tracking type attitude measurement
subsystem 18 equally unattractive from a cost standpoint, especially since the improvement
In accuracy, even if the sensor had zero error, would be insufficient to meet the 200-foot
posibioning goal  Also, the star tracker would be required on each and every vehicle,
compounding the cost In addifion to the problems associated with locating and measuring
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reseaus and ground control pomnts, the actual conversion of the input image into the desired
output 1mage also presents several difficult problems due to the number of image elements
that must be transformed, The computer, using the reseau information, satellite position,
and/or ground control measurenents, determines a geometric transformation from the
desired output 1image coordinate system to the actual inpuf coordinate system. The computer
then finds the correct 1nput position for each of the 17, 64 million output locations. As 1t
computes each mput location, the computer must locate the four mput 1mage samples which
surround the desired poimnt. It then calculates the proper density for the desired position
by limmear interpolation of the surroundmg image pomis. This process alone requres 70
million caleulations., During this last step, the computer also corrects the intensity of

the point, according to the 1mmtensity calibrations corresponding to gamma and gain correc-
tions, As can be seen, a large number of arithmetic operations are required for each
element, This implies the total time to correct each 1mage will be very long unless a

very high-speed computer such as an IMB 360/195 1s used, Based on equivalent through-
put rates, 1t 15 estimated that a digital 1mage data processing system which uses a 360/195
will cost about three times as much as a hybrid precision 1mage-processing system,

11,1, 2,3.2 Optical Image Processing

An optical 1mage processing approach was considered, based on the use of coherent-

optical correlation techniques for reseau and 1mage measurements, and optical-orthoprinter
techniques for 1mage transformation. A computer-confrolled analytical optical orthoprinter
has been developed*, and coherent optical reseau correlation** and 1image-to-image corre-
lation has been demonstrated* Experience with these developments indicates that optical
correlation techmques are directly applicable to ERTS precision image measurements with
a very high processing speed and throughput capability. The optical 1mage-transier method
would also have substantial advantages 1n resolufion and commlation speed, but it has two
disadvantages in the ERTS 1mage processing application

1. Optical techmques lack a straightforward means of implementimg spatially-
variant radiometric corrections.

2. The parallel nature of the optical transfer method 1e fundamentally 1ncompatible
with serial conversion necessary to provide an 1mage-digitizing capability.

Coherent-optical correlation techniques, however, remam attractive and applicabie to
the ERTS precision image measurement tasks, Unfortunately, the optical correlation
techniques are i an advanced experimental stage, and protofype systems will not be
sufficiently developed for the time scale of ERTS A and B

11.1,2, 3.3 Hybrid Image Processing
Hybrid refers here to the digital control of a high-speed analog process. In the context
of precision 1mage processing, the hybrid concept specifically combines the accuracy,

*Bendix Techmeal Journal, "Photogrammetry, ' Vol 1, No, 2, 1 63 and 83, Summer 1968.
**Dawson, J C , An Optical Correlator for Reseau Detection, 1970 ASCM/ ASP Convention,
Washmgton, D.C
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computational capability, and ease of data storage of digital computer techmques, to control
a flexible 1mage scanning and/or printing channel through which 1mage information can be
trangferred at a relatively wideband analog (video) data rates.

The hybrid image processing technique has been selected as it represesents an optimum
tradeoff between cost of processing equipment throughput, and processing accuracy with
respect to the overall ERTS goals,

With this approach, routine measurement of reseau and ground control pomts on the imput
mmages are performed guickly and automatically by a2 measuring system using proven
electronic 1mage-scanning and correlation methods An important aspect of 1mage scan-
ning here 18 that 1t also permits optional manual momtoring of the automatic operation,
or fully manual image measurements, under high optical magnification, Radiomeiric
measurements are also automatically performed (on RBV radiometric calibration images
and all subsequent mput 1mages) by operating the scanners as densitometers.

When the 1mage measurement operation 1s completed, a computation 1s performed fo define
the mathematical transformations required to correct the image to the desired output
system., The transformation can be computed to whatever accuracy or degree of sophisti-
cation 18 necessary.

At this point, two alternative methods are available for producing the corrected 1mage.
The first 1s by an image-transfer method, the second by a video-correction method.

Both methods are applicable for precision image processing Further evaluation of the
tradeoffs between the two methods relative to the ERTS design study requirements leads
to the conclusion that the 1mage-transfer approach 1s best suited for the precision-
processmg operailon, and the video-correction approach is best smited for removal of
fixed types of error from all images during the bulk image-processing operation, The
tradeoff considerations that are mnvolved are summarized as follows

In the video correction method, the geometric FX, Y) and radiometric G(X, Y) image
corrections, determined from measurement at an appropriate number of 1mage points
during the off-line 1mage measurement operation, are stored as digital values for each
image Also, a precision immage annotation tape 1s generated for each image, defining

the exact position of grid-tick locations desired to appear on each image, The digital
corrections are then later applied to digitally controlled analog function generators that
are connected to the vadeo and scan conirol system of the EBR During a second playback
of the origmal RBV or MSS wvideo tape, the function generators compensate the EBR scan
and video signals to generate the properly corrected output images The function generators
used to compensate the EBR would he essenfially the same hardware as that described in
Section 11.1, 1 for the bulk processing task A further discussion of hybrid technigues for
analog function generation 1s presented mn Appendix 11, H
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The main difference between this method and the bulk-correction approach 1s that the
transformation and positioning 1nformation must be computed for each mmage 1individually,
and the precision-corrected images would be generated during a second playback of the
original video fape

The function generators would be uged to remove all geometric and radiometric errors and
introduce the mmage translations required to provide an output 1mage in the proper map
projection The digital correction values for each image would be entered 1nto the digital
memory of the function generators just prior to producing each precision processed image,
and the precision annotation tape would be used to locate the required map gnd references

The EBR precision image-correction approach has the unique advantage of theoretically
zero logs of image mformation However, 1t also has certain disadvantages For example,
the precision-corrected images would need to be photographically enlarged to the 1 1, 000, 000
output map scale There 18 algo no straightforward way for digitizing the corrected 1magery

This means that digitization would have to be performed as a third operation after the image
was developed This could conceivably be done by

1 Using the EBR, equipped with a phototube and scintiliator, as a film scanner
2 A separate mechanmecal scanner-digitizer
3  Viudeo scanning and D/A conversion, using the scammer of the measurement subsystem

There are considerable problems of maintaining element-by-element registration of the
digitized data in the first two alternatives The necessity of a third operational step 1s
undesirable for all three alternafives, and the photochemical development could introduce
radiometric nonlimearities which would have to be re-corrected durmg digitizing Finally,

the accuracy of the approach would be utterly dependent upon both the long-term and short-
term stability of the VTR~EBR combination used to generate the image These disadvantages
tend to outweigh the advantages of EBR correction as the main approach for precision process—
g However, none of these disadvantages apply to the on-line EBR correction approach

for correcting major 1mage errors, and generating registered RBV mmage outputs during

bulk processing

In the 1mage~transfer processing method, themput images, mounted on the viewing/scanning
stages of the measuring imnstrument, are immediately scanned and re-printed in a video-
film printer. As the image 18 systematically scanned and printed, the local geometric
corrections which are required are applied to the image scanner, and the radiometric
corrections are applied to the resulting video signzl Thus, the geometrically and radio-
metrically corrected video information 1s available for digital conversion and recording,
simultaneously with the printing operation The on~Ime control requurements of the system
are fairly moderate, which permits parallel operation of muliiple processing channels to
process the 3 or 4 spectral 1mages of a given scene simultaneously (or 5 for ERTS-B)
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11 1 2.3 4 Proposed Concept

In view of the ahove, precision image processing and digitizing will be performed by a
multiple-channel image-transfer system Functionally, the 1mage transfer system con-
sists of a digitally controlled image scanming and measurement subsystem, an output video
film printer, and a video digitizer-recorder In the proposed concept, the precision image
transfer/digitizing operations take place i parallel, immediately following the :1mage mea-
surement operation

11 1 2.4 System Description

A funectional diagram of the precision image processing system 1s shown m Figure 11 1 2-12
The ERTS A system comprises four parallel image processing channels, with provision for
future installation of a fifth channel for ERTS B As seen fromthe diagram, each channel
consists of a servo-controlled mput 1mage stage, 1mage viewing optics, and a high-resolution
CRT scanner, a video signal processor, an output printing CRT and film stage, a video A/D
converter, and a high-density digital tape recorder During operation, the four processmg
channels are controlled 1n parallel through special-purpose interfaces by an on-line digatal
control computer

Figure 11 1 2-13 18 a data flow diagram and one conceptual arrangement of the precision
1mage processing equipment It consists of five major components

1 Annput image viewer-scanner

2 A digaital control computer, with a magnetic tape reader/recorder and bulk
memory

3 A system control interface
4 A four-channel video digitizer and a high-density digital tape recorder
5  Anouiput video film printer

The viewer-scanner contains four 9 by 9 mput stages, plus one 9 by 9 mch stage upon
which the ground-control images are mounted The nput stages accept up to nine sets

of three RBV or four MSS 70 mm images of the scenes to be processed Each stage 1s
equipped with a precision CRT scanner, optically multiplexed with the visual measure~
ment axis The visual path for each stage 1s relayed to a central binocular for visual
observation al high magnification of any 1mage or combination of mput 1mages and ground
control 1mages Directly below the binocular 1s a keyboard printer, which 1s the primary
manual interface with the system, plus manual stage position controls, illumination con-
trols, and stage coordinate displays

The magnetic tape reader 1s used for mput of 1mage annotation (scene location) data and
previously determined radiometric calibration data for the 1mages to be processed The
recorder 1s used for transfer or storage of output data such as correction coefficients for
the on-lie RBV registration generator, RBV m~-fhght radiometric calibration measure-
ments, and the correction matrices of precision-processed RBV and MSS images for
future reference
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The compuier controls the overall system operation, summarized m the next section, and

1ts functions are deseribed in more detail under Section 11.1,2 8, Applications Software

The system control mterface performs on-line conversion of computer outputs to the operating
components of the system It contains the digital~analog circuitry which performs on-~line
processing functions such as fiducial, reseau, and 1mage correlation, scan shaping and video
signal correction, plus servo control electronics, and an alphanumeric annotation symbol
generator

The video digihizer converts the corrected analog video signals to digital form Since the
mput 1mages are scanned at twice their limiting resolution, the digitizer performs a factor-
of-four mtegration of the video signal to form the digital value of each picture element which
18 then recorded on-line by 2 high-density digital tape recorder

The video printer converts the corrected analog video signals mnto the 1 1, 000, 000 output
images The printer contains four precision printing CRTs and an X, Y, controlled film
stage ‘The stage 15 equpped with 9-1/2-1nch roll film casettes for storage of a succession
of precision~processed 1mages

The disadvantages of dynamic range and spatial resolution, normally associated with CRTs,
have been circumvented by optical magnification n the scanming and printing functions and
by time integration i the printing funetion This can be done here, on 9-1/2-inch film,

as throughput requirements are less than bulk processing reguirements

11 1 2 5 Interfaces with the NDPF

Primarly, the precision-processing element receives 70mm bulk tmages and location data
of the scenes to be processed, and from these inputs generates 9-inch, 1 1, 000,000 pre-
cision-processed latent image outputs and precision-digitized 1image data There are also
secondary interfaces concerning the input of 70mm film for selection of ground control,
output of digital data for the bulk-processing corrector, generation of latent-image thematic
maps from high-density digital tape inputs, and, when desired, outputs of data defming
internal sensor errors to those interested in the evaluation of sensor performance

111 2 51 Inputs
Input materals for scenes to be processed will be received on a per-day or batch basis,
and will comprise the following

1  Work Orders. A work order will identify the 1mages of each RBV and MSS scene
to be processed and describe the work to be done Each work order will be 1n
sufficient replicate to provide

a A working copy
b A file copy
¢ A copy for accompanymng film outputs

d A copy for accompanying digitized output data
11,1,2-54
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2  Master Images The master image mmputs will be mdividual 70mm negatives of the
scenes to be processed The individual 1mages will he protected by a transparent
envelope or envelopes and will aceompany each processing work order

3  Annotation Tape Animage annotation tape will accompany each batch of scenes
to be processed The tape will contain the standard annotation data only for the
scenes to be processed, assembled from the appropriate Master Digital Data Tape
at the time the batch of work orders are generated The data on the annotation
tape 1s used for determination of the approximate 1mage ground location, ground
control availability, and as the data source for the annotation printed on the output
images The 1mage annotation tape will be returned to the tape pool

Input materials for selection of ground control points will be received as follows

1 Ground Control Filmg One 70mm positive roll film copy and one 70mm negative
roll f1lm copy of all 70mm bulk-processed images will be required to select and
assemble ground control reference images These films will not be returned

Periodically, the input for thematic map generation will be

1  Processed High Density Digital Tape Processed video tapes from the Special
Processimg section will he received by Precision Processing for the generation
and printing of thematic maps

11 1 2 5 2 Outputs
Outputs will comprise the followmng

1  Precision-Processed Images The precision-processed and annotated image
outputs will be on 9-1/2-inch roll film 1n positive latent-image form This ex~
posed but undeveloped film will be periodically forwarded fo the photographic
processing element 1n light-tight contamners for development and printing

2  Precision-Digitized Image Data  During image processing, geometrically and
radiometric corrected image data will be digitized and recorded on 1/2-mch
magnetic tape The data will be longitudinally recorded in a high density
(20 kbit/1nch) digital format on (up to 40) multiple tracks compatible with the
tape reader 1n Special Processing, where the Digital Image Tapes are forwarded
for reformatting

3 Work Orders The individual image-processing and digifized-1mage work orders
will accompany the output roll films and output digitized umage tapes respectively

4  Precision-Image Annotation Tape A Precision-Image Annotation Tape will be
generated, contaiming the scene identification and location parameters and the
pertinent location and i1dentification of each data block recorded on the high-density
digital tape It shall accompany the Precision-Digitized Image Data outputs to
be used 1n updating the image locations 1n the Information System data base
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5 Master-Image Films The 70mm Master Images will be returned to Data Storage.

6  Bulk Processing Correction Tape Occasionally, a magnetic tape containing
bulk processing correction data will be generated and forwarded to Bulk Processimg
for use by the Electron Beam Recorder Image Corrector.

7  Thematic Maps Latent images on a 9-1/2-imnch roll film of the thematic maps
generated from the Special Processed Digital ITmage tapes will be forwarded in
light-fight containers to photographic processing for development and printing

11 1 2 6 System Operation

The overall operation of the system, fromthe input of imagery, preparation of the system,
and the sequence of events occurring during a typical precision processing operation, 18
summarized 1n this section

11 1.2 6 1 Inputs
The mputs to the system are

1  70mm master image negatives of the scenes to be processed
2  An annotation tape corresponding {o those scenes

3. A work order defining the processing to be performed, such as the desired
output map coordmate systems and the areas to be digitized

11 1.2 6 2 TPreparation

To prepare the system for operation, the operator arranges the mput images to be processed
on the 1nput stages 1n an array corresponding to their location on the annotation tape, and
enters the processing instructions for each scene into the computer

The 1mage annotation tape, plus the tape contaiming the in~fhight radiometrc calibration
data of the RBV scenes to be processed, are mounted on the mput magnetic tape readers
The operator then imtiates the automatic processing operation

111 2 6 3 Processmg
For each scene, the automatic 1mage-processing operation 1nvolves a sequence of six events
or program-controlled modes that occur m rapid succession

Interior orientation

Reseau measurement (RBV only)

1
2
3  Control-point measurement
4

Transform computation
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5 Conversion and digitization

6 Annotation

Interior orientation identifies the image coordinate system and the radiometric transfer
characteristic of each 1nput 1mage In this mode, the computer directs the stage motions
and correlator operation to avtomatically measure the location of the fiducial marks and
the transmittance of the grey scale primmted on each image .
Reseau measurement 1s performed only for RBV 1nputs In this mode, the computer con-
trols the stage motions and correlator operation to automatically find and measure the
precise X, Y locations of the 81 reseau symbols on each input image At the end of the
automalic measurement sequence, the computer signals for manual assistance {o locate any
umdentified reseaus

Control point measurement 1nvolves the following operations (for hoth RBV and MSS
1mages)

1 The computer reads the image annotation data

2  From this data 1t determines the latitude-longitude boundaries of the 1mage
being processed

3  Determines the available ground control points within these boundaries

4  Makes coordinate transformation to determine the approximate image coordinates
of the stored ground control points

5 Sequentially positions the mnput and ground control stages under the measure-
ment axes

6. Uses the correlator outpuis to precisely match the input image with the ground
control 1mage

7 Records the precise image coordinates of each ground control pomt

At the end of this sequerce, the computer signals for manual assistance to measure any
unlocated ground control points

Transform computation operates on the matrix of (RBV) reseau measurements and
(RBV or MSS) ground control point measurements to derive the transformation requred
to convert and point the input images into the desired map coordinates If

ground control 1s not available, the transformation i1s computed from the satellite data
The transformation 1g solved at a matrix of pomnts which define the corner points of an
imcremental segmentation of each mput :mage, corresponding to uniform 12 5 nm square
segments of the output 1image ‘The radiometric transform correction 15 also computed at
a similar number of pomts for each 1mage from the RBV radiometric calibration data and
the RBV and MSS image grey-scale measurement data
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During conversion and digatization, the computer controls the image seannming, printing,
and video digitizing components as it sequentially applies the digitally stored geometric and
radiometric corrections to the scan shaping and video signal processing elements

The precision output 1mages are compiled i a similar (7 3 inch square) 1mage format as
the enlarged bulk-processed mmages, and the digitized image information 15 recorded 1 up
to 81 data blocks of 218 (262, 144) picture elements each, corresponding to 12 5 nm square
arecas of the scene The geographic coordinates 1dentifying the four corners of each block,
plus other 1dentification data, is recorded between each block

Image annotation 1s printed either just before or just after the image 18 recorded and digitized
The precision annotation consists of tick marks and map numerics along the mimage edges

( and mternal ticks within image when desired) in the map coordinate system of the trans-
formed 1image Secondary tick marks indicating other map coordinates are also provided,
plus standard ammotation data as discussed i Section 11 1 1 It may be desirable to omit

the spacecraft attitude and position since 1t 1s no longer relevant to the precision-processed
1mage,

11 1 2 7 System Analysis

11 1,2 7 1 Introduction
This section describes the design analysis of the precision 1mage processing system There
are three major criteria of system performance

1. Geometric accuracy

2  Resolution and radiomeiric accuracy

3  Processing throughput

The study specifications and derived requirements apphicable to these criteria are summarized
as follows

"RBYV and MSS data will be processed 1n the best possible manner to achieve the hest

radiometric and geometric accuracies Geometric accuracies achieved shall be Limited
to that possible by using the outputs of the spacecraft attitude control system and the
occasional use of ground truth data ™

and/or
"RBV and MSS data shall be processed within the spatial resolution of 200 feet (1 pixel)

calibration of data and the removal of radiometric distortions to the maxamum extent
possible are to be employed by utihizing all known methods 1ncluding ground truth data "
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The hybrid image processor may be designed to obtam registered RBV(and MSS8) imagery
which 15 positioned to the accuracy obtainable with spacecraft attitude sensors By adding
the ground control stage and scanner (Figure 11.1 2-12), registered imagery 1s obtained
which has been positioned to within 1 pixel The analysis of the strumental accuracy
after processing relafive to this requirement 1s covered 1n Section 11 1 2,7 2

The system resolution (modulation transfer characteristics) must permit transfer of image
information to the output 1mage with mimimum loss of response at spatial frequencies up to
the resolution hmits of the 1nput 1mage The design analysis of the system relative to
1mage resolution requirements are covered mn Section11 1 2 7 3

The radiometric characteristics of the processing system must enable the correction of
radiometric 1mage errors and permit 64 grey-level quantization of the mput mage informa-
tfion The analysis of the radiometric performance of the system and interface requirements
concermng film characteristics 1s covered in Section 11 1 2 7 4

The throughput of the system must be capable of handling at least 5 percent of all imagery
received for Case B A detailed consideration of the throughput of the system, i1ncluding
requirements for calibration and control to maintamn the peak processing accuracy through-
out the ERTS muission, 18 covered m Section11 1 2 7 5

The requirements for high throughput tend to be incompatible with the attainment of high
transformation accuracy and/or image quality However the geometric transformation
required per ERTS MSS or RBV scene are essentially 1dentical for all the spectral images
of that scene This characternstic logically permits the simultaneous transformation of the
multiple images of a given scene through parallel processing chamels Parallel-channel
operation thus permits a high overall mmage throughput, yet each processing channel can
be designed to operate conservatively to obtam maximum accuracy and image quality

In summary, this section shows that an analog processing system, usmg standard system
components, can meet or exceed all of the specified or desired system performance require
ments, geometric and radiometric accuracies, and 1mage resolution requirements Of
particular importance, the throughput analysis shows that a four-stage image processing
system can process at least 5 percent of all imagery received for Case B 1n a 48-hour
work week, including all processing, routine maintenance, and system calibration

11 1 2 7 2 Scaming and Prmting Accuracy

During precision measurement, scannmg, and prinfing of the ERTS 1mages, significant
posifional errors are caused by the electronic and mechamecal equipment components These
errors are summarized in Table 11 1 2-3 The error contributions from the scanmng
operation are listed separately from the printing errors The instrumental errors in each
operation , however, tend to differ primarily by the image scale difference, such that the
total positional error of each operation 18 quite similar
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The error budget assumes the input 70mm master image will be at a scale of 1/3, 320, 000

m an image format nomnally 56mm square The ouiput image 1s at a scale of 1/1, 000, 000,
m a format 185mm (7.3 inches) square The ERTS images will be scanned and printed in

an 8 by 8 array of incremental areas, the meremental width 1s 7mm 1 the 1nput 1mage and
23 2mm 1n the ouiput image

The table shows that the positional errors caused by the scanner and printer CRTs will
greatly overshadow all mechanical and electronic error contributions Vendors indicate
CRT nonlimearity and instability will be less than the amounts shown However, to keep
the error budget ntentionally conservative, the 0 2 and 0 1 percent maximum nonlinearity
and 1nstability errors have been retained Moreover, the 68 3 percentile error has been
assigned a value slighily greater than one-third the maximum, once again to provide a con-
servative error budget

An addifional factor of conservatism will be realized during CRT installabhon The hnearity
of each CRT assembly will be carefully measured prior to acceptance. The CRT assemblies
will then be mnstalled in matched pairs, 1 e , with the scanner CRT and its associated printer
CRT chosen according to the similarity of their error During operation, the net positional
effect of a systematic scannming error 1s cancelled if the printing CRT has the same systematic
error

The systematic leadscrew and way errors 1n the input and output stages, denoted by asterisks,
will be determined from grid-plate calibrations and their effects largely removed by the
control computer during scanmng and printing Dynamic compensation errors represent

the differences betwen the actual servo rates and the current control-computer estimates

of those rates, and errors 1n the image~-motion compensation of the CRT scan pattern

Most of the remaiming error factors histed in the table are self-explanatory

The resulis of Table 11 1 2-3 are incorporated 1nto the total system mapping accuracy
described in Section 10 4 3 of this report
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Table 11.1,2-3, Scanning and Printing Equipment Error Budget

Scanmng Errors (image secale = 1/3, 320, 000, scan width = 7 mm)

Positional Effect (mm}

Name of Error 99 7% 68 3%
Scanner CRT nonlinearity, 0 2 percent maximum 0 014 0 005
Scamner CRT mstabihity, 0 1 percent maximum ¢ 007 07003
Scanner stage least count 0 002 0 001
Scanner stage leadserew error* 0 002 0 001
Scanner stage error of ways* 0 002 0 001
Scanner stage repeatability 0 002 0 001
Scanner servo dynamic compensation error 6 004 0 002
Root~sum-~square error at mput scale 0 017 mm 0 0067 mm
Root-sum-square error on earth 182 fi 73 ft

Printing Errors (Image scale = 1/1, 000, 000, scan wadth = 23 2 mm)

Positional Effect (mm)}

Name of Error 99 7% 68 3%
Printer CRT nonlmearity, 0 2 percent maximum 0 046 0 016
Printer CRT mstabihity, 0 1 percent maximum 0 023 0 008
Printer stage least count 0 002 0 001
Printer stage leadscrew error* ¢ 005 0 002
Primnter stage error of ways* 0 005 0 002
Printer stage repeatability 0 002 0 001
Printer servo dynamic compensation error 0 013 0 007
Printer CRT relative ahignment fo single stage 0 008 0 003
Rootf-sum-~square error at output scale 0 053 mm 0 020 mm
Root-sum-square error on earth 175 {t 65 ft
Total Root Sum Square, Scanming and Printing 250 ft 98 it
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11.1.2.7.3 Resolution

The RBV geometric resolution characteristics are substantially higher than those of the MSS
and are therefore considered the resolution reference mput to the system, The maximum
resolution characteristics of the RBV camera, scaled to 2 nominal 56 mm image format on
70 mm film, are shown in Figure 11,1.2-14, This 15 the response at high target contrast
and high illuminaticn levels, 1t must be realized that the modulation, spatial frequency, and
detectability characteristics for low-conirast scenes acquired during orbit will be
considerably lower., However, the 4200-line resolution characteristic of the image will be
considered to represent the overall input/output resolution requirements of the system., This
will be the characteristic-himiting resolution of the image 1n the direction perpendicular to
the scan lme direction*,

The critical design parameters related to the geometrie-resolution transfer capability of
the system are

1. The scannming and prinfing CRT spot size

2, The scanner phosphor persistence

3. The modulation transfer functions of the scanner and printer lenses
4, The video system frequency response

5. The modulation transfer function of the recording film

The reqmrements for each of these parameters, and the design of the scanner, videoprocessor,
and printer system components, are analyzed mn this section,

A, Scanning Spot Size. Sampling theory states that a signal containing R information elements
per mierval can be sampled and completely recenstructed by sampling at 2R samples per
mterval, Thus, the fundamental requirement of the scanning spot size and spacing 1s that 1t
be one-half the mimimum picture element dimension, The limiting picture dimension dp
corresponds to the 4200 line-element spacing, which in a 56 mm 1mage format 1s

_ b6x 103 pm
p 4200 elements

d = 13,34 pym/element

Thus, the 1mage scanning spot dimension (ds) and 1mage scanning line spacing (LS) must be

d

= = —E =
dS LS 5 6. 67 um

¥ It 18 recommended that the RBV cameras will be mnstalled with the scan line direction
oriented to the along-track direction of the spacecraft. In this position the image motion
will oceur 1n scan direction, permitiing the image motion smear effects to be
compensated in the EBR durmg bulk image processing,
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Figure 11,1, 2-14, RBV Camera Pass

The 1mage scanmng spot 18 the optically demagnified image of the CRT scanning spot. The
s1ze of the image scanning spot 1s therefore determined by the size of the spot function on

the CRT divided by the optical mimfication ratio, convolved with the point-spread function of

the imaging lens.
The CRT spot has a Gaussian intensity distribution, described by

)

I(x) =& 20 (11. 1. 2-7)

where G 1s the characteristic dimension of the spot function. The Fourier transform of
Equation 11.1 2-7

xz 2 2
+ o0 —( 2) “JX _(_m__c.__)
) = f e 20 ) e dx =\[f;;r' o e 2

Pl = = \

normalized at zero frequency (,, = 0), 15 the modulation transfer function (MTF)

N
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2 2
Hw o 22
\/27r0‘e 2 \ 2
MTFw= 5 o = e
w T
27ro-e- 2
@p=0

Substitution , = 27fg, gives the modulation transfer function 1n the spatial domain

2

=27 O'Zf 2
s

MTE = e

The analysis of the CRT spot size and demagmfication requirements may begin by factoring
out the spread function of the lens., The resolution performance of state-of-the-art medium
magnification objective lenses, having high blue-violet transmission and a sufficiently

large aperture to maximize the radiometric performance of the scanner, are on the order of
50 percent modulation response at 90 cycles/mm, Presuming that the lens spread function
can also be approximated by a Gaussian intensity distribution, fhe characteristic ¢ of the
lens 15 about

o = 2um.,
4 K

The scannming spot characteristic dimension 5 18 variously defined as bemng one-half the
effective spot diameter (dg), measured at some relative aphitude, usually 60 or 50 percent.
The 60 percent definition 1s the Ferranti model, where

With the 50 percent or half-amplifude model,
ds = 2.35 O

In either case, the half-width of the demagmfied CRT spot, 0‘c , 18 determmed from

With the half-amplhitude model,

dC = 4,7 pum .
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With the 60 percent amplitude model,

d
c

5,3 pm
or approxunately

dc = 5pm

B. Scanner CRT and Optics. The above value defines the paramefric relationships of the
CRT spot size, S, to the scanner magmfication ratio (M)

a = —— =
c M 5 pm

or in more conventronal CRT umts,

-3
-M— = 0,2x10 1inches

This relationship 18 plotted m Figure 11.1.2-15, where the left-hand ordinate depiets CRT
spot s1ze 1n mils (one mil = 0 001 inch), versus the image-to-CRT magmfication ratic M,
As can be seen, there 1s a range of choice, such as a 0, 7-mal spot at M = 3,5, a 1-m1l spot
at M =5, a 2-mil spot at M = 10, or a 3-mil spot at M = 15, etc,
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Figure 11.1.2~15, Scanner Tradeoff Relationships
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The optimum choice 1s determined by consideration of the remaiming scanner system
parameters, namely
1, Raster size
2. Phosphor noise
3. Spot velocity
4, Optical path length

5. CRT linearity and spot umformity

Based on the scanning and printing accuracy requirements, the CRT rasfer si1ze nominally
corresponds to 1/8 of the total image dimension, This defines the nominal diameter of the
CRT for a given spot si1ze, 1.e., the nominal wiadth W {or height) of the raster 1s

4200

W = (-'-“é-") @8) M) = (1050) G) M)

The diagonal dimension of the raster DR, D= \Jz W), should be about 75 percent of
the CRT diameter D,. Therefore

D0 = 1°33DR = 1,9W

(2000) (5) (M)

This relationship 18 shown by the right-hand ordinate number 1 of Figure 11. 1. 2-15.

Phosphor noise is a variation in light output as the spot moves across the sereen due to the
phosphor grain. The noise tends to decrease mversely proportional to the spot size. Since
the grain 1s independent of the screen size, the phosphor noise consideration would tend to
favor the use of the largest spot s1ze. The noise characteristic, relative to umty for a
3-m1l spot, 1s shown by ordinate number 2, (A complete discussion of phosphor noise 1s
given 1 Section 11.1.2.7.4.B.)

For an allowable beam current density or "phosphor loading', the CRT light output increases
as the square of the spot s1ze, which just offsets the light loss proportional to the square of
the magnification, so this relationship is not a tradeoff.

A more important consideration regarding CRT size 18 established by the spot velocity,
specifically, the mcrease n spot size due to phosphor persistence. Persistence 1s the time
1t takes the phosphor to decay to some fraction of its initial intensity, usually 10 percent
after removal of excitation. There are three phosphors which have decay characteristics
fast enough for flying-spot scanners types P-16, P-24, and P-37. Their spectral mfensity
and peFSistence characteristics are compared mn Figure 11.1,2-16. Type P-16 1s the most
frequently used, because of its very short persistence (120 nsec). Its deep-violet spectral
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characteristic 1s also highly actime to most photocathodes and all photoemulsions, but it
requires special low~density-glass optical components for high optical efficiencies, P-24
18 a blue-green phosphor having a moderately short (1.5 psec) persistence, TUnder high
excitation, 1f also emits a UV component which has an extremely short persistence. The
UV component 18 seldom used however, due to UV optical materials problems and the
necessity for filtering out the green component, P-37 (Ferranti type Q4) 1s a relatively new
phosphor which has essentially the same decay characteristics (.180 nsec) as P-16, Its
spectral characteristic 1s higher in the blue, simplifying optical requirements without
compromising actmic efficiency, It 15 about one-half as efficient as P-16, buf this 1s not a
strong disadvantage.

The persistence characteristics of P-16 (or P-37) will increase the effective spot size m the
direction of spot motion on the order of 10 to 12 percent at a spot velocity of 2000 inch/sec,

or 50 um/usec, at the CRT face, This effect, for various spot velocities relative to a one-

mil spot, 18 shown 1n» Figure 11.1.2-17.

Usmg 2000 mch/sec as the spot velocity limit determines the maximum raster sweep
frequency, and the corresponding video bandwidth, with respect to CRT size as shown by
ordinate 3 of Figure 11, 1. 2-15. Whle a moderate video bandwidth 1s desirable from other
standpoints such as signal-to-nose ratio and digitization capability, it 15 not desirable that
the system be restricted to a low bandwidth, which would tend to disfavor the larger CRTs.
This consideration, rewnforced by the longer optical path (ordnate 4) and lower availability
of large tube types, eliminates further consideration of the 7- and 9-mmch CRT's,

The final choice reduces to a 5-inch CRT with a 2-mil or 1-ml spot, or a 3-inch CRT with
a 1-mil or 0,7-mil spot. A fairly short-focus electron lens configuration is required to
obtain a 0, 7-mil or a 1-m1l spot, which results mn a large (40 degrees) central deflection
angle, Large deflection angles normally increase the problem of maintaining spot focus and
linearity, However, with the smaller spot sizes, the central deflection angle would be only
about half the maximum deflection angle. This tends {o minimize the focus and linearity
problems for 2 small spot si1ize CRT, A 2-mil spot can be readily mantained with a long-
focus CRT having a 20 degree central deflection angle, with the same degree of linearity.
Thus, there 1s no strong linearity tradeoff between a 1-mil or a 2-mil spot s1ze, Therefore,
the choice can be made 1 favor of a 5-inch CRT with a 2-mal spot, primarily from the
standpoint of lower phosphor noise.

C. Scanner MTF. The modulation transfer function of the scanner 1s determimed by the
combined MTFs of the 2-m1l CRT spot demagmfied by a 10X objective lens. The overall
scanner MTTF 15 shown 1n Figure 11, 1. 2-18, relative to the modulation versus spatial
frequency characteristics of a 70 mm RBYV mput image,

D. Video Compensation. The dotied Iine above the scanner MTF curve indicates a simple
aperture compensaticn type of scanner video amplifier response characteristic. Various
forms of frequency-selective amplifier techniques in both the linear and nonlinear analog
domains are available for "sharpening" image edges and restormg the degraded modulation
of the ligher spatial frequency components present i the image,
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E. Video Printer. The video printer performs the 1averse function of the scanner. Here
the processed (radiometrically corrected, frequency enhanced) video signal 1s applied to the
beam modulation grid of the printer CRT, and the resulting video 1mage 1s optically
transferred to the film, The printer CRT assembly should be 1dentical to that of the scanner
to enable the systematic residual nonlinearity characteristics of the scanner and printer to
cancel one another, as discussed previously.

Some consideration was given to the use of a P-11 printing phosphor., The P-11 has a blue
spectral characteristic with distinet advantages of lower noise and higher radiant efficiency
than P-16 or P-37. For this reason, it is widely used for video film recording, It cannot
be used for scanning due to 1ts long persistence, between 30 to 80 pusec depending on beam
current, but i1t can be used for wideband open-loop video recording, since phosphor
persistence during (open-loop) recording 1s not critical, One of the important requirements
of precision image processing, however, is that the output radiance be absoclutely controlled
to permit umiform and calibratable film exposure, This can be achieved by closed-locop
radiance control with far greater accuracy than is possible by open-loop techmques.
Therefore, the same P-18 or P-37 phosphor used in the scanner should also be used m the
printer,
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The prmter resolufion requirements differ from those of the scanner n {wo respects, First,
presuming the same raster si1ze on both scanner and printer CRTs, the printer magnification
ratio Mp must be

input 1mage format
M = (
P output 1mage format

) M

Scanner

which, for a 56 mm mnput image and a 185. 5 mm (7.3 1nch) output 1mage 1s

56 mm
Mp B (185.5mm ) (€0}
M = 3.02
p

and the printing raster line spacing I, on the output film must be equivalent to the scanning
raster line spacing on the imput film

(MS)
L
M [
b D

n

L

=
I

22,1 pm
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Second, the half-intensity ciameter of the printing spot should not be equal to the 1ine spacing,
If a "flat field" output image 1s desired, 1.e., devoid of any visible scan Ime structure, the
half-intensity spot diameter should be equal to about twice the line spacing.

Therefore, for the criteria that

d = 2L = 44 uym,
P p

the half-amplitude radius of the recording spot 1s
= 18.7 pm.
Tp [
The effective recording spot diameter 15 the product of three functions the demagmfied image

of the CRT spot (), the printer lens point-spread function (UL), and the spread funetion of
the photoemulsion (o-e). Thus,

An f/4 printing objective lens, designed for negligible distortion or vignetting over a 30 mm
(dragonal) imaging field, has a 50 percent modulation response at about 30 ¢/mm, thus

g = 5.3um
4 o

A Panatomic-X type photoemulsion has a very fine gram yet 1s sensifive enough for full-
range exposure by the printer CRT. It has an essentially Gaussian modulation transfer
characteristic with about 50 percent response at 50 ¢/mm, corresponding to a a, of about
Og24 pm. Hence for the half-amphtude radws of the demagnified printer CRT spot, ¢, =
17 5 um. Thus, half-amplifude diameter 1s d, =41 ym = 0. 0016 inch which, times the
printer opical magmification ratio, gives the printer CRT spot size

Sp = Mpd(3

S
p

The 5-mil spot ciameter can be achieved ina very straightforward manner by defocusing a
2-mil spot. However, alternative spot-shaping approaches should also be considered. The
flat image field requirement refers specifically to a large spot dimension normal to the scan
Ime direction. To provide this with a eircularly symmetrieal Gaussian spot involving a
50 percent overlap of the half-intensity diameter of the spot, means that theoretically sharp
edges 1n the 1mage, 1n erther scan direction, are spread over a distance equal to the limiting
resolution (see Figure 11,1,2-19a), Therefore, various beam-shaping techniques should be
considered for generating an elliptical or oval CRT spot, similar to the spot shape used in
the EBR. In the prmmter CRT, the flat-field requirement could be generated by an

R

5 mils
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astigmatically focussed spot, Figure 11.1,2-19b, or by high-frequency deflection of a 2-ml
circular spot, over a peak amplitude somewhat less than twice the spot diameter, Figure

11,1, 2-19%¢c,

Either approach would result i a narrower spread of 1mage edges normal to

the scan direction, and the smaller effective spot dimension in the direction of scan would
then permt a sharper spatial response of the printing beam to the frequency enhanced video

signal,
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Figure 11, 1, 2-20 shows the resulting modulation response of the printer and the overall
modulation transfer characteristics of the system. The MTF of the printer, curve P, 1s
calculated from the spot diameter required for the flat-field mmage recording criteria and
meludes the effects of the lens and film, The curve labelled VS 1 the modulation response
product of the scanner and the video-amplifier (curves 8 and V 1n Figure 11.1.2-18) and
represents the modulation transfer function of the incommg video signal. When multiplied
by the prmter response, P, the product curve PVS represents the overall modulation transfer
function of the system. Note that the amplitude of the typical aperture-compensation peak
shown 1n Figure 11.1.2-18 18 slightly greater than the system modulation loss, such that
the overall system modulation response (PVS)1s slightly greater than unity over the upper
spatial frequency range of the image, Therefore, the modulation characteristies of the
corresponding spatial frequencies m the output 1mages can be made somewhat greater than
those of the nput 1mage, as shown by the typical mput and output 1mage modulation curves
(I,) and (o). Due to the potentially wide range of 1mage modulation variations among the
spectral bands with latitude, season, and Light level, the video amplifier of each processing
channel should be designed to permit a wide range of aperture compensation,

11,1,2,7.4 Radiometric Accuracy

The radiometric accuracy of the image processing system 15 determined primarily by the
Imearity, signal-to-noise ratio, and control characteristics of the scanner and video signal
channel, and the precision of the video signal digntizer. Of these, the signal-to-noise ratio
of the system 1is particularly important to prevent system noise from obscuring subtle changes
m 1mage signal level,

A. Photocathode Current, The scanner light and the corresponding current generated by the
video PMT can be considered to be a dc carrier which, 1n the presence of an image, 18
modulated by the spatial transmittance of the image. TFor a given density, D, the average
PMT photocathode current 18 determined by the following scanner parameters

=V 1070
I = Vi MMM
where

I, = the photocathode current, 1n amperes

v,

fl

the CRT beam power (watts), 1.e ,

V = accelerating voltage
Ib = heam current, amperes
o = the phosphor radiant efficiency, radiant watts/watt
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770 =  the radiant efficiency of the scanner optical system
nK = the conversion efficiency of the photocathode, amperes per radiant watt
D = the mput photo density

To permit accurate preservation and modification of the radiometric characteristics of the
mmage signal, the noise associated with the processmng channel must be lower than the
inherent noise 1n the image signal, The three most prominent noise sources of the video
system are phosphor noise, shot noise, and PMT noise, all are introduced by the image

scanner,

B. Fhosphor Noise. Phosphor noise is a temporal variation 1n light ocutput from the CRT as
the scanning spot moves across the phosphor screen, caused by the granular nature of the
deposited phosphor and variation 1n the conversion efficiency of the phosphor grain,

Phosphor noise varies proportional to the phosphor grain size and nonunmiformity, and
mversely with the dimension of the scanmng spot. Thus, for a given spot size, fine-gramn
phosphors tend to have lower noise characteristics than coarse-grained phosphors, There
are practical limits, however, to the mimimum gram dimensions that can be achieved, due
to loss of phosphor conversion efficiency that accompames the mechanical reduction of the
grain size.

CRTs with special low-noise P-16 and P-37 phosphor screens should be used m this system,
Low-noise screens are formed by elect rophoretic deposition of the phosphor, which favors
the deposition of a greater fraction of the finer particles of a given grain distribufion, rather
than by conventional gravity settling Conventional CRTs with settled screens have peak-to-
peak phosphor noise of between 15 to 20 percent with a 1-mil spot diameter, a low-noise P-16
or P-87 CRT will have a peak-to-peak noise of about 10 percent with a 1-mil spot,

Even a low-noise CRT will mtroduce a sigmficant source of broadband noise within and
beyond the frequency range of the video signal. Two methods are applicable for suppressing
phosphor noise (1) the use of an active closed-loop form of CRT radiance control called a
leveller, or @) by phosphor signal subtraction In wideband video applications such as on-
lmme video orthophoto printing, both techmques are used, actively compensating the low-
frequency phosphor noise components and subtracting the high-frequency noise component,

Active leveller techmques should be used for the proposed system. They will perform a
dual function (1) for ealibration and control of absolute scamer and printer radiance, and
(2) for scanner and printer CRT phosphor noise suppression The moderate video bandwidth
relative to the wideband response of the leveller will provide fully adequate suppression of
phospher noise without additional video noise subtraction circuitry.
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The phosphor noise-current component 1s determined as follows. Let

No = open-loop CRT phosphor noise power

NL =  phosphor noise power with the leveller

fL = unity gain frequency of noise leveller loop, Hz
Bv = video signal bandwidth, Hz

With an open loop leveller voltage gam =100, the closed-loop phosphor noise power 18

2
B T-2
N, =N e (——).
L 0 (fL ) T

To effectively reduce the wideband phosphor noise, the leveller bandwidth must be considerably
greater than that of the video system. To further reduce the residual phosphor noise, the
response of the video amplhifier should be rolled off as sharply as possible beyond 1ts upper
frequency Iimit. Assuming a 40 db per decade video rolloff, the effective noise bandwidth
becomes approxmately equal to the bandwidth of the video amphfier., Since the effective
phosphor noise bandwidth 1s at least 5 times greater than the video bandwidth, the video
amplifier bandpass reduces the phosphor noise power by at least a factor of 5,

2
1 1 B 71--2)
N = =—N. = =N
L(v) 5 L 570 (fL) (11'

The open-loop rms phosphor noise current 1 can be expressed as some fractfion, n, of the
average dc current IK’

10 =n IK'

Thus, with the leveller loop closed, the rms phosphor noise current IPN becomes

L= o Ie B (W—Z)l/z
PN \’-5- fL T

For a low-norse phosphor having peak-to-peak noise of about 10 percent with a 1-mil spot, a
very conservative value for the rms varmation with a 2-mil spot would be on the order of
5 percent of the average level hence, n = 0, 05,

The bandwidth of the leveller 1s limited primarily by the electron transit times in the CRT
beam and 1n the PMT electron multipher, and the phase shift of the amplifiers 1n the feed-
back and beam control circmt, With a fast-transit fume (16 ns) leveller PMT, a realistic
upper limit for the umty gain frequency of the leveller loop 18 on the order of 1.5 MHz

€ = Ls x108)
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Substituting the above values and the 0. 25 MHz video bandwidth grves the phosphor noise
current

-3
IPN = 2,25 x10 IK

which results i a2 maximum average-current-to-phosphor noise ratio of

x

IPN

= 445 = 53 dB

At this pomt 1t 1s interesting to note that the phosphor noise 1s determined entirely by the
design of the phosphor noise-cancellation system and the video bandwidth, and 1s independent
of all other design parameters of the scanner,

C. Shot Noise. Shot noise 1s the statistical variation of the video current associated wath the
quantum effect of photoelectron conversion by the video PMT cathode, With a high-efficiency
photocathode, typically one mn five incident photons are converted to a photoelectron.
Therefore, with a constant incident photon flux, the number of photoelectrons converted during
a succession of equal sampling intervals will statistically vary, with a standard devation
equal to the square root of the average number of photoelectrons produced per interval.

The sampling interval 1s, of course, the inverse of the video system bandwidth, and the rms
photocathode nowse current I___ 18 given by the shot noise equation

KN
_ 1/2
IKN = (ZBIKe)
where
B = the video bandwidth, Hz
e = the coulomb charge of the photoelectron

D. PMT Noise, Secondary electron emission in the PMT 15 also a guantum effect, wheremn
the statistical variation in the characteristic electron gain (g) or secondary emission ratio
per dynode stage effectively increases the photocathode noise by a noise factor (af) of

Typwcelly g = 3, which gives a PMT noise factor of

3
nf‘z
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E, Average Current~To-Noise Ratio. Combining the above noise sources gives the average
current-to-noise ratio I/N of the video carrier

amplified
I _ photocathode current
N 9 9 1 /2
[( amplified ) . (amphﬁed ) ]

shot noise phosphor noise

With an overall PMT gamn G,

1. “k
N 1/2
2 2 2
[G IzKN f) +G IZPN]

-1/2
2 2 2
k@D I

r 7

K K

I

|
+

Substituting the parametric expression for the photocathode current gives

I 3Be10° 6| /2
N -1y + Bx10 )
Ib""[J"T’oT"K

The scanner design 1s optimized by selection of the scanner parameters given in the denomina-
tor of the first term, such that near the maximum input density, D, the shot noise of the
system approaches the phosphor noise term. Many of the parameters tend to be determined
by the state of the art, and the opiical efficiency, N0 and CRT beam current, Ib’ are the
main design variables, Representative values are as follows,

Vv

CRT voltage = 25 kv

phosphor radiant efficiency = 0. 005 w/w

Ml

Mp

The phosphor efficiency value here 1s representative for either P-16 or P-37, pending a

final design choice. (Here considerable care must be exercised 1n acceptance of published
phosphor efficiency values, as many are extremely unrealistic, For example, the value

for P-16 rachant efficiency appearing on the widely published ITT phosphor charts 1s
optimistic, by about a factor of 10, 1n a realistic CRT application, This optimism also

tends to pervade other references that provide otherwise helpful spectral-transfer efficiencies
between various phosphor-photocathode combinations ) A fresh P-16 phosphor tends to be
about twice as efficient as P-37, P-18, however, has a rather severe "wear' characteristic,
in which 1ts efficiency continually decreases with imtegrated current density, P-37 does not

1t 1 2-78



17 April 1970

have this characteristic The value cited above thus corresponds to the P-16 output after a
recommend 1mtial "burn-in" and following considerable system operation, at which 1its
output approaches that of P-37,

The radiant efficiency of the optical system 1s determined by

- T
Mo = | g 1)
where
F = CRT objective focal length to aperture ratio
M = lens mimfication ratio = 10
T = overall transmittance of lenses, dichroies and mirrors (= 70%)

The optimum CRT objective lens for this application should have an £/1. 4 aperture ratio,
which represents a practical compromise between optical efficiency and the increasing
depth-of-focus and resolution difficulties with larger apertures, with about a 50 mm focal
length for a reasonably short overall optical path, The lens must be designed for high
transmitftance at the near-UV spectral range of the P-16 radiation. (Conventicnal high-
qualily large-aperture lenses that are designed primarily for visible light operation utilize
glass elements which have an extremely high attenuation atthe 384 nanometer region. )

Using scanner mimfication ratio of 10, the overall optical efficiency 1s

0.7
2
4 (1.4) (1)

= 0.724x 10>

Mo ~

The nideo PMT should have the bialkal: photocathode designed for flying-spot scanner appli-
cations, which has a typical radiant conversion efficiency n K) 1n the deep blue-violet
spectral region of about 0 07 a/w

Combimng the above paramefers gives

6 -19 D ~1/2
% 6) (0 25x107) 1.6x10°7) 10 +5X106]

( Z
[ @5 x 103) 6 x 10'3) (0,724 x 10 3) 0. 07)

D -1/2
rroxi0? 2o +5x107° ]
1_b
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For equal shot noise and phosphor noise components at a maximum density of 1, 4, the beam
current should be on fthe order of

-12
- 25x1.9x10 =~ 10X 10_'3 amperes

5x10 0

which represents a reasonably conservative CRT operating value, Therefore, the resulting
I/N expression becomes

1 -1/2

5 = [0.19x 1078 (10D) + 5 x 10“6]

which 18 plotted as a function of mnput photo density 1in Figure 11.1.2-21, Note that the video
average current-to-noise ratio 1s greater than 50 dB for all input densifies less than 1.4,

F. Video Signal-to-Noise Ratio. The video signal 1s the temporal analog of the image
spatial transmittance function times the modulation transfer funciion of the scanner It
appears as a modulation, M, of the average video signal, I, and 18 defined as half the peak-
to-peak signal current divided by the average current

1 -1
1 ( max __ min )
2 I

M

np

Assuming the modulation 1s sinusoidal,

1 -1
L= ¢ max mm)=%
s 2Nz Az

The video signal-to-noise ratio 18 defined as

1
s I. M

3

For reference, the video signal-to-noise ratio 1s plotted in Figure 11. 1. 2-21 for various
values of modulation and image density, The graph shows that a mmlmum*‘mgnal-to-nmse
rafio of 2. 3 1s obtamed for M = 0. 01 and a maximum average image density of 1.4, This
means that one percent modulation will not be masked by background noise,

Zln

The video si1gnal-to-noise ratio described here refers to the analog performance of the
video system used to drive the printer, It should not be assumed, however, that the signal-
to-noise ratio of the cigitized data will bé the same as the video signal-to-noise ratio
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Neglecting quantizing noise, the digital data will have twice the signal-to-noise ratio of the
analog video signal, the additional factor-of-two noise improvement 1s obtained when four
mput digital samples are averaged to produce one digitized output image element,
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11.1 2 7.5 Throughput Analysis
A. Specified Requirements The specified operational requirement that the precision

processing element be capable of processing at least 5 percent of all 1mages received,
corresponds to a daily scene~throughput rate N of

scenes 7 acq days
acq day) (5 working days

Case A N 40 - (0 05) (45

A ) = 3 scenes/day

scenes 7 acq days
acq day)(

5 working days ) == 13 scenes/day

Case B Ny, = (0 05) (188
for a 40-hour work week, or, for an 80-hour work week,

Case A NABO 1 65 scenes/day

Ca =G
se B NB 30 5 scenes/day

where
1 scene = (3 RBV + 4 MSS) images
Other work weeks are ratios of the above

B Deriwved Requirements Accompanying the precision-processing operation are a
number of basic support tasks which must also be performed

1 Organizing the daily processing work

2  Deriving and updating sensor calibration data

3 Periodic system calibration, guality assurance, and/or scheduled maintenance
A number of additional tasks are unique to the proposed system concept

1  Assembling and updating ground control data

2  Generation of bulk-processing image-correction data

3  Generation of (digitally processed) thematic maps

4  Provision of current status and histories of sensor performance

Therefore, the derivation of a realistic system throughput must be based not just on an
analysis of the time required for an image proeessing operation, but must also mnclude
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estimates of time required for, or allocated to, the additional support tasks

The system will be operated by two technicians One will be primarily responsible for

the operational processing of images. The other will be primarily responsible for selecting
and mamtaming the ground control data base Both will completely understand the theory,
design, and programming of the system, and will be equally skilled 1n its operation

1 System Calibration At the begmning of each day, about 15 minutes 1s anticipated for
radiometric calibration of the system This mvolves adjusting the scanners and prmting
CRT to absolute light sources, and printing a series of calibration film exposures which
are forwarded to photo processing

2 Daily Preparation As described 1n System Interfaces (Section 11 1 2 5), batches of
scenes to be processed are receiwved daily, along with an annotation tape for that day's
operation The ground coatrol technician organizes and prepares the images for install-
ation 1n the equipment This nitially involves about 5 minutes of system time to determine
the ground control points 1n storage, relative to the scenes received that day The mput
preparation task then nvolves separating the mages according to ground control availability
Those for which ground conirol points are available are mounted upon mput stage plates for
processing that day. (During processing, ground confrol for the remaining scenes are
obtained for processing for the next day, as noted m Section11 1 2 2 3 F This operation
18 described m detall 1n the proposal ) Nine mput scenes are mounted on the four stage
plates for a given processing run  This mimimizes the system time necessary for install-
ation of input materials It also permits loading a number of sets of iput plates during
the time the equipment 1s processing the first set

8 Ground Control Updating About ore-half hour per day of system fime 1s estimated for
the entry and coordinate 1dentification of ground control pomnts (The selection and assembly
of the ground control pomnt images upon the ground control stage plates 18 performed ofi-
line )

4 ERTS Sensor and Overall Image Processmg The system will derive five types of
calibration data relevant to the sensor, the sensor/spacecraft alignment, and the overall
sensor/spacecraft/bulk and precision processing performance

Boresight and Alignment Data The system will determine the alignment between the RBV
cameras from the first cloud-free images returned The camera offset will be determined
from common image pomts measured 1 the three spectral images, after factorng out the
reseau errors This 1s anticipated to be an essentially routine operation which can be
performed m a few minutes, on as many scenes as desired, to derive the stability of the
camera alignment

Overall Sensor Geometry Calibration The above procedure can be extended to determine
the precise internal error geometry. of the-sensor, and the accuracy of the ground-derived
reseau calibration to the in-flight condition, by measurement of many dozens of common
mmage points within one carefully selected scene
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Overall Processing System Calibration The overall accuracy of the processmg system
itself will be determined by measurement of the above common 1mage pownts m the precision-
processed 1mages of that scene Repeating such measurements over consecutive coverages
of the same scene will discover any systematic errors which can then be corrected The
system thus has a self-checking capability

EBR Bulk-Processing Corrections The EBR correction data would be re~evaluated
periodically, or as often as RBV reseau measurements derived during precision processmg
mdicate geometiric changes greater than a few scan lines or radiometric range greater

than a few percent About one hour per week 1s estimated for updating the EBR-correction
data.

RBV Radiometric Calibration Measurement of mn-flight radiometric calibration images
generated by the RBV sensor 1s a routime sensor-calibration operation Up to eight
radiomeiric calibration images per spectral channel will be obtained per orbit The
measurement of these 1mages will be performed automatically, by a system operating mode
which 1s similar to the 8l-reseau measurement mode With an average of 2-1/2 orbits

per day, a worst-case radiometric calibration requirement would require the measurement
of 20 radiometric calibration triplets per day A more realistic estimate might be that

1/2 of such orbits would contain desired (precision processed) images Therefore the

total tume which will be alloted to measure, analyze, and store the resulting radiometric
data 1s

ATrc = 10 minutes setup + 1/2 (20 friplets) (2 minutes/triplet)

= 30 minutes/day

C Image Processing Time The major portion of the system operating time will be
utilized for 1mage processmg As described under System Operating (Section 11 1 2 6),
processing one MSS or RBV scene mvolves a series of seven or eight sub-operations or
events loadmmg and data entry, mterior orientafion, reseau measurement, ground control
measurement, manual assistance, transform computation, annotation, and image printing
and digifizing

The time required to process one scene may be determined as the total time required to
perform the above operations

1 Loadmg and Data Entry The four imput plates, each containing 9 spectral images,
are mstalled on the mput stage carriages This requires about 20 seconds per stage For
nine processing operations, this 1s

1
Atu = (-5) (4) (20 sec) = 9 sec/scene

(During this time, the equipment operator loads the tapes on the data tape readers )
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The scenes are orgamzed on the input stage according to three (a—priori) criteria

1 One stage per speciral band

2 Location on stage according to position on annotation tape

3 Position on annotation tape according to earth location
The second eriteria mimimizes {ape searching for entry of annotation data, and the third
minimizes the number of ground control plates necessary per run  Since each ground
control plate covers about 3 million square miles, no more than one ground control plate

change 18 anticipated per 9-scene run Thus,

1
Atgm =(g) (30 sec) = 4 sec/scene

Data entry mvolves the entry of
1  Annotation data
2 RBV radiometric calibration data
3 Image-stage location data
Thus, for searchmg and readng the annotation tape on one tape reader
Atatm‘ﬁ sec/scene
And for searching and reading the RBV radiometric data tape on the other tape reader

=]
Atrc ¢ 0 sec/scene

The fmal data entry operation ivolves telling the computer the relationship between scenes
locations on the stage and their corresponding location on the annotation tape This ts done
by reading in a paper tape, compiled by the ground control operator when he assembled

the mmages on the stage This will take about 10 seconds, 1 e ,

Atpt=‘10 sec/9 scenes =1 sec/scene

Therefore, the loading and data enfry time per scene 1s about

ATLDE =20 sec, MSS

=2
ATLDE 5 sec, RBV
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2 Interior Orientation Interior orientation identifies the geometric and radiometric
coordinate system of each mput 1image It 1s a completely automatic operation performed
in parallel for each stage Itrequires a program eniry,

At = 5 sec
10p

followed by computer command of stage position to measure four fiducial marks by auto-
matie eorrelation, requiring

Atfm = (4) (1 sec measure) + (4) (4 sec slew) = 20 sec

plus measurement and storage of the image grey scale

Atgsm = (10 levels) (0 5 sec/level) > 5 sec

For a total of

ATIO = 30 sec

3 Reseau Measurement The reseau locations on each RBV image are then measured
by automatic reseau correlation, under computer control of stage position, based on the
approximately known location of the reseau in the image A program entry will require

At =5 sec
MR

The correlator measurement will require about one second per reseau, which 1s performed
at a continuous servo-controlled speed of about 3 5 mm/sec, requiring

At = (81 reseaus) (5 mm/reseaun) (3 5 mm/ sec)_l

= 116 sec
for a total reseau measurement time of about

ATRM = 120 sec

4 Ground Control Measurement Automatic measurement of ground control points begms
with a program entry,

A =5 gec

t
gemp
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computation of the approximate 1mmage locations of the control points,

At =10 sec
gcip

followed by slewing (2 seconds each), and automatic search and lock-on (3 seconds each)
of nme control pomis, requirmng

At =9 (2 + 3) sec =45 sec
gem

For a tofal of antomatic ground control measurement operation of

ATGCM=60 sec

5 Manual Assistance Manual assistance 1s allocated for operator measurement of resean
and ground control points that could not be automatically identified If the automatic system
fails to 1dentify a point, 1t stores the approxmmate coordinate of each point in memory, and
times the stages to the approximate position for final identification by the operator For
MSS unages, for identification of ground conirol points only,

ATMA (MSS) 60 sec

For RBV mages, for identification of reseau and ground control pomts,

A = 90 sec

Tva ®BY)

The above allowances are generous For example, the 60-second allocation for manual
ground control 1dentification would permit manual identification and measurement of all
ground control pomnts

6 Transform Computation From the measurements obtained by the preceding operations,
the computer calculates the geometric transformation between the desired output coordinate
system and the coordinate system of the input image, and computes the solution at 81 image
pomnts The MSS external transform computation 1s more complex than that of the RBV,

but the RBV computation mnvolves three separate geometric solutions for the internal errors
A preliminary estimate of the computations 1s

ATTC (MSS) 80 sec

ATTC (RBY) 60 sec + 3 (30 sec) = 150 sec
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7 Annotation Printing of annotation and grey-scale information on the output images
18 performed in parallel for the three or four output mages The registration marks,

{map) grid (ticks), and alphanumerics bordering the output image 1s performed at 2 servo
speed of about 15 mm/sec, requiring

Atgt =4 (240 mm) (15 mm/s;ezc:)_.1 =84 sec

Copying the input-image grey scale requmres two 100 mm passes at an average speed of
15 mm/sec,

-1
=(2 =
Atms, es {2) (100 mm) (15 mm/sec) 15 sec,

and printing the alphanumeric data block requires one pass at 20 mm/sec,

-1
Atdb = (180 mm) (20 mm/sec) =10 sec

for a total annotation time of

AT =90 sec
A

8 Prumnting and Digitizing The mput images are then printed and digitized This will be
performed at a nommal prmtmmg speed of 3 5 mm/sec at the mput image scale, such that

/—\TP b= [ (8 paths) (53 mm/path) (3 5 mm/sec)_l]

+ [ (7 returns) (53 mm/returns) (20 mm/ sec)nl]

Al =140 se
TP D 0 sec

3

D Throughput Rate The above 1mage processing operations are summarized in Table
11 1 2-4 Summing each operation gives a processing fime of about 12 minutes per RBV
triplet and about 8 minutes per MSS quadruplet, for a tofal fime of 20 minutes per RBV
and MSS scene This results in an absolute maximum throughput rate of 3 scenes per
hour Multiplying the above by a 75 percent overall efficiency factor gives a more real-
1stic rate of about 2-1/4 scenes per hours Thus, about 6 hours machme operating time
per day will meet the Case B throughput requirement, and allow about 2 hours per day
for calibrating, updating ground control, and routmme maintenance

From the precedmg discussions, the allocation of time for such system support functions
can be summarized as
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Table 11 1 2-4 Throughput Summary, Precision Image Processing System

RBV MSS
Triplet Quadruplet
Operation (seconds) (seconds)
1 Loading and Data Entry 30 20
2  Imterior Orientation 30 30
3 Resealu Measuremernt 120
4  Ground Control Measurement 60 60
5 Manual Assistance 90 60
6 Transform Computation 150 80
7  Print Annotation 90 90
8 Image Printing and Digitizing 140 140
Total, (sec) 710 480
{m1n) 11 8 _8
Total processing time per 7-image scene 20 minutes
Maximum throughput rate (scenes/hr) 3
Throughput rate at 75 percent efficiency 2 25 scenes/hr
Hours per day for Case B throughput 5 g%

*Not mcluding time for RBV radiometric measurement, routmne calibration, or ground control update
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Daily Requirement

Ground control update (on machine) 0 5 hr/day

RBV radiometric measurements 0 50 hr/day

System calibration (twice/day) 0 5 hr/day
1 50 hr/day

Which indicates that the Case B throughput could be realized during a 40-hour week,
Additional time for periodic operations such as the following

Weekly Requirements

Update EBR correction data 1 hr/week
Generation of thematic maps 2 hr/week
Sensor/systems performance analysis 2 hr/week
Periodic system mamtenance 2 hr/week

Total 7 hr/week

could be performed on an overtime basis, or on a 48-hour work-week basis

11 1 2 8 Applications Software

11 1 2 8 1 Operating Modes

The precision processing applications software consists of the programs necessary to
control the precision processmg element 1n 1ts basic operating modes Four modes are
provided They are the Radiometic Measurement Mode, the Image Transform Mode,

the Control Pomnt Film Mode, and the Bulk Processing Corrector Mode Each mode
consists of a sequence of programs The programs required for each of the above modes
and the order m which the programs are utilized is shown in Figures 11 1.2-22 through
11 1 2-25 A brief description of each mode 1s given 1n the following sections

A Radiometric Mecasurement Mode The radiometric measurement mode shown m Figure
11 1 2-22 1s required only for RBV mmagery This mode provides for automatic density
measurements on in-flight exposure calibration images It 1s expected that there will be
eight such exposures for each orbital pass The density 18 measured over a grid of points
the locations of which correspond to the corners of the print pattern used during the 1mage
conversion process The density measurements are processed by the transformation
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computation program to form the radiometr:ic corrections required for either the bulk
processing or precilsion processing

INITIAL
SETUP
PROGRAM
RESEAR i INTERIOR
CORRELATOR ORIENTATION
PROGRAM
DENSITY DENSITY
MEASUREMENT MEASUREMENT
CIRCUITRY PROGRAM
RADIOMETRIC
DATA

BUIXK
STORAGE

Figure 11 1 2-22 Radiomeiric Measurement Mode

B Image Transform Mode The mmage transform mode shown in Figure 11 1 2-23 18
the main operational mode This mode processes the 70 mm mmagery to form the final
9-mnch geometrically and radiometrically corrected images Digitization and magnetic
recordmg of the corrected 1magery is also performed by this mode This mode includes
reseau measurement, control point measurement, transformation computations, 1mage
conversion and digifization, and annotation printing

C Bulk Processin