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FOREWORD

This report documents Part I of a two-part Attitude-Referenced Radiometer
Study (ARRS) performed under National Aeronautics and Space Administration
contract No, NAS 1-8801 for Langley Research Center.

A previous analytical and design study under contract No, NAS 1-8010 indi-
cated the feasibility of the measurement package and identified critical design
and development problems. Having previously established the feasibility of
the radiometric measurement package, this study provided advancement of
techniques for the design and fabrication of precision radiometric and attitude
determination systems for use in an earth-orbiting spacecraft, The effort was
devoted to solving the critical design and development probiems in Part L
Design requirements and conceptual design of the systems, based on analytical
analyses, are established and reported within this study effort.

The contractual effort was divided into three major tasks:

1. Radiometric system design

2, Attitude-referenced radiometer system integration

3, Attitude determination system design
Honeywell Inc,, Aerospace Division, performed this study program under
the technical direction of Mr, J, C. Bates, The Part I effort was conducted
from 1 January 1969 to 10 October 1968,
Gratitude is extended to NASA Langley Research Center for their technical
guidance, under the program technical direction of Messrs, A. Jalink and
J.A. Dodgen, with direct assistance from Messrs, D, Hesketh, D, Hinton,

W.C, Hodge, and H, J. Curfman Jr,, as well as the many people within
their organization.
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ATTITUDE~REFERENCED RADIOMETER STUDY
VOLUME I: ATTITUDE DETERMINATION SYSTEM DESIGN

by: N. W. Tidwell, G. D. Nelson, and W. J. Lewis, Honeywell Ine.

SUMMARY

This volume presents the attitude determination system design consisting of
the conceptual design of the celestial sensor system and the development of an
operational data-reduction program tc provide for continuous spacecraft
attitude knowledge to 30 arc sec in pitch and 150 arc sec in roll and yaw. The
conceptual design of the sensing system used tradeoffs and computer analysis
to define sensor parameters, to determine performance, and to define
mechanization that could lead to 2 complete set of attitude determination
hardware purchase specifications for the ARRS experiment. Development of
an operational data-reduction program was concerned with constructing a
computer program that operates on the celestial sensor ocutput and a complete
simulation of the attitude determination system to determine the data requre-
ments and the performance of attitude estimation for several system parameter
variations. Analysis and interpretations of the study results are presented.

The requirement for continuous attitude knowledge is defined to be the attitude
of the spacecraft experiment axes at any time in orbit. With the greater part
of the orbit being spent in the daylight, baffling of the star sensor becomes
important to permit detection of a sufficient number of targets. In general,
the better that the baffle reduces stray light, the greater the probability of
detection of dim stars, However, practical limitaiions in baffle design to
reduce stray light led to the combined ARRS attitude determination approach
of (1) designing a baffle within practical volume size and siray light rejection
ability, (2) using the sun as a target for updating the spacecraft attitude, and
(3) providing an accurate model of the spacecraft dynamics to permit greater
time spans of attitude extrapolation to maintain attitude knowledge for sparse
celestial observations. The ARRS atfitude determinalion system concept
consists of a starmapper, sun sensor, and on-board digital elecironics which
transform sensor ouiput into target transit times. An operational constraint
of 60, 000 bits per orbit of on-board storage for target transit times required
digital processing to discriminate transit time from noise.

The discrimmnated celestial data are transmitted to ground for editing, celestial
target identification, and subsequent attifude estimation data processing.
Based on & continuous one-year mission, ground data processing required
that data be processed sufficiently rapid to prevent backlogging of raw data.

In pursuing the ARRS attitude determination concept, Part I concentrated on
(1) the accurate modeling of the spacecraft dynamics which involves modeling
of environmental torques and involves modeling such that efficient numerical
propogation of spacecraft state is realized, (2) the development of an opera-
tional quasi-real-fime attitude determination program and the simulation of
the attitude determination system to establish design parameters and celestial
data requirements, (3) the design of the celestial sensor to determine the
optical transfer function, munimum baffle volume for daylight operation in



relation to the sensor aperfure size, field of view, and star magnitude,
and the method of onboard data processing to minimize noise‘data stored.

TORQUE MODELING

Five torques were modeled and investigated for effect on spacecraft attitude
propogation with time. The torgues modeled are due to the spacecraft
residual magnetic moments, induced eddy currents, aerodynamic pressure,
solar pressure, and gravity gradient. Using the five torques as a basis for
the total torque environment, results showed that solar pressure, eddy cur-
rent, and residual magnetic moment forques were required in the extrapola-
tion model for long-term prediction of 45 minutes. Gravity gradient can be
significant, depending on the spacecraft inertia distribution relative fo local
vertical. Accurate attitude exirapolation for 3 minutes may be obtained by
including just the torques due o the eddy currents and residual magnetic
moment.

Simplification of the models was desired to reduce running time on the com-
puter. Results of torque plots showed that cyclic torques were present that
appeared to have zero mean value, A time average of the torque models over
the spacecraft spin period is suggested. Because the torque models are
functions of parameters, the parameters must be estimated by the attitude
determination programs. To reduce the number of parameters estimated

is to reduce the running time of the estimation program. It is advantageous,
then, to use only those torques and parameters within the torque models
that have a significant effect on the attitude propagation. The state propaga-
tion accuracy required during the daylight portion is predicated on the avail-
ability of celestial observations, The torque models used must be selected
on this basis.

SPACECRAFT MODELING

The modeling of the propogation equation for the spacecraft state incorporating
the residual magnetic moment, eddy current, and gravity gradient torques
was accomplished to improve the numerical evaluation speed. The equations
were written in an angular momentum frame with the knowledge that the
angular momentum frame is slowly moving due to small torques, Time
ﬁ.ve‘sraging of the torques by means of perturbation techniques yielded a set of

simplified equations of motion” that are accurate to 1 arc sec in 800 sec of
time. This set of equations is shown to be simple functions of time {constants
ramps). The solutions accuracy becomes relatively independernt of step size
and i§ugges’cs improvement in numerical propogation of state to desired time
points.



ATTITUDE DETERMINATION ALGORITHM

An attitude determination data-reduction program was developed and ex-
ercised. The data-reduction program executed 10 to 20 times faster than
real time on the CDC 6600 computer using the nonsimplified equations with
a 0.5 sec time stop in the integration. This is an acceptable executiontime;
however, further improvement is obtained using the developed "simplified
equation of motion"

The performance analysis demonstrated that three celestial targets per
revolution of the spacecraft are sufficient {o obtain a 10-arc-sec atiitude
estimate, and two observations per revolution are sufficient to maintain the
estimate. These resulis were obtained with only the use of the residual
magnetic moment and eddy current torque being used in the algorithm,

The inertia ratio and eddy current forque parameters were estimated cor-
rectly, but the residual magnetic moment's parameter appeared to be un-
observable. The lack of observatility is due to the minor effect of the torque
over one revolution of the vehicle, For operation in the daylight portion of
the orbit, two observations per revolution are obtainable from the sun and
one star. The baffle must be capable of detecting one star per revolution of
the spacecraft or, depending on the vehicle dynamic model exactness, must
occasionally detect one star. Additional investigation of the occasional star
detection on attitude estimation is warranted.

STARMAPPER PARAMETERS

An analysis was conducted to determine the starmapper parameters required
to detect one star and two stars per revolution on the daylight portion of the
orbit. The second brightest star per spacecraft scan during the sunlit orbit -
over the entire celestial sphere (1o account for full seasonal usage of the
starmapper) has a magnitude of 3. 4 (visual). This is fainier than the limiting
magnitude star required to defect six stars per scan over the nighttime portion
of the orbit. This is principally accounied for by the reduction in the scanned
area of sky, related in turn to the closest permissible angular approach of the
optical axis to either the sun or the sunlit earth.

A second major consideration which relates to the magmiudes of daylight
detected stars is the physical dimensioning of the light baffle. Parameter
studies were predicated on a minimum baffle volume criterion. A computer-
automated program was subsequently designed to select an optimum set of
starmapper parameters. These are

e  Baffle diameter 10 in.
. Baffle height 14 in,
¢ FOV 15°



¢ Cant angle 100° {from positive--spin axis)

e Closest approach to bright  46°
object

o  Limiting nighttime magnitude 3. 2 (visual)

¢ Limiting daytime magnitude 3.4 (visual)

¢ Clear aperture 2.2 in,
Use of the starmapper over less than 1004 of the daytime orbit permiis
detection of brighter stars. The clear aperture indicated can be realized
with the baseline aperture diameter of 3.18 in. and a central obscuration

of 2.3 in. The 15° fov is reduced over the 20° field considered as baseline.
This will permit a physically smaller sensor package.

OPTICAL TRANSFER FUNCTION

The conceniric catadiopiric optical system was selected for the ARRS ap-
plication over a candidate refractive system principally because of the optical
system providing superior image quality (blur spot symmetry) for all filled
angles. The availability of the EMR 531N miniature photomultiplier tube
made packaging of the detector on the optical axis a practical matter. The
concentric system is less complex, has fewer elements, has no cemented
interfaces, is physically smaller, and in every other aspect is superior to
the refractive optical system.

Light-gathering properties of the concentric system are superior to those of
the refractive systém. This is evident from the fact that an AO star of
magnitude 0.0, detected by the concentric system, is an equivalent magnitude
of 1, 6 for the refractive system, on axis. In addition, loss of sensitivity
equivalent to 0. 7 magnitude results for 10° off-axis conditions.

The ARRS optical system produces star images for all field angles having

blur spot diameters of 12 arc sec at the design wavelength of 0. 405K, 100%

of the star energy is contained within & 60-arc-sec spot diameter. In addition,
the spot configuration is extremely symmetrical and, therefore, contributes
negligibly to the overall star transit time error.

The optical system was evaluated for performance at low operating temper-
ature (~-75° C) and in vacuum. The change in blur spot diameter due to both
effects is less than 5 arc sec, and is, therefore, considered as no cause for
cong¢ern.

The concentric optical system 1s ideally suited for the sun-sensor application.
Two requirements - the wide for (40°) and accuracy (10 arc sec) - are difficult
requirements for conventional sun sensors to meet. The ARRS sun sensor
optical system requirements are met using a two-element optical sysiem,

4



having a 1. 37-in. aperture size using two V-shaped deposited silicon "slit"
detectors, each 60 arc sec projected width. Use of narrow-band filters and
antireflection coatings deposited on the optical elements is utilized to attenuate
the incoming solar energy fo the level required by the detector.

CATHODE PROTECTION

Inadvertent scanmnyg of the sun by the optical system will result in a tempera-~
ture rise of the cathode. However, the rise will not reach a level sufficient
to induce degrading or damaging effects to the cathode material. A wide
factor of safety exists, due a large degree to the improved semitransparent
bi~alkali (N} cathode used, which permits a maximum ambient cathode tem-
perature of 150°C.

Operation of the photomultiplier during an inadvertent scan of the sun or a
scanmng of the illuminated earth will cause excessive current flow from the
detector beyond the maximum operaticnal limits. To avoid this condition,

the voltage between the cathode and second dynode will be switched in polarity
(grounding the dynode), which reverses the normal acceleration of electrons
from the cathode. This method has the advantage that relatively low voliage
is swatched.

Switching of the photomultiplier voltage does not protect the cathode from
bright source exposure. However, the resultant agitation within the cathode
material for the ARRS application will not increase the dark current to a
level which might cause detection difficulties. The rise in dark current re-
sulting from an inoperative starmapper scan of the illuminated earth will
permit detection of fourth magnitude stars immediately following the bright
source portion of the scan. This condition precludes the necessity of a
shutter mechanism which would have o be actuated on each scan.

The recommended cathode protection method will use a fail-open (fail-gafe)
mechanical shutter (to be actuated only in the event of prolonged focused
solar radiation). In addiiion, the photomultiplier will be switched off when-
ever the radiation level exceeds a pre-set level such as that occurring when
the bright earth or moon is scanned by the starmapper fov.

ERROR ANALYSIS

The ability to interpolate the threshold crossing of a pulse can be accomplished
to within 1 part in 13 for pulse rise and 1 part in 18 for pulse fall. The result-
ent 1 sigma error in determning pulse center (fransit {ime) is, therefore,

3.2 arc sec. The encoding error is assumed to be 1 arc sec. No blur spot
asymmetry is contributed. The total rms error expected is about 3. 5 arc sec.



CELESTIAL SENSOR LOGIC

The triplet selection criterion in conjunction with a CPU (small onboard
computer) appears to represent not only the optimum approach to on-board
data processing but perhaps the only practical method. It is apparent that the
triplet selection criterion, due to its smaller window, will transmit fewer
noise pulses to storage by a factor of 10. Use of a CPU on-board makes
possible the processing of at least six sequential transits before deciding on
the legitimacy of a pulse. This would be prohibitively complex in practice if
hardwired logic were used.



INTRODUCTION

With the advent of earth orbiting spacecraft, earth resources’ detection,
military surveillance, and meteorology research have brought into sharp
focus the need for infrared measurement research and detection techniques.
An essential part of infrared measurement experimentation and detection
techniques is the determination of the experiment axes attifude and in turn
the experiment's line of sight at the time of the experiment measurement.

In the evolution of infrared research and implementation, the growing com-
plexity of the missions has demanded greater precision attitude determination.
Many missions are presently demanding a continuous time history of the ex-
periment's pointing direction to 1 to 30 arc seconds for periods of one year
or more. To meet these requirements, long life attitude measurement
instrumentation and sophisticated and efficient data reduction fechnigues are
being developed.

A number of significant programs were conducted that required and led to
greater precision attitude determination systems. These programs include
the NASA D-81 program and the Air Force Infrared Atmospheric Trans-
mission Evaluation Program (IRATE). NASA also conducted experiments

on the X~-15 vehicle, and most recently the suborbital Scanner probe was
successfully flown. All of the above experiments required attitude deter-
mination for experiment line-of-sight referencing. In particular, the Scanner
probe used a passive star mapper that emitted a pulse(s) at time of star
crossing and with least squares data reduction resulted in approximately 30
arc seconds attitude accuracy. This concept provided minimum moving parts
and high reliability. Another program that advanced the state of the art

of attitude determination using star mappers to sense celestial targets was
the NASA Applications Technology Satellite (ATS-III) experimental spacecraft
which carried an atfitude determination system experiment that demonstrated
approximately 20 arc seconds accuracy.

Programs such as the Space Precision Attitude Reference Systems (SPARS)

and the Horizon Definition Study that demand greater precision attitude deter-
mination are in analytical and development stages. Of particular interest 1s
the Horizon Definition Study, contract NAS 1-6010, which showed that a passive
attitude determination system to give 10 arc seconds attitude history for at
least one year was required. Phase A, Part II of Contract NAS 1-8010 demon-~
strated analytical and conceptual design feasibility of 2 10 arc second attitude
determination system using a single star mapper and a sun mapper for day-
light operation on a spin-stabilized spacecraft and a least squares reduction

of star mapper transit time data for attitude. In addition to the feasibility
proof, several critical design and development areas were identified in the
sensing system and the software for attitude estimation that must be solved

to completely specify an operational 10 arc seconds attitude determination
system.

The purpose of the study described herem is to advance the technique for the
design and fabrication of a precision attitude determination gystem which



includes a celestial sensing system and an algorithm for the estimation of
spacecraft attitude for an aititude-referenced radiometer. An analytical
process was used to establish the conceptual design of the atiitude deter-
mination system. This process consists of determining the types of celestial
sightings required to meet the specified accuracy, the onboard detection and
data processing logic to minimize the data storage requirement, the sensors!
optical transfer function and light shielding and developing a quasi-real-time
data reduction to prevent significant backlogging of collected data.

An attitude determination algorithm was developed and exercised to establish
design parameters and celestial data requirements. A transit time generator
simulated the sensor!s output by using a real-world model of the spacecraft
environment and the geometric constraint {o derive the transit of the celestial
target. In reality, the transit output must be processed to identify the celes-
tial body that created the transit. The simulation included a star identification
update that used the estimated attitude to identify the next transit. The
identified transits are then processed by the Algorithm to update the space-
craft state based on each new transit. A parameter variation study was per-
formed to establish the sensitivities to sensor pointing direction, spacecraft
dynamics parameters, initial condition errors, and daylight attitude esti-~
mation using sun transit only.

The celestial sensor design was conducted which was concerned with the
analytical process of determining the sensor optics transfer function, light
baffling parameters for daylight star mapping, and determining the method
of onboard data processing for minimizing noise data storage.

A sensor conceptual design parameter analysis was conducted to determine
the best pointing direction of the sensor to minimize the baffle volume and to
detect stars in each revolution of the vehicle, In addition, other sensor
parameters were determined such as field of view, aperture size, reguired
magnitude to be detected for 1 and 2 stars detection per revolution of the
spacecraft, cant angle, and baffle dimensions. Another analytical process
determined the parameters and behavior of the sensor optics for various
celestial body characteristics and environmental conditions on the sensor,
including the deteclor response. An error analysis followed using the transfer
function of the sensor to establish analytically the transit time error and
signal-to-noise ratio,

Several methods of onboard digital selection of data for storage were identified
and tradeoffs made to determine the best method. The significant facfor in
the selection of the best method was noise rejection ability. Another factor
was the cost of implementing the various methods. The method selected was
based significantly on these factors. Initial star identification is based on
the selected method of onboard digital filtering. The method of initial star
identification was derived from the selected concept. A simulation was con-
ducted to determine the performance of the initial star identification with a
controlled true transit-to-noise transit time ratio. An update star identi~
fication program which is presently incorporated in the attitude determination
program was developed to continue the star identification once the estimate



of the spacecraft state is converged.
In conclusion, the results of the celestial sensor parameter design analysis
and the attitude determination parameter sensitivily analysis are merged to

establish the over-all conclusion and recommendation for the attitude deter-
mination system.

STUDY REQUIREMENTS AND ORJECTIVES

The attitude determination system study was guided by requiremenis imposed
on the Attitude-Referenced Radiometer Study original statement of work and
NASA instructions. The basic requirements are
. A goal of 30 arc seconds attitude determination aceuracy
as related fo an earth-based reference frame for refer-
encing radiometric observations made to 0.03 W/m#-sr
accuracy inthe 14~ 1o 16-p eleciromagnetic specirum.
. The spacecraft orbital parameters, spacecraft configur-
ation, and operational characteristics are imposed as a
design guideline where variations of these parameters
are permissible in the analysis. These design guide-
lines are detailed as follows:
1.  Orbital parameters:
a. Altitude -~ 5300 Km
b. Eccentricity - zero {circular orbit)
c. Inclination - 97.38° (near~polar sun synchronous)
d. Phasing - 3:00-a.m. or 3:00 p.m.
2. Spacecraft configuration:

a. Shape - see Figure 1l

b. Inertia characteristics: [ = 65 slug—-ft2
Ix = IZ (+ 2%)
I .
Lisg =14
X
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L Notes:

n
22 ‘4 1. xz plane = spin plane
2. Spin plane nominally lies in
orbit plane + 5°
3. Radiometer optical axis
fies in xz plane

Pigure 1, Spacecrait Configuration



¢. Magnetic characteristics: {Baged on assumed
spherical model)

Moment coefficients: M_= M_= M
'S v z

My = 0 (+5% 10°%) £-1b/G due to
preflight compensation uncertainties
AI\/IX due to difference in sunlight and
dark conditions =5% of M,
Eddy current coefficients: 1.4 x lo-sftflbf sec:/G2
d. Radiometer optical axis: Lies In spin plane
3. Operational characteristics
a. Spin rate: 1 to 5 revolutions per minute
b, Attitude: Spin axis nomially perpendicular to
orbit plane within * 5°. No control
applied during insirument measure-
ment period.
The goal of 30 arc sec attitude determination accuracy in an earth coordinate
includes the inaccuracies attributed to spacecraft position determination.
However, the Part I goal of the attitude determination study was to estimate
attitude relative to an inertial frame with an accuracy of £ 15 arc sec in
the spin plane and + 100 arc sec in the two planes orthogonal to the spin
plane,
Spacecraft parameters previously described above, are provided as a
representative set used for earth-resource missions as indicated in Contract
NAS 1-6010 studies. The following documents of NAS 1-6010 were supplied
as background and reference material:
® CR-66376 - Orbital Operations and Analysis for a
15-Micron Horizon Radiance Measure-
ment Program
. CR~66429 - Feasibility Design of an Instrument System
for Measurement of Horizon Radiance in the
CO2 Absorption Band

. CR66382 - Conceptual Mechanization Studies for a Horizon
Definition Spacecraft Attitude Control System

» CR66432 - Horizon Definition Study Summary

11



The attitude determination system design study was required to establish a
conceptual design comprised of a celestial body sensing element on the space-
craft and ground data reduction to obtain a spacecraft axis time history of
attitude in inertial coordinates. To accomplish the study of the attitude
determination system, the following detailed tasks were required:

. Using the output of the celestial sensor, development of
a ground quasi real-time data reduction program to
estimate the celestial sensor point direc'cioq to the speci~
fied accuracy.

® Establishment of the data requirements (i. e., the number
and type of celestial sensors) to meet the stated accuracy.

. Establishment of the celestial sensor parameters such
as field of view, detectivity, resolution, aperture, and
baffle geometry.

. Development of the celestial sensor(s) optical transfer
function and onboard data processing to meet the over~
all attitude accuracy. A requirement of 60,000 bits of
attitude data per orbit in the development of the onboard
logic was imposed.

. Development of a ground data processing program fto
identify the celegtial body sighted and to provide the
output format suitable for the attitude determination
data reduction program.

ATTITUDE DETERMINATION ALGORITHM
INTRODUCTION AND OBJECTIVES

The attitude determination algorithm study was concerned with the development
of an operational, quasi-real-time data reduction program for ground reduction
of attitude celestial sensor(s) output to give spacecraft axes time history of
attitude, .The attitude determination algorithm study plan is shown in Figure 2,
This plan is composed of three tasks;

1. ‘Torque Modeling. Models of five torques were derived, programmed,
and analyzed to determine the effect on the spacecraft motion, These
models were applied to the real-world model and the data~reduction
model, Permissible simplications of the models were discussed for
the data-reduction model. Analyses were performed to determine
which torques were most significant in terms of attitude deviation and
to establish methods of simplifications of the models for the data-
reduction algorithm,
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2. Spacecraft Modeling, Spacecraft modeling was to develop an
accurate and compuiationally efficient computer program to
give continuous time history of spacecraft state given a state
at time, t = tk’ where the state at time, tk’ is a best estimate,

This model includes the effect due o significant environmental tor-
ques. This model was programmed and an analysis performed to
establish the accuracy and efficienty of generating the spacecraft
state.

3, Data-Reduction System Simulation. The data~reduction system simula~
tion was to examine the performance of quasi-real-time estimation of
spacecraft state from celestial sensor transit data, Performance re-
quirements of the attitude estimation are specified in the previous sec-
tion and are the goals of this study. Mission requirements dictate that
at leasi real-time daia processing be used to prevent significant back-
logging of data over a one-year period., Results of Coniract NAS 1-6010
Phase A, Part II showed that data-reduction time could be significant,
The proposed solution is a sequential data~reduction algorithm which
was programmed using efficient programming and computational techni~
ques, and simulated to verify its performance in terms of the specified
reguirements, The simulation consists of & real-world program that
generates the celestial sensor{s} output for a spacecraft thai experiences
five environmental torques, a star identification program to identify the
celestial target, and a data-reduction program consisting of the space-
craft state time history. The real-world programs produce the output
of the sensor(s) as defined by a five environmental torque rotational
dynamics and sensor constraints, This provides an appropriate repre-
sentation of the actual flight data. In the case of the data reduction
program, simplification of the rotational dynamics are attemptied to
reduce running time of the data reduction program without loss of state
propagation accuracy. The effort centered on developing the simulation
to an operational status, to evaluate the performance in terms of run-
ning time and accuracy, and to establish design parameter and system
performance under a wide range of parameter,

In addition to the three tasks, celestial identification technigues were investigated
to identify the star that was observed at time, 4. To evaluate the performance

of the attitude estimation technique, a simulation of the sensor{s) was

required and was developed with a real-world spacecraft model and a transit
time generator. The additional tasks reported in the ensuing paragraphs of the
attitude determination algorithm section are the real-world simulation and star
identification simulation.

Torque Modeling

Witp the specified spacecraft configuration and orbit parameter as a guide, five
environmental torques were derived and analyzed. The effect of the torques
due to residual magnetic moments, eddy current losg, solar pressure, aero-
dynamic pressure, and gravity gradient on spacecraft attitude was determined
and compared for relative significance, The combined effect of the five forques
was evaluated to ascertain the additive property of torque effect on attitude,

14



Modeling.

Residual magnetic moment: The equation for residual magnet mome:
torque is well known and is represented vectorially by

T=Mx38

where

M is the spacecraft magnetic moment vector

B is the earth’s magnetic field intensity vector

Eddy current loss: Eddy current losses in the spacecraft are very ¢
dent on spacecraft geometry, material conductivity, spacecraft state, ar
earth's magnetic field intensity. The equation of the torque must reflect
dependencies such that an accurate knowledge of spacecraft torque as a f

tion of time be applied to the dynamics, The torque due to the eddy curr
loss for a general configuration is given in gaussian uniis by

’f:é Iir Tx(FxH) av
volume

magnetic field intensity vector

7 is the volume eddy current density (ref, 1)
C is velocity of light in vacuum
T is from the spacecraft center of mass to the element of volume
B =1 for aluminum
The current deneity for eddy currents is represenied vectorially by
T=Focl@x@xr+ve
where
o is the static electrical conductivity
& is the spacecraft spin vector

¢ is a potential which must satisfy Laplace's equation v2g = 0



The most studied spacecraft configuration is the sphere because ¢ is a con-
stant which simplifies the derivation of the model, Applying the above equa-
tions, Vinti (ref., 2} developed the equation for the sphere:

T=R@xH=zH )
where

K is the congtant based on spacecraft dimensions and material conductivity

For the ARRS spacecraft configuration, the geometry requires a solution for
the gradient of ¢; therefore, a closed-formed solution for torque becomes
more difficult. The detailed derivation of the torque is given in Appendix A,
and the equation for the torque is

. 2 _ 2

T, = ~P,; (way - unyHy) P, (waZ - w H H )
N 2 2 _

Ty * Py [my (B +H)) - wXHXHy wzHsz] (5}
F- 2 - - 2 -

T, = - Py [(wZHy wayHZ)] Py (W HY - o H H)

where the P's are constants based on the spacecraft dimensions and material
static conductivity. The equations for the P's are

2
1 1 3 3
P, ={=oc? rwr? +—oc”? LW -—0c® 1L, LPW o LWL, L— )
2 8 4 - 2 2
s sl 1.2 1\3 w12 ™ W
-1206 ¢ TW L, L-— —| [tanh — -1 tanh
{17 o 2w \w 2L
n=}

®

o 4 138 mrl [y ww
-24 0% TW -] jtanh—— tanh
m=1, 3,5 ...,2n~1 {m ZW W 2L

( 9 1, 4
b = L3002 cadn? -—oc  edn® -—oc 2 ed’h
2 8 8
hz h2 mrd ]
oe~? ed? _ +1—7 tanh
+240c7? ed (ah+ ~| =l )
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2
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e Jtanh —— Mo} tanh —e
it IW | W 21,

+

c

+ 72 0e72 rw‘i(i)s tanh -%)4 tan hmﬁw]
\aallf 2W AW 2L
n=1 N
where
¢ = Btatic elecirical conductivity
7 = Thickness of cylinder panels
[ = Thickness of solar panels
W = Width of cylinder panels
L. = Length of cylinder panels
h = Length of solar panels
d = Width of solar panels
m = 2n-1, where n=1,2,3,...
a = V—gtw
I.,1 =L - L2 = Distance from center of mass to end of cylinder

in negative body y~direction

The eddy current model developed for the ARRS configuration considered
only the losses in the skin and solar panels. Losses due to internal devices
of various geometry and composition do affect the amount of the loss and the
form of the model. Two problems prohibit modeling internal devices. These
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problems are {1} the geometry of the devices are not known and (2) that

the composgition of the devices cannot be defined precisely. The objective was
to determine the form of the model required to represent the loss due to the
skin and compare this model to the spherical model. Coefficienis derived
provide a tool and a guide fo the design of the spacecraft geometry and com-
position to minimize the eddy current losses.

Aerodynamic torque: The torque producad consists of aerodynamic
pressure torque due to the spacecraft's center of mass velocity and a dissi-
pative torque due to the spacecraft's angular rate {see Appendix B). The
torque equation including these two effects is taken from Beletskii's work
(ref. 3). The torque equation developed is valid when the spacecraft's
angular velocity is large compared with the rotation of the atrnosphere (earth's
rate approximately); the linear surface velocities due to the spin of the satel-
lite are small compared with the spacecraft’s cenier of mass velocity; and
the angle of attack of each surface encountered is less thanl~, The torque
equation is then given by

T = Ecpavoﬂn- ev) (evx rs) ds

Sin . e, > o}

+Lop, vcﬂ[;.[;x;s]] [5,57)+ G 907 )i, | as @

where
B = Unit vector in direction of normal to surface, d8
- ¥
e = ‘:‘L = Unit vector in direction of {ranslational velocity of
IVO center of mass relative to incident stream
rg = Radius vector joining surface element center and spacecraft

center of mass

The first term of Equation (6) represents torque due to misalignment of
spacecraft center of mass and center of pressures. The second term repre~
sents dissipative torque due to spacecraft spin. On examining the coefficient
of each term, the torque due to center of pressure misalignment is approxi~
mately a factor of V, larger than the dissipative torque coefficient when
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wr<KV,. For ARRS spacecraft in a 270-nautical~mile orbit, Vo ist 2,624
x 107 ftfsece

P ST SRR S o
Previous investigations' estimated that«—z-; o‘pawV@ e 2 10 " W5/H". The co-
efffcient’ of the second integral of Equation: {67 s muck Tess: tham the coeffi-
cient of the first, i.e.., %c o avogar<1< é'c'p’aé’vel,, where v = 0..69 fifsec corhparer
tos VO‘ =2.62¢ x10¥ ft/sec.
Consequently, dissipative torque is a factor of 2 x 307 5 Tes's than pressure
forque and is sufficiently smaill that the second term of Equation (6% wild be
negleécted. Them, thie gerodynamic torque equation is given by

[ 3 ) @, x 7 r dS @7y

= F 2.
T = g ep, Vy

Sl » e‘v > 0¥
The. domaint of integration is indicated by S(iF &, >0) This means that the
angle of attack of edach: surface element iy less them '1'21 The ARRS spacecraft.
surfaces: consist of a hexagonal cylinder and rectangular soldr panels.
The direction or the stream i in: the: orbit plane, and for this reason: the.
spacecraft'will present a different surface to the stream: depending on: the:
attitude of: the vehicle..

Figure 3 illustrafes two orientations of the: spacecratt fhiat give two- different
domaing: for Equation: (7).

AKerodynamic torque will. be: represented by two equations' because of the dif~
ferent surfaces presented o the stream: as' shownt im Pigure 3. I Figure by
ther force: along the: y-axis due to-the sfreans is positive. Figure 3(a} illustrates
that: thes force. along” the y-axis: is* negative.

Two equations: are required for- the asrodynamic prégsare forque because of
the: different surfaces presented fo the streans velocity (see Fisure 3Y. The
derived equations aves
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where
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and the symbol

i.a.
(Hl - e > 0)

means sum over the surfaces whose angle of attack is positive.

‘The torque equation derived above is not an exact representation of the
vehicle's aerodynamic torque. Frictional or dissipative torques are smail
compared with pressure torques; therefore, frictional forques were neglected.

In the derivation of pressure torque, the golar panels were assumed to be a
solid disk, where is actualify six rectangular panels are the solar panels
{see Pigure 4},

—

Stream z Shaded arex
velocity

Figure 4, Solar Panel Configuration

Torgue due to the solar panels is varying with a frequency six times the spin
rates as opposed to the resuli obtained in this analysis. The result derived

in this analysis is varying relative to the body axis only, but not the magnitude
of the torque. In Figure 4 the shaded area covers only part of the two solar

22



panels, and as the spacecraft rotates varying amounts of solar panel areas
are shaded. It is for this reason that the magnitude of the solar panel torques
is varying approximately six times the spin rate. The disk-shaped panels give
a larger magmtude of torgue but remain constant in absolute value.

Solar pressure torque model: The effect of solar pressure on the ARRS
spacecraft is modeled and discussed herein. The torque equations [Bquations
(9), (10), and (11)] are found in reference 3, pages 24 and 25,

Equations. Torque on a body due to solar pressure 15 computed from
the following three formulas:

P » PPN

il =%st1rs(n"r)ds (9
m=2 jsl AXT (B D> ds (10)
’T’=PEl—eo) Kl++eoﬁ'] (11)

S = Region of body in sunlight; ds is an area differential

r = Vector from body's C. M. to ds

% = Unit vector directed from sun
fi = Unit ontward normal to ds
P = Pressure exerted locally by sunlight

8, F Body's reflection coefficient

The integrations described in Equations (9) and (10) are performed over
two distinct surfaces -- the solar panels and end of the spacecraft
(Figure 4) and the sides of the spacecraft (Figure 5). To simplfy the
model, three assumptions are made:

1. That the sun never shines on the end of the spacecraft
opposite the solar panels

2. That the shadow of the tips of a solar panel never strikes
any pert of the spacecraft.

3. That the sides of the spacecraft (i.e., not the solar

panels) constitute a circular cylinder rather thana hexa-
gonal one
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Figure 5. Spacecraft in Unprimed Coordinate System

The integrations of Equations (9) and (10} over the end and solar
panels are quite simple. The integrations over the sides are con-
siderably more complicated.

Sunlight passing between two solar panels may strike the spacecraft. If
so, the integration of Equations (9) and (10) must be performed over the
sunlit region. The limits of integration (1.e., the lines bounding this
region) are described by Equations (12), (16), (17), and (18).

Solar Panels and End: Since fi and ¥ are constants on the region of
Figure 4, one needs to evaluate

J‘Sl ;s ds

where

w



and

X
j‘sl r ds = j‘sl Ly| dxdz
Z

Because of the symmetry of Sy with respect to the *p and Zp axes,
one has

'J‘sl xdxdzz‘fSl zdxdz =0

Also,

fsl L, dxdz = Lys

where s is the area of Figure 5.

~ - ao -~
et o] B
o]

-c b L8 0
- °5 2 a4 [0]
m = and m = .

aobOLzs 9

Let

Then

The end opposite the solar panels: No calculation was made for this
end of the spacecraft, since the sun will never shine here.

The sides of the spacecraft: All computations in thig section will be
done in the unprimed coordinate system of the cylindrical coordinate
system. The body of the spacecraft is approximated by a circular
cylinder of length L. Figure 5 shows the configuration in the unprimed
coordinate system.

Figure 5 also shows the unit vectors "}1, ¥,. and ?*. The unit vector,

?, is directed from the sun. This vector has the game components as
*B in body coordinates:
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One defines "’71 and i‘rg to be unit vectors along two adjacent solar panel

edges. The sunlight by these two edges will sirike the spacecraft and
alter its course if e, < 0.

The problem, then, will be to find the region of integration (i.e., the
region on the cylinder where the sunlight falls)., This area will be
bounded by some combination of the following lines:

« Condition A -~ the circles forming the fop and botiom of
the cylhinder

¢  Condition B -~ the gshadows formed by the adjacent edges
of two solar paneis

@  Condition C -~ the lines which border the sunlit and dark
sides of the eyhnder

The lines under Condition C are most easily deseribed in the cylindrical
coordinate system. (See Appendixz B for a description of this system.)
They are describedby F - i = 0, or

T |
8= -tan (cD/ae) (12)
e -1
g=7-1tan (¢ o’l ao)
To achieve the degeription of the lines under Condition B, one must

consider the projection of V1 and vz onto the cylinder. In the un~
primed system,

‘A’l = { gin 30° + k cos 30°

The projection of %.‘71 onte the cylinder Hes in the plane which is com-
mon to % and f. Call this plane P;; P; has a non-zero normal
- ~ ~
W= vy X

= -ib cos 30° +3 (aocosfi(}" ~cgsin30°)+kbosin30

A point known to be on the plane is (0, 0, rs}, where L is the radius
of the cylinder. Knowing the normal to. Pi and a point on P1 is enough
to determine the plane uniquely. The equation for Pl is found to be

b z b

3
-2 bX+1V3a me )yt = rgg (13)
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In a similar manner, Pz, the plane which is the sun's projection of ?/2,

has equation

/3 1 b
—2—b0x+—2—(/3a0+c0)y-—22z=—r3—° (14)

The cylinder has the equation

x2+z =r (15)

If Equations (12) and (15) are solved simultaneously, the result is a line
which describes the projection of {'rl on the cylinder (at least on the

sunny side of the cylinder). A simlar explanation holds for the simul-
taneous solution of Equations (9) and (15). These results are expressed
in Equations (16) and (17) 1n the cylindrical coordinate system.

For {}1

y=Tg bO/(‘\/’Iﬁ_‘ a, - co) (/3 sin 0 - cos 8 + 1) (16)
For x"rz
y=rg bo/("ﬁao-!-co) (V3 sin 6 + cos 6 - 1) a7
The lines under Condition A are described by
[y =0]
[y = -L]

(18)

Equations (12), (16), (17), and (18) describe the lines on the surface of

the cylinder which are candidates for the integration limts in Equations
(9) and (10). Depending on the direction from which the sun is shining,

different integration limits exist. They fall into six distinct categories

which are shown in Figures 6 through 11.

Case I is shown in Figure 8. Both shadows run off the left edge of the
sunlit part of the cylinder before they strike the lower end of the
cylinder. If f (y,8) is allowed to represent either integrand in Equa-
tion (7) or (8), then

. Ky GO
f f(y,0) ds = rsf f £(7,0) dyde L)
S1 §0 Kl F(8)
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K, =15 bcf'(‘\/‘S‘ao - cc)

K, =71y bol('\f§ ag *tc)

F(@) = V3 sin 0 - cos 8 +1

and
Gle) = V3 sing +cos 9 - 1

The other five cases are shown in Figures 7 through 11. It is assumed
that the reader is viewing along the line of f, so that the f+#% =0 lines

are the right and left visible edges of the cylinder.

Equations corresponding to Equation (19} were calculated for, each case.
In the six cases, the possibility that the shadow due to the end of the
solar panel may strike the spacecraft was ignored. This seems a rea-
sonable assumption. If the solar panels are never shorter than the
length of the cylinder, the angle beiween the y-axis and ¥ would have to
exceed 45 degrees for this to cccur. This is not expected.

To find some of the preceding integration limits, it will be necessary
to invert Equations (16) and {17). Their inversions are Equations (20)
and (21), respectively:

8 = Sin7! (js /K, -1)/4 N(s_y;Kl) (1+y/K1H4] (20

21)

=]
[}

sin™* {ﬂ (y/K,+1}/4 - J(3+y/K2) (1-y/K2)/4}
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Figure 6. Both Shadows Intersecting Left
Edge of Sunlit Area
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Figure 7. Shadows Intersecting Edge of Sunlit Area
and End of Spacecraft.
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One must check carefully to see that & as yielded by Equations (20) or
(21) lies on the sunny half of the spacecraft as defined by the twon. 7=0
lines. If not, the correct value will be 91 =7 -6.

Any integral expressed as a solution to one of the six cases can be
written as a linear combination of some integrals of the following
general form:

@ KH{g} -~
T3 f@f j‘-L £ (y,8) dyds = I (22)

where

Hi{6)=d 3 sing-cosd +1, and 4 can take on the value of #1

-

and

K,ifd=1

1

:~K2

ifd= -1

The general evaluation of I,/»r3 [Equation (22)] was performed for both
functions which £(y, 8) represents. The evaluation follows:

KE@] ~
L {n* ¢) dyde

VR

For the i - component,

-/ .2 mig . ©
Kr3{ 4= a cos 8 {sin e+2)+(dcof3~ao)§“§9+-§°-cos3o}+

2o % 2.1 %
+rg (K+1) 43° (6~ sing.cos 8) + > sin” 8 |,
2 4 'y



For the 5 - component,

/s e,

a .3
K2 {—3‘3 cos g {sin® g + 2) + (e, - d/3ay) —sﬂlg 8 cos® e}«r

d/Sac
+K(K+L2) 5~ {8 -sin @ cos 8)+{d/3 e, ao)

i c
5“; 8 -—2‘?- {(g+sin g cos @)+

& =
. L . . %27
_aecosa-z-cosme} -L Lz)(aocose+c05m8)‘§l=e

For the 1'; - component,

.3 3
Kry Sag/Isin” o, 1y ~d/Fc ) 8958 €0 b (cos 8+ )b 4
3 @ © 3 3

wr

{ 2g C,
+rg (BALR— sin 9+~ (3 + sin 6 cos 8) { |
2 2

The equation

. pd, KHE) . L . oA
mo o= 552 AXT B.n? dyde:
8,9 g, s

is intregrated. Given in component form, this eguation 18
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For the 1 ~ component,

a
~K2 { kel sin5 e+(2aoc0- dfgacz) [% sin4‘ 8 cos 8 -Ils cos § (sinze + 2]+

2 1 3 2 2 .. 38 d4/3 2 5
+(c0 -2d/'3aoc°) (gsm 6 cos” § +yz sin e)+T e, cos e}-lv

4/3 2 . 4 1 2 1.
_K(K+L2){ " a, sin e+E (2d/3‘aoco-ao) (8 »Zsm49) +

~é~ (dfgcg- 2 a.oco) cos® 8 ~°§ [% sin 8 cosse+§- (8+sin 8 cos g)]+

8y g 2 s & 2 L g
+-§—— sin “6 ~ T 3,8, 608 ¢} +?-°- sin 8 {cos” @ + 2)+ L («§ - Lz)[-z,)g—sin 8 +
2
c ]
- % ac, cos® g +L3 sin (cos2 g+2)] | 2

For the j - component = 0.
For the 12 ~ component,

Kz{ai [-% sin® § cosg - 1%5 cos #{sin® 6+ 2] +% (22 c -d/3 ai) sin® 6 +
+ 2 - 2473 ac ) [ sin 6 cos 8- Ly cos 8 (sin? 6 + 21+

2 .3 : :
~d/B ey (-é» sin® g cosze +1% smse)} + K (K+L2) {d/‘ﬁ a(z) L é smse cos § +

3 s 1 2, . 4 1 2
+§-(e ~sin § cosd)] g 2d4/3 acy - ao) sin“e+ 5 (/3 ey -2 ae,

2
3

1, %o 4, 1.2 . 2 2 .
¢ Z5in4e)+ 7GOS9 -~z a cosd (sm8+2)+-§aocosm

8+

2

2
c

c a
[} 3 L ) .2 2 "
3 cos™g L(-z— 12)[ ?cose {sin® ¢ +2) +gac, sin
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This solves the problem in the unprimed system. To solve the problem for
the other five V-shaped-areasg, one must transform 7 into the primed coor-
dinate system

ag a,
= L N
bé =M™ (i) b0 ,1=2, 8,4 5, 6
c! c
o ]

After finding T4 the torque in the primed sys'tem, one transforms it back to
body coordinates
- Pl
= i i
Tg = MWT
The one remamng problem 1s to devise a means for determimng ‘?B as a

function of time and body orientation. The negative of %, -1, lies in the
ecliptic at an angle, S, from the X -axis,

Z
e

where S 1s a measure of the time of year, On the first day of spring S = 0.
In the ecliptic frame,

-cos S
T, 0= -sin 8
e
0
Hence, in body coordinates,
a
- [¢] T ~
g = b, =E (§,4,8) G (),
o

where G{E) and M{I} are defined in Appendix G. 35



In the computer gimulations of flights, real time seldom exceeds two or three
hours, and it will be agssumed that S is a constant,

A computer subprogram wag written to calculate solar pressure torque. The
computer program is called at each time step of the numerical integration of
the equations of motion of the spacecraft, and the torque at that time and
place is computed. It should be emphasized that the integrations of

{7} and {8) are not performed numerically but are evaluated analytically at
each time step.

Gravity Gradient; The equations for the gravily gradient torque are ex-
pressed in a body-fixed axes system (principal body axes}.

The torque on a rigid body due to the gravity gradient {(reference 3, page. 9} 1s

-7 (23)

yo 11

=3k oy
(R

T
assuming that the earth is spherical.

Further,

I = Earth's gravitational constant

= 1.4082 x 1016 £8/sec?

= Unit vector in direction of earth's radius vector

= Distance from earth's center to body’s center of mass

[T B

= Moment of inertia dyadic of the body

To write the body-axis components of this gravity torque, three coordinate
frames are required -~ an inertial frame, a local vertical frame, and a body-
fixed {principal axes)} frame,

In body coordinates the equation is

TGx (IZ-Iy) rBy rp,
Tay| = "ffs‘ (x-T) rp, TEy (24)
TGZ (Iy-IX) Toy rBy
and
s =

B = E (W4, 0 FAQLW P

2y = [+1, 0,07
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» e the direction cosine of the unit vector from the
where oy rBy and rp, BT the dj

earth's center of mass to the spacecraft's center of mass in body axes,

Analysis and results, - The analysis of torqued body motion wag gon-
ducted using a digital computer, Figure 12 isa diagram of the order in which
ihe equations are applied to arrive at the integrated equations of motion.

Computer program: The overall objective of the system of programs is
to integrate the equations of motion for different cases of spacecraft configu-
ration and different types of torques applied to the spacecraft and to compare
the results of two separate cases, This comparisen is accomplished by
plotting (CalComp) the differgnces in Euler angles and torgues between two
different cases, Figure 13 shows the general flow of logic. Any number of
cases may be examined, but all differencing is done between the first case
presented in the data deck and subsequent cages. ’

Often a plot of actual torques rather than torque differences is desired. Thig
is accomplished simply by making the first case in the data deck the untorqued
case, The differencing is done in such a way that the actual torques (and not
their negatives) will be plotted. Accompanying such a set of torque plots will
be Euler angle difference plots where the plots represent differences in atti-
tude between the torqued and untorgued bases. Examples of these plots are
shown in Figures 14 and 15. In this particular example, the first case was
the untorqued case and some later case in the data deck requested that the
magnetic moment torque be considered in the integration,

The system of programs; The task set forth in the previous gection can
be Jivided Into four sublasks:

1. Integration of the equations of motion
2. Position and attitude determination
3. Computation of torques

P

. Input and output

A main program, DRIVER, and several subprograms were written tp accom-
plish these subtasks. Figure 16 shows both the pattern of communication be-
tween these programs and input/output, i

Listed below is the name of each program and a brief description of the fupes
tion of each, ) A

¢ DRIVER Reads and initializes data and programs.
Performs Runge-Kutta integration,
Prints results, )

s TORQUE Caleulates called-for torgues ags a function
of gtate,
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o UNTNGL Calculates the three Euler angles from the
E-matrix and the previous value of

¢ DPLOT Plots the differences between two arrays
of numbers,

e MATMUL Multiplies two matrices,

¢ Read initial Integrate

el Lo » equations
conditions of motion

Stoee Euler angles "
and torques for o @
future differences

Plot
Euler angle
and torque
differences

Figure 13. Logical Flow Within the System of
Computer Programs
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Figure 16 Communication Within the System of
Progrars and Input/Output

e FIELDG, FIELD Calculates earth's magnetic field as a
function of orbit position and attitude.

e CROSS Forms the cross product of two vectors.

s DOT Forms the dot product of two vectors,

e EVALI Evaluates an integral needed for the solar

pressure calculation.

Equations of motion: Differential equations of motion are written in terms
of a set of Euler's symmetric parameters (al, @9s Vys 72}.

w, = [wywz (1-c+7 A
= v, (C - A) +Ty
W = [“’xwy A-p+7liC

£
1

-1
&y = 2(mz_ag+myyl-wxyz)

. 1
Gy = Flugey tuy fon)
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ay = <:<>s§2i cos—g cos%- sin% sm% sing-

= si KA g Y sinf sin
@y = sin 3;21 cos g coSy + cos § slag sing
71 =cos-é‘"i sin—g— cosg-— sin% cos—g- sin%
% = cos¥ cosl sin¥ - sin ¥ sind 2
2 cos 3 GOS8y Bin-g sin 5 sin cosy

= L
Y172 (_"’yo‘l - way *0,y5)
1
Yy = g leeg - Wyly ~ 9,79)

In the previous equaiions,

A = lezy
= Izlly
and TX, Ty, and TZ are the torques divided by Iy.

Integration of the equations of motion; The task of integrating the equa-
tions of motion was accomplished through a Runge-Kutta fourth-order algor-
1ithm, Briefly, for a differential equation of the form

Yo rpy

and integration step size Ax, one forms at the ath step

ky = axflx, y)

ky = Axflx, +Aax/2, y, k72
g = Axf{x, +Ax/2, y + ky/2)

ky = Ax £ (xn +AK, Y, ko)
then set

_ 1
Ypa1 = yn+6[k1+2 (ks +k3)+k4]

Solving a system of differential equations, as this problem presents, is sim-
ply a matter of keeping a system of these calculations going simultaneously.

The step size used is 0. 4 second for best accuracy results. See NAS-1-6010
Report No. CR-66376, for confirmation on integration accuracy.
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Coordinate systems: There are two major coordinate systems used in
this system of computer programs -- the inertial coordinate system and the
body fixed coordinate system, The inertial coordinate system has its origin
at the center of the earth, the XI axis directed toward the Vernal Eguinox,

the ZI axis directed toward the north pole, and the YI axis forming a right-

handed coordinate system (Figure 17). The body-fixed coordinate system has
its origin at the center of mass of the spacecraft. Its axes cowncide with the
axes of the principal moments of inertia of the spacecraft, The YB axis is

directed along the spin axis toward the solar-panel end of the spacecraft,
Figure 18 shows the orientation of the XB and ZB axes with respect to the
solar panels,

A vector X7I in inertial coordinates is given in body-fixed coordinates by a
transformation E (¥, ¢, ), where E (¢, ¢, 6) is defined in Appendix G.

Orbit parameters: The orbit plane of the spacecraft can be described by
two parameters, O and i. The exact position of the spacecraft in the orbit
plane requires two additional parameters, v and r. The relationship of
these parameters to the inertial reference frame 1s pictured in Appendix G,

Given information about the imtial orbit parameters, the time of day of launch,
the earth's turning rate, and the spacecraft's orbit rate, latitude and longitude
can be calculated as a function of time, These calculations are shown in
Figure 12,

Euler's symmetric parameters (See Reference 5): Differential equation
of motion are writtén in terms of s @9r Vs and 7q instead of ¥, ¢, and 6.

The inverse of this operation is done by equating E(¥, ¢, 8) to E(al, @gs ¥ yz).

This yields nine relations in the three unknowns ¥, ¢, and . The resultant
system of equations fails to have a unique solufion. However, in integraling
the equations of motion, the solution at the previous time step is known,
Given thig information, the correct solution among the family of possible
solutions may be uniquely chosen,

Resuits and discussion of results: The sequence of presentation of the
torque model analysis resulis and discussion is residual magnetic moment,
eddy current loss, solar pressure, aerodynamic pressure, and gravity
gradient, The previous paragraphs detailed the computer program and the
manner in which it was used for the analysis, In all cases of the analysis,
the integration step size used was 0. 4 second. The program output was
limited to approximately 1000 data points per simulation run. Consequently,
the output sampling period depended on the length of the run. For this reason,
torque plots occasionally possess gaps because peak points were missed,
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However, the magnitude of the torque is plotted which does not contain
this effect,

A simulation of each torque is presented and discussed., In conclusion,
several simulations were made to demonstrate the additive property of adding
torque individually to the equation of motion.

Residual magnetic moment: The residual magnet moment torque model
was programmed, and a short-term simulation of one spin period and a long-
term simulation of one orbit was generated for the following values of the
moments:

- - = 8 o
M, o= My = Mz = 5,170856 x 10 = ft-1b/G
Thig value of the moment is represgentative of moment values experienced on
the Tiros spacecrafts, Figure 19 demonstrates the value of the Tx’ Ty, and

l‘fi as a function of time sampled once per 4. 8 seconds. The peaks of the
envelope in all three of the torque plots represent the South and North Pole
of the earth,respectively, At these points the magnetic field vector 1s great~
est in the orbit plane. The y-component of torque is cyclhc with a period

of 20 seconds and mean value of zero. The y-component of torque is a func~
tion of Bx’ Mz’ MX, and Bz, where Mx and Mz are cox;stants and Bx and Bz

are cyclic with a 20-second period due to the spacecraft spin, The x-com-
ponent is also cyclic, with a period of 20 seconds and with the mean varying
somewhat with position in orbit, The mean of the TX torque is nonzero be-

cause of the (Msz) term. The cyclic portion is due to the Msz term. The

peak of the total torque is 4.5 x 10'6 ft-1b. Imtial conditions were chosen
such that a cone angle of 0, 61° was obtained and the principal y-axis of the |
body was musaligned to the orbit normal by approximately 7, 5°, The orbit
parameters were chosen with the true anomaly at the equator and a south
heading, The right ascension represents a 3 a.m. or 3 p.m. launch condi~
tion, and the inclination gives the sun synchronous retrograde orbit. A cor-
relation of the attitude deviation with the torque can be made by observing
both Figure 19 and 20, Notice that the cyclic nature of the torque does not
create a cyclhie variation in A6, Although A¢ and AY have cyclic variation,
the extent of the variation is insignificant over the full orbit -- approximately
1 arc sec variation of A¢ at 5702. 4 seconds, This suggests that short-term
variation with a period of 20 seconds and mean of zero can he deleted from
the torque model. Thus, the y-component is a candidate for deletion in the
algorithm equations of motion.

Noting the general effect of the residual magnetic moment torque on the space-
craft attitude, the pitch, A8, has deviated 87,5 arc sec at 5702. 4 seconds in
time and AY is completely oscillatory about a mean of 8,5 arc sec, Also,

AY is oscillatory but on a ramp with average drift of 35 arc sec at 5702.4
geconds in time.

Figures 21 and 22 demonstrate the residual magnetic moment forque and

attitude effect over the first spin c¢ycle. The initial conditions are the same as
the long simulation run.

48



=

Residual magact, snoment tarque, mifitonths of 2 R-{s

B

LY

&.0000000 FSE

4.0000000 §-
n

h

TR ks g 2
2.8006000 REIS RN
S A

[} dnlttal conditions
RIS Y wA0B° =024 deosse
1) mones g w180y 18 dayleon
ERLE WS oy ™0 depssac
4 : 141
AL Lk L b
Al o

¥

et
it st L E

0.0000000 ;
>

4.5000000

2 0000000

* 0.6000800

-2 6000000 _.L .

3.0000000

-5 GOUB000

b

—5. [
AT TR T e
4, I3

i 1

i

bt oo

4118,4 44352 4752.0  5068.8 53856 5702,

-10 0000000 L
(] 25344 26512 31680

Timo, swands

316, 633 6 1584 ¢

50 4

1267 2 900 8 2217,6

Figure 19, Torgue on Spacecraft Due to Residual
Magnetic Moments



8%

40,8000000

TR "R B R e e
U Mendtes . e A i s T
DIIELIGEG  omast  Jo-408t uyn0.2dfen R G N A s
av.0000000 i L G AL L2 [ i ;,.iuxx!h’”w;'x:::‘ [ m:.“" i :n, I
i ymIBTT g m94t gm0 dea/ses I Sy YRR I Tl
av | T A 1 i g i i I m i
L ittt 1 f it i i e R R AR i i
20.0000000 L EATT ; 7 I e ST L
il e eI mﬁ’Tu I e A SRR h wn
I S e e R e R e
3 owoooooo [N ENE L A R A Al S P R e A S
oo e T e i A e Y ; A
U115 g e L T e e e e B
R U e i A G e R e
K e R R A i i AL G e R U R R I
H I e g mw“: T E A e s e
] bR s g ! ST e e T AR TR T
T8 womowm T n e o i i nwsﬁ T T S
i S D i B i v o A e A
i3 R H“ L i e s e e
85, o00000 I i il T R e S AT T I L
£ 00000000 R i R m i A A G i
H A : AR i S s ; T i
] il ey T T e LD B
I oososee  LELEEE R e ) e I e e e e i
kB b T e T b e e B
% ooooco00 LTI I S N T O A R T R e T
i A A e e O g I T RO e ;ﬂ R
; P [ : (AN UGG ul s AT u,,ssf’q LRI ARG
e R e T AR I T T T e e (%1 I
1 T T A o e o RSO e e R apll i
<68 0.0000000 e R L T e o T BT %r»n P A DR I KT i
e s I I e e Al P R
R B LT L S
; «:m.n.,r."%% X A A e = e T B i T R e e
~50.9008000 TR Y e B md L L i 0 B O e o M
e R N o s AT 0 L B e o S T o A
A o ARG ﬁ;xnmn}ip.u“uum':: R e A R S T e e A 1
-ton.0cooono AN R e A I‘ B G P e e ] R T

Rl
6338 9507 1267 & 15844 1901 3 22182 25351 28520 3168.9 348587 33015
Time, secends

4118,4  4435.2 arsz o 50683 5385.6 57022

Figure 20, Attitude Deviation of Spacecraft due to
Residual Magnetic Moment Torque Relative
to an Uniorqued Spacecraft



6%

Residual magnetic moment torgus, miltions of firib

Figure 21,

Time, sczonds

Torque on Spacecraft Due'to Residual

Magnetic Moments

3,0000000, - "
] LELER: LJLH‘;;XL llrl%xElr_Lr' 5 e ﬂ, b ! Tl i
S HLER B i 'Hﬂ Sl Ml
TR DO LTI LM ity mn ul KEH
. e E ] e »‘ P ,”u’ﬂ...k S
R L T “1"»:&1&-':. Eh i detil i R i
& Lt (h*—h;*"i'r‘, [t # it gg'vﬂ‘ TN Srﬂ 2 41}{_ xiin T Lt BT e Tl
T i tgal e B T e '@T"“\J‘lxl?‘llv‘ﬁ S e e e R G R R R T Ell 7 HE f e
"3 0000000 Ll o = 079 6 = 3dam i 1 .15‘ WD TR Rl G e lﬂir’!ﬁ 7
Y 5, = 051415926 adfsee S S AL A et el
LS, = 3280 - G.003674 ea HAS e T R R R T a B R Bt
A ¢ - ostrd - B 02075 % 10-5 Bl i nnaqg o e ;}gn T i it
o B DA LI "“'zw,, - g 'w:‘r‘,'n el A T e e e
b Fl 1w, - sbasgn? P2 « 0720210743 -Ib zsfe RN Fiitie lumlz‘l'”“' ) T M T e sl [
N U E T 2 shon? uswumm A SR R R U 'uu‘nm.ﬁju' g R R
g M .-&622&3:1@5"’“%“‘* 5 L il HM)M i iamR m;.gki AR R T RN
g quuss? Tl 0 BoSN ENT R P T e e
Ot g o 1 0 N '"-I[‘}. AN Y A D TR gg%!": 1’ A WA T e r‘ U e (A R B T ke el )
1000”00‘.,,;;;(‘3 DR R e N i o e dle‘r iRl ?4 il el e R ] il (i Rl il ‘h ’x yi“ u‘& Tl
I, ff""m_ls'( ot HIIESS D T e [ ’Hi[\‘” i R %-fr[u“)il T R A R (S 'H i T et ]
SHE dnde i o ~q’ «ﬁ‘___h‘i !FE.‘ ; g ”h HE B R !h Gt i S R A——H B '\ﬁ i ;"" !M Ei il h‘l i
T I T ,g i SR e , & i
o A TR ﬁfh BT, % mf 2 'ﬂ‘mgﬂﬁ 1| E R o
. 3 ‘Hag’l o] I.mi.J" H") KRNI |ﬁ§4§‘1 i [!1 &
* -y ] s s e L
o ‘l‘i»"’zs O T RO "»‘l\\ﬂ x"!““:mmh T ’!‘xi LN " i 1 G
N i e 3 R |l SR s A SRR
% 0008000 3 T AT o ”.4|l|__ll”_‘;" b LR ‘\‘! 1 A AGHEmEn
R m'lﬁ ol e ] Ho e el K ‘Mmu Al AR
2.00000001"57 N i "1 i T QR T T
i L w;!a‘ ulru TR L w.u il L e e
H i i )—’ni‘i’ i Ll SRR fi R AN e R I TR R U i
N . B MBI R AR '.Ei-n R m‘\‘ jith i jalt %
LeB0000, o "“IH T I P o L R R [T TR [ L MMH‘!‘N" N AR LR Feflh i
B r‘nL @ﬁw ik Rl e b T '{"n et A e e
® i Tt ‘f‘“ H‘F‘H ’i’hé" B AT e O R B ‘L"‘ by H R |"‘l’-ﬂ"'"l T B e
omomk: Ny ciinanar e Rics i ,»n Le ww‘wvf"%‘x T e t. e R R e
S ald BRI b}!)”!{i} ¥ 5!"}1 T ' lﬁ p RIR e J‘ A i B
J R LS o |‘nﬂ L e e ”J S D L e b JHI HE I HRRE R T
ﬁ”—_ N [ N e n«& W KK il ,m! N e e R R JIZ M.x"‘ |~L- kh,_“l-‘l]")h}i ‘“Hl“" ittt | afin B B iR i
" BDGUOOO"T‘{}“;‘&‘*" 3 Fl‘l ayvb L O O s [ g e “xh R R A S e e R e e R R s e
B Rt N R LS R R O N S R B e R REnin 8%3"};"‘ e S T iRy “"‘!&m. Fhifs '5‘?!.: REE I ernii e R
b R A R S B e T SR R R R R TR R AT R R P P e ML e R Bn G
» 12 2.3 3.5 46 5.8 6.9 8.3 92 104 1.6 127 18,9 15.0 152 173 185 19



0g

a.10q2000 B T e o e o e e b e e e ‘“~
; |11UH{JHM‘ 'n'aﬁ.lw Y| P T EIEHS M [ o
T el i w l’r‘xH"l i
. - i L S Ui
w R R e P P T T
r e il;“ e e P R
; " » e T oy T T
2000000 IS . i e ‘lmf«” R ﬁ&'x B SEE e ks
e A LA N R A ;;’{j 7 "‘x‘"l’uuli’_”“ | 1-1 ihw}lﬂ!l i3 [l o P K AR e h:: Culim q,, O T R
I Z R B T e e e e ot e e i
i T el el B S R e m: a| ]
10.2000000. ’E."‘;: @ =070 6o = 324vd R T .Ill‘hl' MR e e
; ful = 170 rad w, = 031415926 ri/ses ’?'"’h’f""“"—h—r— T I T e ,;m i
° y oz 329m w * 000367l ';”,;‘,"'l‘f’" A e ”"1," T
= 0.87 rad - )™ bt g i I} I‘l’l | il
o e Py = 02075530 o HEEERE *L e R i A ,;Q"‘
.l = -2 Py = -0.7202x107 see i TaRR T R ol o TR g 4 L
Py ), = 56,68 slug-R° g x: i &
2o x _65‘5“'%_;2“’ 2 auss’ i e fﬂlﬁ,w‘an.ll i et ] [l ’H" ﬂMn MiER i M‘J Tx‘%*x i
4 [ --o.&zzbsxlo“s“'"’ =see AR S T e P BTy i e A
3 2 > B ah [n
£ 2uss’ i e R A e R R Ei 1%9@»9 e
£ L R R s T A T e T AT e A el
£ 0.0000000] i Ill(vxii[“m.mhl A MG B T lH‘“HuI e o M
g0 g mELEI, o B T T T T T P
i T e A ,,,), R il it '-)r’ml=,xnﬂm-l R
H L el & S e e T e
3.4 05000003 i T e PR R R ] e R xigimmm £
E oA 3 T e E[ ‘rllﬁl ER I T e e il i
o 200000, AT 7 ARE T e T (f! I DR T
E R ‘[(\X\hr,mhivl__ o mn-*.m, e i e R ) R TG Er
R e et BT i L e "
T T A *m,,»m'muu ] B AT e ]
o 000000 LR hEE T e e e e e A T
I T i YERT e B :
» BT A I b R R
A e [ P RIS S e e g R S
o 2000000 BT ynm,‘n‘u,nr Rl AL B T T e R e e
e BRI R e A e R I G e e
8 v e T g B = SUT '71" Gt G B o N R T
T 2R I i gy A “i;“n A N
N EEH B O e B e T £ A A
0 1.2 58 69 a1 7’2 10.4 116 12,7 13.9 150 16.2 173 19.6 20.8

Time, seconds

Figure 22, Attitude Deviation of Spacecraft Due to
Residual Magnetic Moment Torque Relative
to an Untorqued Spacecraft




52

B e
SR Er e
- =
o =

s
Eeme s s

e e e e

Y
8
-4
g
g
b1
<

L.0500000,

Bty

bt

s

e
e e

==

e

£

S e e s ey 2
=

I
b
SEae
=
=
§ & 8
8 g 2
g g 2
2 s =
= 2 <

“
i
.

S
R
ey
e

il
n
!

%;%
P

=

I

-

.
.

T
i
e
%

Raas
iiin
n

i

=
g g
g 8
g i
3 &
S P

w0l J5 SploigIe a_va

e

It
o

i
i
il

i
2

2

o
s
RN e o
W@Wﬂ]fmﬁ%@mﬂmw‘u
B

o
i
i

fEeEl

-

L
b
.
.

.

A4 vnd

= 3,

ee

rad
rad

o s

& o= 07
REERS/

i
i

|

i

@

o

[l
5

o
%‘x”g

.
i

g,
mm_m
3 2 &
Ean w
R v
2%s %

=2
Sad
5% &

Sa 8
RRAR 8
585 8
“ay
dad %
PR
g o

v o 3260 nd

i
i

E

X

o
-

-

-

Pas

H
o

i

-

i

Ttolh sop
s
3

o

]
i)

T
- =

e

-
B

653 slupn?

= 5

‘g

e S e A

suEE s
e
e

i
.
b

'y

RE

e
e

5
g
b4
2
2
3
S

= 85,62 stp-i®

¢.6500808

81003 30 Stualjilury Y

R e
658 1 1B08R

= e e
. =
-

Kl

B

602.9 753

~8,0500008 4

Time, seconds

Pigure 23. ARRS Eddy Current Torgue on Half Orbit



Eddy current loss torgue: The analysis of the eddy current loss effect
consisted of comparison of the spherical model effect with the ARRS configu-
ration model and effect of torque over one orbit period, Initially, the three
coefficients for the ARRS model were evaluated using the baseline dimensions
of the vehicle and static conductivity of aluminum at 20°C, The quantities
used are

T = 0,0254 cm h = 111.8 cm
e = 0,0254 cm d = 55,9 cm
W = 55.9cm L2 = 43.1cm
_ 2
L = 10i.1cm UC—2 = 9. 83x10_11 __sec

ohm ~ cm3

The results of the evaluation are

P, = 2,075 x 1078 fizlbosec

G
P, = -7.20 x 1070 f-lbosee ARRS model coefficients
Py = -6.226 x 1070 fi=lbosec

G

Figure 23 is a plot of the ARRS configuration eddy ciirrent torque using the
evaluated coefficients for a one-half orbit simulation. The y-component of

the torque does not possess cyclic variation at the spin rate. However, the
z-component does exhibit variation of torque at the spin frequency and the pre-
cession frequency. The spin vector precession frequency is present because
the equation contains two coefficients that are different, mainly because

P, is greater than P,. From Equation (5), the term [—PZ((ozHX2 - uxHtz)]

modulates at the precession frequency and domindtes the term
[—Pl( mszz -w yHyHZ)] , and HX and H, modulate at the spin frequency.

Correlation of the effect of the torques on the attitude ¢an be made by com-
paring Figures 24 and 25, The attitude deviation, A#, doés not possess a
cyclic variation, but AY and A¢ possess a cyclic variation at the spin fre-
quency. Only at 2700 seconds does the precession frequency variation become
pérceptible. The deviation in § at 2700 seconds is 3500 arc sec and AV and
A¢ have a peak-to-peak of 37.5 arc sec,

Comparison of the two eddy current models was made using the following
coefficients:

K = 0.25x 1070 fzlbosce

G
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P, = 0.86x 1075 fizlbosee

! G
. -4 ft-lb-sec
P2 =z -0.3x 10 —
- -5 ft-lb-sec
P3 = -0.25x 10 =

The coefficient for the y-component torque is made equal where P1 and P2

are scaled according to the ratios of the evaluated. coefficients, - Figure 25
is a plot of the A (A attitude) due to the different effect of the two models.
The result for A (A8) at 2700 seconds is 1.4 seconds, and A(A@ and A{AY)
are about 0. 4 second peak-to-peak at 2700 seconds. For the given values
of the coefficients, the differences suggest that the spherical model is ade-
quate for the data-reduction algorithm.

The simulation results for the spherical model over 4752 seconds are illus-
trated in Figures 26 and 27. The loss constant used in these results is

0,25 x 107° ftzlb-sec

G

In conclusion, the ARRS model representation must be retained in the real-
world simulation. The spherical model proves adequate for use in the data-
reduction algorithm.

Solar pressure torque: The analysis of the solar pressure torque con-
sisted of a half-orbil simulation and a short-term simulatioh. As a result of
these simulations, it was necessary to modify the solar pressure torque com-
puter program to improve the running time, The résults of the long-term
and short~-term simulation are presented in Figures 28, 29, 30, and 31. The
torque plot in Figure 28 shows that T, and T_ are cyclic ahd remain periodic

throughout the 2700-second simulation,, The constant total torque is expected
because the sun direction relative to the spacecraft is approximately constant
in direction over the one-~half orbit simulation, Correlation of the effect on
attitude with the torque is made by observing Figures 28 and 28, The differ-
ence in A8 relative to an untorqued vehicle at 2700 seéonds is +100 arc sec,
The torque and A¢ difference does not possess the cyclic nature of the torques
but Ay exhibits a peak-to-peak of 1.25 arc se¢ at the spin frequency at 2700
seconds of time, The results show that the cyclic torque can essentially be
replaced by the mean of the torque over the spin period.

Displaying the solar pressure torque and difference in attitude for 300 seconds
reveals the details of the torque and attitude differences. The cyclic effect is
seen now in all three of the attitude differences, but most promounced in A Y.
Time average of the torque over the spin period on further observation is pos-
sible. The magnitude of the solar pressure torque is essentially constant
over the simulation time of both cages.
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The computer program of the solar pressure torque was found to be very
slow. This slowness of execution is due to integration over the spacecraft
cylinder, to account for the shadowing, and is required for each integration
step, Three approaches to remedy the execution time were considered;

{1) remove the effect of cylinder torqgue and consider only torque due to solar
panels; {2) compute and store torque due to the spacecraft cylinder for one
or two spin periods; and (3) compute forque due to solar panels normally and
add eylinder torque hased on the store of torque data for all subsequent spin

periods,

Approach 1 was tried unsuccessfully; approach 2 was successful, as shown
in Figure 32,

Comparing the results in Figures 29 and 32, the attitude difference for the
modified solar pressure torque at 2700 seconds is

A8 = +97,2 arc sec
Ap = +74,0 arc sec

AY = +10,0 arc sec with a 1.25
arc sec variation

and the correct model gives

A9 = +100 arc sec
A¢ = +67,5 arc sec

A¥ = +0,0 arc sec witha 1,25
arc sec variation at
the spin frequency

Based on these results, the modified solar pressure will be used in the real-
world simulation,

Aerodynamic pressure torque: The analysis of the aerodynamic solar
pressure consisted of a one~orbit and 20-second simulation to determine the
effect on the attitude relative to an untorqued vehiele, Figures 34 and 35
are the plots of the results. In Figure 33, the y-component of torque is zero;
the x-component is cyclic at spin frequency and possesses twoi nulls in one
orbit, The y-component torque is zero because the vehicle is symmetric
about the spmin axis, causing the center of pressure moment about y to be
zero. Twe nulls ccour because the vehicle is inertially fixed and angle of at-
tack of the body y axis passes. through zero twice due tothe orbit motion.,
Figure 34 substantiates that the angle of attack changes: direction relative to.
the aerodynamic stream velocity. because the A8 difference is initially re-
tarded andf then is ajded.. This demonstrates that the attitude deviation due to
aerodynamic pregsure will remain bounded for a greater elapsed time than the
deviation due to-the other torques.

Figures 35 and 36 illustrate the results of the 20-second simulation. Based
on these results,. it is recommended that this torque be used in the real-world
simulation, buf not the data-reduetion algorithm.
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Gravity gradient. torque: Two.computer runs were made over an interval
of about one. third of an orbit (30, minutes),. Of the two runs, two different
sets of initial conditions were used. Since the torgue is very dependent on
spacecraft attitude, a worst-case attitude orientation: of the- gpin vector (5°)
relative to the orbit normal was used as initial conditions,

Figures 37 and 38 present the resulis of'a run where spacecraft spin attitude
is about 0, 5> from the orbit normal., The long-term effect of the torque:de-
spins the vehicle, causing three arc sec deviation in the angle, 8, at 1800
seconds time lapse, Theta is the angle generated by the spin of the space-
craft and is the major attitude error contributor to the tangent height errar,

Figures 39 and 40 present the results of another third of an orbit time run
where the initial conditions place the spin axes of the spacecraft about 5>
from the orbit normal, At 1800 secondss time lapse, the 8 dewiation is 12,5,
arc sec, The A@ variation over a spin period is about 1.5 arc sec at 1900
seconds. Figure 40 also plots the torque for'T’X and ’.‘L‘z (y-axis. ig the spin

axig)and |[T'|. The torque is zero twice per orbit because the vehicle is
inertially stebilized. This causes the angle between spacecraft. local vertical
and the principal y-axis to pass through 90° twice due to motion in the orbit.
Comparing the results, Figures 37 and 39- show that the gravity gradient torque’
is very sensiiive fo the initial conditions. The maximum value of the forque
in Figure 40 is about twice that in Figure 37 with the initial condition differ=
ence of'about 5°.

For the given imtial conditions, the results of the gravity gradient simulation
indicate that for long-term attitude prediction of half orbit the gravity gradient
must be included. However, for shorter periods {20 to 50 seconds of predic-
tion) the torque can be deleted from. the data reduction algorithm. For the
first set of initial conditions, attitude prediction can be accurate to 3 arc sec
over 1800 seconds of tim e when the gravity gradient torque is deleted,

Correlation of Figures 37 and 40 show that the cyclic torgue at the spin fre-
quency 1s attenuated significantly, At 3400 seconds the peak-to-peak variation
is 2.5 arc sec in A8, and 10 arc sec in Ag and A% A time average of the
torque over one gpin period can be made to simplify the torque equation.

Torque model linearity analysis: An analysis was conducted to show that
each of the five torques affects the spacecraft attitude linearly. The analysis
congisted of computing the attitude deviation due to the individual torques
relative fo an untorqued spacecraft, computing the attitude deviation due to
the combined torques relative to an untorqued spacecraft, and summing the
individual attitude deviations torcompare with the combined, attitude deviation,
The results of the analysis are presented in Tables 1, 2, and 3. The initial
conditions used for the analysis are

Q = 0,79 rad I = 1, = 56.68 slug-ft°
i= 170 rad I = 65,82 shug-ft2

v = 3.2690 rad ¥

¢ = 0.87 rad v, = 0,003674 rad/fsec
0 = 3,14 rad v, = 0, 314159 rad/sec
¢ = 3.27 rad
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"5 =1 o |- E 00 0 +1134344E 01 = 2487T450E 03 =.247507E 03 = 24TEETE 03 « 898011 E-01
15,0 =1 02 |- E 00 - 14253898 02 « 14053778 01 =. 26610228 03 =.268845E 03 = 268540E 03 « B4SETOE-D1
16,5 =, 15251168 02 |-.2502676E 00 -1512557E 02 1678726 01 =-. 20331068 03 =-.282017E 03 -, 2021188 03 - 10QEZOE-00
18,0 =-1008737E 02 |-.3380775E 00 <15TIOME 02 ~1438345E 01 = 3181444E 03 = 3174318 03 - 3173308 03 « 107280800
1.8 =.1B17S8E6E 02 |-.B30600RGE 00 -1085303E 02 - 1301316 01 =, 24381448 03 = JI2IE 0 = 3425338 02 +112408E-00
1.0 =, 16580478 02 |-.4632712% 00 . 18220738 02 +16230138 01 =. 57160458 03 -.368E02E 03 = 3600128 08 «119519B-00
17,58 =. 16956285 02 |-.2742201E 00 +100%183E 02 - 1855016 01 =.4013016E 03 =.387700E 03 = 36TO1LE 03 «125313E-00
10.0 = 177T1GI0E 03 |-.3ATIE0ER 00 - 1983500 00 L15107438 61 = 4314099E 03 = 428207E 03 = 4TB433E 03 «1357RGE-00
148.8 =.1777275E 02 |-.0074236E 00 2121134 E 02 . [H] = o3 = o3 = 4504S51E 03 + 139536 E-00
10.0 =1 o2 - 00 [-3 +18342ME 01 =.4083121E 03 = 400450E 03 = 4BOB0ZE 03 +14G403E 00
12,5 - 18B4807E 02 |- oo o2 -1 o =.5317113E 03 -.525349E 03 . 525404E 03 « 1544658 00
20.0 - = o2 |- 00 . o ~1538331E 01 =.5600ME 03 -.BE0TGZE 02 -, S00524E 03 + 1617308 00
20.5 = 103464E 02 |-, GSI0503E 00 - 26050338 02 <ISG2TIZE ©1 - GO35512E 03 -.505066E 02 =.506133E 03 186002 00
21.0 -.J080820E 0 |-.2825004E 00 -37EE580E 02 1 ol - =] = 0 = B3IT0E 03 J1TA022E 00
21.5 =.20324008 02 |-.3003331E 00 0z el E 01 - 03 - 6744308 03 -, 87T4625E 03 «1BB437E 00
2.0 = oz §-. o0 - oz ol o1 = T2414BTE 03 =. TI4G50E 03 = TI4B4IE 03 1308E 00
2.5 b/ L oo k2 iE 03 o1 - [ - T55019E 03 = T652158 03 - 1989708 00
3.0 - 2143430E 02 |-.31444008E 00 o2 . o1 = L] = THEROSE 03 =.T89108E 03 +203020E 00
3. =. 22008381 02 |=-.4353147E 00 +S3T4080E 02 - 1863TE3E 01 =. B5TH000E 03 = B4I0E 03 -. BM44816E 08 JEIGEME 00
.0 -. 32430168 02 |-, 7530612E 00 +3518411E 02 +1467245E 01 = §ORTISE 03 =.BBETISE 02 =, DERSIDE 03 +2191E 00
24,8 ~.226GTOIE 02 *| - soec284m oo JATURSBE 02 +1TO502TE 01 = B4OGI22E 03 - O303TE 03 =, 034200E 03 SZIZMEE 00
26.0 =, 0 |- o 0z 20TIBITE 0L = 1000502E 04 -.883301E 03 =, DEISIGE 03 2568 00
5.8 =.2871857E 02 |-, 40B1387E 00 30883458 03 1TR4584E 01 = 10M9864E 04 = 1032708 04 = 100300E 04 « 2453888 00
20, ~.2404060E 02 |- T487500E 00 «4132883E 02 S1370802E 01 =, 1088TOTE 04 =.105080E 04 = 100104E o4 +244188E 00
6.5 = 24207538 02 |-.4242183E 00 SAMTINOE 02 - 1T40824E 01 = J151303E 04 =,113085E 04 = 113115E 04 2517908 00
7.0 =.2400828E 02 |-.18060418 00 4470234E 02 «2007S30E 01 - 1206289E 04 = 11B455E 04 = 1184028 04 +206003E 00
7.5 = 25430: o |- L . o2 < 1524800 01 =. 1288521 04 = 123TORE ™ - 1237534H 04 J2TSTIE 00
28.0 =, 25T2387R 02 |-.0SR4301E 00 47904088 02 S12724408 01 = 15100788 04 = 128014E 04 = 1288418 04 -2725128 00
28.5 =. 20104068 02 |-.2526183E 00 - S016205E 02 SITH4G3IRE 01 -. 1388154 0% = 1342008 o4 =. 124208E 04 «28H02E 00
0.0 - 26TO5S4E 02 |- 1I04456E 00 +Bl42T20E 02 -1880862E 01 = 1425140 04 = 139006E 04 = 130886E 04 -2078MB 00
29.5 =.2T24T4LIE 02 | -.53T0ML0E 00 LB2TTISTE 02 -1280042E 01 = 14804058 04 = 1454258 04 = 1434558 04 «30SBME 00
30.0 =-.2T4B578E 02 |-.B561217TE 00 -B514517E 02 - 12036228 01 -, 15364398 04 -. 1508138 04 ~ 15084328 M JZOBH80E 00
30.% -.A79B23E 02 |-.T0963TIE-01 <FT29204B 02 (1718E21E 01 - 150T2580 04 = 156830R ™4 = 1588018 04 -310462E 00
1.0 =.ZBSETOIE 02 |-.TEOS6(4E-01 -GA52464E 02 -1863215E 01 - 16B7262E 4 =.1825T1E 04 =.102604E 04 ~3203550E 00
9.8 -.2007T922E 02 |- ag o2 .1 oL = 17121238 04 = 1651038 4 = 1881068 04 -33254E 00
2.0 =.2932627E 02 |-.9862383E 00 -8378383E 02 JJ141S17E 01 = 1TTRITOE 04 =, 1738180 04 = 1TIBOE 04 +320000E 00
d2.5 -.2891448E 02 +1028505% 0O, +B4856REE 02 - 18648705 01 =, 1836205 04 - 1TBRS0E 04 = 1TRRHE 04 -345101E 00
JEET I BER T T P 1S 307200 Pl o L BTALE O o LGOI 2E o 00D B0 o
3.5 - 3G04255E 02 |-.51O2048R 00 «GB080ZTE 02 « TRRERSTE 00 ~. 10046228 04 = 191T20E o4 - 191TE6E 04 +361684E 00
4.0 ™ (-3 T SE 00 . o2 11010848 01 =.2018003E 04 =.187638E ™4 = 1076710 04 -355282E 00
5 =-.3188610E 02 24912358 00 LTAESNITE 02 -16E0112E 01 ~.20BII3TE D4 = 2D4034E 04 =.204073E 04 -352437E 00
35.0 -.3I39188E 02 |-.1145837E 00 «T4140138 02 «10B4B00% 01 = 21445136 04 = J1017FE 04 -, 2102188 04 -390113E 00
35.5 =. 32054730 02 [-.4445001E 00 JTEE5502N 02 -G190537E 00 = 2203532E 04 - RISSBE 04 -. 3160068 04 SBHHOTE 00 ¥
36.0 ~.5320415E 02 |-.5150126B-02 -TH473IE 02 «1061368R 01 -.2268E35E 04 - 222151E 04 =.322190E 04 -350528E 00
3.0 =.33BRTOSE 02 < B500885E 00 - BIETEI2E 02 - oL = o4 = L2 =~ JIBBLOE 04 -421851E 00
7.0 - 02 j=. op o2 . o0 = 23DB0LIE 04 = 334808E 04 = 224M2E ASTIBIE 00
.8 = 348177IE 02 |-.3585081E 00 «BBB32TIE 02 -4BETIT4E 0O =, 24501 89E 04 = B40BME 4 = 240BTOE 4 +AL1531E 00
30 -.3621835E 02 J17572E0E 00 « BBA4T4EE 02 J111TTHE 01 - 25275538 04 = 24T303E o4 = 2ATEE 04, M +4ZRBRIE 00
8.8 = 3503624 02 -30203LTE 00 oz «1 (-} o4 - o -.254132E 04 -46THEIE 00
am0 - 331107E 02 |-.23840618 00 JB1NEGIE 02 -4880000E 00 = 206TETOR 04 = 260181E 04 = 260228E 04 ATOTBLE 00
39.3 -. 38840288 02 |-.2724B20E 00 - 9500824E 02 -453869TE 00 - 2721306E 04 =-.266305E 04 =, 300350% 04 -453857E 00
40,0 =.37285T1E 02 -3282714E 00 -B787T6TTE 02 «1178015E 01 =.270I824E 04 =.273072E 04 = ITHA0E 04 -AT1180E 00
40.5 = 3TOSEETE 02 +30TTR4IE 00 - RMEN4E 02 «1068868E 01 - J801034E 04 = 2TE000E 04 = 2700608 04 -511582E 00
41.0 = oz - (1] . 03 o0 = 2E234BVE D4 -.380028E 04 =, 2860TEE 04 LBOIOMOE 0O
1.5 =-.3802851E 02 [ -, 1006877E 0D «10407TI4E 08 -4258TH9E 00 --20001R2E 04 =-.202303E ™ = 202402 4 LADITTOE 00
4.0 = 3408723 03 ~A38B001S 00 L HTIS0E 03 12670758 01 = J0S4EEE 04 =.29MB51E ™ - 200503 04 «S2OIA4E 00
42.5 = 4000503E N2 «16068T7E 00 +10M032E 73 +B2LTIETHE 00 = 31328458 04 = 30O2TIE A4 = 30032TE 04 * . 33TEERE 00
3.0 = 4083527E 02 | -.4194867E 0D «1118236E 08 13211608 00 ~ 3105851 04 - ol = o4 oo
43.5 =.4108163E 0% |-.1197035E 00 11541118 03 -BIOTSISE 00 = JBSEIE M = 315075E 04 =.3191298 04 JSTOTOE 00
44.0 = 415B059E 02 4271817 00 -11783168 03 -1279920E DI -.3341987R 04 =-.3262ME 04 ~.325451E 04 -STEBNLE 00
44.8 -+ 4223783E 02 | -.442843 "-01 <1190084E 03 -S042555E 0O = J400581E 04 =.JA3LEEE 4 = 3332TE M SBMHHE 00
45.0 - A250800E 02 |-.516332 E 00 «1225758E 03, | .1008817E OO = 3473012E &4 =~ BINIEE o = 330403 ™ «5TRLIRE 00
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TABLE 3. - LINEARITY ANALYSIS RESULTS FOR DELTA

PSI-AY
3
- - ] . - _ e
£ ] gE: t o £ it g $3
1| ik i I R il
g s § % 3 L4 ¥
258 g g 2 g E gg
5 & L 8 | 98 § al 3 2
w0 . 0000000B-80 | . a0 | . 50 | . 80| . B 80 E 20 a a0
-3 - 4397795E 00 < 18TLTI0E 00 . 01 . 01 - oz - 1458848 00 =, 1460008 00 - 365211E-04
Lo -, TB48220E 00 + 18782508 00 . BOBSETIE-01 » 11040708 00 =, 4092326E-02 =, 1814852 00 =, JE1038E 00 . 139610E-03
L5 =-. 1082383E 01 . 1351465E 00 « 30580T4E 00 . 3220200E 0D . 1960644 E~-01 = 408002E 00 = 408001E 00 - 209234 E-00
2.0 = MITHE 01 - 315309E 00 L4634 184E 00 - . o3 - - {11} . 520611E-03
2.8 -, 18762098 01 LABGI463E 00 <ATZOILGE 00 . o0 = 81 o -, 409631E-01 =, 417440E-01 . TBIGT2E-D]
3.0 -, 20982368 01 - 4222B841E 00 . 67628461 00 » TT32072E 00 - 2010002E-01 =, 507381E 00 -, B08G26E 00 . 114509E-02
a5 =, 2348150E 01 . B622458E-01 . B202103E 00 - 9572770 00 - 10GT1S0E DO -, 397732E 00 =, $00238E 00, » 150539E-02
4.0 = 2TI4800E 01 4E051GEE 00 « 0103870E 00 L 1TEI0AIE 01 -, G262790E-01 ~. 343488E 00 L341412E 00 . 3055G0R- 02
4% =, 2975121 01 -ATROIBTE 00 . BI289ME 00 20037418 01 =-. 1428457E 00 L 2TTE0IE 00 « 2TOT3E 00 « 252681E-02
5.0 - 34O509E 01 =, 1165171E 00 - 1075512 01 . 1057690 01 « 14736098 00 =, 284632E 00 =, ZDTH4E 00 +321123E-02
5.5 =, 3228718 01 - 17T61912E Ov . 13119258 01 . 2100052E 01 . 2017640E 00 «223432E 00 « 219075E 00 . 375867E-02
6.0 =, 34DC130E 01 « 3624 137E 00 < 134B631E 01 + 31B3762E 01 = 2436844E 00 . 115489E 01 « 115029E 01 -4T0189E-02
6.5 -. 35863218 01 «1170681E 00 - 1308203E 01 « IHA4EE 01 =, 21560018 00 «B2TTROE 00 « 922136E 00 . 584364 B-02
T.0 -3 o - o0 . (118 LATIB157E M . o0 & (] . (1] . G3IZ0THE-02
7.5 =, 3580T03E 01 -, 3415927E 00 . 17875208 01 36016058 01 . 2245603E 00 L 4BINE 01 « J4BL13E 01 TOBLO3E-02
oo = 3TIHME 01 L BTED352E-01 - 1785008E 01 L4825229E 01 = STATISSE 00 L 230204E 01 + 328350E 01 . BEIT43B-02
8.5 - 3501T12E 01 =, G61R24E 00 - 183TOTTE 01 . 01 - 01 & (1% + 3H33TE 01 . DEDLE4IE-02
8.0 =, 3315624 01 =, HO436TE 01 . 2088257E 01 40264008 01 - BZCO09E 00 . 213816E 01 2137708 01 . 14523E-01
8.5 =, 3322441E 01 =, BGZ31S1IE 00 . 01 . oL * L1} . 336TTOE 01 . 335627E 01 . 114158E-01
0.0 =, J2CAT44E 01 =, 3000800E 00 +3225132E 01 . 66369010 01 =, 1040673E 01 LA037208 01 A02352E &1 . 136728E-01
10.8 =, 2010751E 01 =, 1465TS0E 01 - 2317000 01 L 5T40471E 01 < 12T2124E 00 . JB1G16E 01 «38007TIE 01 » 154311 E-01
Lo = 2484573 01 -, 22724838 01 . 3684601E 01 . 5483042E 01 . 1280T30E 01 -457p85E 01 .455043E 01 . 155188E-01
ILS -. 2309805E 01 =, 1376THE 01 - AT06125E 01 « TROI066E 01 = 4111260E 00 . 57T2257E 01 . 5TOBTOE 01 . 166664 E-01
150 - 2137883 01 =, 1004005E 01 LIETLT6TE 01 . o - o1 P a1 . B0GI0TE 01 . 203283E-01
12,5 -, 15588058 01 =, M4B9541E 01 «2014473E 01 - BET40E o1 M o0 & o1 . D40308E 01 + 220005E-01
13.0 -. BOOGHZIE 00 =, 2975446E 01 - 30724688 01 -BEB4BEIE 01 . 1048350E 01 . TTI965E 01 « T09825E 01 . 212968E-01
13,5 =, 8181000E 00 -, 1729710E 01 «3158173E 01 - B057T429E 01 =, 1316124E 01 . BIGIREE 01 . 832030E 01 L 234ES1E-01
.0 =, 30555508 00 -, 17T10003E 01 .3!8“!1"3 o1 «M91381E 01 =, 2027398E 01 «B56387E 01 . BS3G16E M - 28T063E-01
4.5 < 44326758 00 = 3B0TI00E 01 . J208556E 01 « TBA2308E 01 +1812041E 01 . BO001EE 01 « 987085E 01 < 295421E-01
15,0 L 1110202E 01 = 3602129E 01 - 35530060 01 «B486638E 01 « 1726316E 01 « 113450E 02 + 113176E 03 . ZT5431E-01
15,5 . 1358036H 01 -, 198T0B8E 01 + 36140548 01 « I0TH045E 02 -, 2718185E 01 «110262E 02 « 109048E 02 . 314132E-01
16.0 - 3134285E 01 -, 2506407E 01 . 01 . o2 - a1 «116T80E 02 L 1164148 02 < 3B84810E-01
16,6 - 2983460E 01 - 4401G95E 01 - J000106E 01 +B611001E 01 L 31731TOE 01 « 1416T0E 02 + 141206E 02 LATITAIE-OL
17.0 - ATOGZITE 04 =, 8T71235E 01 .4033234E 01 . DBBIGELE D1 « 1245014E 01 « 150T65E 02 + 1604288 0% . 340807TE-01
17.5 - 4012043E 01 - 31!§ﬂ!5 o1 LA0TIZAE 01 . 1Z1GGBOE 02 =, 456B2TGE 01 . 1353508 02 « 124D47E 02 L411828E-01
B0 - 50814238 01 -, 34536648 01 40719628 01 L LGTTRGOE 02 -, D0TR4ITE 00 - 1552158 02 + 164TIOE 02 LAOG118E-01
18.8 . S804074E 01 = SOG5TE5E 01 42658861 01 D162257E 01 +4703840E 01 . IBODOIE 02 « 1BD433E 02 +4495T1E-01
19,0 . 6634361E 01 =, 3728T3EE 01 +AB1EETOE 01 - 1111004E 02 - BE5BIISE-D1 . 184466E 02 « 134067E 02 .408981E-01
19,8 . TO152001 01 =, 25T4132E 01 «A633034E 01 . 120B34BE 02 -, BB07S27TE 01 L IBIBL0E 02 « 16107TE 02 .532110E-01
20.0 . 819271080 01 = 4210604E 01 LAS4I4T6E 01 « 10738578 02 LBCRODBLE 00 . 2011998 02 . 200582E 02 G1ET40E-01
20.5 . D002S00E O1 =, 5400BRTE 01 LATEII9GE DI +9492T50E 01 T L O098T30E 01 . 235533E 02 L 220018E 03 .5118‘335-01
2.0 . DGO 1478E 01 - ol . o1 . 02 =, 2614 100E 01 L2095TTE 02 « 200004E 02 L 482850E-01
215 . I012B35E 02 -, #620580E 01 ADD4BAIE 01 . 1382742E 02 = 00TTTI4E 01 . 1B910GE 02 « 188420 02 LGTTI00E-01
2.0 . 11390448 02 =, 4B28030E 01 . S00314TE 01 . o2 " ol . 02 «283107TE 02 L T37773B-01
2.5 . 12051291 02 =.5870250E 01 + 5266184E 01 L B2109GE 01 . 0022400E 01 . 2B4TOTE 02 . 2B4205E 02 LG62481E-01
20 . oz = 01 a 01 < 12GTITTE 02 =, §51I60TE 01 < 225110 02 +324521F 02 EBE382E-01
28,8 . 1312897E 02 =, 2T01560E 01 +B450150E 01 « 1258034E 02 -, G47TOB26E 01 F oz . 02 - 01
24,0 . 1439300 02 =, 5224TDIE 01 +545E20TE 01 .D218054E 11 . TIGBOB4E 01 L311112E 02 «310271E 03 LBAT202E-01
24,5 . 14832198 02 =, 4014591E 01 . 01 . L3 ) . 01 - 310048E D2 . B10400E 02 SBBE53IE-01
25.0 - 1534130E 02 -, 2B3812E 01 - 5BT4236E 01 .« I2T4875E 02 =, B8TZH4E 01 . 2010468 02 + 230313E 02 . T26TE0E-01
25.5 - 1581954 02 =, 2805193E 01 .58O338TE 01 . 114BTT5E 02 = 487C438E 01 .256101E 02 . 254181E 02 . 1039G62E-00
26.0 L 1T00T13E 02 =, BIGEGZ4E 01 . BB0IB00E 01 - BOB0S1BE 01 + 1126087E 02 . o2 » oz 01
26.5 < IT1T230E 02 =, 3026404E 01 .G257T412E 01 - DEBIS0E 01 * L, 3085151E 01 . 330431E 02 +320B00E 02 . BI1459E-01
21.0 < 17583178 02 -, 1290778E 01 . Da00GE4E 01 + 1230938E 02 - 1700 168E 02 . 229800 02 . 328001E 02 L907473E-01
27.5 - JBOGTI0E 02 -, 2802125E 01 L0318050E 01 +DBG0SEE 01 -, I56T2T4E 01 . 298004E 02 - 2067G0E 02 . 1253388 00
8.0 «1011510F 02 -, B226972E 01 .83 oL ¥ oL <153 E 0z o . E 02 #4214 16E 02 - DEOGRTE-DL
8.5 - 1B00856E 02 =, 205B294E 01 < BTAZI44E 01 -D3I3B013E 01 =, 2445801E 00 «322214E 92 -831620E 02 < GEB445E-01
28,0 - 19357TQ0E 02 = B1Gp030E 00 - BO3000GE 01 - 1136141E p2 -, 1452700E 02 . 2281528 02 +225012E 02 . 113904E 00
28,5 . 1082604E 02 -, 2082601E 01 .07213338 Ul. LTTEB4TIE 0L . 3501047E 01 . 349468E 02 - 34801ICE 02 . 144221E 00
30.0 < 2083560E 02 = 4468T12E D1 . BB2TIR4E 01 - 5524204E 01 - 16346B2E 02 448653 02 4476608 02 . B6T010BE-01
30, 5 - 20341788 02 =. 12180088 01 - TIZ4TUE 0L +BO40843E 01 - 5841316E 01 «I05450E 02 « 2046818 02 L TTE803E-01
31,0 . oz . 00 . 01 S981210F 01 -, 1540273E 02 < 220418E 02 g o 234000E 02 . 1427T0E 00
318 L 2113329E 02 =, JDO5EE0E 01 . TI00340E 01 < BA88JGIE 01 .+ 1043543E 02 . 408725E 02 A0B112E 02 . 181387 00
32.0 . 216T405E 02 -, HMIATHOTE 01 . TA34026E 01 +A508212E 01 . 15352318 02 L454404E 02 A53472E 02 .B31663E-01
52,5 «2125025E 02 « 25016366 00 . TEBL088E 01 . 8385271E 01 =, 12350548 03 2541628 02 . 253230E 02 L H2500BE-01
33,0 | .2189046E 02 | ,5740693E 00 7830G41E,.0. o1 1434178E02 2 - oz e
33,6 « 2204107E 02 =, ZPETTHE 01 . TEOSSEME 01 . 31B5ATSE 01 . 104B02BE 02 . 462123E 02 . 400447E 02 . 167501E 00
34,0 . 2231700E 02 = 21T73E 01 . TET4T4OE O1 . 3670816 01 . 12004008 02 436943 02 -430070E 02 L BTTBBOE-01
34,5 . 2182001E 02 . 1634581E 01 « B4Z406E 01 . TBR902TE 01 =, 10132028 02 < 04550E 02 -203307E 02 . 1152868 00
35.0 .222167SE 02 | .6007037E 00 | . o |, o | - oz | . 0z . o2 . 213907E 00
35.5 22611368 02 =, 2TPBE34E 01 . TRIB428E 01 . 11T0572E 01 +2172287E 02 . S0B24TE 02 «BO4EBTE 02 - 1B5950E 00
36.0 +2262084E 02 =, 8160209E 00 +BABSTIOR 01 L J1Z004E 01 +0135B80E 01 . [} | o2 . 01
36,5 . 2210 oz ‘ o1t . LS 01 -. 26328138 02 « 1540858 02 + 162582 02 L J4TTIIE 00
(37.0 +2357835E 02 «3532747E 00 . B5T1809E 01 « M04146E 01 =, 2DH02TIE 01 «JI04TIE 02 .317T068E 02 « 240821E 00
37.5 . 2208234E 02 2, 2637667 01 . [} o0 . 38E 02 - 535407E 02 . 533037 032, - 158052E 00
38.0 . 22608130 02 . oo « 207D ol . ol =, 1147602E 01 3297888 02 «3200T0E 02 . 817T808E-01
38, 5 . 22096T0E 02 » J400447E 01 « B526400E 01 5064036 01 -, J002613E 02 » 1105248 02 +L0BG11E 02 < 1012678 0O
39,0 - 2262000E 02 -, 26110I2E 00 . BER2224E 01 :mlSMIB o1 .0210208E 01 . 384843E 02 . 382238E 02 . 2604ETE 00
38, 6 .2271612E 02 -, 2236B87E 01 . BB35281E 01 . o1 . o2 o E 02 «541521E 02 . 138113E 00
Ho. 0 . 2221326E 02 + 17T00628E 01 07415610 01 . 3017080E 01 =, 12466638 02 . 242047E 02 « 242007E 02 «BEDZBIE -01
40, 6 - 21803408 02 L 3283133E 01 + 00432868 01 < 44EB404E D1 =, 2T90308E 02 L LI5024E 02 « 1126208 02 + 230471E 00
[41.0 « 2220086E 02 =-.1127051E 01 LD193613E 01 . 1006248E 01 « 10233928 02 ABABIIE 02 LA52108E 02 L 2T0319E 00
41.‘5 . 2213272E 02 =, 19141T6E 01 .D355807E 01 . B0BBT44E 01 F 02 o2 . o2 . 113735E 00
2.0 . 2138462E 02 +2T02867E 01 . 1043385E 02 - 34892601 01 -, 2417872E 02 . 139252E 02 . 1381948 02 . 105803E 00
2,8 . 21109248 03 . 01 . oz . o1 = 33 03 . MZI4TE 02 . 130248E 02 . 2BOOZTE 00
[43.0 » 2146004E 02 -, 3206557E 01 04914738 01 . 2T41536E 01 L 30172458 02 LB21778E 02 .519105E 02 . 257283E 00
[43.5 e o2 - o1 i o1 - 18/ oL . 1928617TE 02 L ABB4A4E 02 L407EDIE 02 . B528G2E-01
4.0 . 20162568 02 - 3042887E 01 . 1102097E 02 . 3TB4110E 01 =, 3208826E 02 -S4106E 01 «BTH160E 01 - 1494508 00
{44, 5 L2001631E 02 . 1183280E 01 < 1069241E 02 « 1539370E 01 =, 1402582E 02 . 193056E 02 « IB900RE 02 LA35TITE-00
[45.0 . 2031892E 02 =, 3361850E 01 - 9806263E 01 . 3B08T40E 01 L 3407018E 02 .5TE337E 02 STEDTIE 02 +2366THE 00
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TABLE 1. - %}.’E’EAE;TY ANALYSIS RESULTS FOR DELTA

3 o
= & = = g 2o
i .2 f £2 pf |4 3% 35 i
g < 5-3 48 82 N1 3 5: L
. g% o gis 8 i
i HLH E s | ol L 5 38 F
2 <= & & & L] &
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P, = 0.20754 x 1070 flbosec

= -0.72022 x 107% ficlbosee

P, = -0.62263 x 107° fezlhosee
g

- - - -8 -1
M, = M= M, = 5.17005 x 2070 Mg

Solar pressure constant = I x 1077 i%—
ne
. - -7 lb
Aerodynamic pressure constant = 2x 10 ° ~5
ft

In Tables 1, 2, and 3 the last column 1s the difference between the sum of the
attitude deviations for each torque and the attitude deviation for the combined
torques, The difference, A(A8), is approximately 0.5 arc sec after 45
minutes in orbit, This number could very well be atiributed to roundoff
(10th and 11th decimal place). The resulis demonstrate the linear additivity
of the torques on the spacecraft attitude.

Conclusions and recommendations: The results of the torque model
analysis are summarized 1n Table 4, Table 4 condenses the result of Table
1, 2, and 3 for A@ deviation due to each of the torques relative to an untorqued
vehicle, Comparing these results for long-term prediction over 45 minutes
shows that the residual magnetic moment, solar pressure, and eddy current
torques must be included in the prediction model. On the other hand, short-
term prediction over 5 minutes can be accomplhished with only the eddy current
and residual magnetic moment torque, Figure 40 indicates a sigmficant effect
due to the gravity gradient. However, the alignment of the body y-axis to lhe
orbit normal 1s greater than the prescribed control limits of the vehicle,
whereas, the results presented in Table 2 for the gravity gradient represent
an alignment of the body axis within {he control limits, which is the more
realistic case, Aftitude prediction using only the residual magnetic moment
eddy and current torque is shown in Table 5. It 1s of interest to sumplify the
torque models where possible to improve the speed of the attitude prediction
and model integration. The results of the torque ansalysis demonstrate that
the torgue can be time averaged over the spin period of 20 seconds without
detriment to the attitude prediction and can enhance the use of large step
sizes in the numerical integration of the prediction model. The following
paragraphs examine the time-average torque approach.
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TABLE 4. - SUMMARY OF Ag ATTITUDE DEVIATION DUE TO
EACH TORQUE AND THE TOTAL TORQUE

1) 2) {3) @ (5}

Residual

magnetic Eddy Gravity Aerodynamic Solar

moment, current, gradient, pressure, pressure, Total,

Time, min | A arc sec | Af.arc sec  JAS arc sec Ag arc sec &6 are sec | A8 arc sec
5 - 5.9 - 20.8 +2, 40 -0, 02 + 1.8 - 24,2

10 ~10.6 - 98,7 +0,97 -0.06 + 6.4 - 102.0
15 -15.0 - 268.1 +1,40 -0, 44 + 14,2 - 268.8
20 -18.8 - 588.8 +1.80 -0.68 + 24.4 - 580.8
25 -23.1 ~1000. 6 +2, 00 -0.24 + 38.6 - 983.3
30 'o~27.5 -1536. 4 °1. 20 ~0. 86 + 85.1 -1508. 1
35 -32.4 -2144.5 +1.08 -0, 44 T 47401 -2101.8
40 «37.3 -2792. 8 +1. 17 43,31 + 97.8 -2730.7
45 -42.8 -3473.8 +0. 10 +0. 52 +122.6 -3384.4

TABLE 5. - COMPARISON OF THE EFFECT OF DIFFERENT
COMBINATIONS OF TORQUE WITH
THE TOTAL TORQUE EFFECT

Sum, {1342}, Sum, Sur,
Time, Min Ag are sec {1)+(2)+(5) {1)#{2)+(3)+{4)+(5}

5 - 28,5 - 24,9 - 24,2
10 - 109,3 - 102.9 - 102,0

15 - 2841 - 269.9 - 268.8 |
20 - 586.1 - 5617 - 560.8
25 ~1023, 7 - 985, 1 - 983, 3
30 -1563, 9 -1508. 8 ~1508, 1
35 ~2176,9 -2102. 8 ~2101, 8
40 -2830. 1 -2732.2 ~2730,7
45 -3516.5 -3393, 9 ~3394. 4

{12} = Attitnde dewaation due to residual magnetic
moment and eddy current torques

(1+{2)+(5) = Attitude deviation due to residual magnetic
moment, eddy current, and solar pressure
torques

{1)+(2)+{3)+(4)+(5) = Altatude deviation due to the five torques
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8pacecraft Modeling

In the preceding section, extensive modeling of five environmental torques,
was accomplished and their effect on spacecraft attitude evaluated. Two
results are important in the modeling of the spacecraft rotational dynamics.
First, the gravity gradient and magnetic torques were shown to have signi-
ficant effect on spacecraft attitude. Secondly, two components of several
torques were cyclic with mean near zero and a period of 20 seconds. Ob-
servations were made that the effect of the cyclic torque upon attitude have
minor effect on spacecrafl attitude. These results lead to the development
of a set of simplified equations of motion which included the gravity and
magnetic torques, to improve computational efficiency in the attitude deter-
mination data reduction program. Since the net effect of the cyclic term
over a period is zero, time averaging successfully eliiinates the cyclic
terms, substantially reducing the equation complexity. This procedure was
used by Beletskii (Reference 3) to analyze the resultant long-term motion of
spin~stabilized earth-orbhital spacecraft. ‘The analysis presenied develops
the equations of motion in differential form (suitable for computation) and
demonstrates the equation accuracy for the attitude deiermination problem
in the 1 to 10 arc sec accuracy. Two methods of mechanizing the spacecraft
equation of motion was attempted. First, a method developed a set called
the simplified equations of motions. The second was called an approximate
closed~form solution for torqued asymmeiric spacecraft.

Simplified equations of motion. --

Axis frame and equations of motion; Axs frames selected for describing
the equations of motion are shown in Figures 41 and 42, The angular momen-
tum frame describes the direction of the angular momentum relative to iner-
tial space and results in the set of differential equations presented n
Equation (26).

-
s __)’(_
p
T_
SR A
5 psiny 25
B=T;

whereT}-{, T:;, TE are the torques applied about the angular momenturn axes

%, ¥, and Z, respectively.

The body axis frame defines the motion of hody-fixed principal axes with
respect to the angular momentum axes. The Huler angles are congistent with

the spiuning-top system used in classical physics (reference 4) and result in
a system of differential equations which are
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Figure 41. Angular Momentum Axes System

x|

% x
Line of nodes

Figure 42. FEuler Angle Axes System



. T- gin ¢ ~ T- cos ¢
6 = Pcos‘}‘sin“f(ll ——%—‘}«k -X———p—x~——
X
7 (26)
- sin2 v cosz ¥ (T? sin ¢ + T’:E cos ¢) cot 8
¢ =PI+ 7 T
* b4 T-cot v
s Y
P
1 sin?y COSZ ¥ (Tg, sin ¢+ T;{ cos ¢)cos @
¥ = pcosBT—- T T - 26}
z x® y P
(cont)

Equations (25) and (26 form a complete description of the spin motion of the
vehicle in a torqued environment. A singularity exists at the pownt 6 = 0 1n
that ¥ and ¢ are not defined uniguely and the torgues become infinite,

Spacecraft torques: To develop the equations of motion explicitly, [(25) and
(26)], it 1s necessary to derive the torques in terms of the spacecraft state
variables and rates, The three torques for the ARRS, (magnetic moment,
eddy current, and gravity gradient) will be considered. However, the ana-
lytical procedure used is to develop the simplified equation that is not limited
to these specific torques but is equally applicable to golar, aerodynamic, or
other torques resuliing from spacecraft motion.

Using the torque equationsof the previous section, the three torgues consid-
ered above can be writlen as

(B, B, - (Bg - M)By
1 WB, @n
(El . M)By - (B, - M)B

Top = (E3-1\71)BX-(E

. o ~la=-. = ~lamms - B
Tp = K{BA(E Qi By - ET'QA(E, BA)}
T o= 31.1;‘ x (E_li‘E)f‘

G R

where

]
i

Euler angle transform (g 6, ¥)
B, = it? column of B
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H..
n

0 0

0Ou 0

Nalle)

BX
B A = B = Angular momentum components of the earth’s
¥ magnetic field
BZ
cos ¥ sin @ sin ¥ °]
Q= {-siny sin @8 cos ¥ 1]
0 cos @ 1
é
4= |9
Y
r = Gravitational constant

= Radius from spacecraft to earthls center

I o o
“ X
I = Inertia matrix = |o Iy o
o <] I

Zz

The vector ¥ is the local vertical unit vector in angular momentum coordinate
and is obtained by

[+24

= DF (&) = r, (28)

where F and I) are the transforms from vertical to inertial to angular mo-
mentum, respectively (ref. Figure 41).
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Simplified Equations for Symmetric Body: Using Equation 27, the exact
motion of the torqued spinning body can be obtained. An approximation to this
solution can be obtained by perturbation theory, assuming that the torque terms
are small and hence can be neglected in the first approximation. If this ag-
sumption is made along with the assumption that I, = Iy‘= I, then the first-

order approximation to the motion becomes

i =7 =86=9=o0
. by
6-«-1- {28)
. k
l!/=Tp—

Note that four of the six state variables are constants and the other two have
constant rates. Substituting the results of Equation {(29) into Equation (27), it
is possible to obtain the first-order estimate of the torgues, which can then
be sutstituted into the differential equations. These results are shown for
Ty Tg and TG in Equations (1), (2), and (4) of Appendix C for the special
casel = I... Note that the magnetic and gravity torques are functions of all

state variables, the explicit relationships for the Euler angles §, i, and 8
are indicated in Equation (1), (2) and (4) and implicitly for 7 and { in that
r and BA are functions of these angles.

For the symmeiric case, 6, {, and 7 are constant and cosy, cos 8, etc.,

are periodic with period ITzﬁT%‘f and *57‘1 , respectively. Assuming that the
/

other states are constant over a period and since the periods are of a non~

integer relationship, it is possible by time-averaging to eliminate all cyclic

torque terms. For example

T

_ lm 1,
Teon = Tow T f T ¢ p 0, ¥ @) (30)
o

Time averaging the torque terms of Equations (25) and (26) results in the
following differential equations to describe the torqued symmetric space-
craft motion:
‘L KBxBy(l-f-kcos ey _ Byl\l[zcose
= T o

831 (1-a) (2-3 sin %0) 7y T4
* 3
2R"p
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KBsz(l—i-kcose) + By M cose
IsinT psinT

3p. I(1-a) (2-8 sinze) ry ¥y
+

2R3psinT

pK (sz + Byz) {1 +k cos 6)
I

x s 2 2 2
8 kKs_me(Bx +By +2B3)

21

5 £+KBYBZ(1+kCOS g) cot T . Bxl\llzcosecot'r
T P
BzMz cos 8 3pl{i-ajcotq{2-3 sinz [:}] r,rg

- +
p 2r%

3pI(1-a) cos29 [(rlz +r22) - 2r32]
+ 3
2Rp (31)
{cont)
psing (I~ Iz) -8, B,M,
B T, 5

; = KB
¥ o=

861 (1-a) cos 6 [(r,% +1,%) - 2r,7]

2 R3p

Note that Equation (31) is relatively simple and that there are no terms in ¢
and ¢ on the right-hand side. Hence, no rapidly varying terms exist in Equa-
tion {31) and it is possible to carry out the numerical solution using relatively
large time intervals.

Simplified equations for asymmetric body: In a manner similar to the
previous calculations, it is possible to develop the torque terms for the
asymmetric body. However, in this case the equations become more complex
and, as will be evident, an explicit set of differential equations is not feasible.
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The "angular rate’ solution for an untorqued asymmetric spinnming body (ref-
erence 5} is given by
/al cn (Clt} )

sn (clt)

5 (32)

£
[

2
. ‘/EE en (e,

where sn, cn, sn, and dn are Jacobian elliptic functions. Using the relation-
ship between angular moment and Equation (32), the Euler angle functions

become

I .fa, dn {c,i)
cos @ = _Z_‘/E_I.’____l_ (33)

172
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(cont)
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¥ = Lyfag dn (e4t) (1/IZ -
where the constants ¢, a, . 8gs bz, etc., are related to the normalization
of the eliptic function solutions.
The functions of Equation (33) can be used to evaluate the torques given in

Appendix C. They become for the eddy current damping and magnetic moment
terms

. 2
T;{a = —I\/I B Iz,/ dnc t +KB B Iz ag dn (clt)
3 L 3
+IX a; ¢n (clt) +b2 sn (clt)

2

T T 2
‘I')-’a = MBI [azdn (&)t} + K BB, <lagd." (e4t) (50)
+1 2(c t)-!-Iy snz(c 3]
e e Ly 1
2
_ 2 2. 2 2
Téa = -K (BX +282 } IZ ag dn (cl’c) + Ix ay en (clt)
L —3
+ «12 sn (clt)
b
2
where the subscript "a™ and the bar " over the term are used to denote the

average over a cycle, It is evident in these equations that the effect of M,
and M_ components of the magnetic moment, as in the symmetric body case,
are eliminated by the averaging process.

The torque average of the gravity gradient term canndt be found explicitly

becauge Bquation (33) has no explicit solution of the Eunler function ¢. Hence,
there are indicated in trigonometric form as

T; = -1 {(l—a) (1 - gin® @ (1+ cos? ¢)
G

+e sin2 & sin2 ] (cos2 ¥~ sin 2 \1')} Ty Ty
{85}
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¥, Ga

T- = 1 {(1-3) {1 - sm2 6 {1+ st 8)

+¢ sin2 [i] cos2 [} (cos2 ¥ - sm2 ‘y)}rl Ty

The torque effects on the Euler angles must be calculated by averaging the
terms 1n Equation (36). Using Appendix C, the torque terms become

(T;{ sin ¢ - T?;’ cos gf})a =

(T;{ cos ¢+ T}.’ sin q))a =

— —— 25
B, (M_cos ¥ - My sin ¥) + k [-B ¥ sin g

+ sz sm2 ¢ sn 6“}4» by2 cos2 psmn oy ]

+1 3[2 cos ¥Ysmn ¥sin § r32

-cos 8 sin 8 (cos2 Y- sin2 ¥} rify

-2cos ¥ysinysmé sz ¢ r22

+2cos ¥Ysin¥sin b cos2 gtelrlz
(36}

B, (1\/[X cos @ sin ¥ + My cos 8 cos ¥

- Mz sin 8)

+K (B,” b cos® ¢+By2 $sinp-B20
e 2

+1I{1-a) [- cos § sin § rg

+ ccs2 $cos Bsin r22

+ sinz $pcos 8siné r12]

+e I[ cos 8 sin 8 (0052 Y~ sin® 21 sinng rf

-cos 8 sin @ (c:os2 ¥ - sm2 ¥) r::os2 q;rzz]

It should be noted that the equations developed for the asymmetric case do
not lead to a format as useful as those of the symmelric case., First, the
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torques are not explicitly functions of the system parameter. In addition,
some of the torque terms of Equation (36) probably average to zero over a
complete cycle and others for most usable spacecraft configurations might be
negligible, Second, the differential equation form for the asymmetric equa-
tions would contain terms in ¢os ¥, sin ¢, and cos 8, Hence, this equalion
does not have the property noted about Hquation (31); that long integration
interval sizes are readily available, Since only the first term in Equation (26)
needs to be evaluated over short intervals, solution on a high-speed machine
given the averaged coefficients would not be lengthy, or the closed-form
solutions [Equation (33)] might be employed by evaluating the Jacobian elliptic
functions.

Further effort is desirable to develop the best solution method of accurate
and rapid computation of the differential equations using time-averaged per-
turbation torques for the asymmetric case.

Accuracy analysis of the time-averaged equations: In the preceding para-
graphs a set of time-averaged perturbation equations was developed which
describes the motion of a gpin-stabilized spacecraft 1n an earth-orbital en-
vironment. This set affords a marked simplification over the exact equations.
In addition, since the torgues are time-averaged, it should be feasible to em~
ploy integration step sizes substantially greater than those for the exact set.
Hence, the time-averaged equations should possess distinct advantages when
employed in the computer modeling of the motion of a spinning satellite.
Therefore, an accuracy comparison between the time-averaged set and the
exact equations is important,

For this comparison, both sets were programmed for digital computer solu~
tion on an IBM 7040 Computer, This section presents the comparative results.
Since the computer used was limited in storage and since computational speed
was reduced because the requirements for precigion dictated that a large por-
tion of the program be run in double precision, some simplifications were
made. It was decided to program the symmetric body and include only the
magnetic field effects since they predominate over the gravity effects and are
nonconservative, Also, it was possible using data available from ancther
Honeywell company study to compare certain of the gravity effects indepen-
dently.

The true magnetic field experienced by a satellite is rather complex, However,
an approximate field can be generated by assuming that the earth's field re~-
sults from a dipole aligned with its spin axis. For a satellite in a circular
orbit, the magnetic field in inertial coordinates becomes

By = K, sin (20} cos {y}

K, sin (2o) sin () 37)

o)
1

B, = K1 [Kz - cos {2a) ]
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where
« = angle of elevation from the X-Y plane

vy = angle between X axis and the projection of the orbital
position on the X-Y plane

The angles o and y are given in terms of the orbital elements* as

. cos (i) sin (v}
tany = 205 V)

(38)
sineg = gin (1) sin (V)

In a circular orbit, v = Vo F wt.

When comparing the computer solutions between the exact and averaged sels,
it is necessary to use the correct initial conditions for each set, It is especi-
ally true that the initial magnitude of the angular momentum for the averaged
set is the average of the instantaneous angular momentum of the exact equa~
tions over a cycle, Otherwise, the average spin motion for both sets is not
the same and errors will resulf,

The selection of the proper initial condition was obtained by a solution of the
perturbation equations {not averaged) for x (t) and then set t = 0. To :illustrate
the procedure, the differential eguation for p () for the magnetic torque terms
only is

b= % ®,% - BH (1 +keos 6) +%§-<}32 sin 9 (B, 56 - Byed)

+ (M c¥ - My sY) (By ¢ - B, s¢) (39)
+ [, sin 0 - cos 6 (M, s¥ + M cu)] (B, s¢+ B, co)

Assuming that p in the second term on the right-hand side canbe replaced
by P Equation (39) can be written as

p = Clp + Czsq) + C3c¢ + C4c‘{'cq§ + CSSYs«zS + Ceschs +costeg

(40)
wherse
c. = ('oKBsz + MZBX)SG
2 1
X
c. - (—poKBzBy +MZBX)39
3" I

X

91



Cc, = MxBy - MyBxce
Cp = MyBx - MXByce
Co = - (MyBy - M B, cb)

0
[

- (MXBx - MyByce)
Equation {40} can be integrated directly, If C1<< p/Ix, then for the initial
condition ¥ = ¢ = 0 .
C.+C C.-C, 1L
. Loty Sty L
Po = PO -1Cy 307w Y300 3O (1)
where Py is the average initial condition when p(0) is the initial condition for
the exact setl.

The spacecraft used in the comparision simulation was the conceptual mech-
anization of a horizon definition experiment by Honeywell Inc, for the NASA
Langley Research Center (ref, 6). The parameters are

I, = I, = 56.68 slug-it?

x
1, = 65.62 slug-ft’
cm =M e -5
M, = M, = M, = 0.51052 x 107° ft-1b/G
K =0.141739 x 10°% ft-1b/c2

The magnetic field constants are for a spcaecraft in a 500 km orbit and are

K, = 0.3715 G

1
KZ = 0.333 G
w = 0,084 degfsec

The remaining constants are

1 = 97.38 deg

v = 97,8 deg
¥ =¢ =0
(:uJX =0
wy = 0, 00365471 radfsec
W, = 0.31415926 rad/sec
g = 0,5757 deg
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plo) = 20161617134
T = 99,9995 deg
¢ = 314,4154 deg

Using the above conditions, the spacecraft equations [ Equations (25) and {26)]
and the approximate equations [ Equation (31}] were solved using a fourth
order Runge~Kuita integration routine with a fixed interval size of 0.1 second.
Figure 43 compares the motions for the angles « and { over a 40-second
time period. This short time is used to illustrate the effect of averaging

(i. e., the exact solution has oscillations not present in the averages solution).
The averaged solution, however, duplicates accurately the long-term motions
of the exact set. Solutions over periods of 800 seconds indicate that the dif-
ference in magnitude is of the order of 0. 0001 degree.

Figure 44 compares the cone angle, 8, for the exact and approximate solutions
over a 400-gecond interval, In this case the exact solution has approximately
a 20-second period, which makes the exact motion difficult to represent; hence,
the envelope has been indicated, Again the angular difference is of the order
of 0,0001 degree. Noting in Equation {26) that the condition & = 0 leads to
infinite torque terms, it is apparent that the initial condition selected here
represents the worst practical case for comparing the exact and averaged
solutions, Hence, the amplitude of oscillations are substantially reduced at
larger 8.

Figure 45 compares the angular momentum for the exact and approximate solu-
fions. Two initial conditions are used for the approximate cases, p{0) and p o
as obtained from Equation {41). Again, the two approximate solutions rep-
resent the average change but do not have the oscillations. The latter, p,.
more closely approximates the mean of the exact solution.

Figure 46 shows the errors in the body angular positions, ¢ - ¢, and ¥ - ‘{’a.

Also included is the sum of these errors, ¢ - ¢a and¥ - ‘fa. The initial con-
ditions for the angular momentum are p{0). The individual errors ¢ - ¢a and
¥ - ‘l’a are quite large, approximately 0.01 degree, and are opposiie in phase,

The large amplitude error 1s a result of the infumte torques which resulf in
the exact equations at 8 = 0, but are not present in the averages equations of
Equation (3), This mathematical problem is a manifestation of the physical
fact that at ® = 0 the Euler angles ¥ and ¢ are not distinct. However, the
sum and a difference factor, ¥ +¢ and Y - ¢, have a useful physical inter-
pretation as 6 - 0, the sum ¥+ ¢ being the actual displacement of the x-body
axis and the x-reference axis, Then for small 6 the error sum more nearly
represents the angular position error between the exact and the approximate
equations. As shown in Figure 46, this error is of the order of 0. 0004 degree
over the 20-second interval, It is apparent that there is a mean difference
between the exact and approximately ¥ +¢ terms. This difference was found
to be due to the initial condition selected for Figure 46, When the initial
angular m omentum was selected using Equation (41), this error was greatly
reduced ag shown in Figure 47, which plots the error using p  over an 800~
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second 1nterval, In this latter condition the error was less the 0. 0002 degree
at the end of 800 seconds.

The comparison indicates that for the typical spacecraft parameters selected
the approximate equations provide solution accurate to less than 1 arc sec
over periods of 500 to 1000 seconds. Since oscillatory motions are not pres-
ent, the computation interval can be 1ncreased substantially.

Comparison of gravity gradient effects: As indicated previously, the
effects of gravity terms were not included in the computer study, However,
the results of a computer simulation with and without gravity terms were
available from :another study of spacecraft torques.

The spacecraft parameters are similar to those above with the exception
that 0 = 45 degrees. The solutions to.the exact equations were obtained by
integrating Euler's equations directly and then determining the angular mo-
mentum vector. The approximate equations were obtained by a closed-form
solufion of terms 1n Equation (31), using graphical plots of the magnetic field
and direct integration of the terms 1n the local vertical vector, r!, from
Equation (41).

Using the graphical plots of magnetic field and Simpson's Rule for integration,
the solution for the terms 7 and { with and without gravity effects is shown
1in Figure 48, Since the angular errors are less than 0, 002 degree after a
time interval of 1000 seconds, 1t appears that the approximation procedure is
adequate to represent the effects of gravity gradient torques on the spacecraft
motion.

Conclusions: The procedure based on the nonlinear approximation tech-
nique of time averaging the first-order periurbation equations of motion can
lead to significant simplification of these equations for a spin-stabilized satel-
lite. In the test case considered, the accuracies when comparing the exact
and approximate solutions were within 1 arc sec for an interval of 800 seconds.
The terms in the averaged equations are simpler and effects of infinite torques
at 8 = 0° are suppressed. In addition, because the cyclic torques are elimi-
nated, the longer time intervals can be used in the numerical integration com-
puter solution, further reducing the required computational problems.

Based on the previous paragraphs, it is concluded that an improvement in
numerical integration speed was achieved. At the time of this writing, it
was not possible to contrast the work above with the work presented in Ap-
pendix D, except to state the same general philosophy was used in both
developments but with different starting points. Appendix D gives the devel-
opment of the approximate closed-form solution technique for use in the data
reduction program.

In summary, the computational techniques developed during this study will
greatly improve computer efficiency and are recommended for use in the data
reduction program. However, the development of the data reduction algorithm,
a parallel effort, proceeded by the using of rotational dynamics model that is
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expressed in Reference 19 under the attitude determination section using
Runge-Kutta fourth-ordered mntegration. Software modificefiens are required
to incorporate the mmproved rotational dynarmc model for purposes of im-
proving efficiency. These modifications, if necessary, are planned during
Part II of the study.

System Simulation

Objectives. -- This poriion of the ARRS attitude determination effort was
directed toward the development of a total attitude determinaiion system
simulation. This simulation, which exists as a single operational computer
program, contains two major capabilities. The first major capability is a
simulation of a passive star mapper and sun sensor instrument system fixed
in the spacecraft, To represent the actusl operational environment of the
spacecraft, the external torques from eddy current, residual magnetic moment,
gravity gradient, and solar and aerodynamic pressures are included in the
spacecraft equations of motion. Simulated star mapper and sun sensor ocutputs
are the main outputs of this portion of the simulation. The second major capa-
bility is the data processing of star mapper and sun sensor outputs to yield
estimates of spacecraft attitude, rates, and parameters. The system simu-
lation development was undertaken with three primary goals in mind:

° Since missions of one year or longer are contemplated, it was
necessary to develop a data~reduction system providing space-
craft attitude estimates in significantly faster than real-time on
present-day computers.

e Since the system was to be designed for a class of applications
rather than for a specific mission, development of a simulation
treating the selection of system parameters as variables for
data reduction siudies was desirable.

&  Sufficient simulation siudies must be performed to demonsirate
the range of applicability and accuracy possible with the data-
reduction algorithm. Specifically, these studies must be per-
formed to establish the data requirements to maintain an iner-
tial attitude acecuracy of 5 arc seconds (one sigma) in pitch and
30 arc seconds in the orthogonal axis for a spin-stabilized, 3
rpm spacecraft.

In selection of the data-reduction technique, the first goal was a critical
factor. The classical least squares approach was bypassed gince during the
NAS 1-6010 study it yielded an algorithm possessing sufficient accuracy but
requiring real-time on the CDC 6500 computer (Ref. 19). The spacecraft
coordinate system used in that study proved to be suitable for the attitude
determination problem and consequently was chosen for the system simulation
effort. The nonlinear Kalman filter (Ref. 22), mechanized to process transit
data sequentially, was selected because of its simple, noniterative structure
and because the measurement statistics enter directly into the data reduction
equations. Further sequential processing of transit data, as opposed io
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batch-type processing, provides a distinct advantage which is usually over-
looked in the choice of a filter for an operational system. In such a system
the identification of stars causing the transit must be golved before the data
can be used for attitude estimation. However, after an injtial period, the at~
titude estimates generated by the sequential estimation provide the necessary
information to perform the star identification sequentially, rather than prior
to the start of the estimation process. This mechanization is applicable to
either ground-based data processing or on-board data processing.

Notation., ~-

t Time, independent parameter

B wy, v, Spacecraft angular rates, principal body axes

¥, 6,8 Euler angles parameterizing the rotation from inertial
to body coordinates, yaw, roll, and pitch, respectively

Il’ IZ’ 13 Spacecraft moments of inertia

A, C Inertia ratios I,/1, and I,/I,, respectively

M Spacecraft residual magnetic moment vector, divided
by 12

K? Spacecraft eddy current coefficient, divided by 12

X Variable dimension estimation state vector

#(X) Functional representation of b3

Bx Expected value operator

x Estimate of x

P Covariance matrix, Ex[(Z-%) &-%T)

T

{) Denotes matrix or vector {ranspose

fx Jacobian matrix,

e Measurement ervor

Measurement model

B 28 i

x i o vw s BXn

2 2
95 Measurement variance, Ex{H°)
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8k, k-1) State n x n transition matrix relating linearized
state from time ty_, totime £y

w Square root of covariance PEWWT

{ )b’ { )a Denotes quantity before and after application of
corrections due to measurement errors

[ ) Denotes unit vector

J Unit normal to slit plane

§ Star (or sun) vector in inertial space

c% Variance of instrument noise

{ )B Denotes vector in body coordinates

{ )I Denotes vector in inertial coordinates

o Optical axes of starmapper (sun sensor)

fov Pield of view of starmapper {sun sensor)

€y 62, g Angle_s parameterizing the offset of the
experimental w.r.t. the spacecraft axes

b% Cant angle; with zero offset, the angle between
the optical axis, and the y body axis

B Rotation angle of slit plane about the opticalaxis

@ & Right ascension, declination of star {sun)

Coordinate transformations: All coordinate frames are referenced to an
inertial coordinate system defined by the x-axis pointing toward the first
point of Aries, the z axis along the earth’s polar axis. The y-axis is chosen
to make a right-handed coordinate frame,.

The body axes frame is fixed in the spacecraft and centered at its center of
mass. These axes are assumed to coincide with the axes of the principal
moments of inertia. The relation between the spacecraft body axes and the
inertial frame is given in Appendix G.

Since in practice the experimental frame, defmed by the starmapper and sun
sensor instruments, may differ from the desirved body axes frame, small dis~
placements of this frame from the body frame are treated.

A vector in body coordinates to the experimental frame is given by

—XE = Cleys &y ) E_S'B (42)



where

Cleys 2o g} is defined in Appendix G.

Orientation of each star mapper or sun gensor slit is specified with respect to
the sxperimental coordinate frame by the cant angle vy and slit plane rotation
angle B about the optical axis. Figure 49 illustrates the orientation of a given
slit, Thegeometry shows thatinthe experimental frame the slit normal U and
and optical axis 0 are the first and second rows of the matrix, respectively,

cos B gsin B siny -~ gin Becogy
A =[0 cos ¥ siny (43)

sin 8 ~gog B siny cop B cosy

whereas the third row is a unit vector lying in the slit plane and normal 5 8.

Zenith vector, Z, from the center of the earth through the spacecraftis speci-
fied by the vsual orbital parameters - longitude of the ascending node {3,
inclination i, and true anomaly v . For the nominal case defined by the y body
axis normal to the orbifal plane, the Euler angles ¥ and ¢ would equal {1 and
i~90% respectively. The orbital geometry is developed in Appendix G.

Vehicle model: For this study the dynamical model for the spacecraft
equations of motion was taken from the formulation uged under NAS 1-8010,
(ref. 19), In this formulation the vehicle motion and orientation were de-
scribed by the angular rafes about the principal body axes and Euler angles
parameterizing the rotation from inertial to body coordinates. These vari-
ables satisfy the first-order, nonlinear differential eguations.

o, = [wywz(l»c)+ T, 1/A

vy = [wxmz(c-A)-%'ry}

@, = [wxwy(A-l)-i"rz][C (44)
and

Y o= [«mx:sin o+ u, cos 83/cos ¢

B =, cos0+w, sind

6 = my - 21:' sin ¢

where I, T representis the external to i i
coordin%tes. rque acting on the spacecraft, in body
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During the course of the study several other parameterizations of the rotation
from inertial to body coordinates were considered with the objective of obtain-
ing greater efficiency in the numerical integration of the differential equations
of motion. Parameterizations such as the Euler symmeiric parameters, used
for the torque analysis, and direction cosines were rejected because their use
introduces additional dimensionality-into the estimation problem. The Gibbs
vector representation was initially selected for study since its use requires
only algebraic computations. However, it was unsuitable because it possesses
a near singularity which oceurs twice per spacecraft rotation,

Attitude Estimation Algorithun:

Nonlinear Kalman filter: Two formulations of the nonlinear Kalman filter
were mechanized for study in the ARRS Attifude Determination System ~ a
conventional formulation and a gquare root formulation, Both state estimation
techniques were implemented to process transit data sequentially in time and
as such can be conveniently stated in two paris., Between transit measure-
ments, the spacecraft rates and Euler angles and the covariance mairix are
extrapolated by a numerical solution of the differential equations which
describe their motion. At a measurement, both the extrapolated vehicle
variables and covariance matrix are updated using one of the two Kalman
estimation equations mechanizations. A variable fime step, variabie order
(second, third, or fourth) Runge-Kutta (Ref. 24) is implemented for the
numerical solution of the spacecraft differential equations of motion while
the covariance matrix extrapolation is accomplished by a varisble time step
second-order Euler integration.

4
System variables and parameters which were included in the estimation state
X are

1
x| [o, x,| [¥ X, w
x,] 1A :
= = = = t =K
oo, [+ [ %5]7| 2] 1 Xy Wl Xy oK
X, C
Xy 7] vg Xg| |9 X1 M
Thus
K. =0, 127

1

is assumed, The estimation algorithms were implemented 50 that fewer
than 12 variable solutions can be obtained.

Algorithm torque model: In general distinct torque models are em-
ployed for transit iime generstion and the attitude determination data reduc~
tion, For the latter, the two most prominent forques, magnetic moment
and eddy current (single coeffictent), were included in the model,
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Conventional formulation: In the mechanization of the conventional for-
mulation of the Kalman nonlinear filter, the spacecraft rates and Euler angles
and the covariance matrix are propagated from measurement to measurement
by a numerical solution of the equations

i

X = IX), Rty = X, (a5

and

oo T _
P =PI+ LP+Q Plt) = P,

where Q is an nxn diagonal additive "noise’ matrix determined empirically
to prevent the covariance matrix from becoming negative definite and where
the initial conditions, indicated by (~)0, are the values of the guantities at

transit measurements after updates due to the measurement errors have
been applied. At atransit measurement updating is accomplished with

(48)

1
el
+
<3}
o

Xa b

and

P, = Pb—KH Py

where the gain vector K is
T -
7 = = T, 2
K = Pbﬂx/ (B P H_+ o

Square Root Forinulation: The state covariance matrix will become ne~
gative definite due to computational inaccuracies if some form of additive
noise is not used. Consequentily, an alternate formulation of the Kalman
filter was implemented. This alternate formulation is the "square root”
formulation in which all covariance matrix computations are performed with
the square root of the covariance matrix rather than with the covariance
matrix itself. While the conventional and square root formulations are analy-
tically equivalent if additive noise is not considered, numerical errors do not
cause the covariance matrix to become negative definite in the latter, thus
circumventing one formidable problem in the practical application of the
Kalman filter.

Tor this formulation of the estimation algorithm, the extrapolation of covari-
ance is accomplished by numerically solving the differential equation satisfied
by the state transition matrix,

& (i, k-1) = £, 4k) &k, k1)
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with the initial condition
8{0,0) = I
A variable time step, second-order Euler integration is used. The square

root of the covariance matrix is propagated from transit to transit by

Wb(s) = (s, 8-1) w, (s-1)

where W_(s-1) is the Yafter” update covariance from the previous transit and
W(s) is the "before” update for the current transit;

The estimation state vector and the square root of the covariance matrix
are updated at a trangit time tq with

}E'a(s) = X (s)+ Ke
- 47
W,(s) = Wy(s)-c Kz 4n
where
= Wls) AT
K = Wb(s)*é’%’g_gT+ Gfl)
e = 'H(}Eb)
.7 -1/2

c = 1+0H(cé+gg 3

Following the updating, extrapolation is resumed by re-initializing
¥s,8) = I
bls,8) = £ (X (s)

and at the first time point tmﬂ. after update,

& {mt+1, 5)

Tty - CRE (}Ea(s))‘
and

 (m+1,8) = £, (X (m+1)) 8rat1, 8)
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Measurement model: Starmapper and sun sensor transit measurements
provide the raw data from which spacecraft rates, attitude and parameters
are estimated. The estimation, Equations {48) and {47), require that these
measurements be modeled analytically to provide a measurement error ¢ at
the time of transit. This error is computed as the difference between the
observed measurement value and a predicted value based oun the estimated
vehicle rates, attitude, and parameters exirapolated from previous transits.
Since at the instant of transit the line of sight to the star lies in a plane defined
by the slit and optical axis of the instrument, a natural measurement model to
use is the equation which states that the projection of the vector along the line
of sight to the star on the vector normal to the slit plane vanishes analytically.

0=0-8;

where ﬁ is the normal to the slit plane and § is the star vector, both in

body axes. In view of the coordinate transformations described in Equations
(41), (42) and (43), it is seen that

U = AIC
and

SB = EB(t) S
Thus, the measurement model which follows is the sealar form

H(t) = A,CE(®S (48)

This provides a measurement error at a transit time given by
eft) = 0- Ht)
where H is the predicted, generally nonzero, value of the measurement.

Alternately, the time at which a iransit will cceur can be predicted ar}d the
error term taken to be the difference of the predicted and measured time.

The measurement error for this model is

clig=ty - t_ 49)

where ts is the predicted time of transit. As no closed, analytic form
exists for t . Equation {49) must be evaluated from a Taylor's series expan~
sion of Equation (48). To first-order

sty = -Hlt)/H(t)
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Both models were implemented since the latter exhibits a nonzero sensitivity
SH
ax 70

to the rate variables, whereas the geometric model, Equation {48}, does not.

Measurement variance values for the two models are
—1,2
GH2 = (o] Bh

and
= (oy/ [B])? - (B

nespectively, where o1 ig an assumed instrument noise

Transit time model: The generation of simulated starmapper and sun
sensor outpuls requires a simulation of considerable complexity, Its outputs
are a series of time values representing the times at which the images of
various stars or the sun cross glits in the focal planes of the respective instru-
ments as the instruments are scanned across the celestial sphere by the
Spacecraft's motion, Thus, each transit time is characterized by the follow~
ing conditions, The line of sight to the celestial body causing the transit lies
in a plane defined by the optical axis of the instrument and the slit; the celes-
tial body must lie within the field of view of the instrument; and the celestial
body must not be blocked by the earth, Mathematically, these conditions are
given by

Ut §=0
- fov =2 cos™ ! (0; + 8 ssov (50)
and § . i Zcos T

respectively. It ig apparent that the first condition states that the normal to
the sensor plane UI is perpendicular to the star (or sun) vector S at the

transit, while the second condition states that the angle subtended by the star
vector and the optical axis 07 is less than half of the field of view {fov) of the

instrument. The earth blocking condition is expressed in terms of the zenith
veetor Z through the spacecraft and the earth block angle I, which defines
the visible region of the celestial sphere not obscured by the earth. Figure
50 illusirates the geometry at the instant of a transit.,
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Figure 50. Transit Geomeiry

Since the simulated sensor outputs prodaced by the simulation must represent
the output of sensors under actual operating conditions, the external torques
due to eddy current loss, residual magnetic moment, gravity gradient, and
solar and aerodynamic pressure [ Equations (2), (1), (23), (11), and (7}, re-
spectively], are normally included in the spacecraft model, Equation (44).
The resulting complexity preciudes a cloged-form solution of the first condi~
tion (50) and requires an ijterative technigue to determine the times of transit.
Iteration is accomplished as follows: A reference solution of the spacecraft
equations of motion is established at evenly spaced time increments by mumer-
ical integration. Once per spacecraft rotation crude estimates are made of all
transit times which will occur in the next spin period. The crude estimate is
determined by solving the equation of motion of the slit normal

Uy = opx Uy (51)

assuming a constant rate ¥,. This equation is integrated numerically by

trapezoidal rule. The integration is terminated when the Newton-Raphson
integration step

8.9
At = TETTE
S (waUI)

becomes sufficiently small for a solution ﬁI at a time test‘ Ag the reference

solution is generated, the crude time estimates are refined by the same pro-
cedure over shortened time spans. Spacecraft attitude is evaluated a}t.each
refined estimate and an estimate is accepted as a transit on the condition

!f?l‘ §l<e’

for an arbitrary tolerance ¢!, provided the second and third conditions (50)
are satisfied. The value
e’ = 0.5x107°

corresponding to an angular tolerance of approximately 0.1 arcsecond has
been used in the simulation program.
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Computer program description. -~ The approach takep in the des}gn and
programming of the attitude determination system simul}atlon was to 1sola_te
and program as separate subprograms the various functions associated with
the solution of the vehicle [ Equations {44)] and the filter [Equations (45)‘ .
through {(47)]. This was done since such a structuring of the system faclhj:ates
modeling changes as the analysis effortprogresses. Also, to realize maximum
compatibility between the 8DS Sigma V and CDC 86800, machine d‘ependent.
features such as disc storage and cathode ray tube display were isolated into
separate routines. Thus, the resulting program structure is highly segmented
in subroutines defined by function and machine dependency. Some of the fea-

tures of the system are the

e Option of using either the conventional Kalman filter or the
square root Kalman filter for update of state at star trangiis

e Variable order, variable step Runge-Kutta for integration of
vehicle equations of motion between siar transits

e Variable step Euler integration of covariance differential
equations for conventional Kalman filter or of the state tran-
sition matrix for the sgiare root Kalman filter

e Option of using either one of two different scalar measure-
ment models .

e  Option of changing state dimensions

e  Capability of having any combination of five torques by
changing the basic input data

o  Transit time generation

®  Star transit identification

¢ Dynamic on-line analysis
A block diagram of the system simulation is shown in Figure 51. The dashed
linesg represent the computational flow for the transit time generation mode of
operation, and the solid lines depict the data-reduction mode. Some major

outputs are K{t) and '.F.I(t); the state, covariance, and the matrix relating iner-
tial to body axes at time t; and the right ascension and declination of the star

S sighted at ts‘ @, and §, respectively.

ngeral computer program variables are used by the system to represent
time. These are defined as follows:
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at, At -
R

Initial time for data reduction or transit time generation

Maximum iime for data reduction or transit time genera~
tion; for the purposes of analysis these two variables
provide the capabilify to selectively read portions of the
star transit tape for data reduction,

Time variable at which spacecraft state {rates, Euler angles,
and parameters) is available, This variable assumes values
contained within the interval [t - tm‘axj al even incremernts

At and at star or sun fransits 5

Time variable at which the covariance matrix is available.
This variable assumes values contained within the inferval
{fo, tmax] at even increments Atpo and at fransits ts.
Star or sun transit time

As t and t_ are incremented during the simulafion execu-
yion ' and t'_ are carried along to indicate the previous
values of t and f o respecfively, occuring at even time in-
crements ﬂtpo and at transits Atpo.

Fixed time steps for the numerical integration of this

-spacecraft equatious of motion and of the matrix
Riccati equation

(At‘po = kAt o for some integer K21y

Variable {ime steps for the numeérical integrations

The data-reduction mode of operation proceeds as follows, where the numbers
correspond to the block numbers of Figure 5,

1) Input data read in and all system varables initialized,

2} The transit time data tape (generated via a previous transit
time generatron run) is read in to establish the next star (sun)
observation time, _Data onthe tape includes star (sun) data,
and “exact" state Zg{t,) at the fransit fime for srror calculation,

3y A d'et’eryminat:tonx is-made of the value of integration time step
Aﬁp, The value is computed from:

i 23

At = minimum f £_- £, 88 - (& - )
P L g~ Sty - (-0,



4)

5)

6)

7)

9)

10)

11)

12)

which forces tp + At

to the nex. transit time ts or to the next time value occuring

at an even iime increment Atpo.

The value of the integration time step At is determined from
At = minimum [1:S - t, Ato -(t-t)]"

This guarantees that t + At will equal either the next transit
time or the next time value at the increment Ato.

A variable order Runge-Kutta numerical integration is used to
solve Equation (44) over the interval

[t, t+At]; X (1 + At), X (¢ + At), and E (t + At) are computed.

This block computes the external disturbance torques 7 for the
data-reduction vehicle model.

A check is made if time, t, is at a star (sun) transit or the end
of a covariance matrix integration interval.
The covariance matrix is extrapolated from t_ to tp + At bya

variable step Euler integration of the matrix Ricatti equation or
the linearized state transition matrix, for the conventional
Kalman filter, or the square root Kalman filter formulation,
respectively. Also computed are

P (t+ Af) or & (t + At) respectively.

If current time is at a star transit, the Kalman filtering of
the measurement is initiated.

The star and slit causing the transit are identified.

The scalar measurement and partial derivatives of the mea-~
surement model with respect to stat: are computed from
knowledge of propagated state, orientation of the identified
star (sun) in inertial space, and the sensor slit causing the
transit.

The estimation state and the covariance matrix are updated
from the propagated "before" update values

Ry, (t) and Py (6, H[X (497, and B, (R (1]

1 " P S 2
':Fhe after" update quantities Xa(ts), }—fa(ts), Ea(ts), Pa(ts), and
Py (tS) are the outputs of this block.
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On-line analysis: To expedite studies with the simulation, an on-line
analysis capability CRT display is used, This feature is mechanized so that
all variables of interest are available for display during a simulation. Beside
the basic display capability, considerable simulation control is exercised
through the CRT by light pen.

Specific on~line control functions provided by the light pen are (1) the initiation
of a simulation, (2) the capability to change variables for display by selection
from a displayed directory of variable names with the light pen, (3) the capa-
bility to interrupt the simulation at any time during the course of a run where-
upon all variables may be observed or parameter changes may be input into
the simulation, and (4) a case-to-case display capability permitting the super-
position of variables from different simulation cases. Figure 52 illustrates
the display format, showing the display directory, plotted simulation variable,
and light-pen control mechanization. Other features incorporated in the dis-
play are automatic scaling and variable display window length for modifying
the resolution of displayed variables.

As implemented the display provides an extremely versatile and powerful
on-line analysis tool. enabling rapid engineering decisions to be made on-line
and allowing complete monitoring of the entire simulation.
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Performance analysis: Experiments performed with the simulation were
conducted to

®  Establish the data requirements to maintain one-sigma
attitude accuracies of 5 arc seconds in the pitch angle 8
and 30 arc seconds in the yaw and roll angles y and ¢
for a spin-stabilized, 3 rpm, low-altitude spacecraft.

e  Determine the sensitivity of the estimation accuracyio
such parameters as spin rate, cone angle, inertia ratio
uncertainty, instrument noise

e  Evaluate the operational status of the estimation algorithms

With regard to the latter, it is noted that on the CDC 6600 computer the
data reduction portion of the simulation executes from 10 to 20 times faster
than real time, depending on the dimengion (6 to 12) of the estimation state.
Since execution time is directly proportional to the time step used for
numerical integration of Equations (44), which in turn is inversely propor-
tional to spin rate, the latter conclusion holds for spin rates up to 30 rpm.

The subsequent discussion describes results obtained with the simulation.
These results were taken from simulation experiments conducted on the -
SDS Sigma V computer using a precision of 15 significant digits. In general,
two types of resulis are presented - time varying and statistical. The former
are taken directly from ihe CRT display, Figure52, and are intended pri-
marily to llustrate several characteristics of the estimation process as a
function of time. The statistical results are compuied from errors in the
estimation state at the transit times and represent the steady state or con-
verged behavior of the estimation process as the errors of the first 500
transits processed are ndt included in the statistical computations. For a
given variable y. the statistics which are presented are the mean error

1
w{Ay) = 5 Z A¥g
s

and the standard deviation of the error about the mean

~f1
olay) =\J5 3 [y, -yl

where N transits are included in the statistics. Since the precise valug of
the estimation state is known from the transgit time simulation at the true
transit time 1 s and not at the noise corrupted transit time g + At s which

is processed by the estimation algorithm, the error is computed from

By =yt ~[FEgT ALY - AT (e, + At )
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where (™) denotes the estimated value and ( )e denotes the true or exact

value available from the transit simulation. Two sets of these statistics,
computed before and after the update Equations (46) are applied, are available
from the simulation.

Norminal transit data: To initiate the performance analysis effort, a
nominal set of simulated transit time data was obtained using the following
spacecraft initial conditions and parameter values:

w = (0,2094° 18°, 0°)/sec

W= 45°
¢ = 190°
0 = 82°

I, = 54.68 slug-ft?

L

I3
M=(0.518)107° (i, §, B f-1b/G
K= (0.143)10" 2 st-Ib-sec /G2

P, = (0.20754)10”° &-1b-sec/G?

= §5.62 slug-ftz
= 54. 38 slug-it?

P, = (0. 7202)10™% f-1b-sec/ G

All five torques were included in the model. Orbital parameters used for
these simulations are

Q = 45°
= 97.38°
Vo 86°
h = 500 km
sun =0
sun =0

with a circular orbit assumed.

The starmapper is characterized by the cant angle

Ystar = 110°
and the slit plane rotations
Ysun: 45% ag = ~20°% and g = 20°
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A 20° fov is assumed for each instrument.

A star catalog consisting of the first one hundred brightest stars, down to a

visual magnitude of 2. 74, plus the sun was used. With an earth blocking angle
= 90° assumed, the transit data depicted in Figure 53 were obtained.

Shown in Figure 53 are the catalog number of the star, (Bef. 25}, the visual

magnitude, right ascension and declination, the approximate time ¢ at which

the star transits (relative to the 20-second spin period), and the apgroxima’ce
separation of the transits from different slits, Ats. To the right of the verti-

cal time axis, *'s are used to indicate the relative position of the sighting
time in the spin period. The particular stars which are sighted at any given
time are indicated by the "star sighting windows" on the right-hand side of
the axis. Hach vertical bar applies for the period of time shown with it. For
example, the fourth bar shows that for the time period 850 to 950 seconds,
five stars {17518, 18133, 18643, and 18144) are sighted.

Initial data reduction: mitial data reduction experiments were undertaken
primarily to obtain a working value of the @ matrix appearing in Equation
(45) for the estimation of spacecraft rates and the Euler angles. Initial
condition errors for these variables were taken as

Aw = (0,2094°, -0,1°, -0,1°)/sec

AY = 0,5

(52)
Ag = 1°
AB = 10

with the other vehicle parameters fixed at

M

(0., 0., 0.)

K = (0,2) 1072 fi-To-sec/G?

and

AA = AC = O, 011’12

An instrument noise value of 3 arc seconds (one sigma) was assumed, Trial
and error was uged to determine values of Q which maintain steady state
values of the diagonal elements of the covariance matrix at levels which seem
reasonable for the instrument being used, Values of Q were accepted when
the covariance behavior exhibited in Figure 54 was achieved. Shownin
Figure 54 are the values of the square root of the diagonal elements of the
covariance matrix
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Time
sec
54
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Vo, = VEx(ax)) , i=1,6

labeled SIGWX, SIGWY, SIGWZ, SIGPHI, and ISGTHET, respectively,
Steadystate values in the element corresponding fo pitch, 8, (SIGTHET) are
noted to be approximately 3 arc seconds with somewhat higher values in ¥
and ¢, The additive noise values used to attain this performance were

q = (0,005, 0,02, 0.25, 5.0, 5.0, 5, 0) 1072 (53)
where
2
qﬁ - qi

with units of (deg/sec)/ Vsec associated with 45 Go» and 43 and units of
degi\/ sec associated with Gys dg and qg- Values of q are quoted since

they are the normal input data to the simulation. It is noticed that the value
of q, is considerably smaller than Ay although these values correspond to
Wy and ©, and could be expected to be symmetrical. However, these values
were established by selectively increasing the value of 99 and 93 until the

behavior of P22 and P23 ag exhibited in Figure 54 was achieved., Since Pll
PBS’ q; was not increased, Figures 55 through 59 illustrate the behavior of
the estimation process with these values of additive noise,

The convergence of the estimation process from the initial condition errors,
Equation (52}, is shown in Figures 55 and 56, where the convergence obtained
over the first spin pericd and the convergence to steady-state errors over 10
spin periods are exhibited. The variables Wys W W5 Yy @, wa, Aw

Amz, AY, A9, and A8 are shown and labeled WX, WY, WZ, PSI, PHI, DWX,

DWY, etc., respectively. Note that the gross rate and attitude errors are
eliminated by the processing of the first 20 transits during the first 10
seconds of the data reduction, while complete convergence is obtained by the
end of the tenth spin period after processing 200 transits. Examination of
the A8 plot in Figure 55 reveals an error buildup from 0 to 200 arc seconds
in the pitch error over the 10 to 20 second time interval. This is extrapola—
tion errox due to the error in the estimate of & over that period of time,

Figure 57 shows the steady-state attitude errors over the entire 2000-second
simulation. The first 200 seconds are not plotted to permit a meaningful
choice of scale, An increase in the attitude errors is apparent at approxi-
mately 900 seconds., Referring to:Figure 53, it is seen that this error
buildup is due to-the loss of transits from stars No, 6427 and No, 4041 as
they disappear over the horizon,
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Converged attitude errors are shown on expanded fime scales in Figure 58
and 59, From these it is seen that the pitch angle 6 exhibits a much higher
sensitivity to the measurement error than the other attitude angles, Also,

it is noted that the period of the yaw and roll errors, Ay and ¢ respectively
have the period associated with ¥ and 9,

Pigures 60 through 62 depict a second data reduction simulation identical to
that discussed in the previous paragraphs, excepi that fewer star sightings
are used, For this simulation stars down to a visual magnitude of 1,7 are
used, effectively reducing the number of transiis processed by approximately
one half, No significant difference is noted in the behavior of the covariance
matrix diagonal elemenis, Figures 54 compared with Figure 60,

The short-term convergence over the first spin period, Figure 81, is less
smooth with the reduced number of transits (12 as opposed to 20) as shown
in Figure 55; however, gross attitude errors are eliminated, The long~
term convergence, Figure 62, exhibits larger overshoot in the error
estimates than shown in Figure 56, but again convergence to steady-state
values is achieved in 10 vehicle rotations,

Steady-state statistics for a series of data-reduction simulations (including
the two previously described) based on the nominal transit case are presented
in Figure 83. This figure presents the statistics of the attitude errors as
a function of instrument noise o; and for data reduction simulations using
different numbers of star sightings characterized by starts down to a visual
magnitude of 2.5 and 1. 7. The values of additive noise, Equation (53), are
used for all values of ingtrument noise, Kach statistic is presented in the
form of an error band which represents the spread between the before and
after update values of the attitude errors at the transit times, With the
exception of the mean error in pitch, p{A6f), the larger error values repre-
sent the performance for the simulations using fewer star sightings charac-
terized by a limiling visual magnitude of 1.7, Approximately 1000 transits
gre processed for this case, while approximately 2000 are processed for the
. 5 case,

Pitch error is significanntly smaller than the error in the other axes. This
is due to higher sensitivity of the measurement to pitch as exhibited in
Figure 58, The width of the error bands is relatively small and indicates
that the attitude errors over that portion of the vehicle rotation when no mea~
surements are available are not significantly different from those when mea-
surements are available, This is substantiated by the continuous error
~curves shown in Figures 58 and 59,

Simulation results described in the following paragraphs are based, unless
otherwise noted, on the nominal case just discussed.

Instrument noise unceriainty: Besides simplicity of implementation, the
explicit appearance of the measurement statistics in the estimation,
Equation (46), provides a strong motivation for the selection of the Kalman
filter to solve the attitude determination problem., However under operational
conditions the measurements statistics of the starmapper may not be known
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precisely, Thus, the accuracy io which attitude can be estimated will be
impaired by the use of an assumed value of instrument variance which does

not represent the true variance,

Simulation results are presented in Figures 64 and 65, which demonstrate
the effect of instrument noise uncelrtainties. A,ttitude and rate errors are
plotted as a function of the ratio 017 oy where o represents the assumed

value of instrument variance., Errors are plotted for two valués of true
instrument variance 9. For these simulations the exact transit times are

corrupted by Gaussian noise of variance clf !61 , while Ui is used in the
computation of measurement variance Oy appearing in Equation (46),
Generally, the errors at the point where oy = oi are the minimum errors

or very close to the minimum, Secondly, these resulls indicate that inan
operational data-reduction system it is safer to underestimate rather than
overestimate the quality of the starmapper,

Inertia ratio determination: In an operational environment, initially at
1&ast, the spacecraft principal moments of inertia will not be known with
sufficient precision to permit accurate extrapolation of the spacecraft equa-
tions of motion, Thus, estimation of the inertia ratios will have to be per-
formed using the algorithms discussed, The following paragraphs describe
simulation experiments undertaken specifically to obtain estimates of these
parameters,

Results of a first cut at the estimation of the inertia ratios are shown in
Figure 66 where the errors in A and @ for a data reduction simulation in
which estimation of the inertia ratios, along with vehicle rates and attitude,
was initiated at time t=0, Although the errors are converging at the termi-
nation of the simulation, these results are not satisfactory for the mission
being simulated, For this mission the spacecraft is in the earth's shadow
approzimately 2000 seconds; consequently, it is desirable fo obtain good
convergence in this period of time, The poor performance exhibited by the
filter in this simulation is due primarily to the relatively large updates
experienced by the inertia ratios A and C at the first few transit measure-
ments, As seen from Figure 66, the update is not only large but incorrect
in sign. This is not surprising since the initial measurement g¢rror pri-
marily reflects the large initial uncertainties in attitude and not the uncer-
tainty in inertias, Since the initial corrections are proportional to the
initial assumed variance values, this problem can be controlled by suitably
modifying the variances on A and C. However, such an approach is undesir-
able since it is initial condition dependent, and by reducing the initial
variances on A and C the sensitivily of the filter to uncertainties in the
inertias may be lost,

Alternately, estimation of these parameters can be initiated at some time

later than the time at which estimation of the vehicle rates and atfitude is
initjated, With this approach, the objective is to obtain convergence to a
measurement error which is primarily due to the uncertainty in the inextia
values, Results.of implementing this approach are shown in Figures 67 and 68.
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These results are from a simulation identical to that described in the “Initial
Data Reduction” discussion except that inertia ratio values of

ot o= el

I1 = 13 = 54.5 slug-ft

were assumed and estimation of A and C initiated at 550 seéconds. Examina-
tion of attitude errors in Figure 87 shows peak-to-peak, steady-state excur-
sions of spproximately £100 arc seconds in Ay and A¢ and +20 arc seconds

in 6 inthe time span up to 550 seconds. A very rapid convergence is obtaihed
in all variables once the estimation of A and C is initiated. The errors in A
and C, labeled DA and DC, along with the square root of the P77 and P88

elements, labeled SIGA and SIGC, are shown in Figure 68. The stéady-state
values of these covariance elements are maintained by additive noise values
Q77 = QSS = QIO'?. Since these steady-state values are high and are observed

to create rather large excursions in the estimates of A and C, an identical
simulation was performed with Q77 = QSB = 10-9. The results, presented in

Figures 89 and 70, show improved estimation accuracy in all variables and
particularly in A and C where improved accuracy by approximately an order
of magnitude is evident.

Results of a third such simulation are shown in Figures 71 and 72. For this
case fixed inertia values of
o - 2

11— 13 = 53 slug-ft°,
were used over the first 550 seconds of the simulation steady-state, peak-to-
peak attitude errors with these values are seen to bé £400 arc seconds in
and ¢ %60 arc seconds in . Again, rapid convergerice to acceptable values
is noted in all variables once the estimation of A and C is initiated.

These results demonsirate that the estimation of the spacecraft inertia ratios
can be accurafely estimated with the Kalman filter and that the most sultable
approach is to initiate the estimation of these parameters at a point in time
after convergence from injtial attifude and rate errors has beén achieved,

Parameter Estimation: Previously, the estimation of inertia ratios was
discussed and results presented which indicate that these parameters are
readily estimated (observable) with the estimation algorithm. Also, it was
noted that the algorithms were programmed so that the spacecraft magnetic
moment and eddy current coefficients, divided by I,, could optionally be in~
cluded in the estimation state. Generally, these pafameters were not in-
cluded for iwo reasons. First, initial data-reduction simulations indicated
that acceptable resulis could be obtained by assuming an external torgue
model with no maguetic momeunt and an eddy current coefficient in error by
50%. Secondly, data-reduction simulations in which the eddy current coeffi~
~cient wag treated as a variable indicated that errors in the value of thée
eddy current coefficient of this magnitude did not significantly degrade attitude
estimation. This is shown in Figure 73 where the variance of the errors and
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the mean pitch error are plotied as a function of the assumed eddy current co-
efficient value, Note that the mean value of the pitch errors, p{A8), before
and after update have a erossover point at approximately the true value of K.
Specifically, for values of K larger than the true value, larger mean errors
are experienced before the update and conversely for values of X less than
the true value.

Results of a simulation in which 12 variables (w, ¥, ¢, 8, A, C, M', K') were
estimated are presented in Figures 74 through 76, For this simulation vehicle
rates and Euler angles were the only variables estimated until approximately
570 seconds, at which time 12 variable estimation was initiated. Figure 74
shows that no significant improvement in the estimation of the rate and attitude
variables, except w_. takes place over the last 400 seconds of the simulation.

The improvement in the estimate of w_ is caused by the convergence of K' to

the correct value. This is evidenced in Figure 75, where AK!', labeled DX, is
shown. Improved estimates of K! can be expected to improve the estimate of
wy since for the symmetric vehicle & K!. Also shown in Figure 75 are the

inertia ratic errors for initial fixed errors of -0.001. Convergence to errors
of 0,001 in the ratios is the limit of the estimation process. The behavior of
the square root of covariance diagonal element corresponding to K,

PIZ, 19° labeled SIGK, is conirolled by an additive noise value le, 157 10

Apparently a smaller value would be more suitable. Results of estimating M!
are shown in Figure 76. The errors, labeled DMX, etc., exhibit little or no
tendency to converge., These results are inconclusive insofar as the estimation
of M' is concerned, but it is quite clear from Figure 75 that K' can be esti-
mated accurately.

-18

Numerical Integration: Two major factors in determining the computing
time required for data reduction are the integration time step, Atf, and the
order of the Runge-Kutta integration method used to extrapolate the vehicle
equations of motion {44} from transit to transit. Time step is the most im~
portant parameter as the number of evaluations of the right~hand side of both
the Riceati equation and vehicle equations of motion (45) depend linearily on
it, whereas the integration order determines only the number of evaluations
of the spacecraft equations of motion. Attitude accuracy as a function of inte-
gration step for second, third, and fourth order Runge-Kutta are presented in
Figures 77 and 78, These results are based on the nominal $-rpm, 2000~
second transitdata. The most important point to note is that the fourth-order
results are relatively insensitive to step size over the interval considered.
Since the execution time quoted earlier is based on At= 0.5 gecond, fourth-
order Runge-Kutta simulations, it can be concluded that execution times con-
siderably better than 10 to 20 times faster than real time can be realized on
the CDC 6600 computer. Second-order results are slightly worse than the
fourth order. The most startling result is the almost divergent behavior of
the third-order method which one would intuitively expect to lie between the
second and fourth order. This is due to the particular choice of third-order
implementation that is used in the simulation where a form due to Huen (Ref.
26) rather than the more symmetrical form due o Kuita is used. Huen's
equations
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Ko = ¥+ 1/4 (K, + 3Kp)

n
where
Ko = At f(tn, Xn)
Kl = At f(tn + At/3, Xn + KO/S)
K2 = At f(tn X 2A +/3, Xn+ 2K1/3)

were chosen since they are simpler than Kutta's. However, as the results
indicate, the unsymmetric sampling used to integrate f(t, x) over theé in-
terval [tn t, + At] is inappropriate for the integration of Equation (44).

Effect of unmodeled torques: In Figure 63 the errors in the attitude esti-
mates do not go to zero with the instrument noise. That this is due primarily
to the differences which exist between the external torque models used for the
transit generation and the data reduction is shown in Figures 79 through 81.
In these figures, comparable attitude errors are shown for identical data-
reduction simulations based on the nominal transit case where a complete
torque model is used and on transit data derived for a torgue model identical
to that used in the estimation algorithms. As would be expected, the errors
for the transit data derived from the simplified torque model aré consistently
smaller. Further, it is noted that both the mean and variances go to zero
with the instrument variance for the former.

Additive Noise Considerations::One of the most critical problems which
must be faced in the application of the filter equations (45) is the defermination
of the additive noise matrix Q. Trial and eérro? was used to determine the
values, Equation (53), used 1n the data reduction simulations discussed thus
far. Apparently, Ref. 27 is the only method available for its determination.
During the performance analysis effort these values were applied to several
data reduction simulations characterized by variations in a number of dif-
ferent parameters such as spin rate, number of celestial sightings per space-
craft rotation, starmapper cant angle, and instrument noise. Generally, these
parameters yielded satisfactory results. Thus, for a real mission where these
parameters are well known, Q values established by simulation for a given
configuration will be applicable to the actual data reduction. Also, beside a
working set of values, simulation can be used to establish the sensitivity of
the estimation process to variations in Q and to determine the bést direction
in optimizing the values used.

Figures 82 through 84 show the sensitivity of attitude errors to variations in
the additive noise values Ay g and - Each of thesé values was individuall;
varied about the nominal values given in Equation (53). Recalling that

Q= q
can be tolerated and still produce acceptable results. The g cur¥ve shows

, i=1, 6, variations in Q of from three to four orders of magnitude

quite clearly that considerable optimization can be performed with a given set
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of additive noise values. In Figures 85 through 87 attitude errors as a function
of instrument noise are compared for different values of additive noise.
Errors are shown for the nominal additive noise, Equation {53),

-
g{norninal) = (0. 005, 0.02, 0.25, 5., 5., 5.)10

and for two modifications about the nominal characterized by

ay = (0.029107%, qg = (13107 (54)

and .
=9y = (0.25)107%, g5 =(1.)10 (55)

The first modification is based on the results presented in Figures 83 through
85 and similar studies conducted by varying q;. The second modified set
was tested fo determine the effect of high Q vallues in the rate variables.
Considerable improvement is noted from the nominal to the first modified set
and for all values of instrument noise, although slightly higher mean errors
are observed. Note that increased g values in the second set considerably
degrade the attitude accuracy and in particular increase the mean attitude
errors.

Real versus idealized star fields: It was noted earlier that the loss of
transits from stars as they dissapear over the horizon can cause considerable
variations in the steady-state estimation error. To better quantify this effect,
several data-reduction simulations were conducted using transit data derived
from an idealized star catalog consisting of four real stars (5605, 4041,
17518, and 17262 from Figure 53) and by suppressing the earth blocking fea~
ture of the transit generating simulation. Figures 88 through 90 show the
steady-state attifude errors achieved with the idealized star field as com~
pared with a real star field. Considerably better attitude accuracy is
achieved in all axes with the idealized star field, particularly in pitch where
an improvement of approximately 50%1is noted, although fewer transits were
processed for the idealized star field. The additive noise valués, Equation
(55), were used to reduce both sets of data.

Starmapper cant angle: With the exception of the attitude errors presented
in Figures 91 through 98, all simulation results were obtained for a starmapper
cant angle y= 110°. ~ This value was used extensively since, as shall be shown
in subsequent sections, it provides the most favorable conditions for daylight
viewing. However, simulations based on cant angle values of y= 130° and
7= 90° were conducied to determine the affect of cant angle variations on
attitude estimation errors. Attitude errors for ¥ = 130° are shown in
Figure 81 and for y= 90° in Figures 93 through 95. For the latter, results
are presented for iwo different values at limiting star magnitude. The transit
data for these conditions are depicted in Figures 92 and §8. Note that the
v = 130° star field is much less favorable than the ¥ = 90° data; therefors,
comparisons on the basis of attitude accuracies achieved are not meaningful,
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16952 | 1.58 |186.180 | 62.730 | 14.20 0.5015_ 1480
1740, 000
Figure 96, Transmit Data fory = 90°
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However, two points are shown quite clearly when tpe errors fo;‘ the two .
cant angles are compared. First, it i noted that piich angle 6 is determined
with less accuracy relative to yaw and roll for the y = 130° case. At op =

3 seconds, for example.

for y= 130°% while for y= 90°

olA0) _ g 9g
o(ay)

Also, mean errors in pitch are seen to exceed the mean errors in yaw and
roll, SBecondly, in spite of the larger pitch errors at y = 90°, This is to be
expected since at y= 90° the measurements are made in the pitch plane and
yield more information about pitch, whereas aty= 130° sensitivity to roll
and yaw is increased.

Reduced number of stars: Simulation results pregented thus far have
used sightings from three to seven celestial bodies per spacecraft rotation.
Statistical results are presented in Figures 97 through 89 for one and two
sightings per spacecraft roation. These results were obtained from data-
reduction simulations identical to the nominal except that after 1000 seconds
only one or two stars were used for the data reduction. The modified additive
noise values, Equations (54), were used. Time-varying results from a simi-
lar single-star simulation are shown in Figure 100. As can be seen from the

behavior of the variable \/ Pse {labeled SIGTHET), daia reduction with a

single star was initiated at 600 seconds. Star No. 17518 is used in the interval
600 to 2000 seconds. The results presented in Figure 100 are for an instru~
ment variance, o1 =3 arc seconds.

Steady-state results obtained with two stars are generally satisfactory, but
when compared with the nominal,these results are seen to degrade in pitch
accuracy by approximately 1.5 arc seconds for all values of instrument noise.
However, the single-star sighting results are not satisfactory and at best
appear to be rather anomalous in that attitude errors do not increase monot-~
onically with instrument noise. In particular, the results for large instrument
noise are generally better than for smaller instrument noise. This suggests
that for the single-star data reduction smaller values of additive noise would
be more appropriate. An examination of the AQ, Figure 100, over the inter-
val from 1200 to 1220 seconds bears thig out. Negligible corrections are

seen to take place at the transit measurements at approximately 1207 seconds.
Further, the steady-state values atV?““‘ are considerably higher than the
actual value of o{A@). 66

The results presented in Figures 97 through 100 indicate that the use of
sightings from two celestial bodies can maintain satisfactory filter
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performance if convergence is obtained with sightings from more than two
bodies. Further work is required to establish whether adequate convergence
can be obtained with two bodies, although the results are from a data-reduction
simulation using sightings from the sun and star No. 19242 (See Figure 53).

It is seen that after processing of 48 transits convergence to pitch errors of
approximately 50 arc seconds was obtained. Referring to Figure 56 where the
convergence is shown for approximately 20 transits per vehicle rotation, itis
seen that comparable errors in pitch exist after the processing of from 40 to
80 transits.

Spin rate, cone angle results: A nominal spacecraft configuration charac-
terized by a 3-rpm rate and a 0, 5° cone angle was used to obtain simulation
results presented thus far. Results for other configurations are shown in
Figures 102 through 104 for a 1-rpm, 0.5° cone and in Table 6 for 3 to 9 rpm,
0 to 1° cone.

The attitude errors shown in Figures 102 through 104 are for 4500-second,
data-reduction simulations based on transit data derived using parameters
identical to the nominal except for the 1-rpm rate. Two sets of results using
stars down to a limiting magnitude of 2.5 and 1.7 are presented. Approxima-
tely 1100 and 620 transits were processed for the two cases. Thus, the two
cases represent the processing of sightings from three and five stars per
vehicle rotation, respectively. The nominal additive noise values, Equation
(53), were used.

Referring to the attitude errors for the 3-4pm nominal (Figure 63), it is seen
that the 1-rpm results compare quite favorably and are somewhat better in
the yaw and roll axes. Thus, it appears that acceptable attitude estimation
can be performed at spin rates down to 1 rpm 1f sightings from at least three
celestial bodies per vehicle rotation are available. The data processing load
is also considerably lessened at slower spin rates, and at 1 rpm the estima-
tion algorithms as mechanized execute from 30 to 60 times faster than real
time on the CDC 6600.

Table 6 shows attitude errors, for several values of spin rate and cone angle.
All results are from 1000-second simulations based on transit data derived
from parameters identical to the nominal except for the rate and cone angle.
The high additive noise values, Equation (55), were used and are seen to
cause mean errors that are relatively large for all rates and cone angles.
This effect was noted earlier from these noise values which were used on the
nominal 3 rpm transit data, Figures 85 through 87.

While it is difficult to deduce parametric information from Table 6, the
results indicate that the estimation of the pitch angle , 6, degrades by ap-
proximately 1 arc second as the ‘cone angle increases from 0 to 1°. Also,
since the high mean errors can be attributed to the choice of additive noise
values, no significant relationship is apparent between spin rate and estima-
tion accuracy.
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TABLE 6. - SPIN RATE, CONE ANGLE RESULTS

o | seme | 1o]| Zransite | uiay) | otag) | waw) | oaa) | wae) | olso)
arcsec | deg {rpm arc sec | arc sec | arc sec | arc sec | arc sec arc sec

3 840 -3.16 | 5,02 2.19 4.97 1.14 1.38

0 6 1680 ~2.84 4,71 2.28 4,217 1.69 1.24

3 9 2460 -1.70 | 3.79 2.82 3.87 1.92 1,24
3 840 -1.23 5.07 2,30 5.82 1.03 1.95

1 6 1680 -3.82 | 4.92 4,14 5.07 2.42 1.89

9 2460 ~-2.82 5.27 3.20 5.13 2,71 1.40

3 840 ~6.64 ]110.10 6.58 8.51 3.74 3. 10

0 6 1680 -6.55 9.67 7.20 7.86 5. 86 2.67

10 9 2480 -3.68 8.22 9.23 7.94 5,94 2. 89
3 840 -1.83 9.04 7.23 11,33 3.55 4,13

1 6 1680 -7.74 9.58 11.09 9.87 6.57 3.30

9 2460 ~-4,50 |10.58 9.18 11,24 7.76 3.52




System simulation results and conclusions: An attitude determination
system simulation has been described and data reduction simulation results
presented which demonstrate the performance of the atiitude estimation
algorithms for a variety of operating conditions. The major results apd
conclusions of the system simulation effort are summarized in the following

paragraphs.

For a nominal spacecraft configuration characterized by a 3-rpm spin rate,
the data reduction algorithms execute 10 to 20 times faster than real time
on the CDC 6600 computer using a numerical integration step size of 0.5
gecond. Thus, from ihe standpoint of computer run time, the algorithms,
as implemented, form the basis of an operational data-reduction system.
This conclusion is strengthened by simulation results that indicate that
satisfactory attitude estimation can be obtained with larger integration time
steps and a consequent decrease in computer run time,

Simulation resulis obtained from the nominal configuration by treating in-
strument accuracy and number of celestial sightings per vehicle rotation as
parameters indicate that convergence to steady state errors in pitch of § arc
sec can be achieved with sightings from three celestial bodies and maintained
with two sightings for starmapper accuracies of 5 to 10 are sec. Generally,
pilch was determined with better accuracy than roll and yaw., However, in
all cases for the number of sightings and instrument accuracies quoted,
steady state errors well within 30 arc sec were achieved, In all cases,
satisfactory results were obtained with an assumed external model grossly
different than the torque model used to generate the simulated transit data,

The effect of instrument noise uncertainty was examined by using variance
values in the estimation equations (59) which did not represent the variance
of the noise uged to corrupt the transit data. Results indicaied that it is
safer to underestimate, rather than overestimate, the accuracy of the star~
mapper. For the long-term application of the filter equations, it is apparent
that if the measurement instrument degrades as a function of time, because
of the results obtained with an overestimation of the instrument performance,

Data reduction simulations undertaken to obtain estimates of fixed space~
craft parameters showed that it was possible to obtain satisfactory esti~
mates of fixed spacecralt parameters showed that it was possible to obtain
satisfactory estimates of the inertia ratios and eddy currvent coefficient
normalized to 12), However, estimation of the spacecraft magnetic moment

characteristics does not appear possible. The most satisfactory approach
to the estimation of the inertia ratios was to initiate the estimation of the
inertia ratios at a point in time after the estimation of the spacecraft rates
and Euler angles was initiated.

BEstimation accuracy can be considerably improved by using sightings from
celegtial bodies which are regularly spaced,

The majority of simulations conducted assumed a starmapper cant angle of

110°, orienting the optical axis of the starmapper 20° out of the spin plane.
This angle was used because it provides the most favorable conditions for
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daylight operation. This result is established in the celestrial sensing sys-
tem design section. However, simulation results show that pitch can be most
accurately estimated with the starmapper optical axis lying in the spin plane.
Also, for the latter situation piich was determined more accurately (by a
factor of approximately two) than either yaw or roll, whereas for a cant angle
of 130° yaw and roll were determined as accurately as pitch.

Simulations conducted at spin rates other than 3 rpm demonstrated that
acceptable performance could be obtained for spin rates from 1 to 9 rpm.
Further, acceptable performance can be performed outside of this range,
although the higher spin rates will require proportionally more computer
time to reduce the data,

Additive noise values were determined by trial and error for the nominal
data-reduction simulation and applied successfully to a variety of others
characterized by different system parameters. Results obtained by varying
the values indicated that, for a set of values once established, variations
as high as three to four orders of magnitude can be used and produce ac-
ceptable estimates of spacecraft attitude, Thus, additive noise values
established and optimized through simulation for a given system could be
used without difficulty for operational data reduction.

In view of the above results, the estimation algorithms, as mechanized, are
applicable to the determination of the attitude of a spin-stabilized spacecraft.
Further, at the nominal spin rate of 3 rpm, the data reduction is performed
in significantly faster than real time,
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ATTITUDE-REFERENCED CELESTIAL SENSING SYSTEM

REQUIREMENTS AND OBJECTIVES

The attitude determination system design has been concerned to this point
with the ground-based data reduction of celestial transit data to obtain a
time history of the ARRS spacecraft attitude. This section is concerned with
the conceptual design of the attitude determination sensing system which
consists of celestial sensors and the onboard electronics.

It was required to define a celestial sensing system capable of detecting a
given number of stellar targets (presumed to be six for initial attitude
determination and two forupdate purposes) per revolution of the spacecraft,
for nearly* all pointing directions on the celestial sphere. In addition, the
sensing system must be operative over the entire orbit which implies a
capability to detect stars in daylight. Further, the on-board storage of
stellar data cannot exceed 60 000 bits per orbit requiring the use of suitable
digital filtering techniques to minimize the number of noise pulses stored.

To operate the system over daylight portions of the orbit, it was required to
define a light baffle configuration to permit stellar detection as close as
possible to bright sources with a reasonable sized baffle. Consequently,

an objective was assumed to detine a baffle predicted on a minimum-~volume
criterion.

The objective for the optical system design was to provide the most simple
and most efficient concept capable of producing a one arc minute blur spot
diameter over the full color spectrum of the system response, It was also
required to provide solar detection with similar accuracy to that of stellar
targets.. Consequently, the sun sensor optical system was, in concept at
least, comparable to that of the starmapper.

The major objective for the on-board data processing system was to con-
ceptually implement certain techniques and methods used for ground-based
data processing of star signals. Investigations were carried out to deter-
mine the optimum of several known criteria for digital filtering of legitimate
star pulses from spatial and electronic noise,

Starmapper Sunshield, Aperture, and Limiting
-Star Magnitude

The major concern of this subsection will be to define a math model of the
sun shield and to determine a reasonable criterion to evaluate this model.
The parameters characterizing the shield are the output from this effort
and are summarized near the end of this subsection,

*Portions of the sky around the North and South Celestial Poles are excluded.



An operating environment, as related to the sun, the illuminated earth, and
the stellar background were defined and used to compute the sun shield
parameters,

A.n investigation was made into the case in which the system was to be opera-
tional less than 100 percent of the time. The results of this study are pre-
sented as statistical nomographs,

Statement of problem. -~ Capability of the starmapper to detect stars on
the daylight side of the orbit is almost singly dependent on the light baffle,
This baffle must be capable of attenuating the sun's radiation to at least a
level equivalent to the faintest star which must be detected during sunlit
operation. The light baffle must also be capable of shielding the starmapper
from both the sun and the illuminated earth. Also, the physical dimensions
of the baffle must be kept within bounds; this requirement serves as a con-
straint on the closest permissible approach of the optical axis to either the
sun or the sunlit earth, Figures 105 and 108 are included as an aid in
defining pertinent geometric relationships.

The immediate discussion relates to the problem of shielding the starmapper
from the sun and the illuminated earth, It is assumed that the outer surfaces
are specular reflectors, implying that the incident and reflected rays have
identical angles with the surface normal. It is also assumed that the shield
possesses the general form depicted in Figure 107 in which the upper surface
is a perfect conical mirror having a cone angle, @, and having all incident
rays, with angles greater than some nominal angle, 8, reflect out of the
shield, Details of the baffle interior are not shown,

Since the dimensions of the shield must be kept within bounds, a natural
criterion is that the total volume be minimized. The total volume cannot be
directly minimized unless the aperture size is specified; but the aperture size
is a function of the limiting magnitude star required to provide a predeter-
mined number of stellar targets. A further complication is due fo the fact
that the limiting magnitude depends on the amount of sky viewable by the
starmapper.

An indirect approach to the solution of this problem is possible if one mini-
mizes a normalized volume (which will be defined later) and determines
limiting magnitude in a region of the sky in which the stars are sparse. The
worst case appears to be near the South Galactic Pole on the celestial sphere.
(RA =~ 12°: DEC, = -272)

A computer program was written to find the minimum volume over a space,
determined by the following four variables which are defined explicitly in
Figures 60, 61, and 62,

a = cone angle of reflector

B = shield angle -- the closest permissible approach to
the sun or sunlit earth

Y = cant angle
S = the area of sky swept out
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Volume formula, -- The depth to which an incident ray penetrates a
conical- shaped reflective surface can be determined geometrically, as shown
in Figure 108. When the angle between the conical bisection and extended
incident ray becomes greater than 90°, the reflected ray exits from the shield.

That is,
B+ 2(N~-1)a 2 80°
where
N = number of penetrating bounces
and

0<a < <90°
Solving for N gives

N=[2 =By

but since N must be an integer, only the integral part of the bracketed quan-
tity is retained, When N = 1, the formula for the value is quite simple and
is the case depicted in Figure 107, From Figure 107,

8
, @cosocos 5
h'=

sin (a —%)
and
: 8
a cos o cos f sin (a +§)
h-h’ = 5
sin (az - -2-) sin (B - @)
so that
. 8
ho_2C0Sa cosBsm(oz+2)+cosi
- [ 2] sin (B-a) 2
sin (o - E)
or finally

a cosza sin(B +%]
hs ——————— (56)
sin (ar - -2-} sin (B-a)
Also from Figure 107
d=2htana - a (57)

The volume for the single bounce case is
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2 5 sin[B+9) [COSa sin (Bta) sin [« "“”Q]z

3 (58)
[sin (oz -g]sin (B-oz)]

The denominator of Equation (58) implies that ¢ is bounded by the following
inequality:

2
2

<@ <B

If the function
2

Siﬁ(ﬁ '*‘—g-) [COSa sin (8+a) sin {a + g}]

[sin {oz ——g*} sin (B-o )]3

£(2,8,6) = ==

R

is plotted over the range given above for fixed 8 and B, the characteristic
curve given in Figure 109 is obtained.

The case for multiple penetrating bounces is slightly more complicated, Let

N=3
and define
Bj=6+2(N*j)a': j=z3
with
sin (8. te)
Lj = LJ"I sin (B, -a) i=3
-
with 8
cog ¢ sin (a + 2)
Ly= - T
sin (a - §) sin (Bl-a)
80 that

h = aL.cos 8.

1 i v i=2

The equation corresponding to Equation (56) is

acosa cos—g 2 sjn-fcx + g—} f (59)
h= + L, = + al, cosf.,
sin (a “‘g_) 2 sin (Bl-oe) 5 ' j-1

1g&
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The characteristic curve for the multiple bounce case maintains the same
form as that given in Figure 109 except that the minimum values are much

larger.

Aperture and limiting magnitude star. -- A relationship exists between
the aperture and the Limiting magnitude of the form

a=A 1057 (60)

where
m, = limiting magnitude

a aperture

and
A and B = constants that depend on the physical dimensions of the optics
and the background noise,

The limiting magnitude calculation satisfies no formula of the above type,
but is of the following form:

m, = m, (6,8, 7,1 (61)

where the term limiting magnitude used here refers to the magnitude of the
faintest star required to be detected.

e = fov

B = sghield angle

y = cant angle

n = number of stellar targets required

For a given fov, 0, and a given cant angle, ¥, ata certain orientation in
orbit, it is desired to determine the nth brightest star detectable in one
revolution. The magnitude of this star is the faintest that must be observed
to obtain n stars per revolution.

Constraint equations, -- Let

Y = cant angle

; = unit vector in direction of zenith from earth's center
T = earth blocking angle

ﬁ = unit vector along orbital normal

unit vector from earth's center toward ith star

n >
n
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Figure 110 shows that the starmapper sweeps out an annulus on the celestial
sphere and, except for earth blocking and illuminance from the sun and
earth, the stars within this annulus would transit the slits of the starmapper
at some point throughout one revolution of the system. From Figure 110 it

can be implied that those stars satisfying the following inequality would be
candidates:

cos |y+ %

S;i' ;Scos(‘y-%) (62)

Those transits that are blocked by the earth must be eliminated as candi~
dates. They satisfy the inequality

cos (T) 57 - & (63)

Of the candidates that are leff, some may be eliminated on the basis that at

the time of transit the angle between the optical axis and the sun or the
optical axis and the sunlit earth does not satisfy the constraints imposed by
the shield, Let

ti = time of transit of ith star

then R R
0(t,) - sy, >cos B (64)
where
;sun= unit vector directed from earth's center toward sun
B = shield angle (Figure 107)

Prom Figures 105, 106, and 110 the constrained relationship between the
shield angle, B, and the cant angle, v, is as follows:

7] <@ -T/5
g “@<B {<n/2+1‘—y

The inequality (6/2 <a < B) merely keeps the shield volume finite by con-
straining the cone angle, @, to be bounded away from the half field of view,
6/2, and the shield angle, . The inequality

Bsg-T/5
ensures that the system is operative for the worst-case conditions of the
sun, optical axis, and orbital position by-not permitting the sun's ray to
penetrate the shield. The ineguality

B<m/2+T-¥%
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ensures that there is some viewable portion of the celestial sphere free from
the sunlit earth. Figure 111 graphically shows the constraint relationship
between the cant angle and shield angle. The shaded portion of Figure 111
contained within the constraint boundaries, contains all combinations of

v, B which must be examined for a minimum volume combination, However,
it can be shown that the shield minimum volume results when ¥, f lie along
the line ¥ = 54° + B. For the orbital conditions chosen for launch, the
minimum approval of sun to the orbit plane is 36° (Ref. 19). For closest
approach angles, f greater than 36° (optical axis in orbit which is equivalent
to y = 90° for a spin axis normal to the orbit plane), the cant angle permis-
sible is greater than 90°, giving y = 90° -36° + § for § = 36°, which gives

y = 54° + 8. With these consiraints on the system an explicit formula for the
viewable area on the celestial sphere can be given. Figure 112 gives the
relationship of the daytime and nighttime viewable areas. From Figure 112
the daylight viewable area SD is

SD = 4 sin ¥ sin g-cos"l‘&s.g\—"@— , and (65)
sin ¥
the nightime viewable area SN is
v+ 8/2
S._ =2 : -lycos T
N sin ¢ cos (sin q)] de (66)
Y- 6/2

Daylight and nighttime viewable (swept out) areas are shown in Figure 112.
The baffle minimization program assumed a swept out area, performed the
minimization for the set {o, 8. 6, ¥}, and then conducted a star search from
which the limiting daylight and nighttime limiting magnitudes are established.
This was done for six stars per scan over the nighttime side of the orbit and
both two and one star per scan over the daylight portion. The aperture was
then computed, based on the fainter of the two conditions, and the baffle
dimensions {h, d) determined from the normalized parameters

_h _d
H—EandD—;

in essence the nighttime limiting magnitude My depends on the nighttime
viewable area, SN’ and the daylight magnitude my, on the daylight viewable
area, SD. The program steps are summarized in Figure 113. The day-
time area is represented in the form 2n (1 - cos §) where § = (8, y).
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For the ranges of 6 and vy, delta can range from 7. 50 = é 2 30°. The formula
for area is now in terms of a single variable for used in the volume mini-
mization program. The delta angle is the half cone angle that intersect the
celestial sphere to give an area equivalent to the area swept in an annulus

for a given 6 and 7.

The results of the program are plotted in Figure 114. Each data point repre-
sents the minimum baffle volume for a preselected swept out daylight area
which is equivalent to fixing the daylight limiting magnitude. Curves are
plotied for one and two stars per scan. The curves illustrate the possible
advantage in backing off from a minimum volume criterion to permit detec-
tion of a somewhat brighter star.

To show the variation in parameters within a given swept-out area, Figures
115, 116, and 117 are included. The parameters are plotted against the cant
angle which is allowed to vary between 90 and 115°. A value of y = 110°
represents the cant angle which corresponds to the minimum volume baffle
for that particular swept-out area. A table of tentatively selected parameters
is included as Table 7, based on obtaining at least iwo stars per scan over
100 percent of daylight orbita conditions. The results are based on a con-
stant swept out area, SD’ to give at least two stars per scan. For the

equivalent representation of area, & is 17.5 (Figure 115) to give appropriate
area for two stars per scan.

TABLE 7. - TABULATION OF PARAMETERS -- WORST CASE
(1004 OF ORBITAL) CONDITION -- FOR MINIMUM
VOLUME BAFFLE CRITERION

Parameter Value
Cant angle y 110°
Field of view 2] 18°
Shield angle B8 56°
Limiting daytime magnitude mp 3.65
Limiting nighttime magnitude my 3.08
Aperture (effective aperture) a 2,39 in.
Laght baffle volume v 753 in.3
Baffle height h 11,0 in.
Baffle diameter d 9.8 in.

Figure 116 indicates thatthenightime limiting magnitude my increases with

increasing cant angle, whereas the daytime limiting magnitude curve is more
or less constant throughout the operating range. The small oscillations of the
daytime and pighttime limiting magnitudes, mp and my, are due primarily to

the nonuniform distribution of the stars on the celestial sphere. The shield
parameters - i.e., shield angle, fov, and aperture - were determined from
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the condition that the viewsble area in the daytime be constant for all cant
angles; however, the arsa swept oul on the celestisl sphere during nighttime
chservation ig determined by the daytime parametiers and would be larger than
necessary. The tendency for mN to grow with increaging cant angle, except

for small oscillations, is due to the fact that the relationship between the
cant angle and shield angle, i.e.,

g=7v 54 ({Figure 111}
tends to increase the nighitime viewable area for increasing cant angle,
‘The set of parameters listed in Table 7 is based on a worst-case siar search,

A region near the South Galactic Pole which has a relatively sparse star popu-
lation was selected, This worst-case analysis for 100 % of operational
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Figure 115, 8, B versus ¥

194



S61

Star limiting magnitude

4.2

3.8

3.0

26

n\
x\_ g o
o<, =~ My -
. Lo
~ \o‘____g-..--—"
\g_._../ "\ i
N
Sp = 2v (1 - cosb) .
&=17.5° .,
- ~
Np=2 .
~
N,=6 X,
N ~
90 95 100 105 110 115

Cant angje (y) degrees

Figure 116,

mD, mN, a versus v

2.2

Aperture, in.



961

Baffle volume, in.3

5000

4000

3000

2000

1000

Baffle dimensions, in.

30

25

N
o

[
[§)]

10

\ Baffle volume

I | |

90 95 100 105
Cant angle (%) degrees

Figure 117, Baffle Dimension versus Cant Angle



capability resulted from the nonuniform distribution of stars on the celestial
sphere., Table 7.also points out the condition that the daytime limiting mag-
nitude star is fainter than the nighttime, and it, therefore, serves as the basis
for computation of the aperture., Generally, of course, the fainter of the two
conditions will govern the aperture size.

If the baffle parameters are fixed and a star search is made of the entire celes-
tial sphere, 1t is possible to compute a number of statistics, Define the
frequency function as

frequency per unit interval
total number of observations

£ (mL) =
where

m, = m, (k) = magnitude of Kt brightest viewable star

£
The distribution function 1s defined as

F(m,) = 100 ) f(x)

X<m
L

Figure 118 graphically represents, forthebaffle parameters listed, the results
of a complete search for both one and two stars per scan, As an example in
interpreting these graphs, consider the following. If it is required that there
be at least two stars in the fov 80% of the daylight observation time, the star
sensor would be required to detect stars as dim as 3.2 magnitude, If only

one star 1s required, 80% of the time the limiting magnitude star becomes 2.5
magnitude. This represents the optimal case for a minimum baffle volume
criterion, However, if the baffle volume 1s permitted to increase, detection
of brighter stars will be possible.

In Figure 119, graphs are shown which result from an increase in baffle vplume
to 2385 cubic inches. Again, for 80% of the cases and two stars per scan, the
limiting magnitude becomes 2.2 magnitude, The tradeoffs for this increased
capability do not only involve increased volume, but also result in increased
fov and decreased shield angle (closest approach to bright object), as shown in
the parameter set histing in Figure 119,

Both Figures 118 and 119 represent extreme conditions. Additional sets of
parameters were also established which are contained within these extremes.
Figures 120 and 121 represent additional plots for two selected volumed contained
within the extreme conditions of Figures118 and 119, It is apparent thédt any set
of parameters can be selected subsequent to a determination of that fractional
part of the daylight orbit considered essential to meet system accuracy.

Table 8 contains a summary of the four conditions illustrated in Figures 118,
119, 120, and 121 for 100%, 80%, and 50% of usable daylight orbit.
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TABLE 8.- SUMMARY TABULATION OF
STARMAPPER PARAMETERS

Case
Parameter I n 1 w

Volume v w3 753 | 1080 | 1378 | 2385
Baffle height h in, 10 14 13 14
‘Baffle diameter d in. 10 10 12 15
Clear aperture a in, 2.39 | 2,20 | 2.12 2,12
Field of view 8 deg 118.2 | 14,7 | 22,5 |27.7
Cant angle v deg} 110 100 105 105
Shield angle B deg 56 46 51 51
Limiting nighttime magnitude My 3.1 3.2 2.9 2.8
Limiting daytime magnitudes mp -

100¢ of orbit 3.8 3.4 3.4 3.2

804 of orbit 3,11 2.9 2.5 | 2.4

504 of orbit 2.5 ] 2,21 2.1 | 2.3

*For 2 stars per scan {exclusive of sun) in all cases = 2, Hy = [

Summary and conclusions. -- A minimum volume sun shield having the
desired properties can be constructed. Considerable latitude in the choice of
the parameters of the system is available if the volume restrictions are re-
laxes or if the requirement that the system be operational 1004 of the time
be relaxes, Using both these ideas permits considerable latitude for the de-
sign of the sensing system. The limitations in both these areas are spelled
out.clearly by recognizing how rapidly the volume increases as one moves
away from the minimum point (Figure 108), and how the star magnitude in-
creases as the system becomes operational 100% of the time. Figures 118,
118, 120, and 121 span the region coniaining the minimum volume of
Figure 109.

Optical Transfer Function - Starmapper
This subsection presents the performance evaluation of two optical designsg for

the starmapper celestial sensor. The purpose of the evaluation is fo implement
a decision as to the better design of the two systems based on a realistic
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appraisal of sensor performance. Evidence is presented that the catadioptric
concentric system will detect all spectral classes of stars better than the re-
fractive gystem.

In addition, an analysis of the optical performance of the concentric system in
two types of environmental perturbations is presented - at very low tempera-
tures and in a high vacuum. The results of these analyses show that the system
will indeed perform adequately under these conditions which more nearly
approach contemplated operating conditions,

Evaluation of a refractive optical system, -~ A stellar sensor using refrac-
tive 'elements is shown In Figure 122, This was the refractive system recom-
mended for previous Horizon Definition Measurement program, It is a balanced
type of design having the power of the elements approximately balanced around
the aperture. The first and the last two elements are of the same type of
glass. The final design shown here is the result of dimensional modifications
on the lens elements to minimize the image spot dimensions along the path of
the scan of a radial slit. In contrast, the image spot size along the slit was not
restricted, The dimensional modifications were performed in a computer-
operated automatic lens design program whose image figure of merit was
computed according to the instructions entered into the program by the designer,
These computations were based on the tracing of cerfain rays chosen by the
designer, The modification process was carried out in two steps. In the first
step, the figure of merit wag based on the minimization of all of the fifth-order
aberrations which could contribute to the widening of the blur spot along the
direction of the scan. This type of modification produced relatively large
changes in the physical dimensiong of the lens train. When an oplimum figure
of merit was obtained for this method, the lens dimensions were placed in the
second step of the modification, which used the minimization of the third-order
aberrations as the criterion by which the effect of the modifications was judged.
The physical dimensions of the lens train were only slightly aliered by this
step.

The basic evaluation of the modified optical system was accomplished by means
of a computer-~operaied ray trace and its agsociated program options.

Blurr spot diagrams in standard computer printout are shown in Figures 123,
124, and 125 for field half angles of 0°, 5°, and 10°. For each diagram 396
rays were traced. The dimensions shown on the right side of the plot are
the spot dimensions in arc sec. These gpot diagrams are computed for a
design wavelength of 0. 5878 micron,

The functional performance of the optical system in this Sengor depends on the
amount of light passing through the slit as the star image passes across if.
Graphs of the percentage of the total available rays that are within the arvea of
the slit at a given slit position are shown in Figures 126, 127, and 128 for
each of the three half-field angles for which the above blur spots were cal-
culated. These plots were also made at 0. 5875 micron wavelength.

The variation of the maximum value of the slit scan for each of 30 wavelengths
is plotted in Figures 129, 130, and 131 for each of the three field half angles.
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The physical diameters of the lens train shown in Figure 122'are just sufficient
to pass all of light for a 3, 00-inch diameter effective aperture for light paral-
lel to the axis, For any other half-field angle, the diameters of the lenses are
inadequate to pags all of the light. The magnitude of the vignetting effect as a
function of field angle is shown in Figure 132, The diameter of the entrance and
exit lenges necessary to eliminate the vignetting is 6. 520 inches,

Evaluation of a concentric.optical system. -- Another basic sensor design
concept is that of a concentric catadioptric optical system shown in Figure 133.
The basic optical elements are an aperture, a primary mirror, and a correc-
tor lens. All of the lens and mirror surfaces are spherical, as is the focal
surface, or slit reticle located at the end of the PMT-fiber optics agsembly.

The concentric system is made up of a spherical mirror whose axial aberration
is spherical and a fused silica negative meniscus corrector whose spherical
aberration is equal in magnitude and opposite in sign to the spherical aberration
of the mirror. The other axial aberration, chromatic aberration, is zero for
the mirror and kept to a minimum in the corrector by two design choices.

1} Choice of optical material. The material chosen -- fused silica ~~
has the lowest dispersion (change of index of refraction with wave~
length of light} of any common optical material,

2) Choice of thickness of corrector, The technique for optimizing
the degign requires that the closer the corrector is to the mirror
the thicker it will be at optimum image size. The corrective
spherical aberration occurs at the air-glass interfaces of the cor-
rector; the glass between the interfaces contributes only .chromatic
aberration to the system. Hence, within certain limits, the thinner
the corrector the smaller the chromatic aberration., In this design
the corrector was intentionally placed between the image surface
and the aperture to optimize the gurfaces with a relatively thin
corrector.

The most sigmficant property of the concentric system is that any light ray
entering the system from a distant source ig parallel to a radius drawn to any
of the spherical surfaces; hence, any ray entering the system is axial as long
as the aperture is at the common center of the spherical surfaces of the sys-
tem. This means that if the two axial aberrations, spherical and chromatic,
are corrected, no other corrections will be needed for any field angle. The
remaining aberrations -~ coma, astigmatiem, and distortion - do not exist in
this system because no off-axis rays enter,

The blur gpot diagram, slit scan, and color analysis plots for the concentric
system are shown in Figure 134, 135, and 136, respectively. Only one plot of
each kind is needed, since the blur spot and the other agsociated parameters
are unchanged as the field angle changes. The blur spot and slit scan were
computed at the design wavelength of 0. 4047 micron.

Optical t?anstr functions, -~ A comparison of the performance of the two
detector-optical systems in responding to stellar light sources was performed.
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The basis of the evaluation was the properties of source and sensor for each
wavelength of light in the operational wavelength range of the system. The
three factors used in the computation of the instrument response were

1) Star color or spectral class. The speciral epergy distribution
of an ideal black body at 2 temperature of T°%K. Also called

f[z)\} dr

T

2) Photomultiplier photocathode color response for the Eleciro,
Mechanical Research Corporation, EMR type N photocathode

J povan

3) Color response of the optical system. This 1s the maximum
value of the slit scan for the wavelength range used.

fomanr

The instrument response for a given color temperature source is given by the
expression
H%hPNOW@

To provide a basis of comparison to the visual magnitude classification, the
response of the standard photopic eye is used as a multiplier, giving

I[Eh],l; SO dn

The ratio of these two quantities is the ratio of the instrument response to the
visual response for a given color temperature or stellar spectral class.
Since both integral quantities are proportional to intensities,

J [E)\}TS(MCD\

compares these intensity ratios in terms of stellar magnitudes. The ratio
was computed for all color temperatures from 2000°K to 25 000°K. To
obtain a convenient reference from which to establish a comparison, the
ratio at the color temperature of 11 000°K - the nominal color temperature
of the AO speciral class star - was used as a standard, A graph of the
normalized function 18 shown 1n Figure 137 for the concentric optical system
at {/2 and the refractive system at {/6 for three half-field angles shown.

Th(; izi.‘cercepts for the AO star for the two optical systems can be interpreted
as follows.

Instrument Response
Visual Response

If a fourth magnitude AO star can be reliably detected by the £/2 concentric
system, in order to be detecied by the refractive system with the same
reliability an AQ star must have a visual magnitude of +2,49 if viewed on
axis, +2.45 if viewed 5° off axis, and +2.31 if viewed 10° off axis.
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Figure 138 illustrates the derivation of the instrument response parameters;
Figure 139 illustrates the visual response parameters. Derivation of the
change in stellar magnitude for varying star color temperature (or class) is
also shown in Figure 139. This serves as the basis for the optical transfer
function plotted in Figure 137.

Sensor performance evaluation at low operating temperatures. -- Per-
formance of the optical Sysiem at temperatures of the order of -75°C is
dependent on both the physical dimension change calculated from the thermal
coefficient of linear expansion and on the change in the index of refraction of
the corrector lens as a function of temperature. The thermal coefficient of
linear expansion is well documented both for the mirror material and the
corrector lens material. A graphical presentation of the linear coefficient of
thermal expansion for the two fused silica materials used in the sensor is
shown in Figure 140 (refs, 7 and 8),

The index of refraction of the corrector lens, Corning Code 7940, was docu-
mented in the 20°C range- (ref. 9) but little information is available at lower
ranges. Given W. Cleek of the National Bureau of Standards has provided
data on the index of refraction of Corning Code 7940 in the femperature range
from -192°C to +651°C for the wavelength of 0.5896 micron only.* A table of
indices of refraction of vitreous silica in the temperature range of -160°C to
+1000° at wavelengths of 0.4713, 0.5016, 0.5876, and 0.6678 micron is pub-
lished in Sosman's comprehensive book on silica (ref. 10) from work of
Martens and Rinne. A plot of the results is shown in Figure 141. TUsing these
data, computer ray traces based both on change in physical dimensions due to
thermal expansion and changes in index of refraction with temperature show
that with a 0.007 inch movement of the focal surface the image size is still
less than the width of the scanning slit at the wavelengths measured. Further,
examination of Figure 141 shows that the refractive index curves for the four
colors follow regular, approximately parallel paths. This tends to indicate
that no serious anomalies exist in the indices whose wavelengths lie between
those measured, and hence no large changes in blur spot size and shape which
would adversely alter the performance of the sensor from the room tempera-
ture predicted performance. The National Bureau of Standards was requested
to perform the low temperature index of refraction measurement during the
course of the study. The results are presented in Table A, However, the use
of these results were not possible for this study.

Table 9 shows the results of refractive index measurements on fused silica,
Corning Code 7940. As shown, data were obtained at 10 different wavelengths
over a temperature range of +20 to -200°C, The data are reporied at temp-
erature intervals of 10°C with additional values at -75°C.

The National Bureau of Standards was unable to make measurements at a
wavelength of 365. 0 nonometers as originally requested. Furthermore,
measurements were made at 404, 7 and 471, 3 nanometers, instead of 407.7
and 492.2 as was planned originally, These substitutions were made because
of the greater intensity and resulting ease of measurement at 404.7 and

471. 3 nonometers,

Cleek, Given W.: Inorganic Glass. NBS, private communications.
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TABLE 9.- REFRACTIVE INDEX OF FUSED SILICA CORNING
CODE 7940 AS A FUNCTION OF TEMPERATURE

AND WAVELENGTH

A, am 667.8 643, 8 587.6 508. 6 501.§ 480, 0 471.3 467.8 435. 8 404.7
TE?(‘:p- He cd He cd He Cd He Ccd Hg Hg

+20 1, 45807 ] 1.45670 | 1. 45846 | 1. 45186 | 1 45224 | 1 486350 | 1.46406 | 1.46429 {1 46869 | 1. 46952
+10 1.45599 | 1.45663 | 1.45838 [ 1.46177 | 1.46215 | 1.46341 | 1. 46398 [ 1.46420 |1.46661 | 1.46953

° 1045590 | 1. 45655 | 1. 45829 | 1. 46169 1,46206 § 1.46332 | 1 46380 § 1. 46412 ]1.46653 | 1.46944
-1 1.45582 | 1,45647 | 1,45881 | 1.461681 | 1.45198 | 1.46323 | 1.46381 | 1.46408 i 46645 | 1.45035
-20 1.45573 | 1.45639 | 1.45613 [ 1.46152 | 1. 46189 | 1.46315 | 1.46372 | 1.46395 |1.46637 |1,46926
-38 1.45565 § 1.45631 11, 45805 | 1.46144 | 1 485181 | 1,46306 | 1.46364 | 1, 46386 {1.46629 |1.46018
=40 1.48557 }1,45623 | 1.45797 | 1.46136 | 1.46173 | 1.46298 | 1, 46356 | 1 46378 |1.4662C | 1.46909
-50 1.45550 }1.45615 | 1.45789 |1, 46128 | 1. 46165 | 1.46290 | 1.46347 | 1.46370 |{1.46612 |1, 26901
-80 1, 45542 § 1.45607 | 1,45781 | 1. 48120 | 1, 46157 | 1, 46282 | 1.46340 | 1.46362 }1.45604 }1.46882
-70 1.45535 | 1.45600 | 1,45774 | 1.46112 | 1.46150 | 1 46275 | 1.46332 [ ), 46354 |1.46597 |, 46884
-80 1.45528 | 1,45592 §1.45767 ] 1. 46165 { 1.46143 | 1. 46267 | 1,46324 | 1.46347 [1.46580 |1.46876
-96 1.45521 }1.45585 | 1.45760 }1.46098 | 1.46135 | 1.46260 {1.46317 {1.4634% }{1.46581 {1,46859
-100 1,45514 |1.45578 | 1,45753 |1.46091 | 1.46129 | 1.46254 11.46310 | 1.46333 [1.46574 |1 46862
~110 1.45508 |1.45871 |1.45747 | 1.46085 | 1, 46123 }1.46247 | 1,46304 | 1.46326 |1.46587 {1.46855
-120 1.45503 [1,45565 [1.45741 |1.46079 | 1. 46116 [ 1.46241 |1.46297 |1,46320 |1,46561 |1,46848
~130 1.45497 | 1,45560 | 1.45736 |1.46073 §1.46111 [ 1.:46236 | 1.46291 }1.46314 ]1.46555 |1 46842
-140 5.45482 §1,45554 | 1.45731 }1.46068 }1,46105 |1.4623% ] 1.45286 {1,46308 {1,48548 |1,48837
-150 1,45488 | 1.45550 |1.45726 |1.46063 | 1.46100 |1,46226 |1.46281 [1,46304 [1.46544 |L.46832
-160 1.45484 }1.45546 §1.45722 }1.46059 | 1.46095 }1.46222 §1.46276 §{1.46300 j1. 46539 |1.46828
-170 1.45480 §1,45543 }1.45719 |).46055 |1.4609F {1.46218 {1.46272 }1 46297 }1.46535 |1.468Z4
-180 1.45477 |1.49541 |1 45716 [1.46052 |1.46087 |1.46215 }1.46269 |1.46294 [1.46531 [1.46821
-180 1.45475 §1.45540 {1.45713 {1.46043 ]| 1.48084 |1, 46212 }1.46286 |1,45291 |l 46528 }1.46818
-200 1.45473 [1.45538 |1.45711 {1.46047 |1.46081 [1.46210 |1.46264 |1.46289 [1.46525 }1,46816
75 1,45531 §1,45586 §1,45770 }1.46109 |1,46146 | 1. 46271 {1.46328 |1,.46350 ]1.46593 |1, 46880
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All the reported values are referred to air at 20°C. The standard deviation
of each refractive index determination is within 2 x 10-8,

Evaluation of optical system performance in vacuum. ~- The indices of
refraction used in the design of the corrector for the ARRS siar sensor were
based on measuremeénts made in 76 cm barometric pressure dry air. Thus,
using the velocity definition of index of refraction, the catalog values of the
index of refraction can be expressed as

sp = . velocity of Hght in air
N glassfair = copom i Tight in glass (67

Similarly, the index of refraction of air itself can be expressed as

s ~ Y¥elocity of Yight in 5 vacuum
W air/vacuum velocity of ght in air t68)




Thus, the index of refraction of the glass used with respect to vacuum is

N glass/vacuum = N glass/air x N air/vacuum (69)

The values of the index of refraction of air were obtained from Table 413 of
the Smithsonian Physical Tables, first reprint of the eighth revised edition,
Washington, D, C., 1934,

The values of the index of refraction used in ray trace calculations are in the
form of a dispersion equation
2 2 -2 -4 -6 -8

N%= A +A N+aA, )\» TANMNTHANT AL (70)
where N is the index of refraction, M is the wavelength of light, and the A's
ar'e constants for each glass. The values of the indices of refraction for air
were used to evaluate the constant terms in the above equation, The indices
for glass-vacuum interface were obtained from the product shown in Equa-
tion (69) for each wavelength used in the ray trace. A new dispersion equa-
tion of the form of Equation (70) was developed for the Corning Code 7940
fused silica used for the corrector, This dispersion equation was used to
compute the required refractive indices for a ray trace and color analysis.

A comparison of the ray trace and color analysis results using the above
values with the original design results shows that the changes in performance
produced by operating the sensor in a vacuum, rather than in air, are imper-
ceptible and will not require any changes in focal surface position,

Optical Transfer Function - Sun Sensor

This subsection presents the design considerations and performance data to
show that a modified catadioptric concentric optical system can detect the
position of the sun's limb with sufficient accuracy to enable the position of
the sun sensor in relation to the sun to be computed to an accuracy of 10 arc
sec,

Optical system design considerations. -- Analyses indicate that the
detection of the sun's position could be successfully accomplished using
detection of the sun's limb at 0. 5400 micron at a bandwidth of 0. 0200 micron
or less, The pointing requirements of the spacecraft orbit require a 40°
foy for the sensor to keep the sun in the fov continuously throu ghout the year.
The wide fov dictates the use of the symmetrical properties of a concentric
optical system. In addition, the catadioptric system offers unique opportuni-
ties for reducing the light intensity reaching the focal surface,

The baseline optical system for the sun sensor is shown in Figure 142. The
optical system design is quite similar to that of the star sensor, except for
the special optical coatings used. The first coating that the sun's rays would
strike would be the reflective interference-type filter coating on the entrance
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face of the corrector., This coating would reflect 99% of the light back out
through the aperture and pass 25% of the light in the pass band of the inter-
ference filter.

The detection accuracy requires that the detection threshold be set to trigger
when the limb of the sun is one-sixth of the way across the slit opening. The
slit then receives energy from only 2,144 x 10-4 of the total area of image.
The threstold is set at 10_4 14 signal level, using 0.25 {% as the sensitivity
of the silicon yields 4 x 10-4 pW needed in the slit to trigger the threshold.
The total power in the image is the power in the slit divided by the fraction

of the total image area in the slit,. or

-1

£2x10 " pW

£x10 bW . 1 866 uW
2.144 x 10

The input to the sensor is the product of the power density and the area of
clear aperture available, The power emerging from the corrector-filter
combination is reduced from the input power by the effect of reduced pass
band of the filter. For a filter centered on 0. 5400 A wavelength, Jensen
(ref. 11) gives the solar spectral irradiance as

5 w

1.9x 10" -
cm” - A

For a pass band 1% of the center wavelength and a maximum transmission
of 25%, the power available from the corrector is

0.25x10 2 x5.4x10° kx1.9x10"% — = = 0.2565x107% Y
cm” -A cm

The reflector surface, when coated with an antireflecting coating , will yield
a reflection efficiency of 2.5 x 1073,
surface is 0.2565 x 1070 Wx 2.5x 1075 = 0,641 x 107°
0.641 L%

cm

Thus, the power density at the image

or
2
cm

The collection area of the clear aperture is then
L866BW _ 5 909 cm?

0.641 oW
sz

or 0.45086 in2 clear aperture area

#Applied by the Optical Coating Laboratories, Inc., Santa Rosa, Calif.
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The effect of central obscuration of the focal surface on the maximum relative
aperture (f/#max) is given by
1
et

max Zsm;g—

where @ is the optical system fov. For a 40° fov,

_ 1 _ 1 -
fl hax. =~ Tem20° - 5% 0. 54z0% 292

Therefore, for a reflective system having a 40° fov, unless the f/# was less
than £/1. 462, no light would reach the image surface, For a concentric
system having a focal length of 1. 667 in., the radius of the ceniral obscura-

tion of the image surface is given by

1.667

ho = 3x1.4e2 - 0-570

If the radius of the actual aperture iS~B°: the clear aperture area is given by

B 2 2
A =miB” - ho)
from this relationship
2 _ A 2
B o ~w t b,

or Bq =‘V-‘r’?—+ h02
B, \[2=28L 4 (0. 570)%

)30 = 0,6845 in,

or an aperture diameter of 1. 369 in,

Thus, the actual relative aperture is

1,667 in,

1360 - 122
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The diffraction limit for 0. 54 micron and a 60-arc sec diffraction spot size
is given by

2% 1,220 x2x10° 4,88x10%
SR el —F—

8 arc sec = arc sec/rad =

where N is the wavelength and D is the diameter of the aperture,
ForX=0,5400p, D= 0,1729 in.

Since the above calculations show that to obtain an airy disc diameter equal
to the width of the slit, the aperture diameter should be at least 0, 1729 in. :
the fact that the actual diameter is greater shows that the diffracijon image
will be smaller than the slit, In the Phase A, Part II report for “An Analy-
tical and Conce;':tual Design Study for an Barth Coverage Infrared Horizon
Definition Study" under NASA contract NAS1-8010, pages 418-437, it is
shown that the regularity of the curvatures of the limb of the sun allows the
prediction of the location of the center from the limb to be located at a far
greater accuracy than necessary for this application. This places the burden
of accuracy on the sun sensor; the sensor must be capable of detecting the
limb in the slit {o an accuracy of 10 arc sec in order that the position of the
center of the sun can be located to the same accuracy. In this application
the blur spot diameter criterion for optical system performance evaluation
is now used only to indicate the "'sharpness' of the image of the sun's limb,
Using this criterion, the effect of a 60-arc sec blur spot diameter will allow
the location of the sun's limb to an accuracy of 10 arc sec using the same
interpolation factor of 6 that was used in localing siar images.

Cathode Protection

Objectives and introduction, -~ The objectives of the cathode protection
study were fo first determine the affects on the multiplier phototube if bright
sources (sun, moon, or sunlit earth) were to enter the field of view of the
starmapper and then to devise electronic and mechanical design features
which will provide suitable protection for the multiplier phototube, To achieve
this objective it was necessary to obtain pertinent information for the multi~
plier phototube being proposed, Radiation levels which the optical system
sould cause to fall on the photocathode could be calculated and compared with
performance characteristics of the multiplier phototube to determine the
needs for protection. Then, knowing the requirements, suitable protection
features could be devised,

As an introduction to the subject of cathode protection, it is desirable to look
at the pertinent portions of the starmapper design, The starmapper reticle
bageline configuration is illustrated in Figure 143. It also illustrates sche-
matically the baseline optical system and is included as an aid in understanding
the slit reticle configuration of the figure. ¥From Figure 143, the value of 3lit
width shown was obtained from the equation
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2
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Figure 143.. Detector - Reticle Baseline Configuration



SW=(FL) ¢

where
SW = slit width

FL = focal length
¢ = angular image diameter in radians

Since 10-arc sec accuracy is required and a 6 to 1 signal-to-noise ratio can
be assumed*, an angular image (spot) diameter of 60 arc sec results. Then,

SW = (6.50) (3 x 10™%) =0, 002 in,

The base line configuration shows two multiplier phototubes arranged so that
each accepts stellar radiation from one-half the scanned field. The use of
fiber optics makes it possible to use small phototubes and minimizes the
dead zone at the center of the slit pattern. Detector redundancy exists in
the sense that failure of one of the detectors would not cause total loss of
detection capability. The second multiplier phototube would be usable and,
therefore, reduced attitude and accuracy would result.

The vescline starmapper configuration uges a type 531N-01-14 multiplier
phototube. Selection of this detector was based on its small size and its
similarity to the 541N tube. Similarity between the two models exists such
that published results from work performed by Brown, et al., (ref. 12)

under contract No, NAS 1-7648 is applicable fo this study. The work per-
formed by Brown, et al. evaluates the behavior of the EMR 541N-01-14
multiplier phototube in response to laboratory simulation of an orbital scanner
mission.

The following three causes for degradation in multiplier phototube perfor-
mance and the associated need for cathode protection were investigated:

1) Excessive dark current resulting from cathode exposure to
high radiant energy levels with the high voltage switched off
to prevent permanent damage

2) Excessive anode current resulting from exposure to high radiant
energy levels which cause irreversible changes to the phototube

3) Cathode temperature rising above the allowable limit of 150°C
as a result of exposure to direct solar radiation

%Signal-to-noise ratio was shown to be equivalent to slit center interpolation.
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The first iwo situations are related and require a determination of the expected
radiation levels resulting from exposure to moon and earth illuminance and

a calculation of the associated anode currents, An analysis of multiplier
phototube sensitivity and dark current requirements is presented in Appendix E
along with a scheme for limiting the anode current by appropriate switching

of the cathode volitage. An analysis is presented below which shows that the
anode current will exceed the one microampere maximum recommended for the
EME 531IN-01-14 unless protective measures are used.

Theoretical anode currents were calculated for the baseline optical geometry,
using the Brown, et al, equations and irradiation levels used in reference 13,
The equation for anode current is

L=pxGxzg x4 {71}
where
Ia = anode current, amp
W

P = energy density incident on PMT cathode 5

om’
G = gain
) = cathode radiant sensitivity, SrE-= 0,054 £ZP-for 531N tube
A = catliode area exposed to radiation, cm2

To obtain the energy density, p, from the incident radiation, it is necessary
to apply factors which account for the concentration of the energy by the optics
(optical area ratio) and for losses in the optics {optical efficiency),

The optical area ratio is defined as

2
Roa =[5 (72)
where

a = aperfure diameter = 3, 25 in,

[=H
u

image diameter (equals focal surface diameter of 2, 23 in. when
light source completely fills the fov
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and an optical efficiency, m, of 0.8 is assumed¥

The irradiance of earth reflected sunlight (H) according to Brown, et al., is
0, 0078 W/ cm? using an earth albedo of 0,25, The energy density, p, is then

p=HRy, 1 (13)

#

2
(0. 0078) (32—235-’ (0.8)

0. 0125 W/cm?

The cathode is exposed to this radiation only over an area defined by the out-
lines of the three slits., The slits are 0. 0167° {1 minute) wide and approxi-
mately 10° long., The equivalent linear dimensions for the £/2, 0, 6.5-inch
focal length optics are 0, 0048 cm and 2, 91 cm for a total slit area of

0,0418 cmz.

Anode current for a PMT gain of 104 which results when the fov scans the
sunlit earth then becomes, from Equation (71):

1, = (0.0125) (16%) (0. 054) (0, 0419} = 0, 282 amp
A justification for the use of a 104 dynode gain is presented in Appendix E,

Similar calculations can be performed for the condition occurring when the
fov scans the moon., For a near polar orbit at an angle of 45° to the sun line
(syn synchronous orbit), the moon is at the -34° phase position when it is just
entering the fov.

Brown, et al, give a value of 2.45x 10’8 W‘lcm2 for the lunar irradiance at
35° phage position. The moon subtends an angle of 33 are min so the energy
entering the aperture is concentrated in a spot whose diameter is 33 arc min
{0.55% as compared to a 20° diameter for the total focal surface (2.3-inch diam-
eter). The linear diameter of the moon's image is 0.063 inch (or 0.16 cm). The
energy density of the moon's image is calculated using Equation (73):

p=(2.45x 10°%) (26.6 x 10%) (0.8) = 5,21 x 107° g

cm

*The value used here was obtained from calculations performed on a similar
concentric optical sysitem and is considered typical.
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where

3.25 2

Roa = [o, 063

2
] = 26,6 x 10

If all three slits were irradiated, the cathode area exposed to the lunar
radiation can be approximated by assuming that the irradiated length of each
slit is equal to the diameter of the moon's image, or 0. 16 cm. Since the

slit width is 0, 0048 cm, the exposed area for three slits becomes 0. 0023 cm?2.

The anode current from lunar illumination for a gain of 104 can now be deter-
mined from Equation (57)

I, = (5.21 % 107°) (10%) (0. 054) (0. 0023) = 6.48 x 107> amp

It has been shown in the above discussion that the anode current will exceed
the safe level of one microampere under condjtions of irradiance which will
be encountered in orbit. Specifically, these conditions occur when the star-
mapper fov scans the sunlit earth or the full moon when the photomultiplier
is operative. The starmapper design must, therefore, include provisions
for protection against the occurrence of excessive anode current, This can
best be accomplished by appropriate switching of the cathode voltage (see
Appendix E).

Preventing the cathode temperature from exceeding the allowable 150°C
maximum will be considered next, Even though a sun synchronous orbit

does not place the sun within the fov of the starmapper, it is conceivable

that this could occur during the initial orientation of the spacecraft in its

orbit or during the mission because of unexpected vehicle motions. A thermal
analysis study, which is included in Appendix F, led to the conclusion that
inadvertent scanning of the sun could be tolerated for scan rates as low as

1 rpm. However, to avoid the possibility of having the sun in the fov during

a nonspinning condition (during the launch phase) the use of the shutter
mechanism described below was considered,

Shutter mechanism. -~ A suitable shutter must be a quick-acting, reliable
device which requires a minimum of power and is light in weight. By placing
the shutter in close proximity to the focal surface, the size of the shutter
device can be minimized, A design concept for such a shutter device was
studied and is described below,

Since radiation can reach the PMT only through the reticle slits, it is suf-
ficient to shield only the slits when the tube is being protected by the shutter,
This permits a design in which shutter motion is minimal, Under such condi-
tions a small solenoid, or electromagnetf, can be used to move the shutter.
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Spring loading will ensure that the shutter returns to the openen position, which
exposes the slits whenthe electromagnet is not energized.

A design concept for a shutter located at the focal surface is shown in Figure
144, The shutier contains a thin metal plate with a slif pattern which matches
the slits in the reticle plate as shown in Figure 144, The slits in the shutter
must be wider than the reticle slits to ensure that the latter are fully exposed
over the entire fov.

The shutter is supported on two cantilever springs which are mounted at the
sides of two PMT's, as shown in Figure 144. The solenoid is mounted af one
side with the plunger attached to one cantilever to move the shield to the left
when the solenoid is energized, The "'slits open'' position is controlled by
the screw head in the end of the plunger contacting the bracket.

Power to operate the shutter device will be switched on by means of a small
sun detector with a silicon solar cell as the active element, This cellis
mounted in a housing which exposes the cell to direct solar radiation over a
fov of approximately 30° (to provide a margin of safety of 5° over the star-
mapper half-field of view}*, Two design concepts for the sun detecior are
shown in Figure 145. In Figure 145(a) the direct solar radiation enters
through a small aperture. For sun angles greater than 15° the rays strike
the wall of the housing where a large percentage of the energy is absorbed.
When the sun is within the 30° foy, the rays sirike the silicon cell and a
step-increase in the cell voltage occurs. The voltage remains at this level
until the sun passes out of the detector fov.

INumination of the cell can be increased by means of simple optics, as shown
in Figure 145(b).

In other respects the second concept is the same as the first.
The cell output is not sufficient to operate the electromagnet of the shutter
device directly, but will be used in a simple transistor photorelay circuit,
such as shown in Figure 1486,
Trangit Time Error Analysis
Signal due to star and background, -- To estimate the time errorin

determmination of a Star crossing time, it is first necessary to find the strength
of the signal due to the star and that due to other scurces of stray light:

*The 5° margin is equivalent to 0. 28 second for a vehicle spin rate of 3 rpm.
The response time for silicon cells is of the order of 10 microseconds, and
the response timefor the solenoid-shutter device is less than 100 milli~
seconds, Thus, the 5° will provide adequate safety margin.
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Figure 144, Focal Plane Shutter Mechanism
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B(\T) = Planck emissivity

Z‘r)\ max. - faximum value of emissivity function

éq()\) = photocathode quantum efficiency

eqm = maximum value of quantum efficiency

o) = maximum value of slit scan from ray trace program

OI,ﬁ = maximum value of trace program

A = wavelength (optical)

S (\) = spectral response of standard eye

My = limiting magnitude (blue)

€, = optical efficiency

h = Planck's constant

c = light velocit.y

[ = Stefan-Boltzmann constant

T = temperature °K

0 = 12864 x 107 SFES .

cm” °K

F,=F, (, T) = energy flux from 0™, 0 star of color temperature T
at wavelength N, per unit waveleéngth, per unit area
above earth's atmosphere

NS. = gignal photoelectrons per star transit

Ng = photoelectrons per star trarsit dué to faint star background

No = faint star background in 10™, 0 stars per square degrée

AS = glit area on celestial spheré in square degrees

Aop’c = clear area of objective in cm2

Mg = number of slits in focal plane over pliotomultiplier

@ = glit width in degrees

w = vehicle spin ratein degrees per sécond
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6.,6

[}

angles denoting slit extent

1’72
e ()
«(T) = jﬁli()‘i). _e_i._ o) Nax (74)
i\ qm
max
BT s (0
B(T) LA (75)

By ax

Thus, «(T) gives the dependence of the number of cathode photoelectrons on
the color temperature. B(T) is the fraction of the total energy accepted by
the standard observer.

Figure 147 shows a plot of the function

B & (MO dh
M(T) = | a

(76)
B0 s (0 ar

In Figure 147 the ordinate is expressed in magnitudes with the zero at
11 000°K (Type A0). The abscissa is the common logarithm of color tempera-
ture (M is in microns). 11-000°K corresponds to magnitude 0. 1966. From

Equations (74) to (76),
oT) = MTIB(T) BRI (772)

X mas

If two stars with different temperatures Tl’ T, are each of zero magnitude,
then

F, (T} B(T) = F, (Ty) B(Ty) = C = Constant (77b)
In addition,
IB(XT) d\ = or* (the Stefan-Boltzmann law) (77¢)
and
B = pT®
Amax - ° (77d)

Equations (72a) to /72d) lead to
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F_o(T)
[ _CM!T)c_y(T)

he - phcT (78)

Code (ref. 13) gives for the monochromatic flux from a star of visual magni-
tude zero and color ondex B-V = 0 a value

F,=3.8x 107° erg/cmzlseclﬁ (79)

at 5560 &, This value was adopted.

The usual spectral responses of photomultipliers (S-4, S-11, S-9, etc.) cor-
respond roughly in bandpass and bandpass location to the Johnson "B" filter
widely used to determine blue magnitudes. This induces the use of blue
magnitudes in the calculations of star signals.

If blue magnitudes are used, the flux calibration needed is at 4300 i (center
of Johnson B filter), Code (ref. 13) gives a magnitude difference for Bega
(Type Ao visual magnitude 0, 00 and color index 0. 00) between 5560 and

4300 & of
am($]= -0.20 (80)

it is preferred to work in terms of M(\) the magnitude as a function of wave-
length rathér than reciprocal wavelength, The two are related by

M(A) = M(1/M) + 5 log (M) (81)

From the definition of magnitude in terms of intensity,

Fy (0.4300; 11 000)
Fy (0. 5560; 11 000)

. 2
= (—}%) 10704 am(1/n) (82)

Using Equations (82) and (79), the monochromatic flux from a star of visual
magnitude zero and color index zero at 4300 Ais

12 W
cm B

f4300.§. = 7.64 x 10

g ergs
= 0.764 —ZTBS. (83)
sec cm

A numerical integration of Equation (75) for T = 11 000°K gives

B (11 00C°K) = 9. 523 x 1072 (84)

fixing the value of C,
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In Figure 147, the reference magnitude is 0, 1970. Thus,

M(11 000°K) = 1.2u = 1.20% 10"% em (85)

The quantity ¥(T) can now be found as
% ¢ 5.67x 1070
0y11x10

0.764 x 9,523 x 10™2 x 1,20 x 10”
1.286x 10 2 x6.63x 1072 x3x 10
1
sec=-cm'

v(11 000°K} =

2
6 2
= 1,760 x 10 /sec cm (86)

The physical significance of ¥ (11 000 £0) is that it is the number of photo-
electrons per second produced by a Type AQ, 0™, 0 star in a sensor baving
ARRS design with a 1-cm2 aperture .of perfect transmission and using an EMR
Type N photocathode with a peak quantum effieicney of unity.

The number of photoelectrons per transit at magnitude MB’ aperture A opt? and

optical efficiency €, can now be calculated

o 0.4Mp
ng = MT) Aopt % Sqmw 10 (87)
(/w= a star transit time),
The baseline starmapper utilizes a 3. 25-inch aperture with a central obscur-
ration of 2. 30 inches, There are two fused silica-vacuum interfaces and a
single mirror surface. Therefore,

s 2 2 2 2
Aopt = 4_2' 54“ (3,25 - 2,30 = 26,72 cm’ (88)

The refractive index, n, for fused silica at 4350 f&is 1.467, The reflection
loss at each fused silica surface is approximately

r-fnz1f . 0. 036
T = 0 (89)

Reflectivity of aluminum (on the mirror) is about 0. 96 in the visible. If 5%
absorption occurs within the lenses, the optical efficiency will be

- 2 -
€= 0.964% x 0,96 x 0.96 = 0.85 (50)
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1f, further, the slit width, @, is one minute of arc and the spacecraft spin

velocity is 3 rpm (18°/sec) and the limiting magnitude is assumed as 3™, 50%,
n can be estimated as

1.76 % 105 x 26.72 x 0. 85 x 0, 2153 x 1070-4%3.5

s 60 x 18

= 316 per star transit (91)

The number of photoelectrons due to the faint star background per star trans-
sit will be

N 10744

= o
ng = AT Aopt o eqm w o s (92)

(ya & - 1.351x 10%/ sec

e e
opt 0 "gm
If the slit extends from 61 to 92 as measured from spin axis,

- 180«
A =n, —5— (cos 6, -cos 0,) (93)

The baseline fov is 20°, and the slit array possesses a 2° central blocking
angle. One set of slits extends from 70° of spin axis to 79°, Another extends
from 81° to 00° of axis. Thus, one set of slits has an area 0,433 square
degree, the the other 0.448 square degree; the average is 0,440 square degree,

Principal sources of stray light will be scattered light from bright objects,
zodiacal light, and faint stars of the Milky Way. It is not possible to estimate
the scattered light from bright objects without knowledge of the configuration.
Thus, ideal conditions will be assumed. Allen (ref, 14) gives the zodiacal
light at elongation 120° as 170 tenth magnitude stars per square degree. Roach
and Negill (ref, 15) give the integrated background of faint stars as a function
of galactic coordinates. They find backgrounds as large as 320 tenth magni-
tude stars per square degree, The zodiac and the Milky Way are not scanned
simultaneously. Thus, put No = 320,

Then,

* x 320 x 107 x 0.440 (94)

= 101 per star transit

np = 1,351 x 10

[ ——
FA value of 3, 85 (visual) was reported earlier as the faintest star required to
be detected in a worst-case condition,

#¢Quantum efficiency of 21, 5% co.rresponding to Type N photocathode.



If the star population is arranged according to speciral class and the number
per spectral class is plotted as a function of spectral class, Figure 148 is
obtained (ref. 16),

Peaks in population~density oceur at Type A and Type M, explaining the use
of AU stars in the calculation and suggesting a similar one for Type M.

The temperature dependence of n s Can be deduced from Equation (78) as

Ty M (Ty)
52" Ps1 T, M (T 95
Type M corresponds to about 3800°K, according to Allen (ref. 14). From
Figure 102 at T = 3800°K, M {3800°K) = 0, 288; thus, for 3800°K,

ng = 316 x 455 x 0,288 = 263 (96)

This result is unexpected; intuitively, one expects many fewer,

Further examination of this result appears in order. In Figure 149, o(T),
the system response at constant peak value of the incident radiation, is dis-
played as a function of temperature. This varies over orders of magnitude
and is as expected, However, to obtain the system response at constant
magnitude (blue or visual), o{T) must be divided by the response of the stan~-
dard observer (Figure 150) as well as the effective black body temperature.
The result of these operations is the curve of Figure 151, The variation of
system response changes surprisingly little over 2500°K < T < 30 000°K,
comprising spectral classes Mg to BS' . .

Signal-to-noise ratio; variance of crosgsing time estimate. -~ Having
found the signal from star and background, the Signal-i{c-noise ratio and the
factor, K, by which the blur circle of the star or slit width may be inter-
polated can be estimated, The peak signal fo rms noise is

M

sin = = 97
/2 (o +ng+ 0y
where
_ o
ﬂP = 'y—w— (98)

and ig the {otal number of noise pulses per star transit due to the photo-
multiplier tube and ¥ is the number per second, EMR 541N specifications
indicate ¥ = 1200, This value is also assumed for the EMR 531N photo-
multiplier.
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1200

" igxe0” MM

Pp
which is negligible, Then,
s/M) 3Ms4a0 = 9,81
s/ 35 M0 = 714
A rule of thumb for estimating the interpolation factor ig
K ~ Y2 {S/N} {29)
Thus,
K35, A0) = 14,0
K (375, M0y = 10.1
The expression (99) is derived as follows.

Let t be the measured time of transit, e o be the output #ignal, and Ty be the
star transit time across the slit, Then,

. 3
E % 2 2,738
£ = PN (8/N)" = e /ed
2{ 2
at
2
de; e - T
—f2n 2 2, s
dt TS s K—2

whence K ~V2 (S/N).

These numbers are based on I~sigma ervors, leading edge detéctions; and
stationary statistics. Since threshold detection at both leading and trailig
edge will be used and the statistics are in fact nonstationary; a moré rigérous
tresiment of crossing time error follows,

The following theorem may be derived from Parzen (ref, 18) [see alse E, J.
Farrel {ref, 17},

Let x{t) be a poisson process with rate v{t), of form



W) = Yy ey j plt-t ~x) hix) dx (100)
k=-o [}

where t(t) = 0, t £0, and a, and t, are random variables. Then the expec~
tation value, variance, and covariance of x{t) are given by

Elx(t)] = ‘éf v('r)f plt- T-x) h(x) dx A7 (100)
var x(t) = azf viT) ;f plt~ 7-x} h(x)dx%d'r {102)

coe [=(t), =(t+ to)] = a—z-f (1) f p(t- 7-x) b{x) dx

@

f plt+t - Ty} hiy) dz d7 (103}

e

Considering threshold detection at leading and trailing edges of the star
pulse, and assuming a constant slope in a neighbordhood of the threshold,
Farrell (ref. 17) derives

var x {t;) - cov [x(tl) x (ty)]

2 {E[x’(tl)]} 2 (o

var (tS) =

where tl and tz are times of threshold crossings.

E, J. Farrell (ref. 18) has shown that if the star "blur circle' ig assumed to
have the Gaussian form

-x2+y2 / 20%
Ix,5) = e (105}

then the detector output may be well approximated, except for a constant
factor 5 2
-t/ 201

glt)=e {106}



where

2
T

2_ .2 1i’s L@ o

o =c {“%z*za) } Ts "o ton

and, where T s is the time for a star to cross the slit,

The foundations for the application of Equations {100}, {101), and (102} hag fiow
been laid, One takes t to be time, plt) to be the detector output due io a

gingle photo event, h{t} to be the impulse response of the filter following the
detector, x(t) to be the filter output, a, to be the size of signal at detecior

anode due to & single photo event, and Wt} as g{t), Since p(t} occurs in a tifke
rouch smaller than the filter delay, one puts p(t) & 8{1), where 3{1) is the
Dirac delia function,

Then,
Bl=(t)] = ia"‘j glx) h{t-x) dx (1d8)
var x{t) = ;—2[ glx) 12 (t-x) dx (109}
cov [x(t), x{p+n)]= 2% f glx} h(t—=x) Bli+7-x) d% {116}

o

where 3 and 32 are the first and second moments of By

To aceount for star plus background and dark current, one takes g(z) as

L2 2
-% [20’1

gx) =1 e + 1, {111y

where I and I; are photon rates (I = ns/Ts; i ﬂBiTEE)}

A lowpass filter is used. Thus, theimpulse respgonsé will be of the form

s %
n(x) = 2, Z e *© (ai cos fy 6 x+tb SmBi’*("c’:x"! @1gy

=1
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where o5, Bi’ 3 bi’ @ characterize the filter,

The evaluation of Equation (110) is effected by use of Gauss-Hermite quadra-
ture, One obtaing, for example,

cov [#(t), x(t+n]= 2’1 V2 o W, bt - V2 o, x.)
[¢] 1 J 17

=1

we+ v - V2 o, xj)

+ a2 Il'\/§ oy Z WJ. h(t - ‘\/Ecp XJ)

=1
AT -Vao %) (113
where Wj and xJ are the weights and roots for Gauss-Hermite quadrature and
2
X.
w.,=ed W,
3 J

A threshold It is get; a filter delay to is calculated from the equation

d

- & - e
0=x"{t)= g Blx(t )] {114)
in the form
N
z w, %;blt, ~V2 o s) = 0 (11%)
i=1

The threshold crogsing times are then taken as

by 5= to )2 47 4ni /1) (116)

In the present program, the delay for an equi-ripple approximation to linear
phase filter, a Paynter filter is used to provide a first appproximation to
the solution of {102), t = ﬁlmc.



The quantity azli2 which will appear in Equation (104) is taken as the degrada-=
tion factor due to secondary emission multiplication noise in the photomulti-
plier,

A threshold n., is found from the equation

T
n, - N
pln 20y W) = %erfc = (117)

R

i.e., if the mean number of the photoelectrons in a star transit time is
N= ng+ng + np, what is the probability that n., is exceeded. Putting p =

0. 95 for a Type AO, 3™ 5 star producing an average of 538 photons for star
transit, np, = 589, (488 + 101). Calculation of the transit time error can now

be performed.

A linear phase shift, sixth-order Paynter filter is assumed. This has the
transfer function

1
T(s) = 3 - S’ 2 s {118)
n [ai(w_] thy gt
i=1 c c
with
ay = 1. 8686, bl = 2.3860
ag = 0. 6579, by, = 0.6204
ag = 0. 2310, b3 = 0.1224
Thus, the impulse response is
-nziwct —o:iwct i
hit) = {Zaiwce °°s,(Bi“’ct) + 2biwce sin (Biwct)} (119)
with
a; = 0,6393, Bl = 0.3566, a; = 0, 0441, b1 = 0,2691
a, = 0,4715, 62 = 1,1391, a, = -0, 555, b2 = 0.1067
ag = 0, 2641, Bs = 2,0604, ag = 0.0114, b3,= 0.0143

A choice of W, = 0.7/ q, a2 52 = 1.5, and n_ = 316, ng = 192 and ng = 471
leads to a standard deviation for the leading edge of i,~210 b 10-4 second for
the trailing edge of 1,215 x 10_4 second, The standard deviation of the pulse

center 0, is 4.97 % 1078, Thus,
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T
K=TS-= 18.6
s

The 1-sigma error for l-arc-minute slits is 3. 2 arc sec, A 3-sigma error
is 9.6 arc sec,

For a color temperature of 2400°K (Type M9), the numbers are, n = 200,
np =192, np = 392, and o, = 7,19 x 1070, (S/N) = 7.14 and K = 12,9,

Effect of vehicle spin rate on signal to noise. -- From Equations (87) and
(92), it may be seen that the number of signal and background photoelectrons
varies inversely with v, the spin rate, Thus, Equation (97) implies that the
signal-to-noise will vary inversely as the square root of the spin rate or

/M), Vo, = (S/N,] Vo,

Thus, a signal-to-noise of 15:1 at 3™ 50 Type A0 becomes

- N
(S/N)5 rpm - 9. 971 5 = 7.68
and

= 0.01V3 = 17.17

(S/N)l rpm

GROUND BASED DATA PROCESSING

To determine the attitude of the spacecraft, the attitude determination algo-
rithm uses the transit times of identified stars. The initial star identification
subroutine was developed to identify transits from an initial data set of per-
haps 10 to 20 scan periods with only a rough estimate of the direction of the
spin axis given. As many transits as possible are matched with the star and
slit which produced this transit.

As estimation proceeds, each transit which is encountered must be identified
as having been produced by a given star and a given slit. The update star
identification subroutine was developed to accomplish this.

Initial Star Identification
Initial star identification is accomplished through the following broad sub-
steps. It is assumed that the transits are tagged, indicating from which of

the two photomultipliers the pulse originated. It is further assumed that the
on-board logic has transmitted transits only if they have been determined to
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be acceptable triplet members. Data from 10 to 20 scan periods will be used.

i93

2)

3)

4).

2,56

Measured transits will be grouped into triplets; this will remove the
effects of interleaving of triplets and will tenatively identify each
transit as being produced by a specified slit.

. The scan, period will' be determined by forming a histogram of all
the differences: of the center slit transit times which lie within
specified limits.

A1) of the, triplets are then reduced modulo this. period. Only the
center slits need be considered. -- along with the separation of the
triplet members, These data are then histogrammed over a time
span: of one: scan. period.. Triplets with different separations are
handled: separately. This procedure performs a multiscan corre-
lation of the triplets..

The: separation. angles between the triplets. as these angles are
projected: onto: the: celestial sphere are calculated. These sepa-
rations; arer calculated from a. knowledge of the elevations and
relativie- azimuths: of ' the: triplets.

If w is the spin rate, define the azimuth tobe s = U‘t3: where t3 is
the: transit time: of'the third slit, Also let x = w(t3 - tl)' Define ¢
to:be: the cant angle (i. .., the angle from the intersection of the slits
to: thers'pin. axis).,

Finally, let. Py be: the angle between: the ith slit and the great circle

connecting-the spin axis; and the intersection of the slits. In the
coordinate: system in which the z-axis is identical to the spin axis
and the x~axis. lies. in the plane defined by the spin axis and the posi-
tiom of the intersection of the slits at time. t = 0; it can be shown that
the direction cosines of'the- star producing the transits are given by

[a sin: ¢ - b.cos pg COS' @
~b sin Py,

\ a cos 0+ b cos py Sin-o

where
- . . 2
a = (cos: g sin Pg, - sin py cos pg cos, O} cos x
e - . . 2
- cos (p1 - 93‘)} cos ¥sin x - sin p, cos: py sin” @

cos s ~sins 0
R’T(’s); = |sins cosis O

i d

-0 0 o



and
b = -sin o sin py COS O cOS X - sin 0 cos Py sin x

+ sin ¢ sin p1 cos O

Then the separation angle ei. between the projections of the ith and
jth triplet on the celestial sphere can be calculated from the dot pro-
duct between the two star vectors

cos 6..=8. .5
i i

J ]

5) Initial identification is accomplished by examining various combina-~
tions of three triplets and then linking the separations of these trip-
lets into a polygon. If this polygon corresponds to a polygon formed
of the separations of known stars, the stars and triplets are regarded
to be matched. The remaining separations are tested with other
known stars to try to pick up additional matches.

6) The original transit data are examined and each transit which has
been identified with a star is tagged with the matched star number
and slit number.

If the reticle slits are characterized by an angle Tbetween the slits and an
angle o between the intersection of the slits and the intersection of the spin
axis with the celestial sphere, the motion due to the precession of the space-
craft can be considered to be decomposed into an up-down motion of the
intersection of the slits expressed as

o=0+ Ysinw t —
p

and a rotation of the slits through an angle € about the point of intersection of

the slits expressed as

€= Ysinw t
P

where 7Y is the precession angle and Lop is the precession rate. Since the pre-

cession angle is small, the rotary motion can be considered (for a given star)
as a side~to-side motion of the slits,

The maximum difference in the positions of the observations of a given star

by a given slit produced by the side-to-side motion will occur for the side
slits. If o= 90°, T=-20°, Y= 1° and the fov is 15°, this difference will be
about +0, 3°, For the center slit, the difference will be about 6% less. For the
center slit, there will be no difference in the positions of a given star pro-
duced by the up-down motion, For the side slits, the maximum difference
also will be about 0. 3°,
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Bince the time spent along the up-down and side-to-side axis can be described
by a sine curve with the maximum and minimum corresponding to the extreme
points of the motion, a histogram of a sample of measurements of a given
star {moduled to one spin period) will be double peaked, Since both the side-
to-side and up~down motions contribute to the variation in the side slits,
while only the up-down motion contributes to the center slit, the width of the
peaks from the side slits will be abeut 1. 5 times that of the peak from the
center slit, For the above parameters this will imply a total variation from
a nominal position of observation (i, e., assuming no precession) for the side
slits of £0,45°, This complicates the initial star identification procedure
since, without an accurate knowledge of the attitude of the spacecraft includ-
ing the precession effects, only the average position of a star transit can be
deduced from the multiscan correlation technique,

The entire program was tested using a tape of simulated ARRS transits.
These transits were displaced in time according to a Gaussian distribution
of half width equal to 10 arc sec, In addition, triplets were randomly eli-
minated in inverse proportion to the brightness of the stars, Finally, trip-
lets of noise were randomly introduced into the data. Of the 435 transits

on the tape, 171 are noise transits. This simulation actually represents a
condition of greater noise content than that expected for the real application,

Figure 152 shows the simulated transit times where each solid data point
represenis a star triplet and each open data point represents a noise friplet,

Using a value of 0, 012 second for the tolerance for comparing the predicted
with the measured transit times, 107 star transits were correctly identified
and no gtar {ransit was incorrectly identified, Fifteen noise transits were
incorrectly identified as being star transits, Since the maximum error in
time for these incorrectly-identified transits is less than 0. 012 second, the
effect on the attitude determination should not be severe, It is obvious that
the number of noise transits incorrectly identified as star transits will be
reduced if the amount of noise in the raw data js less than the approximately
40% of the total used in this simulation,

The required input for the initial star identification program is a star cata-
log, a list of stars in the fov, a list of transit times, the number of transit
times in this list, and a corresponding list of tags indicating whether the
transit originated from the upper or lower photomultiplier tube. The oufput
will be a 1ist of identified transits and corresponding lists containing the
matched star number, sglit number, and tag,

Update Star Identification

Star identification during the update portion of the operation will be accom~
plished by the subroutine UPSID, The routine will inferact with the aititude
determination routine in a cloged-loop manner, The attitude determination
routine will calculate state vector, (t), and the rotation matrix, E(f), which
transforms vectors from inertial space to the body reference frame. It will
continue this calculation until the time, ts’ of the next observed transit,
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INSID
Calcuiate angular separation
of stars

Elimmnate identified transits
which he closer together than
one histogram bin width

Reconstruct the 1dentified
transit times over twenty
scans

TRIPLET - Sort list of transits into
a list of triplets

PERIOD - Use center slit transits to
determine accurate value of scan
period

MODULO - Reduce center slit transits
modulo this pertod. Histogram these
transits to perform multi-scan
correlation of the triplets

IDENT ~ Identify triplets with stars by
calculating separation angles between
triplets as these angles are projected onto
the celestial sphere.

[ 1

LINK - Perform initial identification by
linking these triplets into polygon and
searching for similar polygon of three
know stars

COMPAR - Compare predicted transit'times
with measured transit times and retain only

measured transit times which lie within a toler-
ance of a predicted transit time. Tag transits with

correct star number, slit number and time.

Figure 152. Flow Chart of Initial Star Identification Program
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Then the routine UPSID will be called to identify the star and slit which pro-
duced this transit, This information will then be used by the attitude deter-
mination routine as it updates the attitude parameters until the next transit

time.
The normal, 31’ to the plane of slit i at the time ts in the inertial reference
system is given by

n, = E(t s) N,

~

where Ni is the previously-calculated normal to the plane of slit i in the body
reference frame.
Similarly, ‘the optical axis at the time ts in the inertial reference system is
given by

a=E(t S) A

where A is the optical axis in the body reference system.

The stars are then cycled through and the angle 6. between the normal to
each slit plane, i, and the previously-calculated star vector, Sj’ is given by

cos 9J. =n, - S.

e

If this cosine is greater in absolute value than that of the best previous star-
slit combination, this star-slit combination is eliminated from further con-
sideration.,

A check must nowy be made to see that the star lies in the fov. To do this,
the angle n=a - Sj' If nis less than the specified fov, the star j and slit i

are identified with the transit ts.

INPUT
E(ts) rotation matrix from inertial space to body reference frame
at time &
s
Ni the normal to each slit, i, in the body reference frame
A the optical axis in the body reference frame
éj the unit vector in inertial space to each star, j, in the fov

CFOV the fov

cT sine of angular tolerance between slit plane and acceptable
star vector



ouUTPUT
(‘g} right ascension and declination of star identified with t s
S direction cosines of star identified with t s
MSIL,  slit number identified with ty
MST star number identified with t <
SMAG magnitude of identified star

SDOTU  cosine of angle between normal to slit plane and identified
star vecior

Stars in fov. -~ A list of stars in the fov of the star sensor is required by
both the initial and update star identification programs. The subroutine
STARLST writes such a list without taking earth blocking into consideration.

INPUT
Star Catalog

g‘%} direction of spin axis

SIGMA cant angle
FOVD field of view {deg)
THETA precession (cone) angle (deg)
ouTPUT

LIST list of indices of gtars in fov

CELESTIAL SENSOR LOGIC

Memory banks on the spacecraft can store a maximum of 60 000 bits of
information from the star sensor per orbit. The celestial sensor logic
system gathers the data from the photomultiplier tube (PMT), processes if,
and places selected items into storage. The signal from the PMT is ampli~
fied and filtered to remove as much noise as possible, A threshold detec-
tion system and associated logic then determines in real time the position of
the iransii. Finally, the data-reduction system will separate noise pulses
and star information by digital fillering technigues, Since as many as pos-
sible of the 60 000 bits must contain good star transit information o solve
the attifude determination problerm, the aim of this system is to eliminate
all noise pulses.



Data Compression

Limited storage of 60 000 bits per orbit is one of the major design constraints
in the design of the on-board logic, It is assumed that the position of a star
pulse must be resolved to 1 arc sec. The range of time measurement required
is calculated as 46, 4 microseconds for 1 rpm and 9. 25 microseconds for

5 rpm. A 100-KHz clock would give 10 microseconds of resolution with a

real-time count of 600 x 106 within 30 bits. A 25-KHz clock would give 40
microseconds of resolution with a real-time count of 150 x 106 within 28 bits.,

If t bits are required for a real-time measurement of a star within the orbital
period of 100 minutes and if the measurement period were cut in half, to 50
minutes, and the real-time register just recycled, there would be a reduction
of 1 bit per data word per orbit, A simple recycling of real-time every 12.5
minutes allows the removal of three bits from each data word, Therefore,

t - 8 is the resultant number of bits needed to express real-time. This
technique effectively maps temporal star data into octants. Further data
compression is realized by reformatting and marking the resultant 27 bits

{or 25 bits for 5 rpm), Consider the 1-rpm spin rate, 25-KHz clock, then

there are 1.5 x 106 counts within 21 bits for one spin period, Considering
the 5-rpm spin rate, 100-KHz clock, then there are 1.2 x 106 counts within

21 bits (a 1-minute marker would require five spins or 6 x 106 counts within
23 bits). The result of this arithmetic implies that if properly organized the
star data information could be effectively compressed without encoding loss.

Consider the increase in data handling for a system which utilizes a 1-minute
marker, In the l-rpm range, 21 bits are required for each mapping within
the 1-minute interval, Memory would be segmented into data streams at

22 bits where bit 22 is the marker bit as follows:

Bit number 22 21 20 ------ 1
Data word 0 X X -=-=-=-- x
Marker word 1 0 . e e e - 0

For 60 000.bits, this implies that 2720 data words are available for encoding.
The method requires 100 words used as marker words, The advantage of
using 100 marker words is that the unused 21 bits per marker word could
carry status information and additional information on the number of actual
transits intercepted, Of course, the marker words could carry star informa-
tion in the unused 21 bits. Since for 1 rpm 30 bits are normally required but
due to formatting only 22 are actually required, there is a realizable data
compression ratio of 1, 36.

The significance of the 60 000-~bit storage capacity as a constraint on the data
processing system can be observed from Table 10, The table indicates for
the two possible extreme scan rates (1 and 5 rpm) the maximum number of
stars per scan that can be accommodated if every scan of data is stored,

262



TABLE 10.- STORAGE LIMITATION IN TERMS OF

STARS/SCAN

Item 5' rpm 1 rpm
Bit storage/orbit 60,000 60 000
Scans/orbit 500 100
Scan period 12 sec 60 sec
Time resolution 10 psec 46 usec .
Clock frequency 100 KHz 25 KHz
Bits without compression 30 28
Bits with compression 24 22
Words/ orbit with compression | 2 500 2 620
Words/scan with compression 5° 26
Stars/scan with compression 1 8

However, during that portion of the scan when the opaque earth blocks the
star field, no star storage is required, Then on the average two stars per
scan could be stored {at 5 rpm) rather than just one. Two observations are
apparent:

1) Data cannot be stored for every scan, Therefore, some scans
must be skipped, presumably in an ordered sequence.

2) Noise pulses should not be accepted since they will occupy
valuable storage space.

Table 10 is established on the basis of a data compression scheme which
replaces the higher-order bits with the 1~-minute marker concept discussed
as a part of the section Digital Measurement Subsystem.

Celestial Sensor Logic System

Logic for the ARRS Celestial Sensor Logic {on-board data processing) con-
tains four basic subsystems:

1) The Data Gathering Subsystem (DGS) is, collectively, the PMT,
its supply, ground command logic, and the analog processing
and smoothing of star signals,

2) The Data Measurement Subsystem (DMS) is the real-time defer-

mination of the time position of any transit in orbit. In addition,
the spin rate may be determined if required,
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3) The Digital Filtering Subsystem (DFS) is the data reduction sub-
system which will separate noise and star information by digital
filtering through use of scan correlation or triplet selection cri-
terion, This subsystem also accounts for the interface logic with
the on-board storage.

This task may be accomplished by employing either hard-wired
special-purpose logic or an on-board central processor unit
(CPU).

4) The Timing Subsystem (TSS) accounts for the real-time, 100-
minute clock and logic timing for the preceding subsystems of the
celestial sensor logic.

Figure 153 shows a simplified diagramatic sketch of a possible celestial
sensor logic system.

Data gathering subsystem (DGS). --- The DGS, shown schematically in
Figure 154.i8 a dual-channel concept using two photomultiplier s and asso-
ciated electronics, The use of two photomultipliers is the baseline approach
for ARRS. Figure 154 includes, in addition to the photomultiplier and its
power supply, a solid-state detector to sense high-intensity radiation (and
thereby actuate photomultiplier-cutoff) and protection switching logic (control
logic). The information path for each channel includes a preamplifier analog
filter and an adaptive threshold element. The two channels sum their inputs.

Also shown in the command control word which would receive the ground
command instructions and act on therm. The TLU sets the desired threshold
level on command. The flag logic will produce a flag bit according to channel,

Digital measurement subsystem (DMS). -- The DMS, shown schematically
in Figure 155, measures the center of a star (or noise) pulse in real time.
The pulse enters the detection system and with ingress detection initiates a
data transfer from a real-time register in the TSS. Once initiated, the logic
counts at half clock speed until pulse egress. On egress the data word is
transferred from the primary data hold register to the parallel-to-series
convertéer where the data are strobed to the secondary data hold register in
the DFS.

In addition, the TSS at each minute forces an interrupt in the DMS so that a
minute word is inserted into the data field. The egress detected signal (ED)
is transmitted to the DGS logic where the data are filtered to separate digital
noise pulses from star data., At a spacecraft scan rate of one revolution per
minute, ampulse data word encoded to one arc sec accuracy is 23 bits, At
five revolutions per minute the word length is 21 bits,

Timing Subsystem (TSS), -- The TSS, shown schematically in Figure 156,
provides timing for the entire on-board processing system. Clock frequency
at 1 rpm is 100 KHz and at 5 prm is 25 KHz. The real-time register counts
real time in octants and in 1-minute intervals resolved to an accuracy of
11 are sec,
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This system is the tracer for l~-minute interrupts, counts, and strobes pulses
for'serial data handling in the DMS and DFS. Twenty-seven bits correspond
to 1 rpm and 25 to 5 rpm,

Digital filterine subsystem {(DF3), -- The purpose of the DFS is to reduce
the amount of data resulting from star transits to fit into 60 000 bits per

orbit. The object is to retain as many of the star transits as possible while
rejecting as many noige transits as possible.

Triplet selection: The matching of data pulses as possible members of
a triplet produced by a star transiting the three slits is the basis for this
filtering action. Mathematically, one may describe this criterion for any

three data pulses, tn’ tn+i’ tn+i+j as
ﬁ.‘l < t t = t - t ﬁg
2 nhl T nT bR T ki 2

where

AtL = minimum time window, or minimum allowable - three
slit traversal time

Aty = makimum time windown, or maximum allowable ~ three
slit traversal time
The information density within the maximum time window, AtU, and the
mazimum nesting of triplets within this window are this eriterion's major
considerations {see Figure 157).

This technique wag studied for possible application to ARRS and ig shown
schematically in Figure 158. The up/down counters (see Figure 159) are
started to count up by signal Pi and back down by signal Pitj‘ I a signal

Pith is detected when any of the counters have counted back to zero, the
appropriate transit times are sent to the telemetry storage.

Considering the egress detection signals Pl’ P2, P3, P4, and P'1 , all
possible tripléts would be detected by this scheme. If a sixth P'2 is -added,
all possible triplets among this group except P}.’ P’1 > and PL will be

detected. If more than six noise or interleaved triplet pulses are expected
within the maximum time window, more ranks of up/down counters must be
added and the system very quickly becomes prohibitively complex., Indeed,
the number of possible triplets (which corresponds to the complexity of the

logic) is (g) where n is the number of transits in the set to be examined,

Scan correlation: Scan correlation filtering assumes that if a data pulse
is stable {i. e., a data.pulse has a consistent relative temporal placement
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for a fixed nuraber of scan periods), the data pulse is assumed fo be a star
pulse, The scan information density {the number of measurable data pulses
in a scan period) and the optimum number of scans for correlation are the
major considerations in implementing this criterion. This technique is shown
in Figure 160. In the scan correlation criterion shown in Figure 161, o,

transits form from n, scans must fall within a window € in order for the tran-
sits to be accepied,

On egress detection, a pulse is formed and transmitted from the DMS, The
ID pulse is "painted” (i, e., strobed into a scan/shift register as a mapping
pulse showing the relative occurrence in time to the SR pulse). On scan I
{the first of a 3~scan sequence), the data are not strobed into the secondary
data hold register, On interval I+1 (the next scan interval), the strobing of
new pulse measurement is also blocked from the DMS to the secondary data
hold of the DFS, The ID pulses are "painted" in the 1+2 scan/shift register
to map the data pulses relative to the spin rate marker as in intervall. On
the third scan, *2, the dala are not blocked but allowed to pass inio the
secondary data hold register, At the end of this interval, the data in I, I*+1,
and 2 allow a voting to occur {i.e., if the pulse is present in all three
registers at the same temporal placement relative o the system marker, SR)
and the data are allowed to pass into telemetry storage, If the voting does not
hold a majority, the data are not inserted into telemetry storage. The 1-
minute interval word is forced into telemetry storage as a function of its
occurrence. Behavior of the logic on the next scan rate is optional, either
the ¥+1 and T+2 maps move back via recycle logic and the scan is allowed to
run continuously from the star {(i.e., no intervals are skipped) or the logic
must paint three new intervals and make a new decision at the end of every
third scan.

On-board central processor unit (CPU): Use of a CPU greatly enhances
the capability of the on-board logic to achieve highly versatile and complex
decision and filtering functions, In the consideration of implementing the
{riplet selection criterion in the DFS of the on~board logic, it was found that
complex comparison and inner comparisons were not possible without a
significant increase in hardware, It can be shown that four ranks of three
up/ down counters would saturate without selecting correctly a triplet inter~
leagued within another triplet in a low-noise environment, This, Irom a sys-
tem viewpoint, is not ideal, If star data are to be lost, this should be done
on a decision basis in the spacecraft logic, not from an inability of the logic
to economically handle a higher information-density. With this in mind, the
CPU was selected as a data handler,

Figare 162 is a schematic diagram for one possible CPU applied as a digital
filtering subsystem, This CPU is a candidate for the DFS since it offers low
power and lightweight, and will accornplish the task required. The scratch
pad would be DRO 256 24-bit words, This allows the tracking of digital pulses
to a density of 85 stars per interval. The program for gathering the data,
filtering, and transmitting selected star pulses to telemetry storage would
reside within 1024 words of NDRO memory. It is recommended that the com-
puter be placed on a l-minute interrupt and create the time marker word for
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the compressed data for telemetry. The amplification to the total system sub-
division is also rather wide spread. The DGS could be changed in that simple
logic would no longer be required to determine the level of the Threshold Logic
Unit (TLU), but an adaptive system could easily be created in which the CPU
could handle all decision functions required,

The DMS could also be greatly reduced in size, complexity, and function over
that required for hard-wired DFS, Its only function would be to measure the
temporal placement of data pulses,

In Figure 163 the Celestial Sensor Logic-CPU interface is diagrammed to show
the fundamental logic and analog functions required. Figure 164 shows the
logical placement of the CPU within the sensor logic. In Figure 165 the
memory map for the filtering function is shown to demonstrate the fundamental
software packages and estimation of size required for the CPU to accomplish
its task,

Table 11 shows the volume, weight, and power requirements for the CDC 449
CPU assuming different sources of primary power.

TABLE 11. - CDC 449 CPU GROSS CHARACTERISTICS

Primary Power Power (W) Weight (1bs) | Volume (in3)
+12 vde, +6 vdc

+2 vde, -3 vde 4,5 4,6 125
+28 vde 9 8.0 216
115 v rms, 400 Hz 25 13 288

Comparison of Filtering Techniques

The conceptual performance of the digital filtering techniques is shown in
Table 12. Performance is defined here as being the ratio of the number of
transmitted star transits to the number of possible star iransits. Since the
signal-to-noise ratio is designed to be at least 10 to 1, a probability of 90
for detecting a limiting magnitude star seems entirely reasonable.

The performance ratio for the hard-wired triplet selection technique is less
than that for the triplet selection technique using the CPU because the hard-
wired scheme cannot handle the interleaving of triplets with each other and
with noise as well as can the CPU. These same transits will be lost if the
raw data have a large amount of noise.

Table 13 is a comprison matrix of the several criteria for processing star

transits and discriminating against noise transists. The large window in the
scan correlation techniques is necessary because of the spread in time of the
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TABLE 12, PERFORMANCE RATIO FOR VARIOUS ON-BOARD

DIGITAL FILTERING TECHNIQUES

cﬁrggfe%lt?;g Triplet gelection Scan correlation
limiting One trangit trangmitied All transits transmitited
magnitude On-board
star CPU logic 373 2/3 2/5 4f10 3/3 273 215 4710
0.95 0.887 0, 686 0.286 | 0,357 {0,270 {0,105 |0.857 }0.993 10,989 10,998
0,90 0.729 0,591 0,243 | 0,368 | 0,220 {0,111 {0,720 ;0.972 [0.989 }0,999
Q.75 G, 422 0.338 0.141 | 0,376 1 0.262 | 0,133 |0.422 | 0.844 }0,984 | 0,998
0.50 0.125 0. 100 0.042 | 0.33¢4 | 0,393 |0.166 |0.128 | 0,500 | 0,812 | 0.828
Peiformance = number of transmitted star transitg

number of possible star transits
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TABLE 13. MATRIX OF PERFORMANCE CRITERION
ON-BOARD DATA PROCESSING
Scan | Triplets
Data Noise period | detection a} Design

compression | Window |acceptance [needed |necessary| Performance| effort
Triplet 5
selection Yes 1 No Yes 0,591 moderate
{hard-wired) arc min
Triplet 9
?(e:gtc}i):mn Yes arc min 1 No Yes 0,729 simple
Scan
correlation 20
(hard-wired, Yes arc mun 10 Yes No 0.366 moderate
one transit
transmitted)
Scan
correlation 20
(hard-wired, No ¢ min 10 Yes No 0,972 difficult
a1l transits arc mi
trangmitted)
Scan . 20
u(:éarl;x{?)lahon Yes are min 10 Yes No 0.972 simple

2 Assuming 904 detection probability




082

Telemetty
— —

J rssloms

o e e e ot e e = e o S

PMT 1
cantrof
logle
Power
supply

]
/,\——\

Y\ Star pulse

—)

] .i coW : :
: 1 Data fine
soote V " oMs jTss
i 1
i

lﬁé,"i’éf ! MC_tainnte

’ Interrupt fogic Data transfer C caunter

1 i

] 1

_—{ £gress detection;

Data transfer 8 i

Sample
logic

PMT 2
santrol
lngic

|

24 bits _[

§sv
1
] Command control word 2 ——|
1
s
Telemetry

ne
command £SC

1 1) 1 N ——
55

23 421)

Ri]

—.l Half count le:}c—”-s

&
S
2E
25
2

upger 23 213 4 | & 3
b_.._.......‘) w
B
S—

£KP

.,{ fngress
- defoction »

Data transfer A 1

9.

~

o e e e s oo S o e s S -~ ——

s e i o —— —— " - - ] i T o V- -7~

Figure 163. Celestial Sensor Logic -:CPU Interface

I
i
1
I
!
|
!



18%

SsD1

|

Command/
control 1

TLY line/shut down

SSb 2

|
| C d/control /status
> Data 2
I :nput 449 tgpe ?utput |§
ogic CP ogic 2
| Strobe 1.5
DGS I » D2y —"I 2
I DMS | ]
5
I | |2
oas | oms oms | oFs I
TSS |
C y I
controf 2 d I
1 .
|
Figure 164. Celestial Sensor Logic System



282

00004

00078

0400g

05004

0600g

070{}8

12004

1777

Register file

Data file
(scratch pad)

l.oader/programmer package

Executive package

Data input package

Data output package

s — . S— — — — —.  — ov— —

Digital filtering routine

NDRO

h




transits due to the coning effect, This large window -~ implying the accep-
tance of more noise -- is a strong argument in favor of the triplet selection
criterion,

Tables 12 and 13 refer to the use of a CPU or computer. The advantage of
the triplet selection criterion using the CPU is apparent from a study of
Figure 49. In particular, it is able to detect all possible triplets from a set
of up to 80 transits, whereas the hard-wired scheme would miss at least one
possible triplet from all sets containing more than five transits, If the raw
data contained more noise transits than that assumed for the calculation of
the performance ratios, the performance ratio for the hard-wired triplet
selection technique would be considerably lower, The use of a CPU on-board
the spacecraft has the further advantage over hard-wired logic in that the
data processing algorithm can be written or revised at any point during the
build or checkout phases of a programmed mission.

Summary and Conclusions

The window within which transits are accepted is much larger for the scan
correlation technique than for the triplet selection technique., The windows
for the triplet selection criterion must be only large enough to allow for
uncertainty in the measurement of the transit time. This will be between
one and two slit widths, which is equivalent to 1 or 2 arc min. However,
as discussed earlier, the spread in time of transits due to the coning effect
of the spacecraft will be approximately

At = 27]w

where w is the spin rate in arc min/sec and a cone angle of 1° is assumed,
Since the measurement uncertainty and the uncertainty in the scan period
must be added to this, it is apparent that the window for the triplet selection
technique can be 10 to 20 times smaller than that for the scan correlation
technique. If noise pulses are detected uniformly in time, this implies that
the scan correlation method will accept 10 to 20 times as many noise pulses
as will the triplet selection criterion. Use of the triplet selection technique
is therefore recommended,

Use of a CPU on-board will allow the triplet selection process to be extended
to a much greater degree of complexity than if hard-wired logic were used.
That is, the nesting of triplets within each other can be examined to a much
higher level than would be practical with hard-wired logic. In addition, the
use of the CPU would simplify the other on-board logic subsystems since it
could handle such tasks as selecting the threshold, providing the 1-minute
interrupt for data compression, and assuming some of the DGS control func-
tons.

Thus, the triplet selection criterion in conjunction with an on-board CPU
appears to represent the optimum approach to the on-board data processing.
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CONCLUSIONS AND RECOMMENDATIONS

This volume documents the design of the ARRS attitude determination system.
This portion of the ARRS study included the development of an operational
data-reduction program and the conceptual design of the celestial sensors.

The operational data-reduction program development consisted of torque
model derivation and analysis, spacecraft modeling, and the data-reduction
algorithm development and performance analysis. Spacecraft modeling and
torque modeling tasks provided for the development of a model which gives
accurate and numerically efficient propogation of the spacecraft!s state. The
spacecraft and torque modeling tasks were conducted in parallel to the attitude
determination data-reduction algorithm task, and results of the spacecraft
and torque modeling tasks determined the software modifications desired in
the evolving operational algorithm. Data-reduction algorithm tasks provided
for the development of an operational attitude determination computer pro-
gram to estimate spacecraft rotational state from celestial observations. In
addition, these tasks included the development of a complete simulation of
the attitude determination system for conducting the system performance
analysis.

The discrete Kalman filter was used to update the spacecraft state by the
celestial observations with propogation of the spacecraft state between ob~
servation by the nonlinear rotational dynamics model. Since the nonlinear
rotational dynamics model does not represent the true behavior of the space-
craft in.the orbital environment, the Kalman filter must be modified to pre-
vent the divergence of the state estimate after initial convergence. The
introduction of artificial covariance noise in the state covariance propogation
differential equation was made.

The conceptual design of the celestial sensors included analysis to determine
the conceptual design parameters, the optical transfer function deseription for
a starmapper and sun sensor, the development of ground-based data proces-
sing, and the conceptual design, of the celestial sensor logic.

The conceptual design parameters are the starmapper parameters required
for optimum performance in the day portion of the orbit-operation, field of
view, mapper baffle dimensions, baffle cone angle, and cant angle of mapper.
The optimum set of parameters is based on the minimum baffle volume for
viewing one or two stars per scan.

The optical transfer function task consisted of the investigation of the optical
performance characteristics for the starmapper and sun sensor. Two basic
designs were investigated a concentric catadioptic system and an all-refractive
system. An error analysis was performed to demonstrate the celestial sen-
sor's target line-of-sight detection accuracy.

The conceptual design of the celestial sensor logic provided a tradeoff of two
methods of selecting sensor output (star and sun transits selection from noise)
for on-board storage. The logic was required to select celestial transit for
maximum target-to-noise storage with a 60, 000-bit limitations.
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The ground based data processing tasks provided a celestial target identifi-
cation algorithm and program to process the celestial sensor data to obtain
the coordinates of the target. The coordinates of the targets must be deter-
mined for use in the subsequent Kalman filter attitude estimation process,

Conclusions and recommendations in each of the tasks identified are presented
in the following paragraphs.

TORQUE MODEL

The torque modeling development and analysis have shown that long-term
prediction without star update requires that

e The residual magnetic moment, eddy current, gravity
gradient, and solar pressure torques be included in the
prediction model

e Each of the five torques affects the spacecraft attitude in
an additive manner for the level of torque experience by
the ARRS spacecraft

® For shori-term prediction of 100 to 200 sec only the inclusion
of eddy current and residual magnetic moment torque
effects is needed for the 10 arc-rec attitude accuracy re-
quirement. Inclusion of at least the eddy current and
residual magnetic moment torques in the algorithm is recom-
mended, and the celestial sensor data simulation must
include the five torques developed in this study.

SPACECRAFT MODELING

The spacecraft modeling developed a set of "simplified equations of motion",
and analysis showed that the speed of the data reduciion can be improved by
using these equations in the algorithm without significant detriment to the
accurate propogation of the spacecraft attitude. This increase speed is
realized by the increased step size allowable for accurate attitude propoga-
tion. The "simplified equations of motion" were developed in terms of state
variables that are slowly varying functions of time. Some of the variables
are constant, others are ramps. This allows the use of simple integration
algorithms to propogate from some time point to the next desired point with-
out intermediate integration step sizes.

In the parallel effort on the attitude determination algorithm development, the
execution time, using the dynamics model of Reference 19, was demonstrated
to be 10 to 20 times faster than real time on the CDC 6600 computer. This is
considered reasonable for processing a full year of data collection. This
spacecraft model does not create an execution time handicaps as originally
contended. However, speed of execution can be improved by using the
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"Simplified Equation's of Motions", because many intermediate integration
step can be eliminated, rather than the model used in Reference 19.

OPERATIONAL ALGORITHM

The attitude determination data-reduction program was developed and exer-
cised. The data-reduction program executed 10 to 20 times faster than real
time on the CDC 6600 computer using a step size of 0.5 sec, thus establishing
the program as acceptable in terms of execution time. Further improvement
can be obtained by the use of the "Simplified Equations of Motion'.

The performance analysis demonstrated that

o Estimation of spacecraft attitude within 5 to 10 arc-sec
is achieved using three celestial targets for initial
convergence and two celestial targets to maintain convergence
where only the magnetic torques are included in the algorithm
model and five torques for the generation of the transit data.

e Performance of the attitude estimation is better when the
quality- of the sensor is underestimated; i.e,, it is safer to
assume that the instrument is more noisey than it actually
is, In the event of a gradual degradation of sensor quality,
the assumed process noise in the filter must be changed to
improve attitude estimates.

e  Estimation of the inertia ratios and eddy current coefficient
is achievable for the levels of torque experienced by the
vehicle. However, the residual magnetic moment components
were not observable. The estimatie of these moments did not
agree with the dctual values used.

. Estimation of spacecraft attitude is best when the celestial
targets are regularly spaced in time.

° Using the optimum 110° cant angle and 20° for determined from
the sensor conceptual design analysis, performance analysis
of estimation of attitude versus cant angle shows that the
accuracy of estimation is traded among the three Euler angle
states. At cant angle of 90° the pitch attitude is better estimated
than the roll and yaw, and at 130° each is equally estimated,

o Periormance of attitude estimation does not change for space-
craft spin rates from 1 to 9 rpm.

e Performance for long-term estimation (at least 2000 sec)’
requires the use of additive noise to the state covariance
propogation matrix. These values must be determined by
trial and error for best performance. Once established,
variation up to 4 orders of magnitude are permissible.
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In conclusion, the mechanized Kalman filter gives attitude estimates within
10 are-sec for the five~-torque spacecraft environment using an estimate of
only three parameters, two inertia ratios, and the eddy current coefficient
for a period of at least 2000 sec. This performance is achieveable by ini-
tially using three celestial targets to converge to 10 arc-sec accuracy and
continuing with the use of two celestrial targets to maintain the performance.

Additional work is recommended in the following areas:

¢  Sensor offset angles should be added to the estimation state
vector and simulation ekperiments undertaken to determine
the observability of these parameters.

° The presence of the arbitrary noise matrix Q in the estimation
equations (58) is the least satisfactory aspect of the system.
Consequently, an analytic effort should be undertaken to develop
methods of determining @ from previously obtained measurement
errors.

. Further simulation effort is required to obtain the estimation
accuracies possible using transits from a single celestial
body and to evaluate the degradation in the estimation due
to relatively long periods of time without data.

STARMAPPER PARAMETERS

A second major consideration which relates to the magnitudes of daylight de-
tected stars is the physical dimensioning of the light baffle. Parameter
studies were predicated on a minimum baffle volume c¢riterion. A computer-
automated program was subsequently designed to select an optimum set of
starmapper parameters. These are listed below:

OPTIMIZED STARMAPPER PARAMETERS

Baffle diameter 10 in,

Baifle height 14 in,

Fov 15°

Cant angle 100° (from positive--
spin axisg)

Closest approach to bright object 38°

Limiting nighttime magnitude 3.2 (visual)

Limiting daytime magnitude 3.4 {visual)

Clear aperture 2.2 in.
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Use of the starmapper over less than 100 percent of the daytime orbit permits
detection of brighter stars. For the set of parameters listed in Table 8, the
daytime limiting magnitude for two stars per scan becomes 2. 9 for usage
over 80 percent of the orbit and 2. 2 for 50 percent of the orbit, The clear
aperture indicated can be realized with the baseline aperture diameter of

3. 18 inches and a central obscuration of 2. 3 inches. The 15° fov is reduced
over the 20° field considered as baseline. This will permit a physically
smaller sensor package.

OPTICAL TRANSFER FUNCTION

The concentric catadiopiric optical system was selected for the ARRS ap-
plication over a candidate refractive system principally because the optical
system provides superior image quality (blur spot symmetry) for all filled
angles. The availability of the EMR 531N miniature photomultiplier tube
made packaging of the detector on the optical axis practical. The concentric
system is less complex, has fewer elements, has no cemented interfaces, is
physically smaller, and in every other aspect is superior to the refractive
optical system.

Light-gathering properties of the concentric system are superior to those of
the refractive system. This is evident from the fact that an AO star of magni-
tude 0.0, detected by the concentric system, is an equivalent magnitude of

1.6 for the refractive system, on axis. In addition, loss of sensitivity, equiva-
lent to 0.7 magnitude, results for 10° off-axis conditions.

The ARRS optical system produces star images for all field angles having blur
spot diameters of 12 arc sec at the design wavelength of 0. 405 micron, Be-
tween the wavelengths of 0. 32 and 0. 45 micron, 100%of the star energy is con-
tained within a 60-arc-sec spot diameter. In addition, the spot configuration
is extremely symmetrical and, therefore, contributes negligibly to the overall
star transit time error,

The optical system was evaluated for performance at low operating temperature
(-75°C) and in vacuum. The change in blur spot diameter due to both effects is
less than 5 arc sec and is, therefore, considered no cause for concern,

The concentric optical system is ideally suited for the sun-sensor application.
Two requirements - the wide fov (40°) and accuragy (10 arc sec) - are difficult
requirements for conventional sun sensors to meet., The ARRS sun sensor
optical system requirements are met using a two-element optical system,
having a 1.37-inch aperture size using two V-shaped deposited silicon "slit"
detectors, each 60 arc sec projected width, Use of narrow-band filters and
antireflection coatings deposited-on the optical elements is utilized to attenuate
the incoming solar energy to the level required by the detector.
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CATHODE PROTECTION

Inadvertent scanning of the sun by the optical gsystem will result in a tempera-
ture rise of the cathode. However, the rise will not reach a level sufficient o
induce degrading or damaging effects to the cathode material., A wide factor
of safety exasts, due a large degree to the improved semilransparent bi-alkali
(I\;I)O cathode used, which permits a maximum ambient cathode temperature of
150°C.

Operation of the photomultiplier during an inadvertent scan of the sun or a
scanning of the illuminated earth will cause excessive current flow from the
detector beyond the maximum operational limits, To avoid this condition, the
voltage between the cathode and second dynode will be gwitched in polarity
{grounding the dynode), which reverses the normal acceleration of €lecirons
from the cathode., This method has the advantage that relatively low voltage
18 switched.

Switching of the photomultiplier voltage does not protect the cathode from bright
source exposure. However, the resultant agitation within the cathode material
for the ARRS application will not increase the dark current to a level which
might cause detection difficulties, The rise in dark current resulting from an
moperative starmapper scan of the illuminated earth will permit detection of
fourth magnitude stars immediately following the bright source portion of the
scan. This condition precludes the necessity of a shutter mechanism which
would have to be actuated on each scan.

The recommended cathode protection method will use a fail-open (fail-safe)
mechanical shutter (to be actuated only in the event of prolonged focused solar
radiation). In addition, the photomultiplier will be switched off whenever the
radiation level exceeds a pre-set level such as that occurring when the bright
earth or moon ig scanned by the starmapper fov.

ERROR ANALYSIS

The ability to interpolate the threshold crossing of a pulse can be accomplished
to within I part in 13 for pulse rise and 1 part in 18 for pulse fall. The result~
ent 1 sigma error in determining pulse center (transit time) is, therefore,
3.2 arc sec, The encoding error is assumed to be 1 arc sec, No blur spot
asymmetry is contributed, The tofal rms error expected is about 3.5 arc gec,

GROUND-BASED DATA PROCESSING

Star identification for the ARRS application will be performed as initial identi~
fication and update identification, The initial identification program makes use
of triplets of pulses resulting from a star crossing of the three-slit pattern,
The entire program was tested using a tape of simulated ARRS transits. The
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trangits were displaced in time according to a Gaussian distributipnpf half.
width equal to 10 arc sec. In addition, triplets were randomly eliminated in
inverse proportion to the brighiness of the stars, Finally, tl‘.lplets .cf noises
were randomly introduced into the data. The results of the sxmulat{qn indicated
that less than 94 of the total transits read-in were incorrectly identified and
40% of the trangits read~-in were not identified; no stars were incorrectly

identified,

CELESTIAL SENSOR LOGIC

The triplet selection criterion in conjunction with CPU (small, on-board com-
puter) appears io represent not only the potimnum approach to on-board data
processing but perhaps the only practical method. It is apparent that the
triplet selection criterion, due to its smaller window, will transmit fewer
noise pulses to storage by a factor of 10. Use of CPU on-hoard makes pos-
sible the processing of at least six sequential iransits before deciding on the
ligitimacy of a pulse. This would be prohibitively complex in practice if
hard-wired logic were used.

RECOMMENDATIONS

Selection of the starmapper parameters was based, to a large extent, on star-
availability searches using PM tube response and visual magnitudes. The
sensor peak spectral response if 0. 405 micron (design wavelength of the
optical system). The availability of stellar targeis must, therefore, be
related to the instrument response characteristics, This can be done by
adjusting the visual magnitudes to instrument magnitudes and then conducting
further star availability researches. It is recommended that this be done

to assure that sufficient bright stars are available in color magnitudes re-
sponsive to the instrument characteristics.

It is required, to detect a fourth magnitude star on the daylight side of the

orbit, that the sun’s radiation be attenuated by a factor 10l to assure a 10:1
signal~to-noise ratio. The ARRS baffle configuration was derived by as-~
suming perfectly specular reflectances of 99. 9 percent of the incident Tays,
and complete absorption by baffle interior surfaces of diffuse radiation. It
is recommended that both specular and absorptive surfaces be fabricated and
tested to establish the extent of the validity of these assumptions.
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APPENDIX A

DEVELOPMENT OF A TORQUE MODEL DUE TO
INDUCED EDDY CURRENTS IN A SPINNING
HAT CONFIGURATION SPACECRAFT

This appendix presents the derivation of a torque due to induced eddy currents
in a "spinning hat" configuration spacecraft.

J. P. Vinti (ref. 2) solved the torque for a conducting sphere. In his paper
he stated the general problem and continued by making several assumptions

such that the electrodynamical and mechanical problem could be solved separa-
tely.,

In addition to Vinti's paper, G. Louis Smith (ref. 1) conducted a study of
torques due to eddy currents on spinning cylinders, thin-wall cones, cone
frustums, and general bodies of revolution,

The torque on a sphere is represented quite simply as demonstrated by
Vinti; however, for other geometries the solution becomes more complex
because boundary conditions are not easily satisfied. Smith's paper demon-
strates the complexity in solving for torque in bodies whose geometries are
not a sphere,

The derivation of the torque for the spinning hat configuration will exhibit
complexity not encountered in the spherical spacecraft. The complexity is
not too great that it cannot be overcome. The result of the derivation will
be a vector torque equation in body axes as a function of the body rate,
earth's magnetic field, and material conductivity.
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STATEMENT OF PROBLEM

Eddy currents are generated in a conducting media as it moves through an
external magnetic field, The generated current then interacts with the mag-
netic field to retard the motion of the moving media. For body motion about
its center of mass, the retarding effect is called a torque, For a spinning
body in an earth orbit, the media motion relative to the spacecraft’'s center

of mass and the media motion of the cenier of mass in orbit generate currents,
Also, due to the nonuniformity of the magnetic field around the earth, currents
are generated in the spacecraft. The currents due to the nonuniformity of the-
field and center of mass motion will be neglected for the present problem.

A rigorous and exact solution for the retarding effect requires the following

approach:

1) Set up electrodynamical equations for a moving body and solve
them with the proper boundary conditions,

2) Using the distribution of the currents and magnetic field, find
the force exerted on each element of volume and the moments
of that force relative to the center of mass.

3) Integrate over the volume of the spacecraft for the total torque
for a given mechanical configuration, Vinti specified the
mechanical configuration by a given velocity and acceleration
of the center of mass, the angular velocity vector, the rate of
change of the angular velocity vector, and the principal moments
of inertia,
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4) Solve the electrodynamical and mechanical problem
simulianeously.

Deviation to this approach will be used under the assumptions that the effect
of the rate of change of the angular velocity and center of mass acceleration
is negligible, One is then allowed to separate the electrodynamic and
mechanical problems. Vinti discusses the separation of the two problems,
The torque is then based on the instantaneous angular velocity of the space-
craft and can be applied to the mechanical dynamics to obtain the following
of the spacecraft motion,



ARRS SPACECRAFT DESCRIPTION

The geometry and body coordinate frame for the derivation of the torque is
shown in Figure Al,

Cylinder panel

Solar panel

Figure Al. ARRS Spacecraft Geometry and Body Coordinate
Frame Definition

ASSUMPTIONS ON SPACECRAFT MEDIA

Bach solar panel and cylinder panel is assumed to be electrically isolated with
a static electrical conductivity. The panels are assumed fo be thin flat plates
whose surface normals are aligned to the body coordinate frame, The conduc~
tivity external to spacecraft media is zero, The dieleciric and permeability
of the spacecraft media are 1,



TORQUE ON ELEMENT VOLUME OF MEDIA
The torque is given by (in gaussian units)

dT = c_l;x(TTx—I:I) av

(A1)
where
¥ = Vector from spacecraft center of mass to element of volume
7 = Current density
H = Earth's magnetic field intensity

Current density, 3, must be determined before total torque can be computed,

EDDY CURRENT DENSITY

The eddy current density is solved for an instantaneous mechanical configura-
tion, Then, Maxwell's equation becomes

Vxﬁ = 4q c_la
vxE = 0 (A2)
v.B=v.-H=0
g.E=0
where
B = Magnetic field intensity
E = Electric field

and the electric field and current density respectively are
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where

g = BStatic conductivity

¢ = Speed of light in vacuum

Y = Potential function that satisfies vzl,l/ = 0 and the boundary

-conditions.
Then using BEquations (Aljand (A8)the eddy current (ref, 18), in general, is
e 4 el ‘
J = Soc  loxH) xx+ v (A4)

The eddy current density is completely specified by Equation (agupon solution
for ¢

METHOD OF SOLUTION FOR ¢
The potential, ¢, must satisfy the boundary condition

v¢=-% cloxBxr (A5)

when evaluated on the boundary and LaPlace's question,
v2 ¢ =0

The problem is a Neumann boundary value problem, In general, Neimann
boundary value problems cannot be sdlved in closed form. However, reduction



of Neumann boundary value problems to Dirichlet boundary value problems
(ref. 1) can be made for two~dimensional problems by using Cauchy-~Riemann
conditions and integrating the gradient along the boundary. Also, the integral

chV pds = 0 (A8)
at the boundary must be satisfied,

The constraint of Equation (A.8) is satisfied for the present problem.

TOTAL TORQUE EQUATION

Substituting Equation (Adinto Equation(Al) and integrating over the volume

-

Tox ot I Txilverdoe GxBxTIxE Jav a7
The toraue separates into

T =T +Ty = ot j‘j’j‘;x(vg}x'ﬁ} av

t (a8

1

t b [T (e +r]xF jav

ORDER OF PRESENTATION OF MODEL DERIVATION

The model derivation 18 developed by computing the torque on two of the panels
of the cylinder (Figure A2(. First, Torque %‘1 ig computed by solving for ¢
(stream function) in one panel, and for two panels the sum is taken. Torque
’?‘2 is computed similarly. The total torque is then computed by coordinate

rotation for three pairs of panels to a common frame in the body.



Pigure A2, Relationship of the Two Cylinder Panels to the
X, ¥, % Frame

The total torque is computed by coordinate rotation to a common frame for all
six polar panels,
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DERIVATION OF TORQUE DUE TO ARRS
SPACECRAFT CYLINDER

Torque due to the ARRS spacecraft cylinder is discussed under the following
main headings:

¢ Solution of Neumann Boundary Value Problem for a Thin Rec~
tangular Plate

¢ Derivation of ?‘E‘l Torque for Two Cylinder Panels
¢ Derivation of 'fz Torgue for Two Cylinder Panels

e Torque Due to Cylinder

SOLUTION OF NEUMANN BOUNDARY VALUE PROBLEM FOR
A THIN RECTANGULAR PLATE

The Neumann Problem

To compute the eddy current torque, current density first must be determined.
From Vinti, current density is given by

T=doclxBxr+vg (A9)

The geometry of the ARRS spacecraft is given in Figure A3,
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Figure A3. Relationship of ARRS Cylinder Panel t6 Spacecraft
Center of Mass

From Equation (A2),

T = Vector to element volume of panel from center of mass
W= Spin vector
H = Harth's magnetic intensity

The general solution for Jis given by Equation (A9), The solution for the cirrent
densit%r in the panel of Figure A3is completed by knowing the potential, ¢ that satis<
fies Vg = 0 and the boundary conditions, The boundary conditions are

Iy’ = Ly x'=a) = 0

Jy (y' = -Ly, x'=a) = 0 (Al0)
= = W
Jz(x' a, z! = -5 =0
W



The solation for ¢ is aided by translating the panel to a new frame as shown
in Figure A4,

Center of mass

Figure A4, Translation of Plate to a New Coordinate Frame x, ¥, 2

Expanding Equation (A9)we get

-2
I, = Foc T [wH ~0 H )z - (0 H - H Yyl +

3¢
'y Ty ox ax
=L .2 - - . 3¢ All)
Jy =-—5oc [(way wax)x’ ((;JyHZ wzHy)]'i'?y— (A11)
.1 -2 3¢
I, =—Foc [(waZ-mZHy)y’ - (W, -mXHz)x'] 3
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From Figure A4 we have

R+r = r’
and
I - ~
R=0i+Lj+ %R
s s ~
rf = ai+yj+zR (A12)
and

r = a;~+(y-L1)j+(Z’—%v)R

Therefore, substituting Equation{Aldinto Equation{All) (Note: Because the plate
is thin, J is automatically satisfied):

D T - - W 3¢
Iy = zoc " o Hy -0l ja - (0 H, -0, Ho) (2 -3 Nt 5
{A13)
_ 1L -2 _ _ 2. 38
Jz = §gc [(wyﬁz - wzHy) (y—Ll) (mZHX mXHZ) af+ =

Using the boundary condition of Equation (Al0) and Equation (A13) the value of the
gradient along the boundary of the plate is specified; hence, a Neumann boundary
value problem. For two-dimensional Neumann problems, the Cauchy-Riemann
conditions may be applied to reduce to a Dirichlet problem (ref.18), In applying
thig method, Cauchy-Riemann condition

% - W

oy E
and

39 - .Y

<= (A14)
are used,
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Substituting into Equation (A13), and applying the boundary conditions, we get

- - a)eg= W, Y
Jy(y—O,x—a)—O—Kl+K2(z 2)+TZ—~

- ey = 0= W, 3
I = Lx=a)=0=K +K,(z -5+ 2

(A15)

- =a)e 0= Y
Jz(z—0,x—a)—0—K3—K2(y—L1)~a—y—

= =a)= Q0= - _ -1
J =W, x=2a)=0=K; - K,yly L)) <

Now, the potential on the boundary using Cauchy-Riemann conditions is given by

yZ
Wiy, 2) - ¥ (0, 0) =f 3 g (A16)
00

Figure A5 shows the panel in its new orientation

y

’/‘WB

©, L) W, L

¥
4
™~ /‘lpz
"2

0,0 \ wo

¥

Figure A5, Panel Orientation to y-z Frame
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The potential tpl is given by

z0 2
: K,W K,z
X 2
‘l’1=[ —Sf(yﬂ’) dz:'ll:[Kl' 2 )Z+ P }
00

The potential ¥, is given by
wo Wy

- 3Wios ) dz+ f Wiew 4
¥y f 5p (y=0) do 55 (2= W) dy
00 WO
- ) szz
= -K1W + §K3 + K2L1 y 5
The potential 1P3 is given by
WO \TL zL
- Y (0 = ; Y - Wty s
1[/3 / = (y= 0)dz + = (z= W)dy+ f ﬁ(y“L) dz
00 wo WL
( KL% KW K,z°
= .K3L+ KleL--—z— + 5 -Kl z - 5

The potential 1[/4 is given by

4]
Y, = ¥y (z=W)+jy %".(Fomz

oL
. Ky’
= Kt Kylyly - 3
where
R -
K1 = 5o (mXI—Iy wax)a
- X -1 -
Ky = 5c¢ (waZ wzHy)
= .1 -1
K3 = -5oc (myHZ - wzHy) a
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Summarizing the 1}/1, :,02, \,{/‘3, and Y 4 to give
¥y = 2o’

2
Yo = b, + iyt iy
2 178 2 (A17)

&
w
[

2
b2 + flz + fzz

2
’«x{’4 fgy + fzy

where
K W
fl 2 - Kl ..._.2..._)

f; = Ky +KyLy)

b1 = »KIW

( K,L2
by = |KyL+ K,L L - —5—

Solution for ¢

We now have a Dirichlet problem and can use the superposition theorem to
separate the problem into four boundary value problems as shown in Figure Ag,

Solution for ¥/
For '\721p = @, the general solution for 7.}/1 is

z]/1 = (A cos p1z+Bsinplz) (o] sinhply + D cosh ply) (A18)
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y B
b
¥,=0 Y,=0
L—2 JLt3
¥y =0 \"2=b1+f3y+f2y2 ¥,=0
- 2
a—1 Yy oy i,y
¥y=0 W 473 "2 V=0 W #
[£3) i
y v
:
= - 2
¥y=0 . Vy=by thyz ey
=£*4,=o #‘2=0 §£’4=0 #’2=0
¥ = > z
1= b e V=0 w
@} (&

Figure pg, Pour Boundary Value Problems
Using boundary conditions of Figure Agl}, the solution for z;zl is:
{1} ¥,(z=0, x=a)= 0= Acosp,z+D cos?@ #,¥) which implies 4 = Q
{2) zjxl(z=W) = 0= B sin pIW {C sinh myt D cosh zsly) which implies
DI
(3) tpl(y—'L) = 0= B gin Bz (C sinh }.LIL + D cosh ulL) which implies

D = ~Ctanh vlL

308



These three conditions give

1{/1 = BC sin Bz {sinh By - tanh ¢ L cosh ply)

sinh By cosh plL -~ sinh plL cosh By

= BC sinpyz Gosh 1, L

ginh pl(y—L)

= BCsin k2 gL

and

4y ¥, =0 = f;z+ f222 = -BC tanh p,L sin 1yz

Now, flz + f222 is expanded in a sin Bz series,

Hz) = £,z f222 = b, sin iz

where
w
b =2 (2 + £,2°) sin pyz dz
n w 1 2 1
¢
ar, T af, .
=~W—f zsinplzdz+w fz sinxulzdz
0 0
21 2 21, 3 3
PR | w n 2 ) W _qpn, W Sy
=W [“n—n‘('”]‘“w Ay (VYD u
oW 2 WD an,w ’
. n 2 2 n_y
= - 1 ™ * 5 [(-17-1]
™ T {am)
Therefore,

-BC tanh plL = bn

(A19)
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Then
b

- S ¢ §
BC = -iamh [
W e, WAt anw?
: -1t - - + g1 -13
nm ) nf,’ (n )3
b tanh plL
Then
2(=1)" y 4f2W2 (1P sinhp,{y-L)
Y= (- (fW+fW # e (- D)%-1] Y e sinp 2
1 nm (nﬁ) sinh pyL 1
and
V,=5B sin 5% W z sinh 4% (y-L)
where
at,w*
2(-1)" . i
= o~ 222 W + AP s
B, e 5w fW) (nn)g [-17-1]) e WL

Solution for ¥,
With boundary conditions given in Figure A6(), the general solution for Yy ist
‘5’2 = (A gin Hoy+ B cos 1“23’) {C sinh #5Z+D cosh *“22} {A20)

where

(1) Yyly= 0=0=B=0
{2) l,llz(y,z==0)= 0= D=

(3) Q(lz(ny,z) = 0 = [.12 =~_?TT.E..
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{A21)

Now,
1]/2 = AC sin-—rf-%X sinh —nE"—- z
and
(4) t,llz(ylz = W) = b1+ f3y+ fzy
= AC sin-2IL ginh 2V
Now, expanding b1 + f3y+ f2y2 in a sin -n—“E— series
2 ., IB
by + iyt iy = b, sm—%l
where
1.
b =2 | (b,+ty+tyD) sin BnL ay (A22)
n ~ L 1717 T 1Y
[
L L
2b 2f, 2f2 2 . ug
= ——I} j’ sin—‘?ilydy%--zs— ysin-—rnﬁy dy + —L—f b2 Sm——'ﬁz dy
0 0
2b 21 2 21, 3 ZLS
1)L nd o, T8 LT et 22 0B oty 2o ()P
= (g [0+ L[nn(”}’“L = -1 (nn)st() ]
3b, b (-1 26L 25,12 ag,1? N
L. 1 -3t -1+ 5 [(-1)7-1]
n nw nry ut (nm)
2
2b n 4f, 1,
S U <12 I L+f3L2),+ 33 - [-1"-1]
ot 0 1"°8 (am
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Therefore,

. ngW _
AC sinh == = b (A23)
and
2
n 2b 4f 1, 1
ac =0-2C1 6w na e L?) ¢ L+ 2 [(-1)® 17V sinh
R (*2%)
and
- . DAY, .- A .
Wy = T(AC), sin T sinh 3L 2 (A24)
Solution for z{/3
PFigure AfQ) gives the boundary conditions for Y3 solution:
Y3 = (A sin pz + B cos pz) (C sinh wy + D cosh py) (A25)
where
(1) Yy(y=0 =0 =>D=0
(2) Y3(z=0) = 0 = B=0
= = = D
(3) 1[/3(z—m) 0=pz W
These conditions reduce Equation (418) to
¥ = AC sinil-z sinki % v (A36Y
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and
= - 2
(4) ¢3 (y= L) = by + 1,2+ £z

= AC sin 8L 7 sinn 31

Expanding by + fyz + f222 in sin %}iz series to give

b2+flz+fz Z‘b sm—W-—z

where
w
b =if(b 124527 sin 0z g A27
0 T W g Tzt W2 {a27)
0
then
W
By 7 2t p 2
bﬂ:W‘f sin;vmzd +—W~f zsin-ﬁ‘,ﬁzdz+~w—f sm—zdz
0 0

o
2b 2f 2 2t
2|0 [1 1" -gv—l[- %V;-«-;)“J +~\ﬁ?{ .t +( [( %173

2, 2,0 22 WEDT 2w arw?
- . - + f-1)"%-13
oy nw nyy n (a )3
2
26 a 4 W
.2 _2(~1) 2 2 it
e E}M(b2+f1W+f2W )+—(~;T—)—§— -1 13

Therefore, by Equation (A26)

s npl,
AC sinh W bn




and

b
2 2 1
(L)} +—= + -1 (A28)
(503 nw ) ] sinh _n‘g
and:
Yy = DAC sin J z sinh Gy
Solution: for '4);,

Figure A8 gives the boundary conditions for ¥,. Using the three conditions
g(/‘l, [ gb’f.lfy = ILy= z;/'l, (= W)= 0 the 2;1-4 s6lution reduces fo

¥, = ACsin ““-y smhs-f’—r (z - WY (A29)

The fourth condifion is

gy + fzy = -AC smh"‘L—,E sin Ii—" v

Expanding foy'+ ﬁzyZ ina sin‘%"- ¥ series gives

fé;y;'+f T_,b gin 20 TV

where
;‘J' <
by = —]2: ; (Eqyr fgyz)f si’m--’-“z__'E ydy
if
. L L.
28, F 2f,

3 PN L) z f _2 "
-1¥ [ yenilyasF [y e

0 (ig



2f 2 2f 3 3
—1 R TR ) 2 Lt iy 2L b
L [ o Y ] MR TeA s B 3"‘}‘

n 2 n 2
2f3L(—1) 2, L7(-1) 4L,y

- 113
T C T PR A St 3
(nm)
and
3
-AC sinh BOW . 2 1) (f3L+f 2+ e !
{nm
where
2
41.%
ac = ____,2( D (gL + 5517+ —F [t —d
ot smh%
and

¥, = DAC sin n_g} y sinh %ﬁ {z-W}

Summary of Solution for W

‘J/T = ’1’1""‘1’2""‘;/3“”4/4
where

= 5 tn B 5 cinh B0 (e
:J/T -nélenl sin - 2 sinh W {y-L}

2 in Ay ginp LI
;QAHZ sin T2y sinh 5z

(A30)

+ EA sm-vv-— z smh——g-y
a1

+‘[)A sm——y sinh =T~ " {z-W)
=1



]
E=
=9

2
. 2(-1)" W n 1
A== 4= (W) + (G} Ry | JU S—
al { B i {nw)3 sinh wﬁ’ L

2
2(-n)? 2y, AL nd 1
Bug = T Wl e -1 e (A31)
n { pr 2 " am® sinh B2

2
2b 4f,W
(- 1) 2 2 n 1
A 457 <= - Yo (W) + —= + [(-1)"-1
? { U ]} inn BT

2
41.%f
2( 1) *2 n 1
Ay = - (Ly+ -1y —d e
" { ~¥s @’ } sinhmngw

DERIVATION OF T, TORQUE FOR TWO CYLINDER PANELS

T]_ = o1 j‘j‘]"r‘x { Vq}xﬁ} dav (A32)

where

V' = pdydz

Fealtgipite-Dk

Expanding Tl’ we get

] l‘; rdy dz



Using the Cauchy-Riemann conditions

3¢ . 3Y¥
ERG JZ
and
2= - 2y
z 3Y
then

+aH i‘k}; (433)

Solution for x-Component of T; Torque

@ = <y {-(y—Ll) H, .%3;&, (z- DVE_ %_‘g.] ¢ dy dz (A34)

<t H [Ty %z‘ﬂ dydz+c VH_ Ly [f _gLfdydz

H

-1 av TTH AW oy
+e Hafl= B_ydydz~—2-j’f..§3{ dy dz

And integrating over the panel, we get

! n.2
(An2+An4) (-1 L

i sinh

(T) = - H o [-z

nyW
vy T]

-1 L s} 1.3, BTW
+e Hx 7Ly {Erﬁ [1-(~1)7] (Anz +An4) sinh -



+clH s (-DB vA )W—~2(-1)“s'nh“—E—L
¢ <7 nl nd’ nn v W

-1
c H TW
< W n N nn L
- 5 {E(Anl + An3> an [1-{-1) 1 Slnh-—-—-w

Substituting in the Ani's and reducing, we get
2b ny 2
yo ~ ~1 ~ 1o oy CGUL
Ty, = -c "Hys {z}m [1-(-17] o }
2b
-1 L AR 1 n
+ e HXTLI {Erﬁ [1"("1) ] = {1-(“1) 1

-1
H_ 1 2b 2
P4 2 g3ty W n
+— {-2 2 0N o (D
ot Hy W Zby n. W n
—_— o [1={~1} ]—n-T-r- [1-{-1)7]
For two panels
¥ = a X% = -a

it can be shown that
(Tl)x = g (A35)

Solution for y-Component of ;fl Torque

-1 w 3¢, 3 3
(‘f‘l)y < Jf {(rw 2)(Hz %ﬁ%ﬂy + aHxT-‘f rdy dz {A36)
-1

w
-1 7 e " 1H,
c THzI\rz"ﬁ dy dz - ——g—2

J’]"%—g—l dy dz



-1
-l c fH W 3
tc THyJ‘J'zwaa‘l}idydz——Lz I‘rlay dy dz

+ct tHea {f %g dy dz

Integrating, we get

- = o1 WL N .. DWW
(Tl)y = ¢ H, EKE Ag [3-(-1) jsmh—-LTl-
2

+iay; - A ) [--nhL ‘cosh Ank ~1)

2
By, - A (] 0™ (cash .n_f;:‘é’..-z}

-1
e TTHW L n iy Do W
ML (Tz‘ﬁ) [1-(-1)"] (A p+A ) sinh 22V
2
-1 w S0 n s
+¢ T q Hy - (An1+An3) (nn ) {-1)" sinh =
-1 = 0 because
c THW w By nml, n is odd
- dia AL e [1-(-1) | sinh 5T

- L n N ng W
+ ¢ " rHea (An2+An4) i [1-(-1)"] sinh —$=

Substituting in the Ani‘s and reducing, we get

-

(T = gyl M, -u H)H, + g, H -6 HL)H,

)
ly vz

where



2
1 - L 1 -2 3
qla{-gcczq—WL(LlL-—z—)"ﬁ gc s WL (A37)
-2 L i
+8gc " W (LlL-L—) E‘—) [tanh i +{w) tanh m" ]
5
+ 160-(:"2 TW‘LE{I%—“) [’canhmw—@+(—$-) tanh mnW]}
3 -2 3
4 = -gogc LW
m = 2n~1

Solution for z-Component of Ty Torque

From Equation (a33 we have

T = ¥ 3
CRIE ”[—aﬁx 2V (y-1p) [, L+ a_}sgﬁy”wy @ (ase

=4-c_1aqu-J'I§al; dy dz - et HZTJ'J'yg_i/dy dz
- TH [y I”"dydz-i—c tLy H, J‘.ll’dydz

+clTL1Hy” Wiy an

Integrating, we get

2y s ool Wi nnk
(T = -c taHr DM +A ) oo [1-(-1)"] sinh 5F

2
”C—IHZT [’E(n%f) Ch (AnZ * An4) sinh HEW }

agl

et TH, {:z {Ans =2 [1-(- 1™ sinh 8



2
B .- A D {;f%) [1-(-171 (cosh ‘-‘g,i‘ »1)

2
- Ay - A) [-j-;) [1-(-1)™ (cosh “]:'W -1

J

-1 L I s l’l‘rrW
teo T glgH (% = [1-(-1)7"1 €A 5, + A ) sioh ——L—}

-1 W b1 sy, BT Ls
+ e TL}.Hy = & [1-{-1) ]{An1+An3) sinh W_}

Subsituting in the Ani’s and reducing, we get

3 - o+ -
(T = agHy (oyH, -0, H) + g F (0 H, -0 Ho)

X'y z zy
where
-2 3
43 = %gc T W
{A38)
and
1 -2 1 21 -2 3
44 *4Foc T LW LIL"'—Z-‘}' 3oC + LW L1L~’§’+120’C T LW
2 2 3 ;
-2 L -2 2 LA 1 myl
-ge g LW (LlL - ~§~) -8ge " W {LIL - 2)2(5;} [’ﬁaﬂh W

ol o B s o 2l o ] e

Summary of ’1’.‘1 Torque

W () =0
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(2) ('i’l)y = qylogH, -0 Ho) H, + qplu, Hy-w H) Hy (A40)

(3} (Tl)z = q3(waZ-wZH YH +q4(w H -wH )H

where

2
1 ~2 i 1 -2 3
9y * {-Fo¢ TWL(LlL-*—Z')— goc TWL

2

3 2
2 2 _L 1 mpL | L myp W
W (LzL ) )E(m_ﬁ) ["a“h it ta“h”“?z“]

+ 80‘0-

+ 1600'—'2 TW‘}E(H-};]S [tanh—-—L + ‘W) tanh ZLW]

3

q2 F - 4—0'0 TLW
- 3

q3 = é—gc T LW

2 2
-2 1 -2 -2
qy = {ac .,LW(LlL . %)+ Lo qiw-ge P gL, w (LIL . )

-8gc™% ¢W (L L~ ——) Z}[i] [tanh + (..*) tanh m"W]

2L
-165¢% rw? Z =) [tanh Zol (%)4 tanh ZLW]

m = 2n-1
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DERIVATION OF T, TORQUE FOR TWO CYLINDER PANELS
From Equation (A26)
- o2 - o =
T, = 25— Hprx{[(mxmxr]xﬁ}dv (A41)

where
To=oaitlyL)it [z -%}k
av = ;dy dz

From Eguation (435}, and expanding

- . Wi e
[lwxH)xr] = (wH-wH)a»(wH-—wH)(z--z-—}g
{xy vOx ¥z oz ¥ } (a42)

+ [(waz - wzHy) {y-L) ~alw H_- wXHz)} k
The x-component is satisfied because the panel is thin in the x-direction.
Then expanding
SV = ~ g o (A43)
[wxH)xr}xH = (Jsz"JzHy) ik (JZHX)J (Jny)k
Then expanding
. e e - W ~
rx {{(wxH) xr]x H} = [_(y'Ll)Jny -(z-3) I, H 11
v (z-YOH -7 H)+aT H 1]
2 vz tzy ¥

+ @I H, - (-Ly) (GH,-T, H) 1k
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Solution for x~Component of i‘.z {Two Panels)

0

-3 .
G 2 W
@) = 20— 1 [ FO-Ly I, -2 - 5) I H ] dy de

i

-2
28 L P (y-Ly) [aloHom0 ) - (2= 5) (0, -0, H )] Hod d

XYy ¥y x Xy 2
-2
. 2gc w _ . ~ ~
= S ([ z-3) [T H, -0 H) ~alu,H, - v H 1H, dd,
The terms involving "a' cancel ouf, and further reducing, we get
(T,) =+gc 2 g f[ly-Ly) (2~ ) ( H_-u H)H dd
2 ¢ T f{ &Iy 2} WyHz "Wy By Yyte
-2 w
soc T [ [ly-Iy) (2-g) (0 H -0 H) H dd)
Therefore,
'(fg) = 0 (A44)
x

Solution for y-Component of -'f‘z (Two Panels)

@), = ac e[ @- Y (LH o) a2 D oy -0 BT H,

'[{Y'lewygz'wzﬂy) -a(wZHX ~w H )1 H y} dy d,

-2 w
+oc “ra H’ [a(wxﬂy - wax) -{z- 5)(waz-wzHy) JH, dy d,

The terms containing first power of "a"

so that

cancel over thesum of the two panels,
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(T = -gc™ (H (H -wB)[[( w2 q
2y 7@ T2 Yy “’zy”Z”z) dyz
~oc? s H @ H ~uH) [ fe-Dy-L)aa
Y ¥y = z oy J 2 1 %y'e

+oc™? ra¥H_ o -wH) [ [d.2,

-3 w L
=-ge " rH) (waz-wzHy) 3 ¥
0 0
w 2 W L
N = <
Yy = 27y 2 2 0 o
W L
-*-u-c«2 EZH(wH ~w Hlyz
T g x Wty T EyR Y 0

+3oc? swiLE, (4 B, - 0 H)

=-Le?wih 0, - 0, ) H, +2 e WL (uE ~w BT

i° Xy yoxTx
and
(Tz)y =4qg ('usz - wzHy) H, +qq (way - way - wax) H
where {A45)
9 = -5 e o wiL, qg=3/a 007 sWi L



Solution for z-Component of .'i‘z {Two Panels)

(Ty), = oo™ [ [ (allyH, - 0,H) (L) - alo H, -0 H)1H, rdd,

~0'0'2 f«r (y -41_,1) {[a(wa‘jY - wax) -(z - 221) (waz - wZHy)] H, ¢ dydZ

+ge? ity -1ty - Ly gH, - w H) - alw H v H )]H 7d

d
X z

¥y

Terms containing first power of "2 are zero because of the sum over x = a and

x = ~a for two panels:

joud " -2 2
('1‘2)Z =-ge " gaH, (wsz - waz) “‘ dydz

-2 : W,
+ g e g (waZ - wzH_y) H [ [-L) - dydz
0
-2 2
+ge 7 g Hy (waZ - wzHy) ﬁ' (y- L dydz

.3 2 o8
= -foc Tt g WL (0H, -0 H)H_

3
.oty - W
oC T y(waZ - mzHy) 3 z
[1] 0

=+ dy (0,Hy - 0 H) H, +qp (VH -0 H)H (A46)
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where

and

1 -2 3 3
qg = +-3'gc T[(L-LI) +L1 1w

TORQUE DUE TO CYLINDER

Sum of :I'.l and .T.z due to Two Panels

From Equations (A34), (A35), (A38), and (A39), the total torgue

is

@ (D = (g, + ag) (0, - 0 HH, + (o) + o) (0.1, -0 K )

CY (%)z = (g +ay) (w B, - W B ) Hy + (g, + gq) (“)sz - wzHy) H

" Let
K = q2+qs

= ~icc'2 TLWS’!' 8 00-2 frW3L
4 4

2

k4
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--‘ & = =‘ ..... 3 i 3 prrpyee & ™ _X—?

‘Kyg = gy thgs {: 1%5 2 TWEL = ~—f§ 5E'§ q‘-WLia =%éa : "WL‘LiLﬁ-—Lé‘)
et i 18 i B [ s B ]

#8507 W7 (Lyh « B Bjde) bk BEL | 2) taih ZLAJ

+i6ge" TW4E(1_}5 [tanh mnly 4 ) taih mﬂw]}

Kyi = lag -4y

19
|
Q
a
Ny
a
£
=
r
wfca
aQ
=3
[\V]
5
g
[

Ky = Gi+ag

n

3 ) . -8 L2
S RTICT T PR I NNV S [
goc” r [t L) +L?{]W+gc2TLW[IJ1L—‘-——Ié‘]

¥
+ 4 e Wl - ge™? olyW ‘LlL —2-.- 8y oW (L L- 7\2[ } ["'“" T“—*‘W)z tash ]

12
w2 a3 18 migh LR e maw] b
-18gc “ &+ W Et'ﬂTﬁ) [t,anh ng HW) i;aﬂh—zri—]

Theréfore,

(T, = 0

(T)y = 2 (wa.z - wzH‘_.y) H'z (A4T7)
(T)z = K o (“’j;Hz - wij) Hy



where

K mdol 2 8 -2 3 -2 (

2
= 1 L
¥2 zc oW L-—-gc T WL -yoe Wi, L1L-'§)

- 2 3 2 "
+ 85072 oWl (LlL -3 ) B(—gll—;) {tanh ook +(%) tanh nggw]

5 4
-3 L
+ 1Bge”2 2(-“115) [:anh ol f‘v‘v‘) tanh 2TV
_jr -2 3 3 1 -2 2
Kog=430¢ ~ tWL + 12 TLW -goc  rLy LW

2 R 2 w
+oe? LW {LlL - L.;}- e +w? (LIL e )z(miﬂ} {fanh %«u{") tanh

5 4
- 16 50"2 TW42(;];‘E) i}‘anh*-"—‘—z‘ + [I") tanh m““]

2W w

Solution of T for All Six Panels

Figure ATshows the relationship of the ARRS spacecraft cylinder panels to each
other. Bquation(a47) represents the torque of two panels whose surfaces are
normal {0 an x-axis,
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Figure A7, Relationship of Cylinder Panéls fo Ore Another
Therefore, the torque due to all panels in the unprimed framie ig

Ty = T+RO)T+ RO T (Aa48)
Bquation (A47) represenisthe torqué of two panels in the unprimed, the primed,
and double primed frame, However, the forque is rotatéd isto the unprimed
frame-and the »"s and H afe transfornied to the tnprimed frafe:

T = R T’ (A49)
where
cosf® O 8
R(8) = 0 1 0
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also

5 = R(8)w’
H= R{0)H’
Therefore
3
Ty =) B[00 TG (850)
=1

where
8(1) = 0° 6(2) = 60° and &(3)= 120°
and
:‘:T(i)'x = [T '(i)x cos 6+ T ’(i)z sin 03
Tpli), = T, (a51)

’_fT(i)z = [-T!(D),.sin 0+ T'(), cos 0]

From Equation (A47)

n
<

s
T (l)x

Therefore
%T(i)x = T’(3), sin §
TT(:'L)y = 'I"(i)y

i‘.T(i)Z = T'(i)Z cos ¢
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Using Eguation (A47), we get

Tl = K, (07 H/ - 0B HY sin 60)

b 3 = ¥ - 4
TT(l)y = 2 (w H’ wé Hy} HZ’
TT(i)z = K,y (w’ H' -0l H;) H}j cos 6(i)

Using the following

3+ = RN

2 = - - 2,
M W, coS <] w, sin 8
w! =
p Y
w! = +w_ Sinf+w_cos?P
z % z

and
=, ) .
HX Hi: cos -6 Hz Sin 6
H = H
Y p

4 o 3 h =
I—IZ = Hxsm9+Hzcose

{AB2})



From Bguation {A53)

TT(i)X = K, [wy (E 50+ H,c6) - (0_s6 + v, c8) Hy] Hy sin 6(i)
= K, (0 H H_s°0+w H H s0c0-wHo 520 - 0 N2 cf s6)
22 Ty %y Yy e Xy zy
- 2
= K., [ny-IxHy sTe)+ Kzzwasz 280 co
2 2 2
-K, mxHyZ)s e - KzzwzHyEce 561
where
}3526 = s2 Qe+ 32 60° + 52 120°
2 2
- el NE* .3,3.3
= 0+ 2)*2) =atyt 3
and
T80 cf = 50° c0® + 880° ¢60° + 2120° ¢120°
=N ..l \lg ,._1.. =
212 V9477 <
and
b . 3 = 2
(Tply = 5%y waxHy 2 KZZ"}XHy

3 2
-3 Kzz (wXHy - waXHy)
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From Equation (A52)
= - 7 7 _ ’ ? {
(TT)y = Z’:Ky2 (wy H‘z W, Hy ) H,
3Ky2 [tgy(Hxse + che) - (@X§Q+ uzce) Hy] (Hx§9 + HZ(O)
= 3K % [wH2s20+w HH s6ch +u H H s0 co+w H 2o
y2 4 X yoxTe Ll Ty x z”® Y z
) 0

——

0

2 2
-1 xHxHys [: B waszse»c?f wZHyH xs? c6 " _cngyHZc [:]
0" 0

Using the value on)cpsze and Esinge, we get

9 2
TKyZ [wy(Hx +H, ) = waxHy - wZHsz]

From Equation (A52)

TT(i)z = Ko [wy(Hst-h HZQG) = (@xs9+ mzcﬂ_) H. ] H cos @
and

- 2 2 2 2
K 22 (waxH s6 ce-hu)yHyHZc O-way s,OMG - W IjIy 6)

2] i v

@) =

_ 3 2
= 3Ky G HyT - ot E)

Summary of Torque Due to Spacecra t-C

. . .3 )
(1) (TT)x = -2K {0, Hy - yijHy

= O« 2
(2) (TT)y R e 2y H,%) = 0 FHy <0, B, ) (A53)

n

T 3 2 _
@) (Tp) = -5K,q (0 H "= 0 HH)

¥

A0

84,



Let

3
Py = =3K,,
and
= 8
Py = 3Ky
Then
o2 3 2 3,3
Py = $-%— ;WL “goc T ALW 5 o™ ¢ L, LW
2
-3 e TLW(LlL-I—;—>
2 3 2
-2 L? 1 mrL, (L W
+124¢7% (W2 {LIL- 5 )Z(ﬁ‘ﬁ) [tanh oL “(‘:v) tanh——zt—]
2 a ] 18 mal mW
* 240072 i gt tanh—ﬁﬂv-+f—wr) tanh 210
and
a2 3 -2
Py = - de?owiL -2 oc wwid -2 e 2¢WL(LL I—‘z—

} 2 3 2
+ 36gc72 . wl {L1L~ %) z(jTﬂ) [’canh%‘%}f-i-(%) tanhin-;gl]

_ 5 4
+ 12007 wh L) [fanhn;_gg: +[&] ann g}W]



DERIVATION OF TORQUE'DUE TO
SPACECRAFT SOLAR PANELS

The: torque {s: again given by Equation (A 8), The current density in the solar
panel must first be derived. Then, the integral Equation(Ag is evaluated.

SOLAR PANEL. GEOMETRY

Solar panel geometry is showm in Figure AS8.

Center of mass

Figure:A8,. Solar- Panel Configuration:
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METHOD OF TORRUE SOLUTION FOR SOLAR PANELS

The current density for panel 1 will be derived (Figure A8), The torque for
panel 1is then derived. By rotating-the coordinate frame of Figure A8

60 degrees positively about y, the torgue due to panel 2 is then the same as
panel 1 except the & and H vector components are different. Therefore, con-
tinuing in the same manner, the torque for all panels is known. To obtain the
torque for all panels 1n a common frame, only & series of coordinate trang-
formations are required.

Solution of Neumann Boundary Vslue Problem to Obtain ¢ (¥ stream function)

The method used in this solution is 1dentical to that discussed previously.
Only, the boundary condifion on the problem differs.

The boundary conditions for panel 1 are

4 L =
Jx(waZ,x—a)—O
i~ [ =
Jx(y —szx a+ h} 4]
(A54)
L - =
I, y'= Ly 2 d/2) 0

J y' =L, 2=df2) = 0

The solution for ¢ 1s enhanced by franslating the solar panel to a new frame,

shown in Figure A9,



Figure A9. Relationship of Spacecraft Center of Mass to
Translated Frame

The new boundary conditions are now
Jx (y= Ly, x= 0 =0

J (=L, x=h = 0
X

(A55)
Jz(y=L2, z=0) = 0
JZ(y= Lz, z=d) = 0
- t
where r in Equation (A7) is
T o= (x*a) i X Loj+ (z-d/2)k (A586)

Using Equation (Adg) in Equation (A7)we get



-

- 1 -1, _ _ . _ 3
J S50¢ [wZHX wXHx)(z da/2) (wXHy myHX)sz + ==

= Ly} - - - =N

.J‘y Foec [wXHZ uny)(x*a) (waz 0w H Wz - d/2)] + 5 (A5T)
= X -1 H - H )L, - - H Mxt 24

Jz go¢ [wy z Yy y) 2 (wsz wx z)( a)} + 3z

Since the solar panel 1s very thin in the y-derwation, Jy is neglected. There-
fore, only Jx and JZ will be considered.

The Neumann problem can be reduced to a Dirichlet problem using the follow-
ing Cauchy-Riemann condiiions:

3¢ . Y
ox dz

and A5
3¢ - 3Y (A58)
3z 3y

Applying the boundary conditions and Cauchy-Riemann conditions, we get

- sgy=0 = - 2
I (5% Ly x=20)=0 = V, +7V, (z-d/2) + %

2y
Jx(y'wLZ, x=h}=0 = V1+V2 (z -d/2) + 32
(A59)
(=L, z=0=0= V,+V, (x+a - ¥
z 2 3 4 3
<
= cH=g = ; .oy
Jz(y-—LZ, z=j=0 = V3YV4(x+a} .é_...
X
where
- - ‘1 -
vy = 2o LZ(wXHy waX)
= -1 -
Vy = if2oc (LJZHX mXHz) {AB0}
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v

#

_1 .
1f2oe (msz wzﬂy) L, (AB0}

3 {contd)

i)

-1
Vy ~1/20¢ (bJZHX - mXHZ)

Equation (A 5gcan now be integrated along the boundary of the solar panel to
give the value of ¥ along the boundary. Then, the solution ¥ is determined
in the interior of the boundary.

Figure Al0 shows the new orientation of the solar panel to the x - z plane.

x

/ "
©, & 0 0
‘P4 ] ‘/yllz
©, 0 \uw, ) z
1

Figure A0, Relationship of Translated Solar Panel to x-z
Coordinate Axes

The potential ¥y {z. x=0) is given by

z G
l,’/l(z, x=0) = f kid dz
0 00%

4

= f -[V1+V2 (z-dfz)]dz
O #
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V. 2
+—2(-a/2)
2

v
-V, -2 z2+d/2v2z
2

1

V. V. 2
= -(Vl-—g-d)z-—zz
2 2

The potential z,l/z(x, z = d) is given by

dx
Yplx, 2=d) = 1,(/1(z=d, x=0) + TVt V, (xta)] dx
do
X
2
= —V1d+V3X+V4 (x+a) /2
o]
where (xtn 2 .
Wy = - Vyddt Vaxt = V, - (/27 V,
2
= - X" +ax|V
= V1d+ V3x+ 2 ) 4

2
_ X
Vld+ (V3+ aV4) x + V4—2-
The potential 4’3 1s gwen by

Yylx=h2) = Yylz=dx=h) +f— [V, + V,( - 4/2)] dz
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]

n

Vv

i

3

The potential 1,{14(z = 0, x)is given by

h2
h+t+aV,+*V, —| ~
4 42

hz
-V1d+ (v3+ a V4)h+ V4 'l

2
he
-V AH(VytaV)nt V4E—

v

1

2

ngé(z-ﬁﬁ,x) = lx=h 2= 0} + [V'3+ Vé(x!‘a) 1az

= Vy

V%

(V3 tavVx+

Summarizing 1111, Wy z1/3, and ¥, gives

_ 7 = 2
t]/l = f1z+f2z
= < 2
i
1,1/2 = b1+f3x+f2x
‘ = .2
zpa = b 2+ flz+f22
o n Tl
1,1/4 f3x+f2x
where
_ ( Vzd
I -.,)
1 1 2
- V.
foe - 2
2 2

342

2

h
[Vah'l' aV4h+ V4 -;*’ V3x+ V4 S

{x+ a2

zZ
Vz(z-dlz)z}

!:Vlz + 5

V2d
- —iz

J

d

2
sz

X

h

2 2
h (x+a)” _ -
h+aV4h+V4—2—XV3x+V4...._2_._ V3h V4

(AB1)

(h*n'au)2




L
bl—- Vld

fad]
n

(V3 - a Vz)

b, = Vh—ah+k~fv
2 3 212

Compare Equation (61} with Equation (A17),

The solution to the new panel can now be written using Equations (A30) and
(A31):

i . ax . nm
i -n:anl gin -~z sinh 3 {x - h)

o
ni ni
+ZBnZ sip —x sinh ~— 2 (AB2)
AEL’ h h

®
+z}3 3smmlz sinh DI »
e d d

+ZB sin 2% sinh 2% 2 - @)
nt I h

n=1
where
- 2
4f d 1
2(-1n° 2 n
B ,= -¢ Yl + L0517 e
nl nmw 1 (m'r)S sinh 20h
d
T 2 n
n 2b! 4 RSp-1P-1]
2{-1) wolh) + 1, 2 1
= (- — - 263
Bop nm 2 o (an® sinh “_7;19. (883)
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Bn4 =

The above

-1 2, 4,0 . 1
{ Ygld) +“"“' +—= (rm)3 (=02 - 1][ —_s?n;_g—gh:—
2(-nn 4 n? L1011 1
{ VAT }sinh ad

is the solution for for one golar panel, The following para-
T P g.p

graphs will derive torque Tl for one solar panel.

Derivation

of Torque E‘l for One Solar Panel

Torgue %1

where
dav

i

¥

Expanding T 32

Ty

is defined in Equation (48):

lfff;x{vqjxﬁ}dv

edx dz

e+ a) i+ L, j+ (2 - d/2)k

we get

. " ¥ [, & 3¢ ag \[7
e ff{“l'?Hy %k 2])(Hx — g”‘
+ [-(z A B, 2 -t { y%;%}]; (A64)
+ [(x+ a9 |22 HX-HZ%%)-bLz H, -5-2-] }edxdz

((A63)
contd)



Using the Cauchy-Riemann conditions:

3¢ oY

T e
and

3¢ 3

R
then,

At

e Py 280 w2

+| -z -a/) B (-a—“’)»(w)ﬁ EQ]?
{ ’ ! ¥ ox > ¥ 3z ?

]
+ L2 Hy( = k? g dxdz

T, = c~1ff{[L2Hy Wi ~dl2)tﬁxg%+ HZ%%” i

By gy W
90X X Z 0%

+ [(x+ a)

+ {+ @-d/2) B 3L - (x+ ) H %Z‘fi] i (A85)

+ [- (x+ a)

% 0%

W sy s
Hx 3x +H L2 Hy—ax k » g dxdz
Solution for the x-component of T --

), = c'lff [ngy LA (z—dlz)(Hx %‘1;— +H %‘15’-

- ol W grdn 4 oot W
= c eLzHyﬂazdxdz+c eHx z 3% dxdz

"J e dzdz  (A66)



L K12 -1 W gxd

g 52 dxdgt+ec stfj’z‘a'——z“ dxdz
c_ edH

- ﬂa‘f/ dxdz

Integrating over the volume of the panel, we get

-1 ; nyr d
(T, = ngﬁy{ -—)[1 - 0B ot Bn4} sinh _.._._‘;‘1 }
-1 Z . nyrh dz 1 n]
e T eH, (B ;+ Bl smh‘. W Y
-1
e ;dﬂz {Z(HHU - (D™ (B, + B ,) sinh 9-%‘1} (A87)

-1 dh } nnd . dp
¢ eﬂz[{ i Tn2 [1- (-7 sinn . (Bn3 Bnl)(m‘t)

([1 <(-D®]  cosnBIE . 1)

g

+

~ (Byy = Byg) (5207 1 - (-)™[cosh (214 1)}]

c~1€ d H,

X d o ot nyh
T gy ]

Bubgtituting in for the B ;'®

- - by’ 2
T = ¢ler,m {Z(m) <z>{ 1 (z)]+ e” eHXZ[%% (z)'(gﬁm

- 1 £
c dH - 2b, 1
S (2] o)
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2
dh 1 2
e HZ[> — (2} [..... (o +f3h+f vd + -

my {mw)
4 FaeF g 15%2‘32} a)? mh
crem, (Y |- (b, "+ Eja+E,a%) ¢ p— (m—n) @ tanh( o
2
16¢,h 2
eyz{z e [ PR 4}

o ede {Z{zbzfm( )(23]}

and reducing further to

_oL -2 2 )
(Tl)x_ s-o¢ eLzhd(wXHy wax) Hy

2
1 -2 e - 3 1;3 mh, [h myd
+{—-4 se Pena® L,-40c™ ¢ Lyd Hmﬂ [tanh = )+ Hd tarh( us ]}

g Hy - wy HX) HZ

3 mnh
12 .2 -2 2 1 mud
+{—-4 se “eh® Lyd-doe fcd Lth(—I;;-) {tanh ""% tanh 58 ]}

{“ 21_0 0‘2 ¢ dh

(myHZ - wzHy) Hz

2 -
ah+~§-)+—§z oczedh {A69)
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2

ah+ ‘2‘) Z

5
-8 ¢ C_Z ed‘lZ{m-l—ﬂ [tanh{mﬂh

1

mi

o[22 2 ]

4 o]

‘ (wZHX - wXHZ) HZ

- 2
+40‘Czed

Solution for the y-component of Tl ==
=1 Az - 20 38
=c ff [ (z - d/2) Hy Sz (x+az)Hy x]e dxdz

Using Cauchy-Riemann conditions, we get
3y
"1f[ [+ (@-d/2)H, - {xta) Hy -g’;]edxdz (A70)

()

@)

=c_leﬁyﬂz g.:f' -¢ " eH ff azfz dxdz

- lew aff_a,}/_’ dxdz - f — dzdz
y d%

Integrating, we get
- 2
(T.) e lem [- B .+5 )9 (P smh(““h)]
1 v ¥ Z nl “nd . 4

-1 n h 2 i {nnd”
-e gHy {_Z(Bn2+3n4) -1 ;r? sinh h
nyy b

“a
npd
)

-e Loa/em {Z(Bn1+3n3).... [1-{-1)"] sich

n) [2-€ l)n](Bn2+ Bn4)sinh

. h
i
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Substitutions in the Bni’s and reducing to get

2
o = - -2 h =
(Tl)y =-1/20¢c “eLyd fah+ E-} (wXHy “’ny) Hy (A71)
then
-
Ty = Syl H -o H)H

Solution for the z-component of —‘f‘l --

c'ﬂ [ - (x+a) (HX%‘% +H, %”Z”—) - Lzﬂyﬁa%]e daxdz
e eH ff §ip. dxdz - ¢~ EHZJ'IX éalp. dedz (A72)
Z
¢ aeHﬂ—dxéz*c easzj-%ii dxdz
e 3
¢ LZeHny' -~ dxdz

]

T,

#

i

Integrating, we get

G — hd ey ipp, | BT
@), = -c e H, [Z {Bng = 1t D™ sinh _d__)
+ ay? 1 - (-n™7{cosu{BTR) §

e nafef - comfost)
+ (B, - 2)(—) [1-{(-1)"] [cosh “’k’ld} 1)}

h
. c"lgHZ[—z (B * Byy) (-1)“§ smh{ “;:d)}
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mm}
}

-1 4 e g nmh
-c Lzeﬁy{z (B,y* By = [1-(-D ]smh{__d_)}

ac—:H {Z (B, +B3}— [1~¢-1)" Jsinh

nnd
h

L am, {Z( [1-(-1"] (B, + B ,) sioh

Simplifying (Tl)Z > we gat

= 1 -2 .2 i..-2 -2 2
T - P {-E og¢ “gh de Ecc eszah+40'C ahde Z——

m)

2
[tanh ol (B tann {5’%@“} [Hx(waz wzHy)}

+{tge 2ena(an+n?/a) + 2o e %acd (anrid)2) - 51400—23 B n
(A73)

(2 sann [

- 4 ge 2 a%an+ hzzzz(-ﬁlﬁf [tanh (3%‘3

}%ff [tanh . dh) {%\4 tanh (m‘“dﬂ} (B, 8 - o8]
=)

g &
+ 8gc 2ed

%%QH%)Z tanh

3
1 -2 2,, -2 .2 L
+{ $oc Zer, hattage 2on szZ(Eﬁ} [tanh

hd Hx (&)XHY - waX)
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2 1 2
eh de 50 ealy hd HZ(wXHy ny)

1 -2 1 -3 2
+ [ S5ac “gly 2 an Hy(waZ mZHy)-!-2 gt “e Ly d(alth®/2)
. Hy(‘*’sz - w H)

Derivation of Torque TZ For One Solar Panel

Torque %2 is defined by equation

Tx {[(Bxf{) xT] xf{}dv (A74)

Expanding for solar panels with Jy = 0, we get

2 =cr° _/]“LHJ -dYZ)(HXJZ~HZJx)};

+ [~e-d/D B I, - () H T, g

{AT5)

+ [(x+ a) (HXJZ - HZ.JX] + LszHy] k} ¢ dxdz

Sotution for (T',) x-Component --

-2
_ G _ . .1 2 -
f (LB (a-4/2)0,B, - 0.H,) - L,"H @ H -0 H))

Ty, =

- (z-d/2) {HX [Lz(“’sz - wZHy) - {x+ a)(wsz - wXHZ)] (A76)

-H, [(z-d/2)(wZHx- “’tz) - LZ(wXHy - “‘ny)]} ¢ dxdz
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Integrating, we get

= - . ©¢ 2 -
Ty, = 5— e Ly dh(w H wax) H,
(ATT)
._2 3
+8%  cnd® H(wH -wvH)
24 Z Z X X 2
Solution for (T2)y --
-2 nd
- - ge o B ) )
(T2)y 5 ﬂ (z d/2)Hy [Lz(“’sz wzHy) (xta)(w H_ wXHZ)]
00

- (zra)Hy [(z-d/2) (w,H, -w H) - Ly Hy 0 HATe e dxdz

Integrating, we gel

. vo 2 (h 2
Ty = —g—eclydlg +ab|H L H -oH) (A78)
Solution of (62)2 --
_ dh
= 2
Ty, = 0‘2: IO [(;&a) {Hx[Lz(waz -w H y) - (xra)(w H_ —wXHZ)]]
0
- H,0(z-d/2)(0,H, -0, H ) - Lyl H o H )1} (A79)

+ - - -
L2Hy [Lz(waZ wzHy) (xta) (w,H way]] ¢ dgdz

Integrating, we get

- gcC 2
oz 5— ¢ Lyd(ah +h%/2) Hx(msz -, H)
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-2 3
- g2 . ﬂ+adh2+a2hd)ﬂ (wH ~wH}
2 3 X Z X X Z
+ 087 1 a(anth?/2) H (0, H, - 0 H) (A80)
2 2 ZVX'y ¥y X

-2
oc 2 _
+ > & L2 hd Hy(waZ wzHy)

. ge 2 -
S—e Ty dlat 17/2) Hylo,Hy - 0.5)

Total Torque for Six Panels

Sum of i‘.l + _’f‘z for one Panel -~

Using Equations (A69) and (A77), then
(T, * (T, = @)
3
N R Ciee 1 ST
(T, = {4 ae eLZhdz 4oc™% Lyd Z(mﬂ) [tanh

2
(3 g ]} o o

2d

frmh)

mﬁh)

1 3
A 2 -2 2 1
+{4Uc ¢ Lyh®d-4gc “elyd h§ (“““mn) {tanh o0

nZ
+ {-a-) tanh(n;‘;ld

n }Hz(wyﬁz - wZHy)
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+ {" i‘cc'_z,edh(?h"” h2/2)+ % g‘cfg e an’
+ 4gc Ze dP(an+i? z)z—l*s tanh |BEE (5 " oo 218
e e 1200 feas) | teob |55+ [l tenn (G
-2 45771 ) mﬁh
- 8oc 2 d Z(mﬂ) [tanh( tanh( ]}
* HwH -0 )
and
(TT)y =0 (A81)

Using Equations (A73) and (A80), then

- Ty o= dod_ 2 2 -2 2571 T

@, + @y, = { 70¢ elgdh” +dge e hL, d Z(mﬂ) t"mh( 2d ]
m'n'd -

" (__) tanh{ )]} HwH -uwH)

o ¢ 2¢ adn?

+
i
a
(]

t
]
[v]
w] oo
[+
o

) gzgg_zed y {A82)

)

s dge e dz(ah+hzl2)>:(mn) [tanh
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SUMMARY OF T

+8gc e d42(é—n)5 [ tanh{mn LI [__f tanh {m"dn

¢ msz -w H))

1 -2 2 2 .2 i
+$- goe % Lhd® +4gc e n7L, 4 (L)
Egﬁi)»r( ] tanh m"d)] H(oH - wH)

DUE TO ONE SOLAR PANEL (IN PRIMED FRAME)

{t anh

M, = K, H, 0B - 0 B+ K, B (0 B -0, )

+ K HY (m'ZH; -l H]) (A83)
(E*)y' =0
(1), = Ky Bl B, -0 B+ K o B (0 B -0/ H)

+K, 4 H’X(w’XH’y - w’}rH;x)

Using the technique discussed under "Torque Due to Cylinder"
the torque for six solar panels is derived in the following paragraphs,

The torgue resolved in one frame is

-T.(I)X =
T(i)y =

TG, =

’I"(i)x cos 0+ T’(1)z sin @
Tl
(1}y

[~ T'(i)X sin @+ T'(i) cos 8]
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where the prime indicates the torgue for ith panel in the iﬂl frame,

and where A
H = H, cos 8 -H, siné

H
v y

s
N
"

H ‘= H, sin6+H_ cosé
The solution for (_T.x) (six panels) is

(o], = [y o, - o)+ KB o, B w0 a )
TR GH (W B - w'xHiz)]cos 8 (i) (AB4)
v+{Kzl H,X(wlyH'Z - w;ZH’y) * KZZH fx(m'ZHIX - mJXH"Z)

2 2 P I N .
+ Kz3 Hx(w XH"y ] yB‘ * )] sin 8(i)

8
D OTH, - o my . 2 2
iTy x = (T), = 3Kx3(mXHZ wHH )+ 3K zz(mtz wZHxHZ)

it

- - 2 ]
S(KXS Kz2) mtz +3( Kz2 + KXS) wszHz

where
K

2

-X - Foc lednlan+1%/2) + b o o Zean®

22

+ 4o C‘ze dz(ah"' h2/2)z [%) ’ [tanh(n;gh)“' (%)2 tanh (“m_;;‘}]

%)

x3

- 8gc 2 d?j{aiﬁ)s {tanh “gg‘j + {%)4tanh



3
-y B0id

-qoc e T3 +TUC_2€ adh? - £ g cath

249 .
-2 g2 2 1® mnhy, b wd
~d4gec " e¢d{ahth 12)2(};[}) {tanh{——g—d—r (—cﬂ tanh( TS ”

. Scc_zedéz{ral‘%) [tanh(mnh} {%)4 tanh (Mﬂ}

2d 2h

Reducing further to

(5K p)= - o e Peaan® - 5% o % an® - Lo ¢ %ea®n
2 mud
-2 .2 2 mpbh Jh
+8pec “gd (ah+h !2)Bm [t anh =% a) tanh(ﬁ—ﬂ
I NN i mud
-16gc %ed Z{mﬂ) [tanh 25 ) tanh{ oo H}
and the solution for ('l“l) is
R y
T, =0=%5 [T
€ )y L (1)Jy
and solution for (T)z is
N . =L ~ 2
ZTM, = T, s 3K, - Kog) 7 - o HH) (A85}
SUMMARY OF TORQUE DUE TO SOLAR PANEL
T, = 3K, -K )wH2-0HH)
X x3 z3"Vx e z X =z
T =0 (A86)
¥

fo ~ 2
T = 3(Kx3 K !ZZ)(wsz wXHXHZ)

where (K 4 - KZZ) is given above,
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SUM OF TORQUE DUE TO PANEL!S AND CYLINDER

EQUATIONS
@), =-32K 0B -0 H H) 30K .-k )oH 2-0HH)
x ,H22xy‘yxy) x3 22" x"z 2 X 2

P P

x1 x2
B = 2,0 2 _
(T}y 9j2 Kyg [wy(Hx HZ } {.JXHXHY &JZHYHZ] {A8T)
P.Y
PXZ
o= . 2_ - - 2.
(T)Z - ‘3/2 KZZ(wZ,Hy (f)yHyHZ) 3(Kx3 KZE) (wsz watz)
le
where
le = 3~"2Kz2
=={% 0;2:-2 7WL3+ é"a 2 T LW3 -743'0‘ c-2_ T L,lLZW
v 0e LW @ L-LY2 - 12 002 s Wi L - LR
R 3
. 1 mpl, L2 maW
Z[mﬂ [tanh( 7 )+ (-W—) tanh [——QL ]
-2 4T 148 maly, (L1 W
~%.ge "W Z(ﬁ?’r?) tam(,_,)+ _u) tanh(——} {ABB)
w! \w 21, !
and
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Pro = P,o = 3(K s-K )

-2 2 - -
-3¢ “gadh” - %— gc 23 adhg— 1 [ 2ed3h

e

24 5 ¢ 2o a%(an+ 0%y Z(m—ln)?) {tanh mk. (8 ? fanh (n—;%‘ﬂ (A89)

- -2 4Z {tnh

or)e (2] tann (2

_ 13 2 3 3 -3 R
= g %Wl Zoc TWLg-gcczTWL(LlL-LMZ)

tanh ( “’;‘LW)]

- 3
+ 36 gc" TW2(L1L—L?[2)Z(ml_ﬂ} {tanh( 2\3%) [L

(A90)

+725c¢7 ¢ W4Z{h3‘—nf [’canh (ngvl“ £} 41: anh(m" W]

W
{

DISCUSSION

The solution given by Equations (A87), (A89), and (A90) represent the torque
for the geometry described for the ARRS spacecraft. The coefficients are in
terms of the spacecraft dimension and can be used to mid in the design of the
spacecraft to minimize the eddy current losses. Three coefficients exist

for the spinning hat configuration. Evaluation of the coefficient will establish

the relative significance,

The solution for the potential, g presented initially a problem which was
eventually overcome. First, numerical techniques were considered to evaluate
¢» but were quickly overruled because numerical solution would be needed
every time the torque is evaluated (0.4 sec per HDMP Phase A, Part II).
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Secondly, the two-dimensional Neumann problem canbe be reduced to a
Dirichlet boundary value problem and a solution for the stream function, ¥,
made, Two approaches were considered in the solution for ¥ : {1) solution
by application of (Green's funciion, and {2} series of sine, cosine, and

hyperbolic sine and cosine.

The second solufion method had initial difficulty. The solution for the plate
was a geries of sines and hyperbolic sine for the stream function, Y. Since
W was required, it was clear v¥ could not be obtained from . However,
because the torgue equation is a volume integral and by applying integration
by parts, the gradient of ¥ was not required. The solubon for the torque
was then good, Further effort fo apply Green's function was suspended.
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APPENDIX B
AERODYNAMIC TORQUE

The aerodynamic effect on the spacecraft is discussed in the following parva-
graphs. The torque produced consists of aerodynamic pressure torgue due to
the spacecrafi's cenfer of mass velocity and a dissipative torque due to the
spacecraft's angular rate. The forque equation including these two effects is
taken from Beletskii's work{ref.3). The torque egquation including these two effects is
craft's angular velocily is large compared with the rotation of the atmosphere
(earth's rate approximately), the linear surface velocities due to the spin of

the satellite is small compared with the spacecrafi's center of mass velocity,
and the angle of attack of each surface encountered is less than 'ZE The torque
equation is then given by

= _1 2 e o o
T—chavoj}n ev)(evxrs) as
S(E'§V>o)

{B1)
+lep v BH{EXFSD [5,57) + @) [oxr] frs] as

Siz- g,> 0)



where

A = Unit vector in direction of-normal to surface, dS

'<11

e, = S = Unit vector in direction of translational velocity of center
Ql of mass relative to incident stream

=

Fs = Radius vector joining surface element center and spacecrafi

center of mass

The first term of Equation (Bl) represenis torque due to misalignment of
spacecraft center of mass and center of pressures. The second term
represénts dissipative torque due to spacecraft spin. Upon examining the
coefficient of each term, the torque due to center of pressure misalignment
is approximately a factor of VO larger than the dissipative torque coefficient
when wr <<V o For ARRS spacecraft in a 270-nautical-mile orbit, VQ is

2. 624 x 10% ft/sec,

Previous investigations estimated that & co V2 is 2 x 10° 1b/#t%. Then,
dividing by V,, we get 0.76 x 10 Ib-sec/ft%, Multiplying by wr = 2 f for

ARRS spacecratt, 3-cf,V wr ~ 1072 1p/?,

Dissipative torque is a factor of 10'4 less than pressure torque and is suffi-
ciently small that the second term of Equation (B1} will be neglected. Then,
the aerodynamic torque equation is given by

=1 2 [, e
T = gcpavo‘/(n . ev)(evxrs) das {B2)

S(E- ev> 0}
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The domain of integration is indicated by S{&- &> 0}, This means the angle of
attack of each surface element is less than g— The ARRS spacecraft surfaces
consist of a hexagonal cylinder and rectangular solar panels.

The direction of the stream is in the orbit plane, and for this reason the space-
craft will present a different surface to the stream, depending on the attitude
of the vehicle.

FigureBl illustrates two orientations of the spacecraft that give two different
domains for Equation (g2),

The aerodynamic torque will be represented by two equations because of the

different surfaces presented to the stream as shown in Figure Bl. In Figure
ib, the force along the y-axis due to the stream is positive, Figure Bla
filustrates that the force along the y-axis is negative.

DERIVATION OF TORQUE FOR Fy <0

The computation can be done on each surface and summed over the domain of
integration. The spacecraft has two basically different geometries -- a hexa-
gonal cylinder and solar panels. The hexagonal cylinder is comprised of six
planes as shown in Figure B2, The body coordinates are also shown in Fig-
ure B2,

Torgue on the cylinder is computed by integrating over each of the surfaces
(i = 1,...6) and using only those torques on the surfaces which satisfy ng é'v>0.
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Figtire B1, Spacectaft Shadowing



Note:
Surfaces, i=1, 2, . . ., & are indicated in the
figure. The normal to each one of the six surface
is given by . The origin of coordinate system

is located at spacecraft’s center of mass.

Figure B2. Spacecraft Hexagonal Cylinder Configuration



Surface i = 1 The outer normal of surface 1 is

ny =i (B8)
The radivs vector, ;sl’ is given by
T o= altyieak ’
Toy al+yjtzk B4}

The integral from Equation (B2) becomes

Tc‘l = gplfyc E) e x f Fs19%; (B5)
The integral to be solved is

ﬂ(a'i: +yj‘+zl;) dydz (B6)

The limits of integration are

W W
..Ll Sy;Lz, —-2- S‘zs—z—-
{B7)
a= 3[3:“7 a constant
Intacrating Equation (B6), one gets
Vaw? s, w (Lz 12 ] (B8)
PR o ] 7
Therefore,
2 ]
5 oo e = VBWE e W2 o3y
T, =ayld,-8)8x [fé_ i+ ¥ .(LzeLil} 3} (B9)
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Surface i =2 Notice that the integration of each surface can be done in a
coordinate frame like the 1 = 1 surface, To represent the resulls in the
coordinate frame shown in Figure B2, a coordinate transformation invelving
a single rotation about the y-axis will do. Figure B3 illustrates the technique,

.
i

z

Figure B3, Relationship of Integration Coordinate Frame to
Spacecraft Body Frame

A positive 60-degree rotation about the y-axis places %’ along surface ny
normal. The intégration in the prime system is identical to the unprimed on
the ny surface. Therefore, the integration of each surface can be carried
out in the primed system and then transformed to the unprimed sysiem by the
following:

% [cos F6-1) 0 sin g(i‘l) L0
vl = 0 1 0 y{i-l) (B10)
z ~sin LG~V 0 cos JLU-1) L1
where
L1 I‘o’zﬂz L @i
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D ey =X%/ (Lg _ LZ)

1
z(i—l) =z=0
Therefore,
. 3
= -y w(i-1) VBW |2 W2 o2y 2
Toy=aplny - E)%x [COS_ 3 "2 L] 143 g-1l)

- (B12)
3 .
JBwE sin T(i-1) K
where
n, = sin 90+3(i-1) i+cos 90+% (i-1)K = cos (-1}~ sin § (i-1)k

Equation (B12) represents the torque for each plane describing the hexagonal
cylinder. To obtain the torgue on the c¢ylinder each surface must be tested for
7.8 >
n; - e, 0 {B13)

For surfaces which satisfy ﬁ'i . EV >0, the torque is given Equation (B20). The
sum is then taken over all surfaces that satisfy Equation (B13).

Torque due to the solar panels will now be ‘computed in the same manner.
Agsume that the solar panels can be approximated by a disk as shown in
Figure B4.
The torgue equation for the disk when Fy =0 is given by
Fedep v2 @ 86 4F )aS
2 "a'o . viUY s

S(E- g > 0}
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Shaded portfan of selar
y panel dus to eylinder

Figure B4. Shadowing on Solar Panel due to Spacecraft Cylinder

For the disk the normal to the surface is
n o= {B14)

Figure B4 shows the shadow when e, is directed along the negative z-axis.
The shadow moves around the disk as the spacecraft rotates. The integral

r dS (B15)

must be evaluated for each time because the domain of infegration is changing
with time. The approach will be to integrate over the domain shown in Fig-
ure B4 and make a time-varying transformation about the body y-axis to give
the integrated resull as a function of time.

The integration will be performed over the shaded area of Figure pg,and the
resulis subtracted from the integrated result over the entire disk defined be-
tween r, and Ty The resull will be good for § = 0 when év- k=-1, The

3
shaded area rotates negatively about the y-axis; therefore, the transformation
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from the primed system (system in which the shaded area has the relation
shown in Figure B5 to the unprimed (the body axis where the shade rotates
about the body y-axis) will be made to give the result for all time,

8

Shaded porti
tozf mpf:ﬂ o fied

Figure B5. Transformation of Rotating Shade Frame Relative
to Body Fixed Axis

The transformation is

x cos & e -gin & x
yi=| 0 1 0 b (B186)
z sin @ ¢ cos 8 z’

The integral is given by Equation(B15) and r s 18

i+ Ly] + ok (®B17)
and dS = dxdz.
Therefore,

f xdxdzl + de;;dzﬁ + f zdsxdzi (B18)
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The integration will first be conducted over the entire disk defined between

r, and ¥

3 4 Call this surface S° The integration over $ ’is obtained by inte-
grating over the large disk whose radius is ¢ 4 and subtracting the value

obtained by integrating over the small disk whose radius is Ty

Let 8’7 be the large disk,and S '/ be the small disk. Therefore,

frds =frds —[rds
SI Sl!

Iz
8

The limits of integration over $'/ are

—r4SXSI‘4

“ 2 _2 ~fl2_2
- I‘4—X £2 = 1‘4X

The integal then is

4 4
f j' (xdxdzi + Lydxdzj + zdxdzk }

—I‘4 - "\/I‘Z ‘Xz

and gives
Y4
~f2 2 2. ~f2_2 . .*
f [2}{ T, "% dxi E-2L2 Ty "X dxj]
T,
27
frds=L211r43
S‘ll

(B19}

{B20}

(B21)

(B22)



Integrating over'S*'’ sirface, a siihilér 1esiit is obtained

. . 24 =
f Tds = Lzﬂrg J {B23)
Slll
Therefore,
I e = fowr fn2 2y &
j’:rds = L-2T¥(I‘4 rs) i {B24)
S

P

The integration over the shaded area givei in Fighre Bl will how be carried
out. The limits of integiation are given by

-r3$x§r3

3
[ f (xdxdzi + Lydsda] + zdidzk) = j ra$ (B25)

P) g

where 5% is the domain of fitegratiof of the shadéd a¥es:

Therefore,
2.2 iz 3 .. -1 1-'3’ ‘Lgﬁf‘gz
[rdS = L21:'3 (r4~'r3) + L'Zré &ih ‘a) =gl ‘
S o (528
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The integral of the unshaded portion of the disk in Figure B4 is given by

j rdS - j rds 827}

For Equation{B!) is true for all time t 21 o When Equation{n26)is modified by
Equation (Blfto give

. 2 .2
sin @ rg (r4—r3)

% =
(B28)
/2 T
_ AN I - 1 L)
y = L2r3 {r4-r ) + L2r4 sin {r4) 2—L2r3
=¢os 8 r r2-
z= 3 a3
Then,
frdS - rdS
57 8%
2 .2y .
= [ra ré—r3 sin 9] i
(B29)
1/2 T, -
2 .2 2 2 . -1l73|. @ 212
+ [];,2n<r4-r3) - L2r3 L - L2r4 sin 7 |5= +3 Lzrg}g,
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The torque for the solir paneld is

a_% 2 oz y o P2
T=53 cp Vo {8 ev;) g ® [T3L1i4

2 2 2. .2
+ {szrr,i -5 \TI‘S B L2~r3 (ré.ra

l2.2 &4
- r3(r4-r3) cos 8 k}
Torque due to the cylindér and solar parels is summarized below for the case
where é‘v-§ < 0 or Fy 20
Torque due to each plane surface of the cylinder ig given by

B L e e AW M oyt W2 .22
Tey * 4B 8) evx[ 5 Leos F-1i+ ¥ {217 ]
{B31)

. E
- :‘%‘—"’ Lsin 3 (i-1) k]

n, = cos %(i-l);— sm %'(i'zi) l:

7oL 2oy 1221 o ol
T = 5 cpavo (a ev) B x [{r3{x4 rs} sin 9};

2
L, wr P /2 ol oa
2 T2ty 2 2¢ve 2 o -1Fs) ¢
+ L2Trr4 = L2r3{r4—r33 = L2r4 sin { ) i

1203 Ry
- frg 3 4-r3) cos e) k] (B32)
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where n = -j. The torques expressed in Equations (B30) and (B31) are valid when
& .js0orF_=20,
v i

The angle, 8, is given by

o f 3

sme-vxl l—vy

cos § = ~v f‘\!l-vz
z ¥

where Ve Vy’ and v, are the components of the é‘v vector in body axes.

The end of the cylinder {opposite solar panel end - see Figure Blb) contributes

a torque when év' -3) >0,

The torque is given by

Tog = aplf- 8 )8 x f repdSp

Tom =xi- Ll3+zk

Integrating

- 22
erEdSE = -Lymrg ] (B33}

This assumes that the end is a disk of radius Tq located at a -L1 distance along

the y-axis.
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DERIVATION OF TORQUE FOR e, j>0or Fy <0

Torgue due to aerodynamic pressure is different for é'v';p1 > 0 because the
surface presented to the stream density is different (Figure Bla) The solar
panels are not shadowed, but the cylinder is as shown in Figure 36. The
shadow, however, on the cylinder will be limited due to the attitude control
limits for ARRS.

Swream velocity

Figure BB, Shadowing on Cylinder due to Solar Pahels

The shadow on the cylinder will effect the limits of integration for the torque
due to the cylinder.

In the derivation of the torque for the solar panels, we again assume a solid

disk as before.

The torque on the cylinder for é‘v-§ > @ is derived the same as for a*v.ﬁ <0,
Only the limif of integration for L2 is changed.

The limit of integration for L2 is a function of the spacecraft attitude relative
to the stream. The new limit of integration is given by L2' .
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The inner product
€v-j =cos ¢

where ¢ is the angle between the body j-axis and the mass center velocity. In
Figure B6 note that

£ S.tang (B34)
yO
Therefore,
s -
Ly=Ty-Y, (B35)

where ¥, can be represented as

29
y ={r wp ) jSos28 3
° 103 1~cosz¢ (B36)

and reducing further,

¥ =y -1y —m—— (B37)

Then the integration limit becomes

Lielo - (ry -1} €+ )
2 72 =
1-(ev-3)

(B38)
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The limits of integration are now

7
Ly 2y STy

Using the results of Equation (B12), we get
=y VB3 / Ty W[ 2 2
Tej = apliyr ev)x[—zw [L1+L2) cos g (-1} + {Lz L1] i
VB 3 in I (119 & .
- Bw? [ n,) sing (-1) k] (B39)
where
= cos T (i-1) - sin D(i-1) &
n, = cos 3(1 1) i sm3(1 1)k
This torque is valid for ev-:]: > 0 and zero for ev-j < 0.
Equation(B®) represents the torque for each plane (i =1, 2, 3, 4, 5, and 6).
A sum of the torques for each plane that meets the following conditions

(é‘v- ﬁ’i = 0) must be performed to obtain the total torque due to the cylinder.

The torque due to the disk (see FigureB4) for E'V- 3> 0 is just the result shown
by Equation (B24). Equation (B2 is substituted into Equation (B2) to give

P o sy e 2 2 "
Tsp =q, (ev.n ) (evxLZTI ry i) (B40)

where & = 5, and the torque is valid for (€v- 5) < 0.
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9,8 % (Z (ni- e, )vi+(n' ev)(v+vE) fore -j = Oor F}r B

= (B41)

- _VAwS Ty lo W2 212 3.8 g,
=5 Lcos—§(1-1)1+—2-(L2-L}3—-W sm'§-(1~1)k

i 1 2
f, = cos T(i~1) i- sin p~(i-1) K for i=i, ... 6.
i 3 3
5 =-3
B'=3
3
t_ 3.3 L T yiaW 2 21r  3W P Wpe u®
v/'= §W (L1+L2) cos (i-1)i+3 (LZ -LI)J 5 (L1+L2)sm 3 (1-1)k
(r,-r,) (e -1)

v . 4 3 v
L2 —L2 R

Vi-(s,-5)°

S 2.2 %
¥ -LG T Ty J

_ 2
Vg =Lymryd



-

v = Hrs (rz - rg\) sin 9) f

+ 2 %

r (r2 - rz)‘ cos
3e 3

6 k]j

where

Ve

Vl—v,
Y
Va2

os 8 =T ——~.
c \1—2—_ =

¥y

sin & =

and the symbol
i

(n1 -e, > 0)

L

d

. 2. o2 2afr o 2 . -F[¥y
Tgmry - Ligmrrg Loty (ry - 2g) =~ Lyr, sin [

means sum over the surfaces:whose. angle- of attack: is. positive.-

The torque equation derived‘above is not an:exact representation of the ve-
hicle's aerodynamic torque, Frictionalior dissipative torques-are small
compared with pressure torques; therefore,; frictional torques were neglected.

In the derivation of:pressure torgue,. the solar panels were'assumed to be a
solid disk, where in actuality,. six rectangilar panels are tli¢ solar parels

(see Figure BT),

'



Telaeity z Shaded area

Figure BY7. Solar Panel Configuration

The torgue due to the solar panels in reality is varying with a frequency six
times the spin rates as opposed to the resull obiained in this analysis. The
result derived in this analysis is varying relative to the body axis only, but
not the magnitude of the torque. In Figure B7, the shaded area covers only
part of the two solar panels, and as the spacecrafi rotates, varying amounts
of solar panel area are shaded. It is for this reason the magnitude of the
solar panel torques is varying approximately six times the spin rate, The
disk~shaped panels give a larger magnitude of torque but remain constant

in absolute value.
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CENTER OF MASS VELOCITY IN BODY PRINICPAL AXES

The vector, & - used throughout the development represents the direction of
This vector is used because the stream

the spacecraft center of mass travel.
The velocity of the

velocity is assumed to lie in the orbit plane.of the vehicle.
stream due to earth's rate is.amll in comparison with the velocity of the space-

craft center of mass, Therefore, a iransformation from local vertical coor-

dinate to inertial, then fo body principal coordinates is required (See Figure B3).

Y
z,
|
L

R

Figure B8. Relationship of Loecal Vertical Frame to Inertial Frame

The transformations are

- . Te
X = Fla. L9 b33 {B42)
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where
Y =y - t&)
w, = orbit-rate.
1:‘; = initial time ofsspagcecraft refégence.point,
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APPENDIX C

DERIVATION OF THE MAGNETIC AND GRAVITATIONAL
TORQUES IN TERMS OF THE STATE VARIABLES

Appendix C derives the magnetic and gravitational torques of Equation (27) mn
terms of the state variables and their rates. Equation (27) after substitution
of the Euler matrix in vector form becomes

T,MX = B, [Mx(cgfxs $+che gész[;) + MY {—szjjs&é + ch@c*J/)
—MZSGCGS] - By[stzpsB + Mycx,{/se + MZCG}
T‘My = B, [stxpss. + My eyso +Mzc9]
- B, [MX weyed - casqﬁsxp) - My(sz//c¢ + cestpstﬁ) (C1)
+ M sesqi}
Ty = By [Mx{czpcé - cesdzsiﬁ) - My (sged + chséc-gz}

+ M, s6s ¢] - B, [MX ©cPso + ¢ c¢s’,h)
- + -
+ My( sfs¢ cec¢cz,[/) M, 56 cx[/:l
(Note for the symmetric body case that since both Y and ¢
are each periodic with non-integer periods, the only net

average nonzero term is the Mz cosé in the first two
equations. }
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After substitution

Ty - K[((.f; ~Bhee BB and + (8l - ) ese
B, B cdsg + B B, o8}y + B B ¢
Ty, = K ((Bi - Bep + _},Bxgcb}é * (-43; - B% cose
) + BB s#s + ByB,co) g o gyazﬂé)]
(c2)
Tp, =K |(BgB,00 + BB 06 (BB, s%e - B, B, ¢ 950

The gravity gradient torques are somewhat more involved since they are

related to the spacecraft symmetiry. In order to include both symmetric

and nonsymmetric ine;

100 e 0 0
I=1I1{01 0f+| 0 =¢0
00 g 0 0290
where aslzjl
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From Equation {27), the term E'l IE is the only term containing the Euler
angle terms, so the averagung of this mairix is sufficient. The product of
E_l IE for the first term of Equation (C3) is the symmetric matrix

1 - %0520 (1-a) cosdsie (1-2) -spcosd (1-a)
H = - 1~c2¢529 {1 - a) cochsd (1L -a)

2 .
- 1-¢ 8( -2a) I ey

The product of E"l IE for the second term of Equation {C3) is the symmetﬂé‘f

matrix C whose terms are

Cll

e(-{czzp - sggl/) (02§b - ety + 4c ps PeysPed)

Cyg = -¢ ({cggb - 521[/) (e ds ¢ {1 + c®e))
+ 2cyYsycd (c2¢ - s20))
13 —e(ceses¢(621[/ - szlp) + 2cyYsPcdso)

(8]
u

Cyy = g(—{c2¢/ - 321]/) s2ocley + 2ePsye s pcd)

—e{cesecsb(czt,l/) - szg(;) + 2cysPs s )

0
It

23

Cyg = —e{sze{czxp - szgij))
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The torques can be written: in terms of the matrix D' =H + C and the components

of Equation (41) as

i s 2
3 - B - -
I[(D33 DZZ) Ty Ty Dyg (rz‘ r3) + [)13):1 ry Dlzrl r3]

T =
GX
T, =|¥[tp,, -Dyyizr; + D @ - 2%y « D r,r, - D, v ¥
ey 11 " P33l Ty 13 @3 - Tp 127273 2371 T2
To  =\I[(Dgy - Dyydey7y * Dlz"’? -5 4 p e r - D,.rom
: 2371 Ty 1372 73)

{C4)
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APPENDIX D

APPROXIMATE CLOSED-FORM SOLUTION
FOR THE ATTITUDE OF A WEAKLY
TORQUED ASYMMETRIC SPACECRAFT

The objective was to develop efficient means of computing the spacecrafi

state over a time inferval 0 =1 =T, with only knowledge of the principal
moments of inertia, spacecraft attitude and angular velocity at time zero, and
ap'plied torque over the time interval of interest. This problem has been
studied by a wide variety of people and indeed is somewhat "classical®. Studies
have concentrated on the problem as applied to the Attitude-Referenced Radio-
meter Study (ARRS) spacecraft which has a favorable inertia condition (i.e.,
almost completely symmetric with (I -1,) /I ~0.1 and | -1, III ~0,01

and with torques that, while not snnple, are mana.geable.

Reference 19 provides a baseline for further study of the general ARRS at-
titude determination problem. The approach to the spacecraft modeling
problem was that,of application of a fourth-order Runge-Kutta numerical
wtegration technique, first to the equation for the time rate of change of
angular velocity in spacecraft {(principal) axes and secondly o the equations
relating Euler angle rates to body (spacecraft) rates (i. e., six integrations
for wX, L"Y’ ® 7 a, @, lff) Results indicated good numerical stability {(and
accuracy) could be achieved with an integration step size of 0. 4 second for
time durations as long as one full orbit (90 minutes). Thus, performance
accuracy was excellent, but the efficiency of this calculation was thought to
be poor {Vetficiency" measured in terms of computer time to real time ratio}.
Hence, other means of medeling the spacecraft were sought.

This Appendix is divided into the following technical sections: Coordinate
Frame and Angular Rates: Problem Separation; The Untorqued Case: The
Torqued Case; Computer Mechanization: and Torque Averaging. Several



comments are made relative to this organization. The equation of motion is
divided inot two parts, the first of which is the untorqued case and the second,
of course, with torque. The untorqued case has a known general solution in
terms of elliptic functions. The work of that section is obtain efficient and
accurate means for implementing the solution. While these approximations
can be analyzed analytically, it is much more practical to experimentally

test them with a computer. The section on computer mechanization is not
meant to be a computer program, but rather to indicate all of the required
computation in a means that is easily programmable.

COORDINATE FRAMES AND ANGULAR RATES

This section describes the kinematic relationship which forms the framework
of the analysis to follow, Attachment I provides a derivation of these relation-

ships.

Three coordinate frames will be used: inertial, angular momentium, and body

principal axes, These are labeled respectively:

d i Ji, i) = Inertial frame
(fH, Iy KH) = Angular momentum frame
(fB. jB’ KB) = Body principal axes frame

Relationships between these are deéscribed below,

BODY-TO-SPACE TRANSFORMATION ~ THE "BE" MATRIX

By definition, the body axes are related to inertial axés by the "E" matrix,

viz:



i (cBey - spsp s6)sych +cysvsd ) ~s6c®) fi

3g | = {Bw.e.0)] |5, )= -syeo (eyce) (s9) | |3
f(B f{i (sOcy +spspcO)sOsy - cpseed) (pcd) ki
o1

and the Euler rates are

.

Ycosy = ~w sin 6 +w cos 0
B Zg

S

w. b +w s@
%g Zg

wy, =-Psing (D2)
YB

where (mX s Wy s sz} are the components of the angular rate of the body
principal akis frame with respect to (WRT) inertial space expressed in body
axes,

ANGULAR MOMENTUM FRAME

The angular momentum frame is an intermediate frame between inertial and
body axes and is defined as follows:

Iy AIi (eocp - susvso)(speg +opsvse ) ~soev) L
g = [Flev,o 3 - (-~spev) {cpev) (sv) 3
ﬁH f{i (sucp +spsvegsosp - cusvea)evea ) f(i

(D3)
and
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fB ; fH (cnet) (sm) (-emsg) Iy
3}3 = { A(€,7.¢) ffH = | (~cgemeg +a0s8) (eCen (efsmnst +sfed) || Jg
f(B K (s¢sncE +egsg) (-s¢en)(=sfsnsg+e(cE) fiH
(D4)
go that
B(y,0,08) = AE,n,¢) « Flev,0) (D5)
The Buler rates are given by;
hev = -Vy, s0+V, <0
Xy Zy
vV = Vg co+V Ele
X “y
¢ = Vg ~ fisv (D8)

H

where (Vxy. Vyys Vzy) are the components of angular rate of the angular
momentum frame WRT inertial space expressed in angular momentum coor-
dinates.,

Hurther

!

[

Uy 88 +U, cf
Yo Zg

gon = Uy of - U, st
¥ Zg

n

¢ = Uy - Esn o
xR

where (UXB’ Uygs UZB) are the components of angular rate of the body axis
frame WRT the angular momentum frame expressed in bedy axes,
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Hence,

w=T+V-= (body rate WRT 1nertial space) = (rate of angular momentum
frame WRT inertial space) + (rate of body axes WRT angular momen-
tum frame)

Details of these relationships may be found in Attachmentl. As will be seen in
the work to follow, the transformation F(i,v,0) is essentially ap initial condi-
tion matrix, However, angles p and v will vary as the direction of the space~
craft's angular momentum vector varies due to the presence of torque. The
matrix A(€,n,{) varies as the attitude of an untorqued spacecraft varies.



PROBLEM SEPARATION

The equations of motion for the spacecraft

Aby ~({B-Cluy w, = Ty
XB YB ZB XB
Bu, -{C-Alw, @ =7
YB ZB XB YB
Ch, ~{A-Blu, v =T
ZB XB YB ZE (D8)

where A, B, and C are the inertia tensor components in diagonal representa-
tion and TXgs ;FYB’ Tzpg are the components of the total external torque
expressed in body axes,

In vector notation, the equation of motion is

where
I= (IB, JB, KB) A 0 0 IB
0 B 0 JB,
0 0 C KB

and the "dot" over the i) means WRT body axes, As given previously,
B =TU+V
and therefore

I W+HP) + T+ x1- T +¥) = 7
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ar (D9)

I+ U+Ux1-0) + (V+D I+ V+V A1 U+T xI.V-7) = 0

The first term of Equation (D9) in form is precisely that of an untorqued
vehicle, while the second term is all that remains, In component form,

Equation {D9) may be expressed as:

AU, -{B-C) U,U; = 0
BU, -(C-A)U,U; =0
CU; -{(A-BYU,U, = 0 (D10}

and

AV1 -~ (B~C}) (U2V3 + U3V2 +V2V3) Ty o= 0
'BVZ - {C-4) (U3V1 +U1V3 +V3V1) - Ty = o]

1
(=3

CV3 - (A-B) (UIV2 +U,V, +V1V2) - Ty (D11)

where for brevity the indices 1, 2, and 3 replace "XB, Yy ZB" respectively,
Equation (D10} has a general solution, while Equation (D11} is, in general,
not solvable explicitly. Essentially, however, for the purposes of spacecraft

modeling, Equation (D10} may be used as a baseline solution, and Equation
(D11) may be used as a perturbation,
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THE UNTORQUED CASE

This section deals with the general Euler equation solution for an untorqued
spacecraft and then the specialized solution for the ARRS baseline configura-

tion,

FUNDAMENTAL SOLUTION

The fundamental solution of Equation (D10) is given conditionally in Table D1,
where the angle, @, is defined by:

p=p(t)

plt -1, = — G
0 [ 2.2
[1 - k"sin"p

@=g(ty)

(D12)

Attachment IT outlines this solution. Paragraphs to follow will develop how

Equation (D12) may be implemented practically.

t=t(p) RELATIONSHIP

The elliptic integral is defined by

pat = (1 - k% sin%p) /2 qp (D13)
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where

(C-A) (2BT-H%) Case 1 with B> C= A
{B-C) (H2-2AT)

(A4-C) (2BT-HZ) Case 2With B> A= ¢
(B-A) (12~2CT)

In either case, the magnitude of k2 is given by

2 2 2,42
2 _ [ceal|A®-AT +CB-0UZ] o ay [UTHUS
ko= B-C

B(B-A)U} + C(C-A)U

(g%i) tan® {cone angle}

The "x" and "z" body principal moments will be matched to 1.0 percent or
better, while the difference between the "spin” inertia and the "x" or "z"
inertias is approximately 10 percent, The baseline configuration further calls
for the cone angle to be damped under five degrees or ~0.1 radian. Hence:

2 < {0,01) 2 -3
k™ = S("é‘—”— (0,1)° ~ 10

Now, expand Equation (D13) in a Taylor's series and integrate term by term:

i

pfat = [akemd 2

#

2
I +%-2cp +%k454cp +...] do
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so that

4 3
- ko _socp|, 3k|.3v»  3spcy  sTocp 6
p"'°9+2((§“4 +8(8 8 ra R
2 4 2 4 3
ek K’ ac* [-3mvcw _ s%0ow), o6
= 1+_4+'6E+"')°9 T Svop 5 | =g T )
and
! 4
pt ok (1__]Scpcw__scpw_3k epop + 00%)
2 4
K% 9K
(1+T+‘6“+"')
Let
w = p
4
PR S ). )
4 64
Then
K2 32
t = ty) =-%-4—wscpccp (1 -T +—S—-°2 +0(x5) (D14)

This is the desired relationship,

@ =¢(t) RELATIONSHIP

It is found convenient to invert the t = #{p) relationship, Equation (D14), Thus,
let
o = wtta+Ay
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irnen

4 = Wiethe

2
> - )fm {sin wt cos {a+Aa) +cos wt sin (e +hHa)]

2 22
{cos wt cos (o +Aa) ~ sin wt sin {a+ha)] (1 - %% + %—;J +0x5)

and therefore

2 2 2
Ap = %swtcwt(l +§%%-+-3-1-8<—52wt
2 2 2
~a [1 +%—(52wt-c2wt)[1 4%«1%— +§-§~— szwt} + O(ke)

Now choose a such that Ap = O(ke). Hence,

2 2y 2
o = ut +E-suteut hl +%“g—}-%sm} + 005 (D15)

EULER ANGLES

-
The angular momentum associated with the angular velocity, U, is given by

H = AUIIB +BU,Jp +CUKy
Now, from the coordinate frame definition of Section II, choose the angles
{&, n, {) such that

~

i = Hiy = H(snIB%-dr;anB-sccnKB)



and' therefore,

AUL = Hsn
BU'Z = Hefen

CU3_ = -HsCcry

Hence,

-1 —CU35

§ = tan (-@l TS g S (D16)

= sin~t {A—gl) , SN ST (D17}
The value of § may be obtained from Equation (D7), viz.,

éc’n = Uzcg - U3sg

= o ( m) -5 (:Hss:cn)
B C

so that

¢ - f [1 + (B o® C] (D18)

But, from Equation (D18},

2.2
CU3

sinf =~ B
8?0 + c?ul
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The two inertia cases must now be considered,

Case 1; A>B=z2C

From Table D1,

8% sine

(c?6%/8%% sin

2

©

sin’ =

But, using Table D1,

so that

2 . 2
sin = {CB/Bo)” sin"p

2.2
1+é~Lsin2
3200
By

Case 2: A>C=2B

From Table DI,

}3202(1- kzsin2cp) + Czﬁzsinch

1 - [k -(CB/Ba)y* ] sinp

2.2
Cy
cos @
9 9 2 [22+2]
sin2§= Co% % cos®o - B a bd
23, 2 .2 2.2 2 22,502,227 2
B “(1-k" sin‘p) +C ¥ cos“p 1_[C_}’_M§_‘l_2._ sin‘e
B2? +C¥

{D19)
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But, using the equations of Table D1, this expression may be reduced to

- \(C')//I-}[)‘2 COs‘2cp (b20)

sinz\g
1 - {AB/HY sin"e

For approximation purposes it is noted that
‘2 2 2 2
CB A C AB)” < 2 <
[ ~ 18 ~ 1~ 5 conoangia? S 0.0

Since @ is a known function of time [Bquation D16)], Equation (D18} may be inte-
grated directly, The angle, g, is, roughly speaking, the spin coordinate, To
place a numerical value on the precision to which g must be calculated, it

will be assumed that an "open loop" integration to an accuracy of two-arc
seconds for one-third of an orbit will be required, For a constant error rate,
Aw, then,

aut S 10°

where

t = % {90 minutes) = 1800 seconds
to that

Aw S 5 %1077 radians/second

Hence, sinzg must be expanded to an accuracv corresoonding to this precision.
That is;

asin®0) [BE) H < 5 21070
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or

-8 -8
.2 {5x106 %) 5 x 10 -7
Alsin®g) s = ~ 10
R oenf

Now examine ®» for accuracy, The perturbation term of Equation {D15) occurs
approximately at wt = n1/4, so that this term at maximum value is

2 2 2
}—;— (1 + —-gl% - %— sinzwt

but

4 -6
9k < 1o

(8)(16) ™ 16

which is negligible compared with 10_6. The same is true of the sine squared
term, Hence for an accuracy of 10’6 for sinzw, ® may be approximated to

p = wt +1—(Zsmtcwt

Further,

2 -8 3
%—swtcut < }-g— £ 10

so that ¢ = wt is sufficiently accurate for all powers of sing above two.
Therefore,

[sin {0t +a)] 2 ~ (sin wt cos o + cos wt sin a)2

2 wi cosz wi

sinch
2
~ sinch = sin2 wt +% sin

1.2
sinzwt - 152— siné’wt

2
- X
s
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The expressions of Equations{19)and (D20) for sin?' ¢ may be expanded ylelding

2 .
(%g sinch f1- 2 siz.lch +ot six_l4qoeg6 sinsco]
for ¢2 = (Ay/Ba)®  (Case 1)

sin® = 21

2
{g%) (1-sinp)1 +e 2 sinZp +o* sintp +6% stnPl

for 62 = (AB/?  (Case 2)

which are accurate to 10'8 if the spacecrait cone angle is kept under approxi-
mately six degrees (five in the specification). The angle, @, is expressed as
a function of time by Equation (D15) and is accurate to the order of kB, It was
shown earlier in this gection that k2 < 10’3, so that k8 <1079 and xts 10~6.
in order to achieve an accuracy of 10'8 {over-designed) for smgé to an

accuracy of better than 107,

TABLE D2,- ACCURACY REQUIREMENTS FOR SINg

Required |
Function Accuracy Order of k
sin’p 1076 0 h
sin4cp 1074 0 {k‘;)
sin%p 1072 0 o
sinscp 100 2 (Ko)
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Substitution of these approximations into Equation (D21) yields:

2 2 2
(%g) { 1 +k? szwt - 5;2+152——)s4wt +€4s6wt - essswt]
£ 2 _ 2
ore“ = {Ay/Ba) {Case 1)

sinzg =

2 2 2
% f:l - {l - ez+}-—§-2—)szmt - (92-g4—1-{2—)s4wt - (34-96)56wt

88’&}
g 5 W

2

forg¢“ = (AB/H)2 (Case 2) (D22)

Finally, then, fo a total accuracy of 5 x 10'9 radians per second

.

¢ = Blcy+c, sinut+C, sin®ut+Cq sin®ut +Cy sinot) (D23)
where the C coefficients are computed according to whether Case 1 or Case 2

applies by the formulas of Table D3.

TABLE D3, COEFFICIENTS FOR § EXPANSION

Coefficient Value for Case 1 Value for Case 2
4 (B-C/C) (CBIBa)? (B-C/C) (Cy/H)?
d (Ay/Ba)? (Ap/m?
Cy 1,0 10 +d;
c, a (1 +x%/2) ~dy(1-dy +K7/2)
c, -dy(dy +57/2) -d,(dy - af - K7/2)
cs a,d ~d,(dZ - a3)
Cy -a,d% -d,d3
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Attention is now turned toward the integration of € to obtain the third Euler
angle, Thus,

tn:}'l
E(t, 1) = &(t) + [ E(r)dr

t
n

It

g 4 8 8
gl ) + ) 5 (Cy+C, singur +C, sin wT +Cq sin 61 +Cy sin wr)dr

t
n

= 80t,) + dg { O Byltyy) - Byt +Cl e, p) - Hy(e))

O, ) - Hylt ) + CglH 0 L) - Hy(r)]

+ClH Lt ) - Hy(e)1}

where
d3 = H/Bw
Hﬁ('r) = T

Gg(r) = sinw’ cos wr

0+ -Gl ety

and
G _{7) = sinszG (1)
™ m~1

so that t
n+l

J .. 2m -
) sin™ wrd(wr) = H_(t ) -H ()
n
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The development of the integral recursion formula may be found in
Attachment III,

SUMMARY

Tale M summarizes the computation required for the untorgued solution
within the ground rules set forth herein, The following notes are applicable
to Table D4,

1) Indices "B" and "A" denote "Before" and After",

2) The angle, Pgs must be obtained in the correct quadrant initially,
Signs and phase depend on the inequality conditions for Cases 1 and
also that U2 >0,

3) At s the computing interval step size.

4) ¢ and n should be computed imtially with U = U(pg), (i. e, , at time
t=0 and U's used to compute { and n should be initial values,

5

—

Arbitrarily set £ = 0 at t=0,
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THE TORQUED CASE

This section develops the computational means to obtain change in spacecraft
attitude due to the presence of a torgue.

PROBLEM DEFINITION

From a previous section, the spacecraft modeling problem has been divided
into two parts, the first of which was dealt with previously. This selection
will deal with the solution of Equation {D11), which is repeated here for con-

venience:

1
<

Avl - {B-C) (UpVy + UV, +V,¥5) - Ty

BV, - (C--A)(UaV1 ~i-U1V3 + V3V1) - Ty

I
o

CVg - (A-B) (U;V, +UyVy +V V) -7 = O

It is noted that the equation for V2 accounts principally for the change in spin
speed.. Any change in speed is due solely to torque T2 if there is a perfect
inertia match (i, e., if A = C), Further, the terms in parentheses are all
small, so that on a first~approximation basis:

v, ~ 12 (D25)

Now, rearrange the first and third lines of Equation (11);

¥, - B o, FVIVy = %’* (B8] ugv,
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. - T
V- BBy vy, = 2 *(é'E‘}U Vo

=

Consider U, + Vs =u, to be a constant relative to variation of the Vis, Then

v, - (B-A‘g} “’2"3 =
. T
Vy - [P ey, = ‘(‘:3'

v, + [ B g v, = [BsSer )
o+ [P0 el iy = [Eelen (31
SHESIEE

so that approximately

w2 Mg B-C1C

Vp Iy = g Ty = J[EX)F s
AT
oo My B-A1C
Vg tAVg = —Em Ty o= E2ls (D26)

Fhuation (D) represents a pure undamped second~ordey system with a natural

frequence of N which is approximately equal to (B-A/C)w,. The ARRS baseline
system calls for an inertia mismatch of the order of 10 percent so that is of

the order of 0,1 of the spin frequency. Hence, forcing functions (e. g.,
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TS—)(\-:) with harmonic content above, say, 0. lug, is attenuated by M w where w
is the angular frequency of the forcing function, Thus, in particular, forcing
functions at the spin frequency are attenuated by roughly a factor of 10, It
-may now be argued backwards that the approximations used to obtain Equation
(D26) are indeed justified. In actual fact, however, the final justification for
these approximations will be whether they indeed yield adequate soluiion
accuracy. This approach leads to the conclusion that the only torqueg of con-
sequence are those which are constants or whose average is a constant, since
constants alone come through the filter unattenuated, Thus, in the work to
follow, torques will be assumed constant over the region of interest.

RECURSION EQUATIONS

Equation {D26) has the solution

.

Vot = vilo) | 14 .
18 = V,{0) cos Mt + Tsinkt +2 ITa {x} sin: (t-x)dx

0
Vo(0) it
Va(t) = V3(0) cos M +—5— sin M - [ T,(x) sin A (t-x) dx (D27)
0
Appendix D makes use of Bquation (D27) to derive a recursion equation relating
successive solutions of 'V at times t andt ., where t -1 = At
n n+1 T+l n
. 1 tn+1l.
Viftya)| [eoshat  simat | | Vi) E{f TalasinMt, ., ~x)dx
. - n
x'z" w o 7 ot
N . LR 1
{—T_] -sin At cosAAt [.-lr“. 2 J Tgcosntt , -xax
{,

n
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tn +1

X s i s
Valt ) | | coshat  sinmat Vatt) o J Ty(sinnt,  -xddx
th
‘V3(tn+1) {73(tn) 1 o
— -sinkAt  coshAt —- [ Ticosnt , ~x)dx
t
n .

By virtue of the argument given earlier, assume that both T1 and
T3 are constants over the interval from tn to tn+1‘ Then

IT.(t )
Vl(tn-&l) cosMAt  sinAAt Vl(tn) )%Cn {1-coshAt)
= +
{{f(t }} Fl{t )} T )
1Y+l N ‘' 3'n’ .
-sinAAt  cosiAt e sinkAt
x LR L MC A (pagy
T, ()
Vo) cosAAt  simhAt V,lt,) icn {1-coshat)
Valt ) \XC T (t)
{iT“ﬂ—] ~SinMAL  coshAL [3)\“1 o sinhat

(D29)

EULER ANGLES
Ultimately, it is desired to compute W, v, and g to complete the attitude

determination. This may be done by considering Equation (D6), which is

repeated here for convenience,
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poy & -V, sing +V cosy
g Zu

o= VXH cosu +VZI—I sing
& = VYH - psiny
2 VYH - tanw( —VXﬂsinO' + VZHcosc)
where
VXH [ {cnee) (~cgsneg +sCsg)  (sgsncg + cgsg) vy
VYH =1 (sn) {cgen) {~sgen) Vy
vZH_ (mensg)  (cfstisg +sgeg)  (-sCsmsg +egeg) [\ V

From Hquation (0§),and it is remembered that

vV, =V, , V, = s andV, = V
1 XB 2 YB 3 ZB
Therefore
ey ~sing 0 coso {cnel) {(=cesndf +sC3E){sCsnet +efst) ] vy
¥ o= cose O sing (sn) {egen) ¢ -sgen) Vo
s tanvsing 1 -tanvcosg/| (=csg) (cCsnse +sc€) (-s¢snsg +eleg) V3
-sin{¢ +§)V,; +cos(g+5 Wy | first order

]

cos{a+§) V, +sin(e +EW, + | misaligiment

Vy -fsv terms nand( (D30)
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Next consider the integration of Equatior (080). The most significant variable
on the right hand side is the angle £, and that portion of the V's which vary
with €, The rest of the variation is "slow" relative to €, Therefore, let v
and 0 be considered constant over the sample period as far as f and ¥ are
concerned. Further, recall that [Equation(Di8)] F;’*'% Then, let

P, = olt) +g(t) (D31)

and let the variation of € be

W, [ I P (tnﬂ— tn}
where
_H
Yg =B
Then
. - ‘—1——“ et
plt +7) = Sosu(L) sm(pn+wH'r)Vl(tn +7) +coslp, +wHT)V3(tn+wHT)
(D32)
and

vl +7) = coslp, +wHT)V1{tn +wH=r) + sin(pn+mH'r Wolt, +wH¢) (D33)

Now substitute the values of V1 and V3 from Equations {D28) ad (02), with v
replacing the parameter At, The result is:

. V() Ty(t,)
cosu(tr)p(tn +7) = -sin(pn +wH'r) 1(tn)cos)»'r " sinht + Yol (1l-cos\t
Vit T,(0)
+COS(pn+wHT) Va(tn)cos)\’r isinAT - Yl ginht
- (D34)
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and

. V(e Tylt)
y(tn+'r) = cos(pn+wH'r) Vl(tn)cos)\'r | sinhT + )»C (1~-cosht

‘}B(tn) Tl(tn)
+sin(pn+wHT) V3(tn)cos)\'r i ey sinkt - G sin\T

(D35)

Equations (D34) and (DB5)) are integrated over the interval from tn to tn+1’ which

results in

1 -{,l(tn T3(tn)
”("n+1)=”(tn)+cos% SV ) T Talt ) - e [IS(th)_Il(tnﬂ)]

. T (t.)
1''n
WVt Ity ) + Vel Ll 5 - g [Iﬁ(tnd-l)_IS(tnﬂ)]

(D36)
and
V) a(ty)
Uty gq) = wlty) + V(000 ) + Tyl y) + W[Ie( T N ]
Valt) T (t) '
3.n 1'n _
I () ¥ I8 ) - *C [15(tn+l) Il(tn-{-l)}
(D37)
Table Dblists the functions Il’ 12, -— IS'
SUMMARY

This section has developed the computation method for Euller argles > v, and ¢
using the torque components Tis Tge amd T3 in body axes and assuming that
they are constant over the computation interval, Table D5 lists the computation,
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COMPUTER MECHANIZATION

This section summarizes the computation to be carried out as developed in

the previous three sections, While this does not represent a program in the

normal sense, a program could be constructed easily from it, It is intended

that the contents of this section bridge the gap that usually xists between analy-
sis language and programming language. Table Dglists initial computation
{computed only at time zero or on reinitialization), while Table D7 represents
on~going computation.

The following notes are applicable to Tables pg and D7:

1)

2)

A, B, C are spacecraft principal inertia values about the XB’ YB’ ZB
axes respectively and are assumed available for this computation.
Unless special precautions are taken {not delineated in this report),
one of the two inequality conditions must be met for the formulas to
be valid:

Casel: B>C=z A
Case 2: B>A=2¢C
Wy, Wy, Wg are spacecpaft angular rate components in body axes about

(Xg, Yp, Zg) axes respectively and are used here for initialization,
They are also computed on~ling {Table D7).

8, o, ¥ are spacecraft attitude angles relating the transformation be-
tween the inertial reference and spacecraft principal axes and are
assumed known at initialization, Therveafter, they are computed on-line
{Table D7},
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3) Subscript "B'"" denotes "before” a step At in time is taken, while sub-
script "A" denotes “after" the step is taken. It is assumed that At is
supplied externally to the listed computation,

4) These may be made a constant on initialization for fixed At,
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TORQUE AVERAGING

Previously, an approximation for the "perturbed”" equation of motion [Equation
(D11)] was developed. This section develops a physical interpretation of the ap-
proximation and, secondly, torque approximations which may be used as trial
solutions for computer experimentation.

EQUATION OF MOTION APPROXIMATION

In vector form, the separated equation of motion, Equation (D9), is

Let
AH = 1.V and H = 1T
Then
(%}1 s @+ AT+ T xH =7
body
axes

so that the separated equation of motion becomes

=T-VxH
inertial
space

dat

(dA‘ﬁ
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The term ~{7 x 8 represents the interaction between the torqued portion of the
solution and the untorqued portion. This result ig of no particular significance

except to keep the mathematics in perspective,

Now consider the approximations used to obtain Equation (D26), In vector form,

these are noted as:

Iﬁ+ﬁx1-‘7’+{7‘x1.ﬁ+\7xl-{‘7=?
U%UZJB I'UNBUzJB I-VNBVQJB

This amounts {o approximating the spacecraft angular rate o be along the
principal "Y¥" axis only, with the other components zero, Hence, for compu-~
tational purposes, the drift of the spacecraft angular momentum vector is
computed as-though the spacecraft spins solely about its own "Y" principal
body axis,

TORQUE CONSIDERATIONS

From the torque analysis performed, it appears that three torque sources
are large enough to be modeled in the attitude determination process. These
are gravity gradient, eddy current, and residual magnetic moment. These
torques are functionally indicated below as:

1

-

= Taq (0. 9 v, B)
= ?mm(a, o ¢, R)
= {8, o, ¥, R, @ (D38}

gravity gradient

-~

magnetic moment

Teddy current
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where

= spacecraft position in orbit

o1

el

= spacecraft angular rate

e, o, ¢, R, and © were known functions of time, the particular integral of
the approximate solution given previouslvy Le.g., Equation' (D2 7} 1 could be
calculated analytically, Previously established was how the angles (§, 7, £} are
computed as known functions of time and the vntorgued angular rate = U(t)

is known., For the purposes of caleulating the torque, and ultimately the drift
of the angular momentum axes, the variation in the angles {n, v, o) may easily
by neglected, Thus, to a high degree of approximation the Euler angles (6,tp,v)
may be computed as known functions of time from the relationship of Equation
(D5), That ig, if

B8, 0, ¢) = AGEG,n, §)+ Flik, v, a) (D39)
and

g = g(t), n =n{t), ¢ =gt}

g = {0}, » = {0}, ¢ =0(0}
then

o = olg(t), n(t), C(1), 1y, vy, opl

® = qlel), w(t), ¢(t), py, vy, 04l

vo= glE), n), ¢lt), wy. vy o] (D40)
Further,

B o= T + Vo~ 0w (D41
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Hence, substitution of these relationships into the torque formulas would yield
the torque as a function of time which could then be integrated directly, Equa-
tion(D40), however, is extremely complex insofar as these operations are con-
cerned. An attempt has been made to redefine coordinates so that the initial
conditiong on i, v, o are zero and (§, n, ¢) = (6, @, ¥} In this way, except
for the variation of p, v, o, which is negligible, (8, ¥, ¥} would be directly
known functions of time, The most obvious method to achieve this notion
would be to redefine the angular momenium axes so that, analogously with
Equation (D39),

B, 9, ¥) = EE, n, §)* Blp, v, 0)
and

{8, o, ¢)t=0 = (g, M, C’)‘t=0

(s ¥, 0) g = 0

This redefinition will achieve the desired result, but, unfortunately no simple
solution for the angles in terms of the rafes have been found for thig coordin-

ate frame. Solution of the form or simplicity of Equations (D16), (D17), and {D18)
have thus far eluded all efforts, A compromise solution is next outlined,

TORQUE APPROXIMATIONS

A previous section argued that the effect of the torque fi.e., drift rate) would be attenu=
ated for all frequencies above approximately A =~ (B-A/ C)Uz. In particular,

then, the sinusoidal motion of the angle, 6 (i.e., the spin coordinate), in the

torque should contribute little o the total drift. Thus, it is suggested that the

torque be averaged over a spin period.
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Thus, let
= 2.
GO =2 [ e

1
2 g

Gravity Gradient Approximations

The gravity gradient torque is given in Rel, 3 as

!
[
i w
-
iotd
M
iy
.
ot

Tag *

o
e

where

b = Earth's gravitational constant = 1,4082 x 1016 fts/secz

2 = Unit vector in directional of radius vector to spacecraft from Earth's
center

R = Distance from earth's center to spacecraft center of mass

f = Moment of inertia dyadic of spacecrafi,

In spacecraft body axes, the torque is

(Taq) {C-Blry, T
GG XB YB ZB
(T ) 3p (A-C)r, T
GG = == Za X
YB R B °B
{T ) (B~Akyrs, T
GG ZB XB YB
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where

X %
rYB = B, 0. ¥ rYI
rZB I‘ZI
It is easily established that
Elaa%ﬂrYB(a)rzB(eme =0
rY I‘ZI )
sino

~ ?‘ {8)ry, (0)d0
r a)r =
Zﬂ'o ZB XB

1 ?T ,
5= vy (Blry, (6)d8 = O
ZTT{') XB YB

But
rYI = cwsQ + svcield
and
r., = sysi
%
Thus

Lo * 3 @;%m(svsi)(cysn +sucicn)3B

R3

428



Magnetic Moment Approximations

The magnetic moment torque is

— MxB

St

where the components of M ave fixed with respect to the spacecraft and the
components of £ are earth-fixed, Thus

Bxa By

BYB = E{8, @, ¥) BYI

BZB BZI /
Further

- 1 - 2‘".—\
<7mm> = 3 Mx[ Bloyas
0

B Ig Kg

M.

e M,

B B

Cryy Crp Czp

X

But
B =0
Cxpd
Py 7 OBy T ohorBy, T 0By
o
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Hence,

<?mm> = EB [—MZB(—sgl/oceBXI + cwchYI + SCPBZI]

KMy, (-spcpBs, +cycoB,, + spB
B xy X b zl]

Eddy Current Torque

The eddy current torque has been averaged as the previous two torques and

the result is found to be

(TEC)X =0
B
2
(Tma) = -Kwy —;—(l—coschsinzw)BX +(1-cos2cpc052w)B52{_
YB B I i
1 2 2 2 . 2
+3 (L+cos“peos l//)BZI + sin 2ycos q)BXIBYI
+ sin?cpsim//BY BZ - sin?(pcx//BY BZ
I "I I 71
(TEC)Z =0
B
where

K = 2.86 x 1070 fi-Ib-sec/gauss?
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ATTACHMENT I
COORDINATE FRAMES

This appendix documents the details of the transformations and angular rates
between three coordinate frames:

&, Jy, Ki) = Inertial frame

(g T gy KH) = Angular Momeniaom frame

(IB’JB’KB) = Body principal axes frame

RELATIONSHIP BETWEEN BODY AXES AND INERTIAL SPACE

Figure I1 illustrates the three rotations (¢, ¢, 6) from inertial to body axes
respectively, The mathematical relationships are

hIi cy  ~sp O E;
KAIi = s¢g o O 31’
K, o 0 1 K]
I T 0 9 i
=l @ = |

N
u
=
&
£
i
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>

o=l o 1 o i
Y 6 0 o8] \Kg
and
i 0 0 -8\ /1 0 0\ fey sy O /T
gl = o1 ollo w = I l-st e o A
Ry s 0 o 0 - co o o 1/ \ K
{clcy ~ spspsd) (syed +epsus) (~sfap) I ii
= —— ) ) 31 |= Ew.e.0)]|
{sOcy +sPspcd) (sOsy ~ cypsPcd) (cped) ﬁi Ki

The angular rate of the body axes WRT inertial space is

T T S S PR T
w = JK] +QL +0g = Wspd! + @K'} + gl +8J 5
c8 0 +s6 IB
= (f, Ysp, fep)f 0O 1 0 Ig| +dig
-s8 0 ch KB
= (Go0-Popsoliy + (B +Psp)iy + (45 +Jape0)Ky
Thus
wXB = (e~ Pepso
= .B+{[;scp
MYB » *
W, = ps6 + e
B
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so that

=

@

RELATIONSHIP BETWEEN BODY AND ANGULAR MOMENTUM
COORDINATES

Figure I2 illusirates the successive rotations {§, 7, {) from the angular

momentum frame to the body axis frame.

are:

0 sg
1 [¢]
0 «cg

-sn 0O
en O
0 1
0 0
e -sg
s¢ cf

The mathematical relationships

by
B:
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and

ig 1 0 0\ fem sq O € 0 -sE
33 =0 e sC -sq ey O 0 1 o
f{B 6 -s¢ < 6 0 1 s& 0 cE
eneg {sm) {~cnsg) fH

= [(~comeE +s(sE) (cfen)  (cfsnsg +sfeg) i
(s¢sneg +cfst  (~sgen) (~sCsnsg +cgc§)‘ KH

The angular rate of body axes WRT the angular momentum axes is

B = . +ﬁﬁ§ +Ei

= Eleriy + ondfy) +Rkg +8ig

1 0 0 IB
= @Esn ben, | 0 o -st| | 3g | *ilg
0 s¢ c¢ kB

('gs'nﬂ;')fB + (g.cnc(; +';)S§)&B +(~écns§ +'r'xcg)f{B

Thus
wXB = Een+
oy = geneg + neg
wZB = gensg +fe
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and

-3
i

s{ +w, cf
Yy Zg
(o3 = cf -~ W, 8
Bon = wy_ef -y s
¢ = wy -fen

B

RELATIONSHIP BETWEEN ANGULAR MOMENTUM AXES AND
INERTIAL SPACE

This transformation is defined exactly as the relationship between body axes
and inertial space. Hence the following strict analogy holds:

LI
oo P

g . 0

Therefore, from those relationships it follows that

fH {cocp - spsvse} (spco tepsyse) (~socy) fi Ei
b (~spev) (cpev) (sv) 5| = Fvo)| 3
fiH {socp +spsver) {sosp - cpsves) {cveo) K, K

while the Buler rates are given by

pey = -VX so +VZHcosc

H
v =V, co+V, so
g Zy
o =V, -psv
Yy
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ATTACHMENT II
THE FUNDAMENTAL SOLUTION

This appendix deals with the solution to the equationset

AUl - ('.B-C)UzU3 =0
Bu, - (C-A)U3U1 =0
=0

CUg - (A-B)U, U, =
where either one of two cases prevail:

Casge 1 B>Cz A
Case 2 B>Az2C

By the physical laws of momentum and energy congervation, it is known that
the following congtants exigt:

2T = AU? +B’_U§ -i-CUg = constant

2

B = 4%0? + 8?02 + c®u? = constant

i

Now obtain a single differential equation, a function solely of a single-velocity
component,

CASE 1
Choose Ua, then

2AT - B = BA-BUL + ClA-CIU2
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or

s @BT-H-ca-ou
Uy = BA D)

and note that (H2 - ZAT) > 0 when U, is sufficiently greater than U3 (the case
at hand).

Further

2BT - H° = A(B-A) U2 + C(B-C) U2

42 - (2BT - %) - C(B-C)U]
1 A(B-A)

and note that {(2BT - Hz} > 0, Then

o (a.p2[AT - B - C(A-C)U?] [(zBT -u9 - c(B~c)U§]
Us = (—c } BA-B) A(B-A)

2 2
e -eam eer-wh] ]| rec-an 2 [; Jo@-o ]Uz}
{ cZaB ]{ {HZ—ZAT 8 2BT-HY) °

Let
1 . _C(B-0)
g% 2BT-H
and
X2 . cc-a)
g% w2-2AT
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so that

Bz - 2BT - H2
C(B-C}
and

2 - {C-A) (2BT - %)
(B-C) (HZ - 2AT)

Let
£ = pylB
Then
c?an augy? 2 2.2
5 5 (Et") = (1-8%)(1-k"g%)
(H®-2AT)2BT-H?)
. c’as {d(w3/3)}2
(H*2AT) (2BT-HHL  d(pt)|

Then define p so that

o2 = [HZ-ZAT) (2BT-H2)]{ c(B-cy]

c?aB e 2]

_ (B-C) (u2-24T)
ABC

Thus

2
&
(g;) = (1-g%) (1%
where

g = U3{B and T = pi
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Following conventional notation,

u

i

3 = Benlo(t-tp)]

Hence,

2
2 2BT-H 2
o (2BT-H%) - C(B-C)[ T ] sn’Ip(t-ty)]

A(B-A)
2
- 2B [1 - snzfp(t—to)]]
Let 9
2 _ 2BT-H
Y A(B-A)
Further,
2
AT - 1Y - ca-0) | ZBL T H 1 o rpie-t))
. C{B-C)
Ul =
B(A-B)
_ El-eaT ), _flc-meBr-n?) ] o® [ptt) - £9]
B(B-A) U (H%-24T)(B-C) 0
= o? {1 - 12 n® [plt - to}]}
where
2
o= HS - 28T
BE-A)
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1
ik At 1l i
= coshat Vit )+ TS Ve ) +oo f TGS, -x) dx

t
n
The same expansion technique may.be carried out for the V equation, yielding
tar1
- . A
V(tnil) = coshAt V(tn) = Asinh At V(tn) + -c—j T(x)cosk(tm_ l-x) dx

tq

which establishes the recursion eguation,
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Ul = Y eos @

U, = a1 - k2 s where smep= sn [pli-t )]
2 © P pli-ty

‘{Eg = B ging

He-2AT

¢ %/ B(E-A)
/2BT-H2

vV cs-0

_ [emT-m?
wooomaf 00 7

A({B-A)

(c-5) (2BT-B7)
£ S A, A
k (B-C)(H*~2BT)

(B-CHH®-2AT)

p =
CAB

CASE 2

Solve for U1 above, Carrying out the method outlined in Case 1 yields:

Ul = Bging
U, = @1 -k sinp
U3 = oy coS @
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where

H2-2CT

¢ * N TEEGT

2
g - [ 2BT-H

A(5A)
. __J2mr.g?
y =--/2BT-8
C(8-0)
K = [A-C)erRT-HE
(B-A)(BZ-2CT)

p = JtEt-acTim-a)
ARG
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ATTACHMENT I
RECURSION EQUATION FOR [sin?%pd®

It is desired to recursively compuie ‘fsinzncpdqo for values of n running from
1 to at least 4. The-derivation starts with the integral formula:
s.2n~1

= 2n - sin ©® CcoS @
Fn((P) = ISln odp = - _—Z_ﬁ“'m-‘—

2n-1}p . 2n-2
W)«f sin™ “ede

_1)- 2 -
= - |cos plawn gy 20D 1] e ZT_“nl F,_y @
Let
G = sin® G
n n-1
Then -
G __, (@)
. 12n-1 _ n=-1
Fn@) “i2n )Fn-l(cP) %0
and

L2
Gn(cp) = gin®yp Gn_l(cp)
for large n values,

Forn= 0,

Fy® Jdo=0
then let

Gy = singcosy
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Then,

1 F Isinqudcp

= _ Soce
% T %
3(2(1}—1 r - S0
i To L

It is essily verified that this relationship holds for n = 2, thus proving the
relationship; hence, the mechanization shown in Figure III 1.
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J = 5INZp
N=0

(N LARGE ENOUGH ? ) —

YES

Figure I 1. Recursion for | sin®? dg



ATTACHMENT IV

RECURSION EQUATION FOR SUCCESSIVE TIME
SOLUTIONS OF DIFFERENTIAL EQUATION

The objective of this attachment is to derive a recursion equation relating
successive time solutions of the dufferential equation:

e

¥+ 22y = MTOL
c
which has the fundamental solution

t
: : b ; _
ity = V(0) cosit + V(0) simht ?f T(x) sinh(t-x)dx

0
First, it i1s nofed that

%

Vi) = - V(0) sinnt + V(0) cosht + f Tlx) comht-x)dx

0

Then

Vt , ) = VEF Al = V(0) cosh(t +AL) + V_io) sixh(t + A1)

Lo . 1 ftarer .
t 3 f T{x) 31n)~(tn+At—-x) dx+ 2 f T(x)sm}»(tnAt-x)dx
o 0

Now, expand the trigonometric functions and collect terms so thal

kY

i
A n
Vit ) cos)\Al{ vioreosnt + Y simke, + & f T sinh(t -x)dx
0

1

. = n
i‘%ﬁ‘. Y v(o)sinmnﬂ_’@ cosht + _H' Tix)cosh (t, -x) dx

0

+

4

1 Far1 .
‘gf ) sm}x(tn -x} dx
tn
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ARRS PHOTOMULTIPLIER SENSITIVITY
AND OVERLOAD PROTECTION
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APPENDIX B

ARRS PHOTOMULTIPLIER SENSITIVITY
AND OVERLOAD PROTECTION

The starmapper considered for the ARRS includes a photomultiplier cathode
which is alternatively exposed to bright light sources, such as the moon or

sun lluminated Earth, and the low light levels presented by a star field

viewed under shaded conditions. Of particular interest are the effects of
cathode exposure when the starmapper is in a 500-km orbit above the sunlit
portion of the earth. One of the requirements for the ARRS is to deterrnine

the star magnitude whi ch can be reliably detected for the shaded conditions on
the sunlit side of the earth but with the increased photomultiplier dark current
due to the periodic cathode exposures to the high intensity of the earth's albedo.

Lamated data for the increased photomultiplier dark current are presented in
reference 12; however, this report was primarily concerned with establishing
permanent, long-term increases of photomultiplier dark current caused by
extended exposure to simulated space radiation. As a consequence, most of
the dark current data presented in this report were taken after thé cathode was
dark adapted for a four-hour periocd. (The data showed some degradation in
quantum efficiency on long exposure to combined flux of electrons, protons,
and Earth and Barth-Moon albedo, ) However, the 35 KeV electrons used
could not be expected to peneirate more than about 0. 3 mil. Thus, any effects
observed must have been due to luminescence of the photocathode substrate.

The data did show that cathode dark current recovered to the initial valnes
before exposure. But, for the ARRS, it is necessary to know the dark current
immediately after exposure since this parameter is a major factor determining
the limiting star magnitude which may be detected during the portion of the
scan period that the starmapper is shaded from the sun-illuminated Earth.

Figure 3. 5. 3-1, page 64, reference 12, gives the only data currently pub-
lished on the cathode current immediately after radiation exposure. These
data were obtained from measurements of EMR 541N anode currents immed-
iately after the simulated exposures during 400 orbits. For a multiplier gain

of 1'(}6, the largest anode dark current was recorded as 10'9 A for a tube
exposed only to particle radiation, The anode dark currents for tubes exposed
only to particle and visible electromagnetic radiation measured no more than

10_10A. Based on these values of cathode dark current, an analysis of
limiting detectable magnitude will be made for a wide range of dark current
values which includes the values staied above,

To further the analysis, use the notation and results described in the main
body., The peak signal-to-rms noige ratio at the output of a photomultiplier
which is generating a star pulse from the radiation of a star image irans-
mitting a slit mask is given by
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(0. 597) IS

- iz (&)
1.23 [2e(0. 81 +I+ 1) Af]
where
'.[S = the average current produced by 100 percent of the star radiation
striking the cathode
IB = the average current produced by stellar background radiation

striking the cathode

ID = the average dark current of the cathode

Af = the noise equivalent bandwidth of the electronic filter
Equation {E1) was derived assuming that 80 percent of the star image radia-
tion passes through the slit when the star image is centered in the slit. The
numerator factor accounts for decreasge of pulse height caused by the filter,
The factor 1,23 in the denominator accounts for noise introduced by the
photomultiplier dynode chain,
To preserve star pulse symmetry for high-accuracy, threshold-crossing
signal detection, it is required that the electronic filter exhibit a near linear
phase shift versus frequency characteristic. A six-pole Paynter filter
exhibits a suitable linear phase characteristic. The noise equivalent band-
width for this filter can be shown to be
Af= 1,020 fc

where o= cl 27 is the filter freguency parameter, Moreover, for maximum
signal o noise, the frequency parameter is

6w, =070

for a slit width such that 80 percent of the star energy passges through the
slit when the star is centered. For this case,

Ts= 2, 5o

where T = ¢/ is the star crossing time. Then

nre 10203 0.7x2.56 _ gy, , (E2)
s

The signal current at magnitude MB and type Ao is
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http:0.7x2.56

IS = ey{11, DO0°K) EOp quax Ao

= 1.602x 10722 1,76 x 10% x 0.85 x 0,215 x 26.72 107 % *¥B
=1,38x 10-12 x IO_G' 4MBA (E3)

The signal due to faint star background is

1,602 x 10729 192

I,=en/T= (E4)
B s 0.926 x 10°
=3.33x107 %4
A range of dark currents
I = 107K <0, 1,..., 8 (E5)

is used in Equation {E1) together with Eguations {E2) through {E5). Signal
to noise is set equal to 10 and the result is solved for MB' One gels the plot

of Figure El. Note that little deterioration in minimum magnitude at {S/N)
= 10 occurs until the dark current becomes comparable to the background,

whereupon a rapid decay occurs. It is plain that bright objects in the field
will make the sensor unoperative.

Other questions of interest related to the ARRS concern the protection of the
photomultiplier from overload conditions, Two possible methods may be
used to provide adequate protection and overload safety margin, One method
is to operate the multiplier chain at the lowest possible voltage so that the
anode current level is kept to a minimum, This could also include operating
only the namber of dynode stages to provide the minimum required multiplier
gain. The other method involves switching the cathode first dynode voltage
when an overload condition does exist.

To establish the minimum required multiplier gain, it is necessary to con-
sider the basic sources of noise in photocurrent detection. An always pre-
sent noise factor is the shot noise of the cathode current, The other basic
noise is the Johnson noise of the anode resistor. Therefore, the mean square
noise voltage at the photomultiplier ancde is given by

v, 2= %% (2e a0+ 4k TRAS = erafec’ry + £ T)

e
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where

R = anode load resistor
G = the multiplier gain
Ik = average cathode current

Af = elecirical bandwidih
4kT = 1.62 x 10720 for T = 23°C = 206°K

Here the multiplier gain is assumed to be noise-free, It is desirable o
have multiplier gain which is sufficiently large so that the shot noise domin-
ates, This occurs when

4T

2
2G RIk>> =

Therefore, require that

2 _ 4kTY _
2G RIk- 10(-—8——) =1

where

25T 907 for 7= 20C
Now the upper limit on R is determined by the maximum allowable RCs time
constant where CS is the stray capacitance at the anode. This RCS time

constant should be less than the transit time of a point image to cross the
slit. For ARRS the slit transii time is given by

T =alw=1/18 x 60 = 0,926 x 1073 sec

If one assumes that C = 20 x 107 farad and R = 10" ohms, RC_ = 0.2 x

1073 second < T, then

c?= _,~...._1.7__
2x10; Ik
Next, assume that the smallest value for I when a star signal is present

occurs for a fourth magnitude star. In this case for D= 1inch
L= 238 1074 5 1070 4% % = 0,386 x 1074
3
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Hence, the multiplier gain need not exceed

3

" 14)—1/2

G={2x 10 x0:386 x 10 = 3.60.x 10

1t is possible to estimate the number of dynodes required to provide the mini-
mum value of dynode gain, For the EMR 531N data sheet, the gain per
dynode stage, g, is given by

g14 = 10%

for 1690 volts applied acrogs the muliiplier chain. This réduces to a per
stage gain of
g=1.93

Now, let n such stages be required to provide an overall gain of 2,75 x 1{}.3.

Thus,
(1,93 = 3,60 x 10°

or
n= 12,45 » 12 stages

This implies that the last two dynode stages of the EMR 531N need not be
used.

If the maximum allowable current level of the last active dynode stage is one
microampere, as is indicated for the 531N, then the cathode current for this
limiting condition is

1078

2.24 x 10

9

= 0,446 x 10"°A

T 3
When the photormultiplier cathode is exposed to a high-intensity light source
and the anode current level exceeds the maximum allowable ration, it is
necegsary to switch the photomultiplier bias voltage so that the overload
currents are reduced or interrupted. Figure Bl shows a schematic for
switching the photomuitiplier cathode voltage, The cathode is at ground
potential and the anode is connected to posgitive high voltage through a load
registor, RL‘ The first dynode is connected to a positive bias voltage

through a resistor R and a transistor switch, When the transistor switch is
OFF, the positive voltage is applied to the first dynode and free electrons
from the cathode are accelerated toward the first dynode, When the tran-
sigtor switch is ON, the transistor shunts a small negative voltage to the
first dynode, This small negative voltage will repel electrons back to the
cathede, thus preventing cathode current from reaching the multiplier chain,
Preventing cathode current from flowing to the dynode chain in this manger
should prevent cathode and dynode degradation even when the cathode is
expoged to high-intensity light sources,
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After the photomultiplier cathode~first dynode voltage has been switched to
cutoff the electiron flow from the cathede, a signal must be available which
indicates that no bright source is in the field of view in order to turn the
cathode-first dynode voltage back to the operational condition, This signal
can be generated by a solid-stage detector whose relatively wide optical

field of view always scans at a fixed azimuth preceding the scan of the star-
mapper field of view.
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APPENDIX B

ANALYSIS OF CATHODE TEMPERATURES RESULTING FROM
EXPOSURE TO SOLAR RADIATION

The "N" type cathode in the EMR 531N-01-14 multiplier phototube has an
upper temperature limit of 150°C, It is of interest to know whether or not
this temperature is exceeded as a consequence of exposing the cathode to
direct sunlight under the conditions attending the application of the 531N tube
in the ARRS starmapper in a design which has no sun shuiter.

Solar energy entering the starmapper aperture {3, 25 inch for 20° field of
view) is concenirated by the optics and focused as an image 33 arc min in
diameter (0, 063 inch for the 6. 5-inch focal length optics) at the focal sur~
face. If the sun's image passes over one of the celestial viewing slits at
the focal plane some of the solar energy will reach the cathode of the photo-
multiplier tube (PMT) via optical fibers between the slit and the PMT. How-
ever, not all of the solar energy reaching the cathode is absorbed ~- some
is transmitted, Unfortunately, data are lacking on the absorption of solar
energy by the cathode. The information that is published relates to the
quantum efficiency, or response, of the cathode, In a program conducted
for NASA Langley, Brown, et al,, (ref, 12) calculated the total irradiance

of the sun in the range of the N-type cathode to be 0, 0312 W/cmz. This

value is less than the 0, 140 W/ cmz solar constant, The use of the lower
value for thermal calculations is justifiable if it is assumed that the optical
design provides for a filter to remove radiation of wavelengths longer than
the 700~mp cutoff point for the response of the 531N tube. Such a filter
would thus remove the infrared portion of the solar spectram.

The irradiance of 0. 0312 W/ cm2 applies at the aperture of the starmapper,
The intensity of the solar energy reaching the focal plane is obtained by

2
multiplying the 0. 0312 W/em” by the ratio of aperture area to image area
and by an optical efficiency factor., Thus, the intensity at the focal plane is

3.25
0, 063

2
p= 0.0312 x } x0.8=6’t’W/cm2

where 0, 8 is an assumed value of optical efficiency.

The fiber optics between the viewing slit and the PMT will attenuate the
energy because the energy transmitted through any given fiber enters over
a part of the end surface but leaves over the total surface of the opposite
end, as shown in Figure F1,

The energy will be attenuated in proportion to the ratio of slit area to total
end surface area; i, e.,

459



Solar energy in

T\_d*_ through siit
NGl
Sofar enery
out;fverd \\ : i }
o T
surtace I/\ I T
ro \I ¢
R
{ ;T{- \/_q\__l_
NN
1, ! Optical fibers
i
1 "Sw, width of celestial viewing slif
Figure F1
’_ Swx.d _ 4 8w et
pi=px F3— =px-3 (F1y
dd

The slit width is 60 arc sec or 0. 002 inch for the 6, 50inch focdl length sys-
tem, Optical fibers of 0, 010~inch diameter will be assumed. Therefore;

4 x 0. 002

_ 2
7= 0,010 - 171 W/em

=67x

This energy will be absorbed by the catliode af the surface of the PHMT window
during the period of time during which the sun's image is over the viewing
siit,

The time of exposure to the 17,1 W/ cm2 energy input is dependent on the
spin rate, N, of the satellite, Since the sun subtends an angle of 33 arc
min, the exposure time is

- 33 . - _0.082 oy
te gt 5 (¥2)

Lo 360x 60

where the units for t and N are seconds and revolutions pef minufe, respeé-
tively.

To obtain an approximation of the temperature rise of the cathode Tayer fe=

sulting from exposure to 17.1 W/ cm2; the heat transfer problem cah bie
treated as an infinite body with a plane surface exposed to a petinanent heat
source at the surface, The heat source is the energy<absorbing cathode
layer and the surface temperature is the cathods temperature of intérest;



Ingersoll, Zobel, and Ingersoll {ref, 20) present the solution for the problem
of a continuous heat source acting over a surface of an infinite body. The
temperature at the surface is expressed by the equation

Vot

T =i (F3)
where
T = surface temperature at any time, f, for an initial temperature,
T, = 0°C
@’ = continuous heat source at the surface
o = thermal diffusivity of the body; & = %
where
k = thermal conductivity
¢ = specific heat
p = density
t = time

The actual cathode heating problem is one of a number of localized heat
sources rather than a continuous heat source; therefore, Equation (F3)
should yield a conservative temperature value, This is sufficient for ob~
taining an approximation of the cathode temperature rise.

Before substituting in Equation (¥'3), values must be expressed in consistent
units, Thus, since 1 W = 0.239 calfsec,

p’=Q'=17,1x0,289=4.1 caL!’sec—cm2

Thermal properties of the particular glass used for the window in the PMT
are not available, but using values for a typical glass with equilibrium
temperature must be less than the 150°C maximum by the amount of the
temperature rise occurring in a single pass of the sun; i.e,, 120°C and
138°C for 1 and 3 rpm, respectively.

Rather than attempting a solution of the complete heat transfer problem, the
heat loss by conduction will be neglected and an approximate solution based
on radiative exchange alone will be used to show that the cathode will not
reach destructive temperatures.

The solution will be restricted to the events associated with a single optical
fiber transmitting energy from a portion of a viewing slit to a spot on the
PMT window or cathode as was done in caleulating the temperature rise
for a single pass of the sun. This spot will be losing heat by radiative
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exchange with surrounding surfaces. The rate of heat transfer by radiation
is given by the equation

L= F F 0Tt - 1,h (F4a)

where

g = heat transfer per upit time

A = area

Fl = geometric form factor

F, = emissivily factor

¢ = Stefan~Boltzmann constant

T, = absolute temperature of warmer surface

TZ = absolute temperature of cooler surface

For a surface which is small relative to enclosing surfaces, Kern (ref, 21)
gives F1 =1 and F2 S8 where €, = emissivity of the small surface, For

the glass window of the PMT, €, = 0.9 (approximately).
Since the heat lost by radiative coolmg must equal the heat gained by solar

heating, the heat transfer rate, g/A, is obfained by multiplying fhe solar
heating input rate, Q°, by the ratio of heatmg time to coohng time, Thus,

or substituting from Equation (F2)

0. 092
G.gfe N -
A,Qx 50" 1.58 x 107
N

St (F5)

For @’ = 4,1 calf{sec) (cm?), % =6.3x 107 cal/(sec) (cmz): The Stefan-
Bolizman constant

o= 1.362 1071 cal/(sec) (em?) (k%)
The temperature of surrounding surfaces which the spet in question is padiat-
ing to will be taken as the 20Q°K planned operatmg temperature ie,, 1‘2
200°K.
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Substituing appropriately in Equation (F4) and solving for T, gives

1/4
= l_a/a 4
Ty= [F"l'FZ <+ T ]

1/4

3 4 :
+ (200) } = 287°K or 14°C

6.3 x 10
x0.9x 1,362 x 107

Tl’& P

Thus, it has been shown that radiative cooling alone is adequate to remove the
solar energy reaching any spot on the PMT cathode by transmission from the
celestial viewing slit through the fiber optics to the cathode. The relatively
low equilibrium temperature of 14°C occurs because the period of cooling is
significantly longer than the period of solar heating.

The temperature rise of 20, 8°C for a spot on the cathode whichwas calcu-
lated for a spin rate of 1 rpm for one pass of the sun is also relatively low,
Thus, a substantial safety factor exists if the solar energy is attenuated by
using a filter to remove wavelengths beyond the range of the 531N PMT. The
fiber optics also act to attenuate the intensity of solar energy passing throu gh
the viewing slits and reaching the cathode.
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APPENDIX G
MAIN REFERENCE FRAME

This Appendix defines the main reference frames used in the spacecraft
dynamics modeling and the attitude determination data reduction simulation.
The main reference frames are (1) the body frame, {2) the experiment frame,
(3) the local vertical frame, and (4) the inertial frame.

The body frame refers to a body-fixed triad aligned to the spacecraft principal

moment of inertial axes. The axes are denoted X_,, Y and Z

B* "B’ B’

The experiment frame refers to an instrument-fixed triad denoted by XE,
YE’ and ZE'

The local vertical frame has its origin fixed to the spacecraft center of mass
in orbit with XL as directed along a radius vector from the earth's center,
The XL lies in the orbit plane in the direction of the spacecraft velocity
vector.

The inertial frame has its origin fixed at the earth's center with the ZI axis
along the earth's polar axis, the XI axis directed toward the vernal equinox,
and the YI and XI lying in the equatorial plane,
REFERENCE FRAME TRANSFORMA TIONS
The transformations used in this report are

1} Inertial to body axis

Z) Body to experimental axes
3) Local vertical to inertial axes
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Inertial to Body Axes

The inertial axes are related to the spacecraft body axes by the sequence of

Euler rotations

s 3y about the Z; axis
e ¢ sbout the first displaced X axis

e 8 about the second displaced y axis
A vector in inertial space is then given in body coordinates by
XB = B(y, ¢, 6) XI

where

{cos 8cos g ~ sinGsing siny) {cas 6 s + gin § 2ind cos Y} - am § cos §
B = ~ cos ¢ sm cog $ cos sing

{sm 8 cos & + cos 6 sin g sin P} {sin gsn1 - cos & sin ¢ cos ) cos & cos $

Body to Experimental Axes

The body axes are related to the experimental by the sequence of Euler

angle rotations

LI about the Z body axis
LI about the firat displaced X axis

LI about the second displaced y axis

A vector in body axes is given by experimental frame by

Ry = Cley, ey, )Xy
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where

(cos €4 cos €, - sin¢€, siney) (coseg smey + sin€, sne, cose,) (-smeg cos ey)
. - €
C = ©og g,st ey €OS €, COS €y s €,

{sine, COS £ F COS S, SINE, S1 gy {smney sm ey - €OS Bg S E, 005 ei) {cos ey ccscg)

Logal Vertical to Inertial Axes

The local vertical axes are realted to the inertial axes by the sequence of

Euler angle rotations

e {1 about the ZI axig
® i about the first displaced x axis

e v about the first displaced z axis

where

Q ig the right ascension of the ascending node
i is the inclination of the orbit, and

v is the angle from the ascending node

The transformation matrix from inertial frame to local vertical frame is

where
COEV cos D - smy cos1sinQ cosy sinB+sinveosieos 0 sinvsm:
FA1,v)= | -smv cos0 - cogv cos1 s 0 s v smil4cosyeosicos cos v sint
sm1snQ -sinicosf cos 1

468



OTHER REFERENCE FRAME RELATIONSHIPS

Equatorial inertial frame (XI’ YI’ ZI) to ecliptic inertial reference frame
transformation is given by a single rotation ¢ about the XI axis, where e
is the obliquity of the ecliptic (mean value in 1960 is 23° 6' 40, 18").

A vector }EI in the equatorial frame is given by

Xe = Gle) XI

in the ecliptic inertial reference frame where

0 0
Gle) = 0 coseg sine
0 -sin e cos g

A primed reference frame is defined:to relate spacecraft geometry to the
fixed body frame. The spacecraft geometry relation to the body axis requires
a gingle rotation from any ith surface, primed frame, to the body frame,

The primed frame is related to the body frame by

I a1
XB = M(i) X

where i denotes the reference and

cos 31 (i-1) 0 sin -g— (i-1)
M) = 0 1 0’ i=1,2,3,4,5 and 6
'—sin('%> (i-1) 0 cos (%) (i-1)

The angle, %1' is due to the spacecraft Hexagonal shape.
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