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Abstract

We have applied and generalized the Lie algebraic formalism developed by
E. Forest to calculate smear and tune shifts due to random and systematic multi­
pole errors for the SSC. In particular, we have calculated smear to the first order
in the multipole strength, and tune shifts to the second order. Systematic errors
up to octupoles, random errors up to decapoles, and feed-down effects due to
closed orbit distortions have been included. For random errors the spread of the
smear for an ensemble of accelerators has also been calculated.

The analytical results have been compared with extensive tracking results
(averages over 100 seeds have been used for random errors). A histogram of the
smear is presented. By Fourier analyzing the tracking results, we have been able
to isolate and compare contributions to the smear from different multipoles.

Calculations have been done to study the performance of candidates for the
sse lattice with 4, 5 or 6 dipoles per half cell, 1 or 2 TeV injection energy,
and 4 or 5 cm magnet aperture. The improvement obtained by correcting the
systematic multipole errors have also been included.
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T Present address: Stanford Linear Accelerator Center, P.O. Box 4349,
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1. 'Introduction

Early in the design process for the sse, the concepts of tune shift and smear

were chosen as first order measures of merit of machine designs. Smear was to be

a measure of departure from linearity. It has been used extensively by the sse
Central Design Group recently in comparing various systematic multipole error

correction schemes. [1,2] The intention of the concept is clear. Unfortunately,

several different quantitative definitions of this term have appeared in the litera­

ture. Recently, Furman and Peggs [3] addressed this problem and have suggested

a convention for the use of this word which we will follow in this paper.

E. Forest [4] pointed out that tune shifts and smear could be easily calculated

from generators that appear in the Lie algebraic analysis of one-turn maps. Other

analytical methods have been reported. [5, 6] In this paper, we follow the approach

of E. Forest and extend his results in the following ways:

i) We include random decapole errors in the dipole magnets and show that

indeed their contribution to the smear is negligible.

ii) We derive analytical expressions for the spread of the smear for an ensemble

of machines with specified rms magnet errors.

iii) We derive expressions for the smear in the presence of closed orbit distor­

tions (from dipole field errors, quadrupole misalignment, and beam position

monitor (bpm) displacement errors).

iv) We compare our numerical results for the average smear and the spread of

the smear with extensive tracking results, using values obtained from 100

different random seeds in the case of random multipoles for the sse lattice.

We are, therefore, also able to present a histogram of the smear.

I') YV<, are able, Ly Fourier analysis of the tracking data, to isolate and compare

contributions to the smear from different multipoles.

'vi) "We analyze and compute the first and the second order contributions of

systematic sextupoles and octupoles to tune shifts.

1



As a result of this work we can make the following claims:

i) At important amplitudes, the analytical expressions adequately reproduce

in detail the average smear, the spread of the smear, and tune shifts derived

from tracking. Thus, one can with confidence use analytical techniques to

study a wide variety of operating points and lattice configurations. Com­

putation times for each working point are reduced from hours on the CRAY

(needed to obtainresults with good statistical significance) to seconds on

the VAX.

ii) The contributions of various multipoles and closed orbit errors and depen­

dence on amplitude, momentum, and working tune are now clear and the

meaning of smear is transparent.

iii) The spread in smear values is typically 40% of its average value. This fact

is significant in assessing the confidence that a specified set of parameters

will yield the desired linearity. The need for an additional specification,

such as long-term dynamic aperture (with modulation included) is clear,

and one will want to do long-term tracking for a set of seeds for selected

working points.

2. Estimates of Smear and Tune Shifts

2.1 THE DEFINITION OF SMEAR

We take the point of view that smear is to be a measure of machine non­

linearity. Under circumstances where quadrupole and skew-quadrupole errors

are present, or where a non-zero closed orbit results in feed-down to produce

quadrupole ancl skew-quadrupole errors, we aualy:«: t hr: resultant linear lattice

to obtain linear eigensolutions and describe the motion by reference to their

respective eigen-amplitudes and eigen-actions. We then follow the recommenda­

tions of Ref. [3] and define the smear S( .4.1 ) and S( A:d of the eigen-actions Al
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- and A2. When there is no linear coupling, we have

fiAi ~ 1M!
Ax ~ 2Jx

if (2.1)

where Ax is the horizontal betatron amplitude and Ax the average. For ran­

dom errors, we will calculate the averages over an ensemble of accelerators. For

computation, we will use the following average

and for the a

S
'2 _ < 6.J; >seeds

< x >seeds= -2
4Jx

(2.2)

(2.3)

-
-
-

To first order in the multipoles strength, J x may be replaced by Jx . Similar

expression holds for the vertical plane. For comparison reasons, the square root

of these quantities will be presented.

2.2 SOURCES OF SMEAR AND TUNE SHIFTS

With the exception of random errors, we assume that the lattice is a repeti­

tion of identical cells. We wish to find the tune shifts and smear from chromatic­

ity sextupoles, errors in dipole magnets, and misalignment errors of the main

quadrupoles. Some of these contributions are the same for each cell, namely

from the chromaticity sextupoles, and from the systematic errors in the dipole

magnets. Some vary randomly from cell to cell, namely the contribution from the

random mult.ipole errors in the dipole magnets, and the misalignment errors. The

random misalignment errors of the quadrupoles contribute to a random closed

orbit in the dipoles and chromaticity sextupoles, and in this way produce random

perturbations.

3



Since a tolerable design must have both tiny tune shifts and small smear

within the usable aperture, it follows quite simply that the machine may be

regarded as basically linear, and departures from linearity may be introduced as

perturbations.

For evaluating systematic perturbations it is sufficient to limit the analysis

to one cell. Clearly, the tune shift of the machine will be equal to the tune shift

of one cell times the number of cells. On the other hand, the smear of the full

machine will be identical to that for one cell. This is clear if one notes that smear

measures the departure from linear orbits, and a one-cell machine is indeed the

endless iteration of identical cells. The smear measured in the second cell of a

two-cell machine must then be identical to that in the first cell, and no different

than the smear measured in a one-cell machine. To obtain a low smear per cell,

one needs to choose a working point so that the phase advance per cell is not near

a resonance. This choice of tune implies that systematic errors will contribute

importantly to tune shifts but little to smear.

On the other hand, for the random errors the full lattice has to be studied.

If we consider ampli tude resonances

-
-

-
-
-
•

..
...

..
..
..

n x , n y , p = integer (2.4) -
the statement of the previous paragraph implies that the systematic errors will

only excite resonances for which the harmonic P is equal to 0 or the number of

cells (due to the symmetry of the lattice). For the random errors, many more

resonances can contribute to the smear. The tune shifts remain small since the

random perturbations of the phase fluctuate around zero from cell to cell.

Since the tune shift is an average over many turns of the phase shift per

turn, it can be equivalently' regarded as an (l\'lT;.lg<, on'!" inirial phase. It follows

that the first order "odd" multipoles, such as sextupoles and clecapoles, cannot

contribute to tune shift. This fortunate circumstance means that the tolerances

on the sextupole can be loosened. However, second order perturbations then

4
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-
come in to play. Hence, second order contributions to tune shift from sextupoles

must be computed. All other perturbations for tune shift and smear can be

adequately calculated from first-order perturbation theory.

2.3 ESTIMATES OF SMEAR AND TUNE SHIFTS

We begin by assuming that the linear lattice has been analyzed, that coupling

is negligible, and that the solution to the linear motion is given by the usual

Floquet solution [7]

where
s

J dr
,px(s) = f3x(T)

o

(2.5)

(2.6)

-
Jx is the invariant action associated with the x-degree of freedom (2Jx is the

Courant-Snyder invariant), Bx the initial phase, and f3x(s) the beta function. It

follows that

- (2.7)

where

(2.8)

Then the action and the initial phase are given by the values of x and x' through

the equations

(2.9)

Ll _ •• [/3x(s )x
l + Q. x(S)x]

(lx - - m dan - <PI (.S )
:r

5



To first order1 the change in action and the change in phase produced by a small

change in x' is then given by

...

..
..

x ,
6.(} = - -6.x

x 2Jx
(2.10) -

-
We note that

x(s) _ ox(s)
2Jx - oJx

(2.11)

so that if the kick 6.x' can be given in terms of the derivative of a potential

function through

..
-
..

A I __ av(x 1 y)
D.X - ax 1

then we can write Eqs. (2.10) as

av
6.Jx = - {)(}x '

6. y' = _ av(x, y)
8y

(2.12)

(2.13)

-

-
where now V(x, y) is expressed in terms of action-angle variables by writing x

and y in terms of action-angle variables. Eqs. (2.13) are reminiscent of Hamilton'

equations of motion if interpreted as giving the additional change in J and (J from

a perturbing term V in the Hamiltonian. [8, 9] vVe will come back to this theme

in Chapter 3.

Let us first show that indeed there exists such a F for the kicks from magnetic

111111 t ipoles \yhich \H' an' cOllsidnin~, Inr l(Td. rlw pot ('11 t ial F is proportional to

the longitudinal component of the magnetic vector potential, A 8 • Since when we

neglect end effects there are only transverse components to the magnetic field,

the fields may then he expressed as the derivative of .'1'8' From B = v x A, we

6
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- have

B __ 8A 3

Y - 8x (2.14)

The kick from the magnetic field is given by JFdt, where F = qv x B. Thus,

-

~Xf = ~Pz = _ qLBy ,
Po Po

Hence'

6.x' = qL8As

po 8x '

from which we may deduce that

~y' = qLB;;
Po

6.y' = qL 8As

PO 8y

(2.15)

(2.16)

qL
V(x, y) = --As(x, y)

Po
(2.17)

-

The first order expressions for phase shift and smear can now be easily found.

The tune shift is the phase advance (divided by 27r) per turn averaged over many

turns. The action variables are approximately constant, so the average over turns

can be taken as an average over initial phase angle. Thus,

(2.18)

The sum over k indicates the sum over multipoles in the lattice. To find the smear

requires a bit more thought. The changes in J that are given by Eqs. (2.13) result

in a distortion ofthe phase space surfaces for the system. Letting Jx(O) and Jy(O)

denote the phase space surface, then Eqs. (2.13) imply

(2.19)

If we define an operator, Ii; that takes any fuuct ion of (Or. H,]) into the' .SilIlle'

function evaluated at (Ox + 27IVx, By + '2iTVy ) , then Eq. (2.19) IIHty be written

(2.20)

7



-
-

Formally this may be solved in the form
..

(2.21)

where 1/(R - 1) is the inverse operator to R - 1. Since the Vk are polynomial

functions in x and y, and hence in cos Ox , sin Ox ,cos Oy and sin Oy, it follows that

Vk can be written as a polynomial in exp(±inxO:z; )exp(±inyOy). R - 1 operating

on such a term yields a complex number times the original function. Hence,

1/(R - 1) is also well defined on such monomials, and by extension, on the poly­

nomial Vk , assuming no monomials with n:z; = ny = 0 occur in the decomposi­

tion. The smear is the rms value of !::J.Jx divided by two times its average value

(Eq. (2.1», hence,

-
-
..
..

S(A,) = 2~x [( ( R ~ 1~ ~~ ) ')X
l1

(2.22)

-

then for the sse these parameters range from 0.1 to 10. (See Table 8-1 [11]).

Given Eq. (2.23) for the magnetic field, it follows that the potential function V

where Eo is the design bending field and bn, an are the normal and skew multipole

strengths with the dimension m -n. It is customary to quote an and bn in units

of 10-4 measured at a reference radius 1"1) = 10-2 m. If we write

As an example, we will calculate (to first order) tune shifts for random normal

octupoles and smear for random normal sextupoles. First order tune shift for

sextupoles is zero since the 8 average of x n", yn y is zero if n x , ny, or n x + n y is odd.

The magnetic rnultipoles in the sse dipoles are usually parametrized through

the formula[lO]

•

-
-
..

-

..

..

..
(:2.:2-1)

(2.23)
00

By + .e, = Eo I)bn + ian) (x + iyt
n=O

N ( n. ~ . . or ..i- II/

B " + .n, = ts; L({I,I + /(J,,) .. ).
IIJ

rt""O

...



-
is given by

00 . (. ) n+l~ 1 A X + ~y
V = roBdRe:I: --(bn + ian)

n=O n + 1 TO
(2.25)

-.
where Bd =qLBo/po . 10-4 = L/p . 10-4 is 10-4 times the bend angle of the

reference orbit in the dipole magnets, about 27r /4000.10-4. Hence, the potential

for the normal octupole located at S = Sk, is

(2.26)

A simple way to find the averages over () is to write the cosine of Eq. (2.5) as

a sum of complex exponentials, and use the binomial theorem to extract the B

independent term. For example,

-
so

. 3
< cos

4
Bx >= "8' 2 1

< cos e, >= 2' (2.27)

(2.28)

-
Next we need to sum this quantity over all k. For random octupoles, the strength

h3k will be Tk(J"b
3

, where the Tk are normally distributed random numbers with

an rms spread of unity. This, in turn, implies that the sum over k when various

random seeds are considered, will be

(2.29)

where N is the total number of dipoles, r# is a random number chosen from a

normal distribution of unit width, and the averages of the powers of the beta

functions can be taken over any single cell. The derivative of £(1. (2.29) with

9



respect to Jx or Jy will give 27r times the x and y tune shift, respectively. For

example,

-
..
..

(2.30) -
To carry this one step further, it is usual to express such a result in terms of the

maximum amplitude of oscillation at a point in the arcs where the beta function

is maximum; namely, we write Jx = x~a.x/(213,,:ax) and Jy = Y~ax /(213;-ax).

(2.31)

where N = 4000, 8d = 27r /4000 . 10-4
1 O'b3 = 0.3, (3~nax ~ (3;:ax ~ 360 m , <

(3;k >= 4.3 x 104 m2
, and < (3xk(3yk >= 2.8 X 104 m 2

. [12] The order of magnitude

here is given by the combination of factors:

\..
-

..

..
~ 2

£::ivx ~ J!iBd 0'_ < (3x > X

27r b3 ro r5
4 1 4 2

~ 63· 10- . 4000 ·0.3· 1.2· 10 (0.6) ~ 0.007

More precisely

(2.32)

-
...

-
(

f:l l/X ) = r # ( 0.0041
6.vy -0.0052

-0.0052) (x 2 Iro2 ). max

0.0040 V;nax/rJ
(2.33)

...
...

We see here that the first order tune shifts from the random octupoles are nor­

mally clistri bu ted.

To (';!lndilte the ~1l1(;ilr [rom scxtnpolr's. we: \)('~jll w ir l: Eq. (2.22). For till'

normal sextupole, we have

..

(2.34)

lO ..



Next, we expand Xb x~, and y~ in terms of complex exponentials. For example,

(2.35)

where cc stands for the complex conjugate. The operator 1/(R - 1) and the

derivative with respect to ex on this term give

(2.36)

The operations must be performed for -xkyr Then these are added, summed

over k, multiplied times itself (summed over j), averaged over (J, and finally the

square root is taken to get the smear. Instead of proceeding further with this

example, we write down a more general expression

(2.37)

-
-

Here, the in x comes from the derivative with respect to f)x, the denominator is

the R - 1 factor, the Ank is real and is a polynomial in the beta functions and

the action variables. The sum is restricted to n x 2: 0 since the n x < 0 terms then

a.ppear in the complex conjugate (cc) terms.

If we square this result and average over (J, we get

(2.38)

1

6J;(r#) =< 6J;(0) >,= ( (R ~ 1~ ~~) 'I.
1

21T
J"k,tt"r?::O,n~

11



Here we see the "resonance denominators" that are important to the smear cal­

culation. If we ask for the average value of the above expression, averaged over

random seeds, then only the j = k terms survive, and we get

..

..

..

(2.39) -
"..

In addition to this average it is of interest to calculate the spread over random

seeds of the expression in Eq, (2.37).

< 6.J;(r#)2 > - < 6.J;(r#) >2 = ~L L Amj - AmkAnjAnkn;m;
#1. m r 2:0

nr>O
my;ny

cos m . (cPj - cPk) cos n . (cPj - cPk)
sin2 ?rm . v sin2 ?r n . v

(2.40)

The precise analytic expressions will be presented in Chapter 4.

Taking the specifications in Table 5-1, [11] for nonlinear multipole errors

present in the dipoles, the principal contributions typically come from the sex­

tupole and the octupole errors. This result depends, of course, on the operating

tunes. Higher multipoles are quite negligible.

Since the total integrated length of the quadrupoles is much smaller than the

dipoles, the nonlinearities in the quadrupoles give a negligible contribution to the

nonlinearity of the machine at injection. For collision optics. the noujiricarif.ies

from the illtcrac t ion region quadrupoles ('an 1)('1"[)lllC dOlllinilll t. Hn'(' we limit

our attention to the situation at injection.

Random quadrupole and skew-quadrupole errors in the dipoles do not con­

tribute directly to the smear, but they create a slight randomness in the cell-to-

12
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-

-

cell phase advance and beta function. As a result, there is a random contribution

to the nonlinear contributions of the systematic dipole multipoles. This arises also

when closed orbit errors are present since they give normal and skew quadrupole

terms through feed-down.

3. Smear and Tune Shifts from Lie Generators

In this chapter, we derive expressions for smear and tune shift using Lie

algebra techniques. It is possible to extend the above results to higher orders,

and as an example, we derive the expression for second order tune shift which we

need for sextupoles. Additionally, the Lie algebraic formulation affords insight

into the quantities we are computing.

3.1 THE EXPONENTIAL LIE OPERATOR

There have been several descriptions of the Lie algebra techniques. [13, 4,14,2]

We present here the main results with explanatory comments. The exponential

Lie operator is written exp(: 1 :). It operates on a function space, and is defined

by

- e:f:g = 9 + [I, g] + ~[f, [1,g]] + .... (3.1)

-

where [j, g] is the Poisson bracket of f and g. If exp(: f :) operates on a coordinate

function, then the result

(3.2)

can be interpreted as the value of the coordinate at a time t = I, expressed

as a function of the coordinates at time t = 0, for a dynamical system with a

Hamiltonian H = - [, Since the Poisson bracket viewed as an operator falls into



-
a class of operators which are derivations (: f : can be viewed as the operator

-djdt), it follows that

'f' n ner :« = xf (3.3)

..

-and thus for polynomial functions

(3.4)

Of special interest is the case where f(x,px,y,py) is only a function of x and y.

Then, ..

-
..

(3.6)

af
PYI = PYi +-a . (3.5)

Yi
and

af
PXI = P», + OXi 1Yf = Yi,Xf = Xi,

We call this a kick Hamiltonian; it can he an accurate representation of a thin

magnetic lens. For the multipole kicks described in Chapter 2, Eq. (2.17),

qL
f(x,y) = -V(x,V) = -As(x,y)

Po

3.2 THE ALGEBRA OF EXPONENTIAL LIE OPERATORS

The operator exp(: f :) interpreted as a map, is necessarily a symplectic

map, since it produces a coordinate transformation generated by a Hamiltonian

function. Thus these maps may be composed to create an algebra of symplectic

maps. Suppose we have two operators

mappmg Zl to Z2 (3.7)

-
..
-
..

and

mapping Z2 to Z3 (3.8) ..
then the composition

has one exponent expressed in terms of the original variables Zl, and the second

exponent expressed as a function of the intermediate variables. A hit of thought

...

14 -..



(and doing one simple example) shows that the result is the same as

(3.10)

.-

Briefly, h(Zl) operates on Zl. as if the variable was Z2, and then because of

property from Eq. (3.4) above, the operator exp]: fl(Zl) :] changes Zl everywhere

to Z2 (expressed as a function of Zl). This is exactly the composition desired.

Of course, Eq. (3.10) is more convenient and allows us to build a powerful op­

erator algebra. A combination of particular importance is completely analogous

to the similarity transformation so familiar in linear matrix algebra

'g' .I: --g' 'e:g :f' 'f(e: g
:z)'e' "e 'e' '= e' . = e: . (3.11)

-- Finally, there is a theorem, known as the Campbell-Baker-Hausdorff Theorem,

by which a product of two operators may be combined into one

- (3.12)

....

-

""'

where f is given by

III
f = h + [: + 2'(h,fd + 12[h, [12, II]] - [12, [h, fIn - 24[!l, [h, [12, h]J] + ...

(3.13)

The remaining terms, involving four or more commutators, become quite numer­

ous and no simple pattern is apparent. In practice, this formula is of interest in

those cases where fr and h are small, and the series converges rapidly. Fortu­

nately, this is the case for accelerators where nonlinearities are kept as small as

15



3.3 LIE PRODUCT REPRESENTATION OF ACCELERATOR LATTICES

If we represent our accelerator by a combination of linear elements and non­

linear kicks, then the map for theIattice will be given by an expression of the

form

-
•

-

where the MN are linear operators and the in = !n(Xn , Yn) are multipole kicks at

the longitudinal coordinate s = Sn' According to Eq. (3.10), we may write this

product in terms of one set of variables by reversing the order of the products.

We then have

where all generators are now a function of the same (initial) variable. If we

define M n = M1M2M3 ...lv1n, then by inserting identities of the form l\1In- 1Mn

into Eq. (3.15), and using the similarity relation, Eq. (3.15), many times we can

transform Eq, (3.15) into the form

M - M e:!N:M e:!N-1= e:h:M e:!J:M- N+1 N ... 2 1

M - M e:!l:M :12: e:!N-l:M e:!N: ~11- 1 2e '" N iV; N +1

(3.14)

(3.15)

(3.16)

..
..

-
The nonlinear kicks have been "rotated" to the front of the lattice. The lvl n

transform the initial variable to the variable at the location of the kick.

In the case that the map is a one-turn map for a circular machine, it is usual

to introduce two similarity transformations, one which translates the origin to

the fixed point of the map, and the second which transforms the linear part of the

map to a block diagonal rotation. If the origin is not a fixed point (one supposes

it is close to the fixed point), the fixed point may be found by constructing the

inverse to the map, and finding the inl<\.,[!;e of the origin. Then the map

•

..
...

•

..
where: a· z := L:i) adtjzj and .Iij is the symplectic form, will map the origin

into the fixed point a.

10

•

•



-
Let us suppose that the map of Eq. (3.16) has been translated if needed, so

that it already maps the origin into itself. Let the matrix corresponding to the

linear map M N+l be M. Because M is a symplectic matrix, it is possible to find

eigenvalues which, if Nt is stable, will lie on the unit circle and occur in pairs.

Using the eigenvectors corresponding to these eigenvalues, we can construct a

similarity transformation Ao with the property

--... ................. ~-l
M = AoRAo

where R is a simple block rotation matrix

(3.18)

-"' _(Rx 0)R- -"',o tt; (

cos8x

- sin8x

sin ex)
cos ex (3.19)

-

We now insert these results into Eq, (3.16), remove the "~", to denote the corre­

sponding Lie operator rather than the matrix, and additionally introduce iden­

ti ties in the form Ao1Ao, so that we can move the Ao1 through the nonlinear

kicks. We get

(3.20)

-

The functions

(3.21)

are the functions f n written in terms of the eigencoordinates at the longitudinal

location S = Sn. If there were no coupling present, then, for example,

(3.22)

'''here_,Bn ,cPn ,17n are the usual beta function, phase advance and linear dispersion

function at the point .s = ,~tl. and the ruomc-nt.nm deviation !5 is dcf]ued hy

P - PO
b = =----.:...-

Po

where Po is the momentum of a reference particle.

17
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At this point, we may drop the overall similarity transformation, Ao, and

study the map

..
..
..

(3.24)

The Campbell-Baker-Hausdorff theorem, Eq. (3.17), can be used to write the

result in a particularly simple form
•

(3.25)

Of course, I is a generator which, in general, is difficult to find, but the first

terms in the perturbation series may be found quite easily, and one may hope

that this will be adequate if the In are small. We have

n
m<n

N N

I = L I; + L [1m, In] + ...
n=l

3.4 LIE PRODUCT NORMAL FORM

(3.26)

We now describe a process which is a generalization of the procedure in­

troduced in Eqs. (2.19) through (2.21). The map of Eq. (3.25) will distort the

invariant phase space surfaces around the origin. For small actions these surfaces

will be tori, the products of phase space circles in each phase space degree of free­

dom. As the action increases the invariant surfaces are slightly distorted. As the

action increases further, the surfaces become only approximations to the actual

motion, and eventually the concept of invariant surface breaks clown entirely. \Ve

ant surfaces and we would like to find such surfaces. If such surfaces exist, they

will form an onion-like structure in phase space, and there will be a map that

deforms the tori into these more complicated shapes. Let such a map be llotcd

18
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by exp(: 9 :). This map should satisfy an equation of the form

-- f ~M = e: :R = e:g:Re-:g: (3.27)

where R = R exp(: h :) is an amplitude dependent rotation in the toroidally

structured space. h will be a function of the action variables only. Ii contains

the information about phase shift with amplitude, the operator exp(: 9 :) contains

the information about thephase space distortion. The operator exp(: 9 :) will

determine the smear. If Eq. (3.27) is indeed a valid equation, then we can move

R on the right-hand side to the right by inserting an RR-1 on the right, and

then use the Campbell-Baker-Hausdorff equation to find

«tn = e:g:Re:h:e:- g: = e:g:e:h:e:-Rg:R

= e:(1-R)g+h-1/2[g,Rg]-1/2[h,(l+R)g]+. ..R

Suppose that J isgiven in the form

and we wish to find a corresponding expression for 9 and h; namely,

9 = £91 + £2 9 2 + .
h = €h1 + £2 h2 + ..

Equating terms which are first order in e, we get

(l - R)gl + lq = it

This may be solved uniquely by decomposing it into two parts

i, = 11 + R

19

(3.28) .

(3.29)

(3.30)

(3.31)

(3.32 )



where 11- is the average of it over phase angle, and Ii = it - 11 is the remainder.

Then we may set

..

....

The operator 1/(1 - R) is well defined on Ii since the terms in iI, which are

independent of angle, have been removed.

and (3.33) -
-

Equating terms which are second order in e, we get the equation

-
We proceed exactly as in Eqs, (3.31). There are two simplifications

(3.34)

-
[hI, (1 +R)gd- = 0

[gIl Rgl] = [1 ~ RR, 1~R f i ]

The result is

(3.35)

-
-

This procedure could be continued to higher orders.

3.5 LIE ALGEBRAIC EXPRESSION FOR TUNE SHIFT AND SMEAR

(3.36)

..
There are two sets of phase space ang-If's ow' call discuss: OI!e set is the

original phase ;lIl,!!,les, the or lu.r set i- r l«- illUI~j' (,f r l ic- firxt set n ud.-r rlu- Illap

exp(: 9 .]. (Recall that in "local coordinates" the order of the factors in Eq. (3.27)

is reversed.) The same tune shift would result using either set , because a revo­

lution traversed in one set implies a revolution traversed in the other set. The

20
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image of the original space under exp(: 9 :) we call the Floquet space, and

the phase angles. in this space the Floquet angles. The Floquet angles are ro­

tated by the operator R. Combining the operator exp(: h :) with the operator

R = exp(: -J.Lo· J), we have

(3.37)

and the phase advance per turn is given by

(3.38)

The smear can be found by using exp(: 9 :) to calculate the change in the actions.

We have

(3.39)

- hence,

The smear is found by taking the average over the angle of the square of this

expression. If we are content with a first-order expression, then

-

-

-

AJ _ og _ 1 af:
L), i - -- - ----

ofh R - 1 Dei

which is the same expression we found in Chapter 2.

3.6 SECOj\;D OnDEn TU:\E SIllFTS

(3.40)

(3.41)

vVe now use Lie algebra techniques to calculate the second-order tune shifts.

These are especially important for sextupoles and decapoles where the first-order

tune shifts are zero.

2]



The contributions to f from the normal sextupoles can be written

-
..

(3.42)
"

•

-
where OJ is the strength of the i th sextupole (multiplied by the appropriate con­

stants) and A2 j is the polynomial

(3.43)

We will calculate the tune shift for 8 = O. Then we may write

(3.44)

...

..

..

and xi may be written as

n ((3zilz)n1zR ( W,, + )nx· = -- . e cc
I 2 t

We are using the notation that

for sextupoles, since hIs = A2i = 0, his = A;i = a

This cxprr-ssion involvos «valnation for i ::; ) of terms of the form

22

(3.45)

(3.46)

(3.47)

(3.48 )

..
•

..

..

..
-
...



One can establish the following facts,

and

G~~cd = '""' g~~cd,n cos[n· (¢ij - 1-'/2)}
1) L- 1) sin(n . 1-'/2)

n

(3.49)

(3.50)

The term for i = j would be obtained by taking the limit j ---+ i and multi­

plying by 1/2. This fact allows us to extend the sum over all i and j where now

all terms have a factor of 1/2. In this sum, we must replace <Pij by -; where

-

-

where

+ {cPij , i < j
</J .. =

lJ 4>ji, j < i

(3.51)

(3.52)

,..

.Therefore, we need only find the coefficients of the first simple commutator above

to get the G:;Cd,n. The combination of commutators is found by a simple replace­

ment of the sine by another trigonometric function.

Note that only phase differences <Pij arise. This follows from

(3.53)

where RJi = ti,u;', To evaluate the commutators and find the Gird, one can

use the basic commutator

(3.54 )

1 J k Jkr Jky
W lere = . i: • Y .



If we define

cos[n . (4)t. - J-t/2)]
T~ = z3

I) - sin(n . 1£/2)

then the function hs is given by

. h 1~ ~di dj ~ abcd,nTO
s = 4' LJ (Xiaj LJ ab cd LJ gij ij

ij abed n

where we have written

A ~di a b
2i = ~ abXi Yi

a,b

The appropriate coefficients d~b could be inserted for any multipole,

4. Analytical Expressions for Tune Shift and Smear

(3.55)

(3.56)

(3.57)

..
-
...

•

-

-
The formalism outlined in Chapter 2 gives a recursive formulation for the

calculation of tune shift and smear. It proves convenient to implement the recur­

sive formulation in Chapter 2 using a computer algebra systemMACSYMA. [15]

This allows us to automate the cumbersome analytical forms corresponding to

the higher order multipole contributions, as well as to generate the necessary

FORTRAN code.

Generally, MACSYMA programs have been written where the input is a

definition of the vector potential and the output is analytical expressions for the

smear and tune shifts, as well as FORTRAN-compatible expressions. Smear has

been calculated to the first order in the multipole strength due to systematic or

random (l2 • b'2 .03 ! b,'l, and random (l.! and b l . For random llluitipoks. the varianrr­

bas also hl'('11 ('akllhtcd. 'Tuur- sLift;; L,I\'(' lwell (',l!cIlLtted t() t l«: :-;"('Olld order

due to systematic 0'2 , b2 , 03, and 03.

-
-

..

..

..

•



--.

'"'

4.1 SMEAR TO THE FIRST ORDER IN THE MULTIPOLE STRENGTH

If we define

B~zny _ cas(o· cPjk)
J k sin2( 1r n . 11)

and

we find

2 1 ""'''"'{ 1 21 21( 21 2-1)s; = (2J
x)2

7 L.: 32a2ja2kAj A k B jk + B jk

1 .
+ -b ·b [(4A I2A l2 _ 4A30A l2 + A30A 30)B IO+ A~2A12128 2J 2k J k ) k J k )k ) k

X (B 12 + B~-2) + A30 A30 B 30
]j]: )k J k Jk

+ _1_a ·a [A 13A 13( B 13 + B I -
3 + 9Bll + 9B~-1) + 9A31A31

512 3) 3k ) k )k)k Jk Jk ) k

X (B31 + B~-l + B ll + B 1- 1) _ 18A13A31(Bll + B 1
-

1
) ])k )k )k)k J k )k Jk

+ _l_b .b [4(9A22A 22 _ 6A40A 22 + A 40A40)B~O + 9A22A 22
512 3) 3k ) k ) k ) k Jk J k

x (B~2 + B 2-2) + A 40A40B 40]}
)k )k J k Jk

2
~.J

(4.1)

(4.2)

(4.3)



For systematic multipoles, the sums run over one cell; t/ in the denominator

of Eq. (4.1) is the phase advance per cell divided by 27r. For random multipoles,

the rms smear is obtained by averaging over random seeds so that

-
...

-
(4.4)

where O'an ,O'bn are the rms values of the multipole strength. The random multi­

pole errors are assumed to be uncorrelated. Each sum runs over the whole lattice

and the phase advance for the entire lattice divided by 21r should be used in

Eq. (4.1). However, since the beta functions are periodic with the cell, the sums

simplify to a sum over one cell multiplied by the number of cells.

4.2 TUNE SHIFTS TO THE FIRST ORDER IN THE MULTIPOLE STRENGTH

To the first order, only quadrupole and octupole errors contribute to the tune

shifts (if higher order multipoles are neglected). We have

-
...

•

..

(4.5)

..

..

where for systematic errors, the sum runs over one cell and should be multiplied

by the number of cells.

2G

•

-
-..



-

--

4.3 SECOND ORDER TUNE SHIFTS

We find for the second order tune shifts



where T;~rny is defined by Eq. (3.55).

For systematic errors, each sum runs over one cell and should be multiplied

by the number of cells. In Eq. (3.55), the phuse advance for one cell divided by

..
-
..

-

-
..
--
-
...

-
..
..
-..
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-
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5. Closed Orbit Perturbations

By realizing that a reasonable correction scheme for closed orbit distortions

should lead to local corrections, we conclude that the final corrected orbit can

be calculated locally. This can then be done by using the well-known matrix

formalism. [7]

5.1 CALCULATION OF THE CLOSED ORBIT DISTORTIONS

We will assume that a lattice cell for sse has cine horizontal dipole corrector

and beam positron monitor (bpm) at each horizontally focusing quadrupole and

vice versa for the vertical plane. The ultimate result of the correction scheme is

to make the corrected orbit pass through the center of the bpm's. Since there

are also bpm errors, this orbit will normally differ from the design orbit.

The calculations will be split in two parts. "First, we assume the bpm errors to

be zero and calculate the orbit due to dipole erro~sandquadrupole displacements.

The contributions from higher multipoles will be neglected. In the second part,

we assume the multipole errors to be zero and calculate the orbit due to the

bpm errors. This split can be done since the bpm errors are assumed to be

uncorrelated with the multipole errors.

The transfer matrix between two arbitrary points so and Sl along a lattice

(5.1 )

where

J.I =

and

¢xlO == 1Jx 1 - 1>;1;0

29
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If there are no bpm errors, the effect of the correctors is to make the orbit

distortions zero at the bpm's (which were assumed to be at the correctors) so

that

If we use the thin lens approximation for the .errors and the correctors, we find

from Eqs, (5.2) and (5.4)

.6..xn = .6..xo = a

n-l

6xn = V/3xnf3xo sin(lt~ell) . .6..x~ + l::: Vf3xnf3xl sin(6</;xnd . 6.x~ = a
1=1

or

6.x' ~ _~ j (3%1 sin(6.¢xnl) 6.x'
o ti' f3xo sin(ltiell ) I

where

(5.4)

(5.5)

(5.6)

..
•

..
-

-
..
..

-
(5.7)

and 6.xquad is the quadrupole misalignment, since higher order multipoles are

neglected. By using -

we find

<j

6.x J = L J {3xj f3xl sine 6 </;xjL) . 6.x~ l

l=O

O~j~n (5.8) ...

..

<j

+ L J/3xj f3 xt sin(6<px j d . x~
1=[

(5.a) ..
-
-



By using some trigonometric relations, this can be written

6.xjP = - sin(~Cell) [:t J13xj13xl6.X~ sin(6.¢xnj) sin(6.¢xlO)
x 1=1

+~ v'flr j fJrlLl.x;sin( Ll.,pr jO) sin( Mrnl)], 0 ~ j ~ n

(5.10)

We now assume the multipole errors to be zero and that the correctors have

been adjusted so that the new orbit passes through the centers of the bpm's.

From Eq. (5.2), we have

,.

- The .a-function is periodic, hence

13xn = 13xo

so that

In a similar way, we obtain

(5.11)

(5.12)

(5.13)

(5.14)

Since we assume the mult.ipole misaligument and hpm displacement errors to

1)(' 11ll(,Ol'1'i'latcd. WI' finally obtain

(5.15)



5.2 CALCULATION OF THE FEED-DOWN

The feed-down is calculated by generalizing Eq. (2.23) to

"

(5.16)

where ..6.x and ..6.y is the horizontal and vertical orbit. If we restrict ourselves to

terms linear in ..6.x or ..6.Y1 we find the following contributions from the feed-down

..
..
...

..
-
...

This approximation is expected to be good as long as ..6.x <t: Ax and 6.y <t: A y •

When these terms are inserted in the equations for 52, Eqs. (4.3), and we average

over random seeds, we find

an-l = n(an..6.x + bn..6.y) + 0(2)

bn- 1 = -n(an..6.y - bn6.x) + 0(2)

bnjbnk """ a(n+l),ja(n+l),k < 6.yj6.Yk >seeds

+ b(n+l),jb(n+I),k < 6.Xj..6.xk >seeds +0(2)

for systematic multipoles and

(5.17)

(5.18)

...
..
-..
-..

for random multipoles, since 6.x, 6.y and the multipole errors are assumed to

be uncorrelated. The correlations < 6.Xj6.xk >seeds and < 6.YJ6.Yk >seeds are

calculated from Eq. (5.16).

...
...

...

..
-
•



6. Chromatic Perturbations

The chromatic perturbations can be treated as a feed-down where the orbit

is given by the nonlinear dispersion function 1]

~x = 81] = 8(770 + 8771 + ...) (6.1)

where "10 is the linear dispersion function. Furthermore, the multipole strength

is replaced by an effective multipole strength given by

1 2bn = --J:bn = (1 - 8 + 8 - ... )bn
1+u

(6.2)

-

Since the linear chromaticity is corrected, one would like to calculate the chro­

maticity to at least quadratic terms in 8. From above, it is, however, clear that

this requires a knowledge of 'T11. It can be calculated, [16] but a direct numerical

calculation of the tune shift using map techniques would be more efficient. [17]

The previous work has, therefore, been limited to the on-momentum case.

7. Numerical Results

In the expressions for the smear, Eqs. (4.3), we find terms proportional to

1

(7.1)
1

from sextupoles and the octupoles. The first case may be interpreted as orbit

terms <tnd the see()lld wi 11 only change t he it \'( 'rage illllplit uclc, Siuc.- tll(' 1>('1'-

turbations of these terms is similar to dipole and quadrupole perturbations (but

amplitude dependent) and to simplify the analysis of the tracking data, they have

been excluded in the following calculations.



We have studied FOnD-lattices with identical approximately 90 degree cells

for an injection energy of 1 or 2 TeV, 4 or 5 em magnet aperture and injection

optics.

Table 1: Studied cases.

No. of dipoles Half cell No. of 1I1: lIy A1: = A y (mm) 6 (10-3)

per half cell length cells ITeV 2TeV ITeV 2TeV

4 84.20 480 121.285 122.265 4.15 3.73 0 0

2.75 2.33 1.36 0.68

.5 98.62 384 97.285 98.265 4.43 3.97 a a
2.92 2.46 1.16 0.58

6 114.25 320 81.285 82.265 4.73 4.18 0 a
3.10 2.55 1.0 0.50

-

--

..

..

Table 2; Multipole errors in the dipoles. ..
Random errors Systematic errors

Multipole 4cm 5cm ITeV,4cm 1TeV, Scm 2Tev,4cm 2TeV, Scm ..
aa 6.0 6.0 a 0 0 0

ba 6.0 6.0 0 0 0 0

at 0.7 0.56 0.2 0.2 0.15 0.15

hi 0.7 0.56 0.2 0.2 0.15 0.15 ..
C1:J O.G 0.41 0.1 0.1 0.06 0.06

b:J 0.4 0.27 -8.4 -4.0 -5.33 -2.53 ...
a3 0.7 0.41 0.2 0.2 0.11 0.11

b3 0.3 0.18 0.1 0.1 0.05 0.05

Cf4 0.2 0.10 0.2 0.2 0.09 0.09

b.1 0.7 0.:55 0.84 0.;-' 0.:39 0.18 ....

...
The total number of dipoles has been kept to 3840, but the number of dipoles

per cell and the number of cells have been varied. The cases that have been

34
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-
...



-
studied are shown in Table 1. [11,18] Closed orbit distortions have been calculated

for

b.x~~~ , 1.00 mm, (7.2)

-

with respect to the design orbit. The linear aperture may be defined by 6.4%

smear [4] and a tune shift of? x 10-3 . [1] The linear lattice functions were calcu­

lated by TEAPOT. [19] After the systematic multipole errors had been added, the

linear chromaticity was tuned to zero using TEAPOT. The strength obtained for

the chromaticity sextupoles were then used in the analytical calculations. Cal­

culations have also been done with the "SNEUFF" correction scheme. [1] In this

case, the chromaticity was tuned after the the correctors had been added. Cor­

rectors were added for a2 , b2 , a3, and b3-

7,1 SMEAR AND TUNE SHIFTS

In Tables 3 to 15, we present the smear and tune shifts for the different cases

specified in Table 1. For random multipoles, we give the average smear and the

spread of the total smear as defined by Eqs. (2.2) and (2.3). An empty location

indicates that no value has been calculated. Linear coupling perturbations due

to feed-down in the sextupoles are presented (in the column (a1 )), but are not

included in the total. The total tune shifts are obtained by summing up the

individual terms, whereas for the total smear one has to sum the square of the

different contributions and then take the square root. Note that if the linear

lattice functions are given, the results in one of the tables displayed below, 1S

obtained in less than a minute on the VAX.

Table 3 shows a case when the horizontal and vertical tune have not been

split ted by one unit (VI = 81.285. 81 -'6;')
1/.1) = '- 0 . As expected, this leads to

very high contributions from the systematic errors.



-
Table 3a: 6 dipoles, 1 TeV, 4 em magnet aperture, no split. ..

Smear (%) (ad a2 02 U3 03 a4 04 Total ..
Due to random multipoles 1.4 0.8 2.3 0.5 0.1 0.2 2.9±0.8

1.0 0.9 2.4 0.6 0.0 0.2 2.8±0.6

Due to feed-down in the 6.2 0.6 0.4 1.0 0.5 1.3
...

random multipoles 6.2 0.4 0.6 1.1 . 0.5 1.4

Due to systematic multipoles 0.0 1.0 0.1 8.0 8.1 ...
0.0 0.5 0.1 8.0 8.0

Due to feed-down in the >100 0.0 0.0 17.0 24.3 29.7
systematic multipoles >100 0.0 0.0 17.0 24.3 29.7 -Due to corrected 0.0 0.5 0.6 0.1 0.8
systematic multipoles 0.0 0.3 0.6 0.1 0.7

Due to feed-down in the ->100 0.0 0.0 0.0 4.8 4.8
corr. systematic multipoles >100 0.0 0.0 0.0 4.8 4.8

Llv (10- 3) a2 o~ b3 a2
o~ Total2 3

Due to systematic multipoles 0.0 22.5 -2.4 -29.9 0.6 -9.2
0.0 31.1 -2.4 29.8 -0.6 57.9

Due to corrected 0.0 6.4 0.2 0.0 0.0 6.5
systematic multipoles 0.0 6.1 0.2 0.0 0.0 6.3

Table 3b: 6 dipoles, 1 Te V, 4 em magnet aperture. -
Smear (%) (ad a2 b2 a3 b3 a4 04 Total

Due to random multipoles 1.4 0.8 2.5 0.5 0.1 0.2 3.0±1.4 ...
1.0 0.9 2.5 0.6 0.0 0.2 2.9±1.3

Due to feed-down in the 6.7 0.6 0.4 1.1 0.5 1.4 ...
random multipoles 6.6 0.4 0.6 1.1 0.5 1.4

Due to systematic multi poles 0.0 1.0 0.1 0.2 1.1
0.0 0.5 0.1 0.2 0.5

Due to feed-down in the 27.6 0.0 0.0 0.4 0.6 0.7
systematic multi poles 27.6 0.0 (J.O 0.4 O.G 0.7

Due to corrected 0.0 0.5 0.0 0.0 0.5
...

systematic multipoles 0.0 0.3 0.0 0.0 0.3

Due to feed-down in the 11.6 0.0 0.0 0.0 0.1 0.1
corr. systematic multipoles 11.5 0.0 0.0 0.0 0.1 0.1 ...

!::lv (10-:1)
.,

b~ li:l
.,

I)~ Total(1] 1/ :-~

Illl" 1., ~yq"111;IIIC ) III ill i I" !I,·~ Ii () ')') - -~ :-; ~ 1_ i 1)1) :!I [).... _. j

!J,n :; I ' .-J .) 1 -Ij~ Iii J 1".1

Due to corrected a.o ().:l O:! 0.0 (JIJ G.;)
systematic multipoles 0.0 (j.0 02 0.0 0,0 (j .1

-
:J(j ..

..



Table 4: 6 dipoles, 2 TeV, 4 ern magnet aperture.

Smear (%) (ad a2 b2 U3 b3 a4 b4 Total

Due to random multipoles 1.2 0.7 1.9 0.4 0.0 0.1 2.5±1.1
0.9 0.8 2.0 0.4 0.0 0.1 2.4±1.0

Due to feed-down in the 6.7 0.5 0.4 0.8 0.4 1.1
random multipoles 6.6 0.3 0.5 0.9 0.4 1.1

Due to systematic multipoles 0.0 0.5 0.1 0.1 0.5
0.0 0.2 0.0 0.1 0.3

Due to feed-down in the 13.8 0.0 0.0 0.2 0.3 0.3
systematic multipoles 13.8 0.0 0.0 0.2 0.3 0.3

Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 5.9 0.0 0.0 0.0 0.1 0.1
corr. systematic multipoles 5.9 0.0 0.0 0.0 0.1 0.1

~v (10- 3 )
~ b:l b3 a2 b~ Totala~

2 :I 3

Due to systematic multipoles 0.0 3.9 -1.8 0.4 0.0 2.5
.... 0.0 4.5 -1.9 -0.4 0.0 2.2

Due to corrected 0.0 1.1 0.1 0.0 0.0 1.2
systematic multipoles 0.0 1.0 0.1 0.0 0.0 1.1

- Table 5: 6 dipoles, 1 TeV, 5 ern magnet aperture.

Smear (%) (ad G2 b2 a3 b3 a4 b4 Total

Due to random multipoles 1.0 0.6 1.5 0.3 0.0 0.1 1.9±0.8
0.7 0.6 1.5 0.3 0.0 0.1 1.8±0.8

Due to feed-down in the 4.5 0.3 0.3 0.5 0.3 0.7
random multipoles 4.5 0.2 0.3 0.6 0.3 0.7

Due to systematic multipoles 0.0 0.7 0.0 0.1 0.7
0.0 0.3 0.0 0.1 0.4

Due to feed-down in the 18.0 0.0 0.0 0.2 0.3 0.3
systematic multipoles 17.9 0.0 0.0 0.2 0.3 0.3

Due to corrected 0.0 0.3 0.0 0.0 0.3
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 7.5 0.0 0.0 0.0 0.1 0.1
carr. systematic multi poles 7.5 0.0 0.0 0.0 0.1 0.1

~v(lO-:J)
" f/, b3

~ q Totala7; ((}

I) Ill' II, ~Y,~"'lIl<1tj(" JlllIltil")I,-~ O.U 'I.1i -I.:! IJ.:.! !J.0 (-:.1
U.O 11.1 -1.:2 .().:2 U.O 1() ()

Due to corrected 0.0 2.5 0.1 (J.O 0.0 2.6
systematic rnultipoles 0.0 2.;~ 0.1 0.0 0.0 2.4

:n
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Table 6: 6 dipoles, 2 TeV, 5 em magnet aperture.

...
Smear (%) (al) a2 b2 aa ba a4 b4 Total

Due to random multipoles 0.8 0.5 1.1 0.2 0.0 0.1 1.5±0.7
0.6 0.5 1.2 0.3 0.0 0.1 1.4±0.6 ..

Due to feed-down in the 4.5 0.3 0.2 0.4 0.2 0.6
random multipoles 4.5 0.2 0.3 0.4 0.2 0.6
Due to systematic multipoles

...
0.0 0.3 0.0 0.1 0.3
0.0 0.2 0.0 0.1 0.2

Due to feed-down in the 9.3 0.0 0.0 0.1 0.1 0.1.
systematic multipoles 9.2 0.0 0.0 0.1 0.1 0.1 ..
Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.1 0.0 0.0 0.1

Due to feed-down in the 4.2 0.0 0.0 0.0 0.0 0.0
corr. systematic multipoles 4.2 0.0 0.0 0.0 0.0 0.0

D.v (la-a) a~ b2 ba a 2 b2 Total2 3 3

Due to systematic multipoles 0.0 1.5 -0.9 0.0 0.0 0.6
0.0 1.3 -0.9 0.0 0.0 0.3

Due to corrected 0.0 0.4 0.1 0.0 0.0 0.5
systematic multipoles 0.0 0.4 0.1 0.0 0.0 0.4

Table 7: 5 dipoles, 1 TeV, 4 em magnet aperture.

Smear (%) (ad a2 b2 as b3 a,\ b'\ Total

Due to random multipoles 1.1 0.7 1.9 0.4 0.0 0.1 2.3±1.0
0.8 0.7 1.9 0.4 0.0 0.1 2.2±1.0

Due to feed-down in the 5.8 0.5 0.4 1.1
..

0.4 0.8
random multipoles 5.7 0.3 0.5 0.8 0.4 1.1

Due to systematic multipoles 0.0 0.7 0.1 0.1 0.8
0.0 0.4 0.0 0.1 0.4 ...

Due to feed-down in the 25.8 0.0 0.0 0.3 0.4 0.5
systematic multipoles 25.7 0.0 0.0 0.3 0.4 0.5 ...
Due to corrected 0.0 0.4 0.0 0.0 0.4
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 10.4 0.0 0.0 0.0 0.1 0.1
corr. systematic multipoles 10.4 0.0 0.0 0.0 0.1 0.1 ..

Llv (10- 3 )
.,

b~ b;l
.)

b;; Totala~ (l~ ...
I) III I" "y"tulIiLlj, 1IIIdtil',>I,·" I) () 1') ., I !J fJ.l I) I) io.:.... -.,

(J.O I·\..') -I. :) -(U 1).1) 1'2.~

Due to corrected 0.0 3.5 0.1 0.0 0.0 ;3.6
systematic multi poles 0.0 :U 0.1 0.0 0.0 :3.4

-
:38

..



Table 8: 5 dipoles, 2 TeV, 4 em magnet aperture.

Smear (%) (al) a2 b2 aa ba a4 b4 Total

Due to random multipoles 1.0 0.6 1.5 0.3 0.0 0.1 1.9±0.9
0.7 0.7 1.5 0.3 0.0 0.1 1.9±0.8

Due to feed-down in the 5.8 0.4 0.3 0.7 0.3 0.9
random multipoles 5.7 0.3 0.4 0.7 0.3 0.9

Due to systematic multipoles 0.0 0.4 0.0 0.1 0.4
0.0 0.2 0.0 0.1 0.2

Due to feed-down in the 13.3 0.0 0.0 0.1 0.2 0.3
systematic multipoles 13.3 0.0 0.0 0.1 0.2 0.3

Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 6.0 0.0 0.0 0.0 0.1 0.1
corr. systematic multipoles 6.0 0.0 0.0 0.0 0.l5 0.0

dv (10- 3 ) a2 b2 b3 a 2 b2 Total2 2 3 3

Due to systematic multipoles 0.0 2.1 -1.5 0.2 0.0 0.8
0.0 1.4 -1.5 -0.3 0.0 -0.4

Due to corrected 0.0 0.5 0.1 0.0 0.0 0.7
systematic multipoles 0.0 0.5 0.1 0.0 0.0 0.6

Table 9: 5 dipoles, 1 TeV, 5 em magnet aperture.

.Smear (%) (ad a2 b2 a3 b3 a4 b4 Total

Due to random multipoles 0.8 0.4 1.1 0.2 0.0 0.1 1.4±0.6
0.6 0.5 1.1 0.3 0.0 0.1 1.4±O.6

Due to feed-down in the 3.9 0.3 0.2 0.4 0.2 0.6
random multipoles 3.9 0.2 0.3 0.4 0.2 0.6

Due to systematic multipoles 0.0 0.5 0.0 0.1 0.5
0.0 0.3 0.0 0.1 0.3

Due to feed-down in the 17.0 0.0 0.0 0.1 0.2 0.2
systematic multipoles 17.0 0.0 0.0 0.1 0.2 0.2

Due to corrected 0.0 0.3 0.0 0.0 0.3
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 7.3 0.0 0.0 0.0 0.0 0.0
corr. systematic multipoles 7.2 0.0 0.0 0.0 0.0 0.0

~/.I (10-:1)
.,

b~ b3
.,

b} Total(17, (13

Due to systematic rnult ipolr-s UIJ i\.,"i -11. !J IJ. ! UU :;.:1
o.n '1.3) -1.0 -0.1 (1. (J :\'[

Due to corrected 0.0 1.3 0.1 0.0 0.0 1.4
systematic multipoles 0.0 1.2 0.1 0.0 0.0 1. :~
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Table 10: 5 dipoles, 2 TeV, 5 ern magnet aperture.

...
Smear (%) (ad a2 b2 a3 b3 a4 b4 Total

Due to random multipoles 0.7 0.4 a.9 0.2 0.0 0.0 1.2±0.5
a.5 0.4 0.9 0.2 0.0 0.1 1.1±a.5

Due to feed-down in the 3.9 a.2 0.2 0.3 a.2 0.5
random multipoles 3.9 a.2 0.2 0.3 a.2 a.5 ...
Due to systematic multipoles 0.0 0.3 0.0 a.1 0.3

0.0 0.2 0.0 0.1 0.2

Due to feed-down in the 9.4 0.0 0.0 0.1 0.1 0.1
systematic multipoles 9.4 0.0 0.0 0.1 0.1 0.1

Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2 ..
Due to feed-down in the 3.2 0.0 0.0 0.0 0.0 0.0
carr. systematic multipoles 3.2 0.0 0.0 0.0 0.0 0.0

flv (10- 3 )
')

b2 b3 a§ b~ Totala-2 2

-Due to systematic multipoles 0.0 0.7 -0.8 0.0 0.0 0.0
0.0 0.0 -0.8 0.0 0.0 -0.8 ..

Due to corrected 0.0 -0.3 0.1 0.0 0.0 -0.3
systematic multipoles 0.0 0.2 0.1 0.0 0.0 0.3

...
Table 11: 4 dipoles, 1 TeV, 4 ern magnet aperture.

Smear (%) (ad a2 b2 a3 b3 a4 b4 Total ...
Due to random multipoles 0.9 0.5 1.4 0.3 0.0 0.1 1.8±0.8

0.6 0.6 1.4 0.3 0.0 0.1 1.7±0.7

Due to feed-down in the 4.9 0.4 0.3 0.6 0.3 0.8
random multipoles 4.9 0.2 0.4 0.6 0.3 0.8

Due to systematic multipoles 0.0 0.5 0.0 0.1 0.5
0.0 0.3 0.0 0.1 0.3 -

Due to feed-down in the 24.2 0.0 0.0 0.2 0.3 0.4
systematic multipoles 24.2 0.0 0.0 0.2 0.3 0.4

Due to corrected 0.0 0.3 0.0 0.0 0.3
systematic multipoles 0.0 0.3 0.0 0.0 0.3

Due to feed-down in the 10.6 0.0 0.0 0.0 0.1 0.1
carr. systematic rnultipoles 10.6 0.0 0.0 0.0 o.i 0.1

':"v (10-:)) "
b~ b;l u ~i Iii Totala:; ..

])I[!' tl' ~y:--ll·[l.~:"il· 111lJ!tJpr)!L·s lUI i' .) - I .Ii I):.! I J.i) I.U) .....
0.0 U - [ . (j - (J '2 o.: ) '2.;)

Due to corrected 0.0 1.8 0.1 0.0 0.0 1.9
systematic multipoles 0.0 1.4 0.1 0.0 00 1.6

..

..
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Table 12: 4 dipoles, 2 TeV, 4 em magnet aperture.

Smear (%) (ad a2 b2 a3 &3 a4 b4 Total

Due to random multipoles 0.8 0.5 1.1 0.2 0.0 0.1 1.5±0.6
0.6 0.5 1.1 0.3 0.0 0.1 1.4±0.6

Due to feed-down in the 4.9 0.3 0.3 0.5 0.2 0.7
random multipoles 4.9 • 0.2 0.3 0.5 0.3 0.7

Due to systematic multipoles 0.0 0.3 0.0 0.1 0.3
0.0 0.2 0.0 0.1 0.2

Due to feed-down in the i4.0 0.0 0.0 0.1 0.2 0.2
systematic multipoles 14.0 0.0 0.0 0.1 0.2 0.2

Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 8.2 0.0 0.0 0.0 0.0 0.0
corr. systematic multipoles 8.2 0.0 0.0 0.0 0.0 0.0

.1.11(10- 3 ) a5 b2 "3 a 2 b2 Total2 3 3

Due to systematic multipoles 0.0 0.8 -1.3 0.1 0.0 -0.3
0.0 -0.6 -1.3 -0.1 0.0 -2.0

Due to corrected 0.0 0.1 0.1 0.0 0.0 0.2
systematic multipoles 0.0 0.0 0.1 0.0 0.0 0.2

- Table 13: 4 dipoles, 1 TeV, 5 em magnet aperture.

Smear (%) (a1) a2 h a3 b3 a4 &4 Total

Due to random multipoles 0.6 0.4 0.8 0.2 0.0 0.0 1.1±0.5
0.4 0.4 0.8 0.2 0.0 0.1 1.0±0.4

Due to feed-down in the 3.4 0.2 0.2 0.3 0.2 0.4
random multipoles 3.4 0.1 0.2 0.3 0.2 0.4

Due to systematic multipoles 0.0 0.4 0.0 0.1 0.4
0.0 0.3 0.0 0.1 0.3

Due to feed-down in the 17.0 0.0 0.0 0.1 0.2 0.2
-. systematic multipoles 16.9 0.0 0.0 0.1 0.2 0.2

Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2

- Due to feed-down in the 8.8 0.0 0.0 0.0 0.0 0.0
carr. systematic multipoles 8.8 0.0 0.0 0.0 0.0 0.0

!::lv (lO<l)
.,

I)~ &:J
'J b} Tota!- (l:-; a:i

1)11<' I,) "y.~1<·111;11 jc rnu l t i!,,,I,'~ IJ.!) ~ '2 -I)." IJ I (J(J 1.;-)

D.U n.t -O.~ -01 (J.O -0.7

Due to corrected 0.0 0.5 0.1 0.0 0.0 0.6
systematic multipoles 0.0 0.4 0.1 0.0 0.0 0.4

-
ill
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•Table 14: 4 dipoles, 2 TeV, 5 em magnet aperture.. ..

Smear (%) (al) a2 b2 a3 b3 a<\ b4 Total

Due to random multipoles 0.6 0.3 0.7 0.1 0.0 0.0 0.9±0.4
, 0.4 0.4 0.7 0.2 0.0 0.0 0.9±OA ..

Due to feed-down in the 3.4 0.2 0.2 0.2 0.1 0.4
random multipoles 3.4 0.1 0.2 0.2 0.1 0.4
Due to systematic multipoles 0.0 0.4 0.0 0.0 0.4

..
0.0 0.2 0.0 0.0 0.2

Due to feed-down in the 18.4 0.0 0.0 0.0 0.1 0.1
systematic multipoles 18.3 0.0 0.0 0.0 0.1 0.1 ..
Due to corrected 0.0 0.2 0.0 0.0 0.2
systematic multipoles 0.0 0.2 0.0 0.0 0.2 ..
Due to feed-down in the 7.8 0.0 0.0 0.0 0.0 0.0
corr. systematic multipoles 7.8 0.0 0.0 0.0 0.0 0.0

.6./1 (10- 3 ) a 2 b~ b3 a2 b2 Total2 3 3 ..
Due to systematic multi poles 0.0 0.4 -0.6 0.0 0.0 -0.2

0.0 2.9 -0.6 0.0 0.0 2.3 ..
Due to corrected 0.0 -0.1 0.1 0.0 0.0 -0.1
systematic multipoles 0.0 -0.1 0.1 0.0 0.0 -0.1

-
-7.2 SMEAR VERSUS TUNE

The analytical expressions for the smear may be used to study the dependence

on the working point. Since the main contribution is from the random multipoles,

only these will be considered without feed-down. Figure 1 to 6 shows contour

plots of max( Sx , Sy) for the cases of 4 em magnet aperture from Table 1. The

contour plots were obtained by calculating smear values for a 100 x 100 grid and

using TOPDRAWER. [20] Since the smear goes to infinity on the resonances,

the values above 100% were cut. The wiggling of the contour lines close to the

resonances is due to the interpolation between grid points.

It is clear from the plots that if only smear is considered a more favorable

-
-
-
..

..
-

V r = 81.285,

would he, e.g.,

42

V y = 82.265 (7.3) ..
-
-
-
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for the 6 dipoles case.

liz = 81.38, lIy = 82.44 . (7.4)

-
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Figure 1; 6 dipoles, 1 TeV, 4 em
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Figure 3: 5 dipoles, 1 TeV, 4 em
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8. Comparison with Tracking

In the following sections, we will quote numbers obtained from numerical

simulations followed by numbers within brackets corresponding to analytically

calculated values. "The results for the horizontal and vertical plane are presented

on two consecutive lines.

8.1 FOURIER ANALYSIS OF TRACKING RESULTS

The tune shifts can be obtained from tracking by Fourier analysis of the

motion. Since the motion is normally only sampled on a turn-by-turn basis, the

Discrete Fourier Transform (DFT) has to be used. Since tracking is done for

about 512 turns (N), some kind of interpolation must be applied to get a better

accuracy than 1/(2N).

The DFT is defined by

..
...

...

..
...

..
•

-

wlwr('::'t is t lu- t irue ]wtWC'(,1l two samples. The distributiou for a peak. ('('ntered

N-l

X 1 ~ -i2rk.6.t kn]N
n = N ~ xke 1

k=O

and the inverse transform by

N-l
_ '"""' X ei2d~t kn]N

xk - ~ n ,

n=O

n=O,1, ... ,N-1

k=O,1, ... ,N-1

(8.1)

(8.2)

-
-
..

arounr1 the normulizr-d frcquC'ucy II, is gi VCIl hy

.: ~ Isin[lT(k. - Nu)] I
.-!(~) - 7';1..: '
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k = 0, 1,2.... , N - 1 (8.3 ) ...
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Figure 7: Rectangular window

shown in Figure 7. Note that the DFT is only defined for n = integer. From

Eq. (8.3) it is possible to derive the following interpolation for the tune. (21]

1 [ A( k) ]
1/ = N k - 1 + A( k: - 1) + A( k) , k-1~N1/~k (8.4)

We have used a sine window to decrease the sidelobes of a peak in the spectrum.

This is done by multiplying the samples x k by a weight function, in this case

k = 0,1, 2, "'J N - 1 (8.5)

k,\( ling to t li« following eli;; t ri IJ1t t ion for ;1 peCi k

I
sin[lT'(k - 1/2 - lVv)] I

A( I.;) = '2rr( k - 1/2 - N v)( k: + 1/2 - N 1/)

shown in Figure 8.
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k = 0, l,2, ... ,N -1 (8.6)
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Figure 8: Sine window

We now have [21]

...

..
1[ 2A( k) 1]

v = N k - 1 + A( k - 1) + A( k) - 2" ' (8.7) ..
When the tune IS known, Eq. (8.6) can be used to obtain the amplitude of a

peak.

Smear is obtained by calculating the change of the action variable J defined

hy E(i" (2.0) using r lie v..I111cs from the linear latt ico calcula.tions as estimates for

r li.- ,dph<l .u«] tlw 1)(',;1 flllll",ioll.'i. TIll' ruix \";[1I\(, of J is then c:-;tilllated froru

...

...

(8.8 ) ...

..

...



where
N

J* = ~ '"' Jx NL.-J x
i=l

(8.9)

Another possibility is to Fourier analyze J. The zeroth harmonic gives the average

value of J. The average value is then subtracted from the samples, and the rms

value of !J.J is then given by

(8.10)

-

This method has the advantage that the contributions from different multipoles

can be resolved. It is done by noticing that to first order the multipoles a2 1 b2 , a3

and b3 in the multipole strength only excite different nonlinear amplitude reso­

nances. These can be identified by fitting a linear combination of the horizontal

and vertical tune to each peak in the spectrum. The contribution to the smear for

a given multipole is then obtained by restricting the sum to the relevant peaks.

A typical example is shown in Figure 9.

8.2 SMEAR DUE TO RANDOM MULTIPOLES

Tracking has been done with random errors only for a lattice with 6 dipoles

per half cell and 1 TeV injection energy. [22] The amplitudes were

Ax = 5.00mm , A y = 5.13mm (8.11 )

The smear was obtained as averages over 100 seeds. We therefore expect the

ngrceIlwnt. to ])(' of the order of

(8.12)

which deady is the case. The results are shown in Table 16.
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Figure 9: Amplitude resonances ...
Table 16: Average smear due to random multipoles

1.56(1.50±O.6)

1.11(l.05±OA)

O.87(O.86±O.3)

O.99(O.95±0.4)

3.03(2.96±lA)

2.87(2.87±1.3)

O.71(O.66±O.3)

O.75(O.68±O.3)

total

3.62±1.2( 3A9±1.6)

3.39±1.1 (3.27±1.4)
-

.-\. histogrtun for the total liorizont ,11 (\W! \'('l'tic',d S1I1(';I1' squnr«. due to t 11<'

definition of Eq. (2.2), obtained from the tracking is shown in Figures 10 and 11.

..
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-

and the "SNEUFF" correction scheme. We have checked by tracking with

TEAPOT that uncorroct.ccl systematic (/1 and II J gin' Iwgligibk conf r ibutions.

For t 11" ('a,,<, with G dipoles. 1 TI'\' (11)(1 ,h nil Ill;lP,lld ilj)(,l'tll]"('. w(' fOllnd t 11<'

contribution to be

52

<l
~I/I/ = 0.01 ' 10

...

..
...

-
..

..

..

(8.13)

(8.14)

b4 = 0.64b: = 0,1,

s, = 0.01 %,

Sy = 0,01 Vi: ,

b2 = -7.4,

for

...
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In addition, we found that the second order contribution from uncorrected sys­

tematic ln to the smear are

for an amplitude of

Sx = 0.12%,

Ax = Ay = 5.0mm

Sy = 0.12% (8.15)

(8.16)

This is quite negligible. However, since this contribution is octupole-Iike, it will

interfere with the contribution from systematic b3 . This explains the discrepancy

for the uncorrected systematic b3 contributions in Table 19. Tracking has also

been done for some of the cases in Table 1. The results are shown in Tables 19

and 20.

Tab{e 19: 6 dipoles, 1 TeV, 4 em magnet aperture

smear (%)

due to systematic multipoles

due to corrected
systematic multipoles

.Ill" If' ~y~I('IJliuic ruult ipoles

due to corrected
systematic multi poles

0.05(0.02)
0.02(0.02)

0.01{0.01)
0.00(0.00)

1.04{1.05)
0.50(0.51)

0.50(0.51)
O.26{0.27)

0.09(0.08)
0.06(0.06)

0.02(0.01)
0.01(0.01)

0.12(0.19)
0.11(0.18)

0.02(0.00)
0.02(0.00)

total

1.05(1.07)
0.52(0.55)

0.50(0.51 )
0.26(0.27)

total

:! l1. ~) ( :.! i.u )
27.:3{:!8A)

G.3(6.5)
6.4(6.1)



Table 20: 4 dipoles, 1 TeV, 4 em magnet aperture

smear (%) a2 b2 a3 b3 total

due to corrected O.OO~O.OOj 0.30~O.30j 0.Olt01j 0.02?O.OOj O,30~O,30j
systematic multipoles 0.00 0.00 0.26 0.26 0.01 0.01 0.01 0.00 0.26 0,26

~11 (10- 3 ) total

due to corrected 1.9~1.8j
systematic multipoles 1.7 1.5

8.4 CLOSED ORBIT DISTORTIONS

The analytically calculated rms orbit has been compared with values obtained

from TEAPOT data. [24] Since the corrected orbit is uncorre1ated between differ­

ent cells, the rms orbit was obtained by averaging over the 320 cells of a particular

lattice. We have studied the case with one corrector and one bpm per cell for

each plane with

-
-
-
...

-
...

-
..
..
-
..

~X~7::d = 0.50 mm , 6Xb;~ = 0.71 mm (8.17) ..
The result is shown in Figure 12 where a dotted line represents the analytically

calculated horizontal orbit, a dash represents the corresponding TEAPOT data,

a dotdash represents the analytical vertical orbit, and a solid represents the

corresponding TEAPOT data. The agreement is quite good, except for a small

systematic error in the vertical plane. It is not clear why this error appears.

One would expect the two planes to be symmetric as the analytical calculation

indicates. In any case, this discrepancy is negligible for the smear calculations. ..
Sinc« the actual correrr ion SdWIIlC for tll(' sse W';('S two bpms per cell. [25]

\\"(,11<1\"(' COIllP;Il"('d ilw ;,wtlyrica1 (',lkll!;\tiolls. wlurl. ,H'(' \);l.s('d Oil ow' bpni with

this case. using

\ nlls
U..l"bpm = lAllllIIl (8.18)

....

....

-
...
....
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As can be seen from Figure 13, it does not lead to any significant change. This

is explained by the fact that the corrected orbit is dominated by the bpm errors,

and the best that can be achieved is to make the corrected orbit pass through

the center of the bpm's,

0.7-es 0.6-+I
'..-1

of 0.50

fI.I

~ 0.4

a 50 100 150 200 250
distance (m)

Figure 12: Closed orbit distortions

1.4
f-

~ /
1.2 /-+I /'..-1

of 1.00

fI.I

~ 0.8

0 50 100 150 200 250
distance (m)

Fiqure 1.'J: Closed orbit distortions



9. Summary and Conclusions

We have applied and generalized the Lie algebraic formalism developed by

E. Forest to calculate smear and tune shifts due to random and systematic mul­

tipole errors for the sse.
It is clear that the presented analytical expressions for the average smear, the

spread of the smear, and the tune shifts reproduce in detail the tracking results.

By using analytical techniques, the computation times are reduced from hours

on the CRAY to seconds on the VAX. Contributions of various multipoles and

closed orbit distortions and dependence on amplitude, momentum, and working

point are also clear.

The spread of the smear, typically 40%, should be considered so that a spec­

ified set of parameters will yield the desired linearity.

This study has been limited to the on-momentum case. To be complete, the

off-momentum contributions have to be included.
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